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THE SYNTAX OF VERF3AL IWFEECFION 

JONATHAN D A W  BOB- 

Submitted to the Department of Linguistics and Philosophy 
on June 2, 1995 in partial fulfillment of the rexpirements 

for the degree of Doctor of Philosophy in Linguistics 

This thesis investigates the interaction of the morphological process of verbal inflection 
with the syntactic process of verb movement and the distribution of the principal 
arguments. 

In Part I it is proposed that two apparently syntactic phenomena in the Germanic languages 
are accounted for by allowing the marphological component to filter syntactic derivations. 
First (Chapter I), it is proposed that the parametric variation in the licensing of the specifier 
of TP (an intermediate functional projection) can be derived from the verbal inflectional 
paradigms; certain morphological patterns require fusion, a requirement which in turn 
places restrictions on possible syntactic derivations. In Chapter II it is proposed that verbal 
inflection may take place via morphological merger, which requires adjacency. Syntactic 
operations which would disrupt the adjacency relation in the rnsrphoIogy are therefore 
blocked. 

In Part I1 the assumptions, common in the literature, which underlie the syntactic analyses 
in Part 1 are reconsidered. In particular it is argued in Chapter III that the base and derived 
positions of the principal arguments are stacked; that is, objects do not cross over subjects 
in moving to their derived position. In Chapter IV the view that floating quantifiers mark 
the positions of traces of their antecedents is challenged. 

Part I11 attempts to salvage and extend the accounts of Bart I in light of the revised 
assumptions proposed in Part II. In Chapter V I introduce the Free Agr P~rarneter, 
which states that languages vary with regard to the presence or absence sf  Agr-Phrases. 
The specifiers of Agr-Phrases are the derived positions for arguments as evidenced by 
object shift and other phenomena. It is also proposed that the presence or absence of an 
Agr head dominating Infl determines whether or not the verb raises out of the VP in non 
verb-second environments, correctly predicting a M e r  p in t  of parametric variation in the 
Germanic languages. Chapter VV1I investigates the possibility of pursuing these analyses 
while maintaining that the syntactic derivation cannot be filtered by the morphophonological 
component(s). It is argued that this is possible, if the g r m m  admits of a process 
determining which copy of a moved element is pronounced. The morphological procedure 
determining which copy is pronounced is constrained by other morphological 
considerations, especially the adjacency condition on morphological merger investigated in 
Chapter 1T. 

Thesis Supervisors: Professor Noam Chomsky, Institute Professor 
and Professor David Pesetsky, Professor of Linguistics 
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'The time has cornz," the Walrus said, 
"To talk of many things: 
Of shoes-and ships-and sealing wax- 
Of cabbages-and kings- 
And why the sea is boiling hot- 
And whether pigs have wings." 

Through the h o k i n g  G h s ,  1,. Carroll. 
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Abbreviations 

The following abbreviations are used in the examples in this dissertation: 
NEG negation 

1,2,3 first, second, third (i.e. NBI negative polarity item 
gammatical person) obj object 
3A, 3E third person absolutive / PAFt partitive (case) - Firnlish 
ergative agreement Part participle 
3s/3p, . . . third person singular PC personal communication 

acting on third person VWrfJ f perfective (of 
plural (of p ~ t e a u  participles) 
agreement) PEW perfective aspect 

a i l  item in brackets is an a f f i  (Bmbm) 
ABS absolutive (case) ~1 PROG adv adverb progressive 
C, C O W  complementizer, the head Psn person 
of CP REXd relative particle @ambard) 
ERG ergative (case) sg singular 
[&fin] H i t e  spec specifier 

FOC focus subj subject 

F m ~ n l  impersonal form of verb 
[ftr] , [ktrans] transitive l htrimsn:ive (of 

(Irish) agreement paradigm) 
I, 1nfi the head of IP 

For consistency, I have used the following conventions: 

When the internal structure of a word is not immediately relevant, but requires more than 
one word in the English gloss, I have separated the English words by a dot with no 
space, e.g. Icelandic: Jdlasveinamir is glossed in the word-by-word glosses as: 
"Christmas.Trolls.~e*', 

When proper names are used in foreign language examples, I use only the initial in the 
word-by-word gloss, 

The source arid language of every non-English example is given after the example. All 
examples for which no s ~ m  is given are taken from native spaker informants. 
The infommts are listed in the acknowledgements. 
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If you wonder about the erection, 
Of trees, word by word or by section, 

If you're looking to T's, 
What's certain to please, 

Is The Syntax of Verbd Inflection. 

Anonymous Linguist / Poet. 1995. 

Introduction 

The syntax of verbal inflection 

T he interaction of verbal inflection and syntactic operation is the focus of Chapters I, 

11, V and VI of this thesis. The f ist  two of these approach the probltrn in a quite 

different manner from the later chapters, though. Overall, the thesis is divided into thee 

parts, each consisting of a pair of chapters. 

Part I: Mo~ghosyntax I 

In Chapters I and IX, I argue that the syntax must be filtered by a morphological 

component. That is, syntactic operations can be f o r d  (Chapter I) or blocked (Chapter II) 



if the derivation would otherwise lead to a structure which, though syntactically well- 

formed, is uninterpretable in the subsequent morphophonological component. 

Chapter I presents in this vein a morphological grounding for a syntactic pmneter 

motivated for the Germanic languages: the Spec,TB Parameter of Bures 1993, Bobaljik $L 

Jonas 1994. The Germanic languages split in two groups, identified by a cluster of 

syntactic properties. This clustering has been explained by the (non-)availability of an 

intermediate functional specifier in a complex of inflectional projections, the specifier of 

T(ense)P. This parameterization plays out in the syntax as the difference between two 

different syntactic derivations which concatenate the verb and the heads of the inflectional 

projections. In this Chapter, I argue that the different concatenations of heads each admit 

different possibilities for the insertion of vocabulary items (morphemes) in the subsequent 

morphological component. The inventory of inflectional elements in a language,, and the 

possible competition among them for insertion at a given node, determines which syntactcic 

derivation that language must make use of. Since the d i f fe~nt  derivations have different 

syntactic consequences in terms of the available argument positions, the verbal inflection in 

an interesting way determines the syntactic distribution of arguments in these languages. 

In Chapter 11, I examine a further restriction on argument positions in the Germanic 

languages. In a subset of the languages, local, leftwards movement of the object (Object 

Shift) is constrained by verb raising. The object may not shift unless the verb has dso  

moved (Holmberg 1986). However, this restriction does not hold in all of the Germanic 

languages. The deciding factor seems to be headedness. The generalization is a valid 

characterization of the SVO languages, but not of the SOV languages. The analysis 1 offer 

is again ultimately dependent upon verbal inflection. I argue that the appearance of 

inflectional morphology on verb stems may be derived by either of two processes: 

concatenation in the syntax (head-to-head movement) or a later morphological process, 



merger (Marantz 1939). This account derives the properties of the English verbal system 

on few assuinptions. Returning to the analysis of do-support offered by Chomsky 

1955[1975], the distribution of do is correctly predicte.d in a wide range of envhnanents: if 

the verb has not raised overtly to the inflectional affix, then the affix may merge with the 

verb under ~djacency. If the relation of adjacency is disrupted, for instance by not, then 

the pleonastic verb do is inserted to support the stranded affix. Extending this to the 

phenomenon of object shift in the SVO languages, P propose that when the verb hrs not 

raised, leftwards movement of the object to a position intermediate between the inflectional 

affix and the verb stem will disrupt the adjacency require for affixation. Thus, the syntactic 

operation is blocked by morphological considerations. In the verb-final languages, the 

verb and affix are both on the right periphery of the clause, and leftwards movement sf the 

object will never disrupt the required adjacency relation. Two phenomena from other 

languages (Irish and Bambara) are also considered in this light. 

Bast 11: Syntax 

The analysis of Chapter I rests crucially on a very specific family of syntactic analyses 

which we may call the Spec,TP analyses. These analyses in turn rely on the architecture of 

the clause introduced by Chomsky 1991 - not only the "Split TP Hypothesis," but more 

importantly the hypothesis that the specifier position to which object must move is to the 

left of the base position of the subject. The hierarchical structure of a transitive clause is at 

least (1): 
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(1) Argument positions I: (after Chomsky 199 1). 

The stmcture in (1) competes for currency in the relevant literature with (21, in 

which there is no crossing of the paths of movement. While there are base and derived 

positions for each argument, the hierarchical relations between the arguments remain 

constant. 

(2) Argument positions II: (after Koizumi 1995, Travis 1982) 

In Chapter III, I will compare and contrast the two proposals, drawing on data from 

the Germanic languages as these display very clear evidence of derived and nowderived 

positions ior DP arguments. The arguments in favour of (1) are, we shall see. 

inconclusive in a number of respects, especially -though not ex~lusively - when the 

domain of inquiry is expanded to include double object constructkns. mere are Pikewise 

few arguments to be made from the Germanic data in favour of (2). As I will show, the 



two views of clausal architecture have the same empirical coverage, but to capture this data 

the smcture in (2) requires only a subset of the assumptions necessary under the view in 

(1). Applying Occam's Razor, we are led t~ prefer the stpuch~re without crossing paths (2) 

over that iri (1). With this, however, we pull the rug out from under the Spec,TP analysis 

of the clustering of syntactic properties within Germanic. As this is one of the assumptions 

under'lying the account of Chapter I, that analysis must be abandoned. A reconsideration of 

the facts of that analysis is the first part of Chapter V. 

Qne of the arguments offered in favour of the structure in (I) in the literature comes 

from the distribution of floating quantifers in Icelandic. A commonly held view, since 

Sportiche 1988, Is that floating quantifiers mark the positions of traces of the DP arguments 

they are associated with. In Chapter IV, I claim that this analysis is untenable and offer in 

its place, the proposal that floating quamtifiers are adverbs adjoined to the left edge of 

various types of predicates. The argument takes the following form. The positions in 

which traces are standardly posited are in large part coextensive with the positions it1 which 

adverbs may appear. For instance, the left periphery of the VP is a well known adjunction 

site for adverbs (VB or V'), just as it is the commonly-posited position of the subject trace 

(Spec,VP or [NP, Vmax]). Therfore, I investigate the positions where the two views do 

not coi~icide in their predictions. Without exception, floating quantifiers are illicit in 

positions where a subject trme is motivated but which do not coincide with the left edge sf 

a predicate (e.g. in passive and unaccusative constructions). Conversely, they ape licit in 

positions where no trace of the a n t d e n t  DP is plausible, but which are the left prighey 

of predicates modifying that DP. 

I also consider, and reject, the possibility that the trace theory be expanded to allow 

floating quantifiers as part of PRO as well as traces. Such a view makes the wrong 

predictions in a variety of cases, and q u i r e s  a radical altering of the standard assumptions 
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about the distribution of PRO. Further, in languages which show agreement on the 

floating quantifier, in the case of a feature mismatch (typically Case) between PRO and the 

controlling argument, the determination of agreement on the quantifier is determined 

locally. A floated quantifier demonstrably "floated off' PRO agrees with PRO (Sigurtisson 

1991), but a floating quantifier occupying the position where the expanded trace theory 

would have to pclsit [ all PRO] cannot agree with PRO. On the adverbial theory, this 

floating quantifier is higher than PRO and its agreement as expected is controlled by the 

matrix argument. 

Part 11%: Morpkosyntax Revisited. 

As noted above, if the conclaasions of Chapter IH are correct, then the analysis of the 

relation between verbal morphology and argument positions developed in Chapter I is 

undermined. I therefore revise the approach significantly in Chapter V. However, this 

revised approach does not have the character that morphology need filter the syntactic 

derivation, questioning the underlying theme of Part I. Shice the question has been raised, 

I devote Chapter VI to an exploration of the possibility that the syntactic derivation is 

entirely blind to morphophonologicd considerations, focussing in particular on the analysis 

of Chapter 11. The logic of presenting the thesis in this way is the following. Chapter I is 

built on assumptions which are reasonably standard in the literature. I show how these 

assumptions may lead to a specfic account of certain phenomena. Chapter V is built on 

much less standard assumptions. I present both analyses leaving a decision between them 

to independent motivation of the respective sets of assumptions. This applies d l  the more 

to Chapter VI. Whereas Chapter V was forced since I rejected some sf the key 

assumptions of Chapter I in Chapters III and IV, there are no such considerations reg~ding 

Chapter 11. Rather, the rejection of the possibility that the morpkosyntax may filter 

syntactic derivations is offered as a research programme. If we reject that possibility, then 
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we must reconsider the analysis of Chapter II, and I believe the discussion in Chapter VI is 

an interesting direction in which one could proceed. 

In Chapter V, I will motivate the Free Agr Parameter, extending a proposal of 

ThAinsson 1994. 0 x 1  this view, some languages have Agr-phrases, the specifiers s f  which 

are derived positions for subjects, objects and indirect objects. Other languages, such as 

English, lack these functional projections, having for instance an unsplit (pre-Pollock 

1989) IP. Thus, they lack a derived versus non-derived asymmetry for arguments which 

have not undergone grammatical function changing operations (such as passive). I will 

show that the heads of these functional projections play an important role in the syntax of 

these languages as well, determining the varying patterns of verb raising in the Germanic 

languages without appeal to arbitrary valence of abstract features. The fact that the verb 

apparently raises to Infl independent of the verb-second (V2) phenomena in some 

languages but remains in situ in the VP in the same environments in others is shown to 

follow from the Free Agr Parameter on the assumption that all local relations are 

(potentially) checking relations. 

Unlike the analysis of Chapter I, the analysis of Chapter V does not entail or 

assume that the syntax is filtered by the morphophonology. Given the striking lack of 

syntactic operations sensitive to phonological environment, it is, in rrny view, worth 

considering the possibility that the syntactic computation is uniformly blind to the 

ramifications of its output in the morphopkonologicd component. To this end, Chapter V 

reevaluates the analysis of Chapter H in these terms. I show that, maintaining the bulk of 

the analysis of Chapter IT, we are led to what I will call Single Output Syntax. The 

morphology is fed by the final output of the syntax, i.e. there are no syntactic operations 

after Spell-Out. The overt versus covert distinction is recast as variable pronunciation of 

copies. Overt movement is pronunciation of the highest copy of a single clement, while 



covert movement is pronunciation of a lower copy. The syntactic computation is thus not 

filtered by the morphology. The effect of a covert versus overt distinction is the prodinct of 

a purely morphological phenomenon - pronunciation - interacting with the morpho- 

phonological restriction of adjacency governing morphological merger. 



Part one 



blank verso 

blank 
verso 



And as in uffish thought he s!ood, 
The Jhbenvock, with eyes of flame, 

Came whiffling through the tulgey wood, 
And burbled as it came! 

One, two! One, two! And through and through 
The vorpal blade went snicker-snack! 

He left it dead, and with its head 
He went galumphing back. 

Through the Looking Glass, E. Carroll. 

Cha~tes one 

Fitting fused functional heads 

I n this chapter, I present the first of two analyses which suggest that the solutions to 

some apparently syntactic problem lie in the morphologicA ioirlpanent.l The analyses 

of this chapter, and of Chapter 11, rely on the idea that the morphology (or 

morphophonology) may act as a fdter on syntactic derivations. That is, a derivation which 

obeys all syntactic constraints may nevertheless be illicit if it concatenates the terminal 

I have been fortunate to have had the opportunity to present the ideas in this chapter to a number of 
audiences, first in Hoskuldur 'hginsson's Compa.ative Scandinavian Linguistics seminar at Marvd (Fall 
1994). and later to audiences at MIT (Fall 1994), the 10th Comparative Germanic Syntax Worbhop 2nd the 
University of Durham, UK (Jan 1995) and McGill University (Feb 1995). In addition to colleagues who 
commented on thesc ideas within thc larger framework of the thesis who I have mentioned in the general 
acknowiedgements, I would like to thank Mark Baker, Kyle Johnson and Rolf Noyer for writbn rlnmments 
on an earlier draft of this chapter. 
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elements in such a way that the morghology is unable to insert appropriate vocabulq 

item. 

The manow d m  ~f this chapter is to show that the Spsc,Tg Parmeter ($ures 1993, 

Bobaljik & Jonas 1994, see below) can for the most part be derived from pmpr t i~s  of the 

overt inflectional morphology of thc languages in quxtion. The analysis will begh with a 

consideration of the inflectional para&* af Icelandic aand English: 

(1) Icelandic: h s t a  90 h w '  English: tren.i:%le 

1 gsn sg 2astca k s t a  -& 
2 pspl sg h s t a  -r k03ta -&-r 
3 psn sg h s t a  -r h s t a  -di 

1 psn pl kost -urn kastu-bumm 
2 psn pl kast -id kos fa- du- di 
3 psn I;; Fnsta kastu- bzs 

tremble tremble 4 
trenible .*remble -d 
tremble -s tremble -d 

tremble r~emble -d 
tremble tremble -d 
tremble tremble 4- 

In English, the past tense marker (-ed) and the overt agseement marker (3rd sg. -s) 

are in complementary distribution, as can 3e seen from the table i71 (1). In Icelandic, there 

is no such complementarity. Past tense markers (-lfi, -&) cowcur freely with agreement 

markers. Adopting what is essentially an Ite~n-and-hangement view of morphology such 

as Distributed Morphology (DM) articulated by Ha;le & M m t z  (1993) and Woyer (f992), 

the curnplementarity seen in English is taken as evidence that the vocabuliuy item -ed md 

-s are competing for insertion at the same node. Specifically, it appears that the presence of 

a marker of the past tense blocks insertion of an agreement maker. The lack of such 

ccmpetition in Icelandic suggests that there are at least two distinct nodes which may serve 

as the locus of vocabulary insertion. 

I will show that, given two syntactic derivations which concatenate the various 

inflectional heads of a "split9' IP, only one of these concatenates them in a way that is 
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compatible with the morph~logical competition evidenced in English. English must 

therefore make use of that syntactic derivation. For independent reasons, this derivation 

has a syntactic consequence: the exclusion of exactly that cluster of properties which define 

one setting of the Spec,TP parameter (see below). In this way, the morphology of English 

determines (a part of) its syntactic behaviour. 

The chapter is organised as follows. In section 1, I examine the aspects of 

Germanic syntax which are relevant for subsequent discussion. In pmtieulab, I note the 

cluster of properties which co-vary in the Germanic languages as observed by Bums 1993, 

and sketch the accounts provided by him and by Bobaljik & Jonas 1994. These accounts 

invoke parametric variation in the licensing of the specifier of TP (i.e. in addition to the 

specifier of Agr-P) as a position to or though which the subject may move. In section 2, I 

outline the theory of morphology which I am adopting, in particular, the relevant 

assumptions from Walle & Marantz's 1993 Distributed Morphology (DM), the framework 

in which this discussion is couched. Section 3 is the application of the theory to the full 

range of variation in the Germanic languages. In addition to Icelandic and English, H 

discuss the various apparent problems raised by the lack of variation for agreement in the 

present tense conjugations of the Maidand Scandinavian languages (03.2.2), by the lack of 

a simple past tense in Afrikaans and Yiddish ($3.2.3), and by a syntactic dialect split with 

no morphological correlate in Modern Faroese ($3.2.4). Section 4 expands the theoretical 

discussion, in particular focusing on the issue of learnability, and the tension between 

differing requirements in the morphology md the syntax. 

1. Syntax: The Sger,TP Parameter. 

Before proceeding to a discussion of the grounding of the Spec,TP Parmeter in 

morphology, I will outline the syntactic motivation for this parameter in the analyses of 
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Bures 1993 and Bobaljik & Jonas 1994. For reasons of space, I will not discuss the 

assumed syntactic derivations in army great detail hem, nor will I attempt to motivate my of 

the assumptions. For discassion and motivation, see Bobaljik Br Jonas 1984, Jonas 199% 

and references therein (especially Bures 1993, Chomky 9993). In this section, I will 

simply state h e  syntactic account I am assuming tplroughout. The architecture of the clause 

is assumed to be that given in (21, as in Chamky 1991 et seq. The labels ("AgO" versus 

"Asp(ect)," "F," etc.) are not important for the present discussion. 

(2) Clausal Architeem: 

Bures 1992, 1993 has observed that the Germanic languages co-vary with respect 

to a cluster of syntactic properties. These indude the possibility of Object Shift 

("A-Scrambling") of full NPs, exemplified in (3), and the acceptability of Transitive 

Expletive Constructions, illustrated in (5). 1 assume without comment that object shift is 

movement of the object NB to the specifier of AgrO-P in (2).2 Bobaljik & Jonas 1994 and 

The syntax of object shik is discussed in much greater detail in other chapters of this dissertation; see 
especially Chapters III and VI. In particular, I assume that pronoun shift, which has a much wider 
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Jonas 1994a extend Bums's observations, showing that there are other syntactic properties 

which split the languages along the same lines, including effects of adverb placement and 

semantic type, of the sort investigated by Diesing 1990 et seq. Diesing has shown that 

German has two distinct positions in which subjects may surface, the one to the lefi of a 

sentential adverb or particle, the other to the right of the adverb or particle. Jonas Br 

Bobaljik 1993 showed that similar effects obtain in Ice%mdic, as illustrated in (4) below. 

Each position has predictable interpretive consequences. For example, the left position 

(higher) is associated with generic readings of bare plural NPs and with definite, specific 

arguments, while the right position (lower) is associated with existentids, and non-specific 

indefinites. According to Holmberg 1893 and Jonas 1994a, there are no such position / 

interpretation correlations in the Mainland Scandinavian languages and Faroese U.3 As far 

as this has been investigated, the distribution of "Diesing effects" within Germanic is the 

same as the distribution of Object Shift of NPs and Transitive Expletive ConslNctions (5). 

(3) Object Shifr of NB 

Grammatical in Icelandic: 

a. J6lasveinamiP bor8u6u ibjbj8gron eW. 
C hristmas.Trolls.the ate sausages.thei [vp not ti ] 
'The Christmas Trolls didn't eat the sausages.' 

(Icelandic: Bobaljik $r Jonas 1994: 1) 

Ungrammatical in Swedish: 

b. * Tomtarna h kowanma inte. 
Cbsistmas.trolls.the ate sausages.thei [vp not ti ] 
(The C h r i s m  Trolls didn't eat the sausages.) 

(Swedish) 

distribution within the Germanic languages, is a distinct process - not movement to Spec,AgrO-P. See 
DCprez 1989, Mahajan 1990, Bures 1W3, Bobaljik & Jonas 1994, Jonas 1995a and especidly Josefsson 
1992 for this view and arguments in favour of it. 

Intriguingly, it is not the case in the languages which do not show Diesing effects (except in Danish) 
that the sentential adverbs ate in a fixed position following the subject, as one might expect. Constraints 
on adverb placement in these languages have not been investigated in the generative literature in any great 
detail to my knowledge. However, Jonas 1994a provides minimal pairs from h e  two F m s e  dialects, 
showing clearly that Diesing's correlations with interpretation are systematically present in F m s e  I and 
just as systematically absent in Faroese 11. 
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( 4 )  Diesing efSects in Icelandic4 

a. f gzr  k l h b u  (bessar mjs) sennilega (?*pessar mfs) ostinn. 
yesterday fmished (these mice) probably (these mice) the.cheese 

DEF DEF 
'These mice probably finished the cheese yesterday.' 

b. f gzr  k l h 8 u  (?margar mjs) sennilega (margar mfs) ostinn. 
yesterday finished ( m y  mice) probably (many mice) the.cheese 

INDEF DIDBF 
'Many mice probably finished the cheese yesterday.' 

(Icelandic: Bobaljik & Jonas 1994:2) 

( 5 )  Transitive Expferive Constructiorts 

Grammatical in Icelandic: 

a. pall hafa margir j6lasvehar borild biiain. 
there have many Christmas.trolls eaten pudding 
'Many Chpistmas Trolls have eaten pudding.' 

(Icelandic: Bobaljik & Jonas 1994: 1) 

Ungrammatical in Swedish: 

b. * Det At mhga  tomtar korvarna. 
there ate many Christmas.trolls sausages.the 
'Many Christmas Trolls ate the sausages.' 

(Swedish) 

Bures 1993 and Bobaljik & Jonas 1994, anlong many others, show that, assuming 

cyclicity of syntactic operations, object shift of full NPs (3) requires that the subject NP 

move to or through the specifier of TP, on its way to the specifier of ADS. Further, these 

authors argue that the specifier of TP is crucially implicated in transitive expletive 

constructions.5 They therefore propose that the systematic variation which Bures observed 

is due to pararnterization of the licensing of the specifier of TB. 

Dianne Jonas points out, personal communication, that not all Icelandic speakers disallow definite 
subjects in the Jower subject position (though they disallow them in Transitive Expletive Constructions). 
The clear tendency, though, is as reported in the text and in Bobaljik & Jonas 1994. These effects me 
discussed in more detail in Chapter ID. The distinction, I claim there, is not definite versus indefinite: but 
more along the lines of specificity or indexicality. This would account for the appearance of 
morphologically definite or indefinite BPS in the less canonical orders. 

The arguments and analyses of Bures 1993 and of Bobnljik i% Jonas 1994 are different in many ways; 
however, for present purposes, these differences are not important. 



Bubaljik Chapter 8 - Fysed Fuactiorzal Heads 

(6) The Spec,TP Parameter (cf. Bures 1993, Bobaljik & Jonas 1994) 

Some languages license Spec,TP as a potential landing site for the subject IW, 
other languages do not license this position. 

Languages which permit object shift of full NPs or transitive expletive 

constructions must be [+Spec,TP] languages. Such languages include Afrikaans, Dutch, 

one dialect of Faroese (Faroese I)6, &man, Icelandic, and Yiddish. The Pmguages which 

d o w  neither object shift of W s  nor transitive expletive constructions axe Danish, English, 

(the other dialect of) Faroese In, Norwegian, and Swedish. These are thus [-Spec,TP] 

languages. The distribution of the relevant properties sumwed up in the table in (7). For 

data supporting this table, see Bobdjik & Jonas 1993, 1994. 

(7) The Spec, TP Parameter in Gemanic 

Bobdjik & Jonas suggest tying the (non-)availability sf Spec,W to differences in 

syntactic derivations (see also Bobaljik & Carnie 1994). They argue that if a language does 

not license Spec,TP, then the head T must raise and adjoin to AgrS prior to verb mising - 
the "independent" raising of T proposed in Chomsky 1993.7 

On the dialect split in Faroese, see Jonas 1994a. 
See Jonas 1994b, 1995a for a development of this idea. The argument that the derivation in (8) is forced 

in a language which docs not allow Spec,TP is as follows: Assi~me that the head T R u  strong N featrares 
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(8)  independent T-Raising 

The other possible derivation, that sketched in (9) below, is possible only if a 

language allows case-checking h Spec,W: 

(9) Successive Cyclic Raising 

For Bobdjik & Jonas, the c h ~ i c e  of derivation (8) versus (9, and the differences 

among the Germanic languages, follow from a point of arbitrary papametric variation, 

viz. the setting of the Spec,TB Parameter (6). 

In what follews, I will attempt to show that the garmeter itself is derivable. In 

particular, I claim that the avert verbal morphology of a language, its 'piem of inflection," 

are subject to principled constraints on insertion and concatenation, which in turn will 

- - 

which must be checked in the overt syntax (Ohe Extended hjection Rinciplc in Chornsky 1B3:31). If a 
language does not license S p , W  for checking, then the tKad T must raise md adjoin to some higher head 
4e.g. AgrS) and check its fames against an NP in the specifier pition of that higher bed. 
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decide between (8) and (9). In a nutshell, the inilectiond morphemes of s o m  languages 

do not "fit" into the complex head created by (9). The syntax of such laaguages is 

therefore restricted to the derivation (81, which excludes the possibility of case-checking in 

the specifier of TP.8 'Fhis in turn underlies the variation in Germanic as mdysed by Bures 

and Bobaljik & Jonas. 

2. Morphology: Fusion and 'complex heads. 

Before proceeding to the analysis, I will spell out some assumptions of the theory 

of morphology to be developed here. For concreteness, I will assume an Itcm-and- 

Arrangement theory of morphology, for the most part a version of Distributed Morphology 

(Halle &r Marantz 1993, Noyer 1992 and  other^).^ One point on which I: differ from dle 

assumptions of Halle & Marantz 1993 is that in what follows, I will argue that the 

morphology must act as a filter on syntactic derivations. See McGimis 1995 for additional 

arguments in favour of this view. Important for present concerns are two assumptions 

which set DM and related theories aside from "lexicalist" approaches. 

Mote that the derivation in (8) should violate the Head Movement Constraint (Travis 1984). Such a 
violation is not incurred if the raising of V+AgtO does not "skip" the intervening trace of T, but rather 
substitutes for it, subsequently raising and adjoining to AgrS. Such substitution, I assume, would m a n  
that any NP in the specifier of this projection would have to check fatorts not against T, but rather against 
V+AgrO. Hence, the subject could not legitimately move through this position. See Fipstein 1993 for 
discussion in a similar vein of the status and character of &he inflectional heads at LF. Alternatively, if 
"shortest" or "closest" is determined from the point of view of the landing site, end not of the ! ~ Q V C ~  

element (a proposal which originates as far srs I know with Murasugi 1992, Oka 1993 and is adopted in 
Chomsky, forthcoming), then (8) may behave like multiple wh-movement to a single CP. The head T is 
initially closest to Agr, and therefore is attracted first, but being raised to AgrS, it does not intervene for 
subsequent determiniltion of closest, md Agr may attract the next closest head, via. AgrQ. I will not 
ursue this here as it takes us too far afield at present. See Chapter V, section 4, for some discussion. 
Su Rsetsky 1985 for related ideas which are in some ways a precursor to many of the proposals in 

Halle & Marantz 1993 and subsequent work. Pesetsky offen a vicw whereby there are prmngements of 
morphemes at an abstract level. For him, this abstract rearrangement is at LF, where selectional 
requitemcnts are taken to hold (see P W k y  1982). On the view adopted &re, the rearrangements such as 
fusion and merger take place prior to phonologisal realization, in the mapping from synsax (when: 
selcctional restrictions hold) to phonology. Mote that. Pmtsky" view of what sunstihrks a '%morphemew is 
quite diffemt from that of Hallt d Marantz. 
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The first assumption has been called "late insertion", namely, the view timat 

Vocabulary Items (VIs) (i.e. "morphemes" in a loose sense) are inserted discretely, at 

separate terminal nodes (Xo) generated and concatenated in the syntax (Marantz 11994). For 

instance, where Chomsky 1983 assumes that a verb is drawn from the lexicon fully 

inflected, and merely checks its features against phonslogicdly contentless hnctiond heads 

such as T and Agr, UM assumes instead that the different vocabulary items - the verb stem, 

the tense marker, and so on - are discrete in the syntax and inseried at different terminal 

nodes. 

The second assumption concerns complex terminal nodes, saacl~ as those generated 

by head movement in the syntax. An assumption of DM is that Ws are atomic, i.e. they 

have no internal complexity. If a vocabulary item expresses features sf more tRm one node 

in the syntax, then these nodes must be fused in order for insertion to take place. 

Similarly, if VIs which express different features are in complementary distribution, then 

they may be said to be competing for insertion at a single, fused node which expresses bseh 

sets of features. Consider the hypothetical complex head below: 

Let us assume that there is some VI which expresses the feasu~s X and Y. This 

item must be inserted at a discrete, atomic node. The only ndes  which dominate the 

necessary features are the root node (the higher instance sf VQ and the higher instance of 

X, both complex. Since insertion at internally complex nodes is not possible on DM'S 

assumption of atonlicity, operations to rearrange the nodes are necessary prior to insertion. 

One such operation is fusiori, whereby two nodes are joined into one. Thus, X and Y 

fuse, with the resulting structure in (1 1): 



(11) Fusion 

Insertion of our hypothetical VI is now possible at the atomic, i.e. non-branching 

terminal node [WY]. Far Hdle dt Marantz (p. 116), fusion is restricted ta applying to 

sisters.10 Consider, in this light, a slightly more complex head: 

In this tree, the lower instances of X and Y (circled) are not sisters, hence fusion is 

not directly possible between them. But, if Y and Z fvst fuse, creating [YE] ,  then this 

latter node is a sister to X, and fusion may apply to create [x/Y/Z] - one atomic node: 

lo me same condition, in a different context, is motivated in Pcsetsky 1985. 
Note that if one sees vocabulary insertion as actually replacing syntactic nodes (composed of 

features) with vocabulary items, then the combined effect of the restriction of fusion to sisters ma the 
atomicity requirement follow straightforwardly. Rewriting (I 1 j in these terns, let us assume that our 
hypothetical Vocabulary Item is the phonological matrix [wug]. We may insert it at any X' (not only 
atomic nodes), but doing so replaces that X' and 911 the features (it. nodes) which it doininates, with the 
lexical item: 

The two views are different in the formalism, but, as far as I can tell, extensionally equivalent. I will 
continue! to use the formalisms of DM in the present text, so that we have two assumptions: fusion may 
only apply to sisters, and insertion may only occur at atomic nodes. 
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Note, importantly, that this creates one terminall node which includes id% of X, Y 

and Z. If there are separate vocabulary items expressing {X,Y) (i.e. our hygot!!eticd VI 

from the p d n g  paragraphs) and {Z}, then these am in competition. Either item, (X,Y } 

or (Z},  may be inserted at the faased node, but not both, since only one item may be 

inserted at a given node* I .  

Recall now the two derivations which permit checking of the features of T, 

discussed in 5 1. I repeat them here for convenience, and, since this will be the core of thz 

proposal, I have detailed the complex heads created by each derivation. 

(14) = (8) [Spec,TP blocked] 

AgrS-P 

AGRo T -i f VP A 

I I DM derives this from disjunctively ordered lists of what VIs are in competition for insertion at a single 
node, ordered in standard fashion from most to least specified. This of course ak, follows from the 
replacement idea in the previous fmtrrote. 
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(15) = (9) [Spec,TP possible] 

A@-P 

In the next sections, I suggest that, given the restrictions on fus i~n  and insertion 

within the theory of DM, the morphology of a subset of the Gemanic languages includes 

pieces which will only "fit" in the head created in (14). This state of affairs thereby 

restricts such languages to this syntactic derivation, thus prohibiting the use sf the specifier 

of TP. 

3. The Analysis 

3.1 Icelandic versus English 

Recall now the inflectional paradigms of Icelandic and English from the 

introduction. 

(1) Icelandic: kasta 'to throw' 

1 psn sg kasta k ~ s t a  -bi' 
2 psn sg hsoa -r kasta 4 - r  
3 psn sg kalsta -r kasta -Ui 

1 psn pl kiist -urn kiistu-Uu-m 
2 psn pl kast -id klistsr-dior-b 
3 psn pl kas ta kastu- bu 

English: tremble 

tremble tremble -ti 
tremble tremble -d 
tremble -s tremble d 

tremble tremble 4 
tremble tremble 4 
tremble tremble -d 
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Note that Icelandic has thee distinct VIs which must be inserred into the complex 

head: the verb stem, tense, and subject agreement.l2 Such items can easily be inserted into 

appropriate atomic nodes in the complex head created by either derivation (14) or (15). 

English, however, is different. We saw at the outset of the section that in English, 

Tense and Agreement morphology are in compllementasy distribution. h the past tense, 

there is a marker of tense, but no marker of agreement, while in the present t e n s ,  there is a 

marker of agreement (i.e. in the 3rd person, singular), but na overt marker of tense. I 

claim that this complementarity is evidence that tense and agreement Vocabulary Items are 

competing for insertion at the same node. That is, there is a fused node in English, 

containing both tense and agreement, a situation which does not obtain in Icelandic. 

The English case is the one we considered abstractly at the end of 92.1, with a 

single VI expressing X and Y. For vocabulary insertion to proceed in English, the nodes T 

and Agr (separate in the syntax) must first fuse, as did X and Y in (1 1). h the complex 

head created in (14), this fusion process is straightforward. 

(16) Fusion of T and Agr in (14) [-Spec,TP] 

AGRs AGRs - 
v AGRo 

The single VI expressing Tense and Agreement may be inserted at the atomic 

terminal node circled on the right side of the arrow in (14)- i.e. after fusion. 

Object agreement never a p p m  in the Germanic languages. The adjectival agreement which surfaces on 
participles in some languages is not the object a p m e n r  which would be associated with m A@ head. 
For arguments to support this claim, scx Bobaljik 1992, &4, and Chapter V of the present work. 

40 
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Turning to the complex head in (13), the (atomic) nodes T and Agr are not sisters. 

This is like the case in (10) above, with X, Y and Z such that X and Y me not sisters. h 

order for T and Agr(S) to fuse, V and Agr(0) must f i t  fuse, andl then the nodie [AgrN] 

must fuse to T, which m y  in? nun fuse to AgrS: 

(17) = (15) the [+Spec,TP] head. 

ACRs 

Only if the entire complex fuses into one single atomic terminal node m y  the single 

VI expressing T or Agr be inserted, However, in such a case, insertion of the item 

expressing T or Agr (i.e English -d, or -s) would block insertion of the verb stem, just as 

insertion of the hypothetical "Z" in (12) above was blocked, That is, only one VI may bc 

inserted at a given terminal node. This is the basis of the competition idea. The 

complementarity between Tense and Agreement in English, 1 claim, is evidence that they 

compete for insertion at one node, the fact which drives the fusion. Only one of either 

tense or agreement Vocabulary Items may be inserted for a given verb steiii, but not both. 

Inflection is not in complementary distribution with the verb stern, however, which by the 

same logic indicates that the inflectional markers and the verb stem are not inserted at the 

same node. Such a configuration of heads, we have just seen, is impossible in (17), i.e. in 

the head created by (15). 

Since English verbs consist of a stem plus a fused "slot" for a Tense / Agreement 

VI, vocabulary insertion is impossible if head-movement in the syntax has created the 

complex head in (15). Vocabulary insertion is only possible in (14). In Icelandic, which 
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does not have fused Vls in the verbal inflection, vocabulary insertion is possible i l ~  either 

complex head. 

Now, we know independently that the complex head in (14) is the result of a 

derivation which does not allow the use of Spec,W, whereas (15) does not rule out this 

position. Neither derivation is blocked in the syntax, per se, either in Icelandic 01. in 

English. However, derivation (15), which uses Spec,TP, is blocked in English by the 

(overt) morphology. In this sense, English morphology acts as a filter, blocking derivation 

(IS), the only derivation which allows Spec,l[rP, and thus English cannot make use of 

Spec,TP in the syntax. 

In sum, the syntax allows either complex head to be derived, but the morphology - 
the vocabulary items in a given language's store - acts 9s a filter on possible heads. If a 

head which is derived in the syntax is incompatible with vocabulary insertion given the 

vocabulary store of a given language, then the derivation cannot be legitimate at PI?; it 

crashes, since the morphology just doesn't fit. 

3.2 The Full Paradigm 

We have seen that the system works to predict a syntractk differencz between 

Icelandic and English on the basis of overt inflectionid morphology. The complementarity 

of Tense and Agreement morphology (VmabuSary Items) in English indicates that the 

terminal nodes expressing these features are fused into one node. 'Ibis fusion in turn 

serves ultimately to block the prs~ectios of Spec,%P in the syntax, thus excluding 

constructions such as transitive expletives and overt Object Shift of full Ws. In Icelandic, 

the nodes are not fused, and thus the morphology does not serve to block any relevant 

derivations. Spec,TP is therefore a possible position for the subject. Hence, Icelandic 
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shows the cluster of properties associated with allowing subjects in Spec,gP. Nore that the 

implication developed is one-way: 13 

(18)  The morphobgical condition forfusion 

If a language has T+Agr Ws in complementary distribution, 
then derivation (9) is blocked. 

This says nothing of the syntax of languages without fused morphology, beyond 

the fact that (15a) and (15b) are both potential derivations. Then may well be independent 

factors blocking one or other derivation, just as there are certainly other factors involved in 

TEx constructions and Object Shift, beyond the simple licensing of S p , T P .  

The onus is now upon me to show that this analysis extends to thc remaining 

Germanic languages. In particular, it is incumbent upon me to show that the languages 

listed in (1 2) as not allowing Spec,P all have fused T+Agr nodes, predictable from heir 

morphology, and further, to show ahat those languages which do license Spec,TP do not 

have fused morphology. In doing so, we will find that there must be positive evidence of 

fused morphology in order for the child to posit that (15a) is not a possible syntitctic 

derivation. In the absence of such positive evidence, all else being equal, the child will not 

rule out the derivation and thereby will not a prJrari exclude the possibility of Spec,TP. 

There emerges in this sense a clear defau!t and marked member of the pair of constructions 

involved. 

13 Johnson 1990 derives a condition similar to this, but with finer distinctions, by ordering the functional 
heads (he has more heads than I assume) and having the verb raise only as far as the highest head for which 
there is an overt morpheme. Set  Chapter V for an analysis of vcrb mising in the VO Germanic languages. 
The ramifications of Johnson's proposal for argument positions have nos been considered and I will not do 
so here, primarily for reasons of space. 
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3.2.1 Geman and Dutch 

Consider representative inflectional paradigms of Geman md Dutch: 

(19) 
Gemm: sagen 'to say' 

1 psn sg ,wg -e sag -& 
2 psn sg sag -st sag -%e -st 
3 psn sg sag -t sag -%e 

1 psn pl sag -en sag -te -n 
2 psn pl sag 4 sag -Pe -t 
3 psn pl sag -en sag -te -pa 

Dutch: lachen 'to laugh' 

lach dach -be 
dach -rt hch -fe 
l ~ c h  -t h c h  -be 

lach -en lack -te on 
Each -t Z~ch  -$e (-n)14 
lach -en lach -te -n 

We see clearly that Tense and Agreement are not in cornpiemstmy distribution 

throughout these paradigms. Rather tense and agreement can easily be seen as separate VIs 

(morphemes) when one looks at forms such as German sag-te-st 'say'-past-2sg, or Dutch 

lach-te-n 'laugh'-past-1/3pl. These paradigms thus do not implicate hsion of T and Agr in 

the morphology. Since the implicature motivated above is one way, the prediction is that 

the morphology of these languages does not preclude the derivation which uses Spen;,TP. 

As it happens, these two languages both appear to require Spec,TP at least in some 

constructions (i.e. they have transitive expletive constructions and object shift of full 

l4 Thc second person distinction in the Dtotck plural past tense forms is rather oulmoded, as pointed out by 
Jan Wouter Zwart and Fleur Veraart, p.c. Modern Dutch, then has only singular versus plural distinctions 
in the past tense. We will return to this in the discussion of Faroese, below. 
15 Ken Wexler reminds me that the simple past in German and Dutch am rarely used, and especially rare in 
the data to which children are exposed. To the extent that these forms are thus not readily available to tlte 
child for determining the nature of its language, German and Dutch resemble Yiddish and Afrikmns 
discussed below. Hcncc, if the reader believes it is correct to exclude the German rand Dutch simple past 
from the input set for the child, due to its low frequency, then that reader is asked to lump German and 
Dutch with Yiddish. The conclusions of the paper remln the sme .  A mope interesting case would be an 
English-type language whcre the simple past tense is m l y  used. I know of no such language within 
Germanic, though I am not aware of any systematic studies focusing on &is question. 
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The paradigm in (20) is from Swedish, but is representative of the standard dialects of the 

m~dern maidand Scandinavian languages:I6 

420) Swedish: (at?) slPtaka 'to taste' 

1 psn sg snuaka -P s m k ~  d e  
2 psn sg smaka -r spnaka d e  
3 psn sg smah -r snmaka d e  

1 psn pl slptakcl -r smaka d e  
2 psn pi smaka -r smrrka de 
3 psn pl smka -r smah d e  

This paradigm smllcs of fuse$ Tense and Agreement, since, as in English, there is 

only one "slot" after the verb stem. This is as it should be, since the Mainland 

Scandinavian languages, like English, are [-Spec,TP) languages. However, unlike 

English, the Mainland Scandinavian languages do not show any variation for person In the 

present tense. It would seem hat a possibility at least, is that these can be analysed as 

having only tense morphology, and no ammnt.17 If there is no a p m e n t ,  there is no 

direct evidence for complementarity. 

However, ~leflect again upon the languages so far discussed. None of the Germanic 

languages ever show more than one "slot** after tRe verb in the present tense, eve11 those 

l6 As far as I am aware, the dialects of Swedish and Norwegian which 80 retain a p m e n r  paradigmi retain 
these only in the prescnt tense. As with English, in these didects the agreement is blocked by the presence 
of Tense morphology. Xn my terms, these languages should Rave fused morphology and thus behave like 
English and Swedish described in the text with respect to the TP parameter. As fu as I know, this 
prediction is correct. 
l7 Historically, this is clearly not the case. The invariant -r in the present tense forms of all verbs, even 
auxiliary ha-r 'has' and a-r 'is' was originally the second person singular agreement marker. It later 
generalized through 3rd singular (cf. Faroese, Icelandic), to singulrtr g d l y ,  and finally to all foms in the 
present tense (see Maugen 1982). Of cowse, the child does not have access to Hawgen's study, or Bistotical 
evidence gcnerailly and I see no compelling m a n  that the child could not assume that the -r is a present 
tense marker in Modan (standard) M d n l d  Scandinavian. 
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with the richest inflectional system (eg. Icelandic, German). Thc relevant morphological 

distinctions are only ever visible in the past tense. As there are never overt inorphemes 

corresponding to the present tense, evidence for competition between tense and agreement 

morphemes, and thus evidence for fusion of the T and Agr heads, is only available in the 

past tense. We restate the implicature in (16) as: 

(2 1) 
If the appearance of Tense morphology blacks the appearance of A p m n t  
morphology, then Tense and A m a n t  Vocabulary Item are in compltmenw 
distribution and T and Agr must be fused.'* 

Keeping this in mind, let us look at Yiddsk and Afrikaans, and we will find fa~xther 

support for (2 1). 

3.2.3 Yiddish and Afrikaans 

Yiddish and Afrikaans present a more interesting situation. Both are [+Spec,TP) 

languages, patterning syntactically with Icelandic, Dutch and German. Neither has a 

simple past tense, i.e. both make use of auxiliary + participle constnrctions to express the 

past tense. While Yiddish shows agreement morphology in the present tense, Afrikaans 

shows no verbal inflection for agreement or tense whatsoever: 

The fact that if only one of tense and agreemen? is to bc expressed via overt morphology, then it will be 
tense, is undoubtedly not accidental. Noarn Chomsky suggests (p.c.) that this may well be due to the fact 
that tense has semantic import (in terms of Chomsky forahcoming it is "interpretable"), whereas agreement 
generally redundantly expresses features expressed elsewhere in the clam. For the discussion in this thesis, 
we are concerned only with the tense / agreement interactions. Finer-graincd distinctions may wtSI be 
necessary. johnson 1990 proposes that there is an implicational hierarchy in Germanic among the features 
expressed in a given language. Thus, person distinctions exist only in those paradiigms which show a 
number distinction, number distinctions exist only in paradigms which distinguish "addressee" (i.a second 
person) from other forms, and these distinctions in sum exist only in garadignls which have tense 
distinctions. 'fie hierarchy is not without problems. Yiddish, for instance, shows rich person and number 
agreement, but has no simple non-present tenses. It could be claimed that there is a tense distinction 
nonetheless; as Rex Sprouse, pc, points out Yiddish shows vowel quality changes betwan finite and non- 
finite verb forms. However, to the extent that Johnson's or similar finer-painedl distinctions am mandated, 
the simple interpretable versus non-interpretable disPincPioris will not alone suffice. A promising direction 
is to explore morphological feature hierarchies, as discussed in Noyer 1992, Harley 1993. If these are 
universal, then they may ultimately reduce to a more refined notion of "intelgnhbility" than the binmity 
suggested by Chomsky, just as recent work in phonology has suggested that feature hierimhies me grounded 
in articulatory / phonetic realities (see, e.g. Hdle 1995, Archangeli Br Pullsyblank 1994 and references 
therein). 
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(22) Yiddish: 'to heal' (3Sirnbaum 1979, David Braun, pc.) 

1 psn sg heyl Non-present 
2 psn sg heyl -st tenses are 
3 psn sg hey1 -t auxiliary 

constructions 
1 psn pl heyl -n 
2 psn pl hey1 -t 
3 psn pl heyl -n 

(23) Afrikaans: 'to work' (hnddson 1993) 

1 psn sg werk Non-present 
2 psn sg werk tenses are 
3 psn sg werk auxiliary 

constructions 
1 gsn pl werk 
2 psn pl werk 
3 psn pl werk 

Previous accounts attempting to correlate syntax and morphology in Germanic, 

working from a notion of "richness" of inflection (eg. Johnson 1990, Roberts 1992, 

Rohrbacher 1994, also Holmberg & Platzack 1993 for Scandinavian) have often been 

derailed by Afrikaans, or make exactly the wrong predictions about it.19 Syntactically it 

behaves like the most richly inflected languages, yet it is the most poorly inflected of dl the 

Germanic languages, showing no tenselagreement inflection at all (though it does have 

tense suppletion In the verb 'be'). 

l9  The focus of these accounts has been primarily correlations between "richntss" of inflection and patterns 
of verb raising, with no attempt made to connect verbal inflection and argument positions. Jonas 1995a is, 
I believe, the first to 0 b s c ~ e  that the Spec,TP Parameter correlates with parametric variation in verb raising 
(although Vikner 1991 identifies the correlation between V-to-Infl in non-V2 environments and the 
possibility of shift of full NP objects in the Scandinavian languages). In the present analysis, I see no 
obvious way in which the morphology comlates with verb mising. In Chapter V, I return to this on a 
revised set of assumptions, offering a unified account of the effects of thc Sgec,TP Parameter and the verb 
raising correlations. The discussion is postponed since that chapter relies on different assumptions about 
the nahlrc of the syntax. 
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On the account I offer here, Yiddish and Afrikaans behave cxactiy as predicted by 

(2 1). The revised statement of the implicature is still only a one-way implicature. That is, 

a language which has evidence of fused morphojogy will behave syntactically as a 

[-Spec,TP] language. However, such evidence by (2 1) is only available from simple past 

tense forms. Since Afrikaans and Yiddish have no simple past tense, they a priori cannot 

have evidence for fusion, md are thus expected to behave as +Spec,TP languages. 

Nothing more need be said. 

It is not, then, "richness" of morphology which determines the syntactic behaviour, 

but rather the presence or absence of a specific morphoilogicall configuration. Fused 

Tense/Agr vocabulary items only fit into the heads created by one of the two possible 

syntactic derivations, i.e. (8). If a language does not show competition between tense and 

agreement, then the "richness" sf the morphology is irrelevant; the language learner will 

not be forced to either of the derivations above by the morphological evidence. En this 

sense, there emerges a markedness effect: the derivation (9) is the default, or unmarked 

case. The derivation (8) is posited only if there is compelling morphological evidence that 

it is necessary. We return to the markedness and learnability issues in section 4. 

3.2.4 Faroese 

Faroese appears to pose an immediate problem to the analysis I have developed thus 

far. As noted above, Jonas 1994a has shown that there is a dialect split in Faroese with 

respect to the relevant syntactic properties. One dialect (Faroese I) licenses Spec,TP (eg, it 

freely permits transitive expletive constructions), while the other dialect (Faroese IE) is a I- 

Spec,TP] language. Dianne Jonas (p.c.1 also reports that there are essentially no 
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morphological correlates sf ahis dialect split. Thus, the paradigm below is the same for 

botR the [+Spec,TP] and the [-Sp,TP] dialects.z(J 

(24) Faroese: ksstsa "thaw" 

lbsGQt Ea 
1 psn sg kast -i hsta  -& 
2 psn sg kasts -r kasfa -& 
3 psn sg kasta -s kasta -& 
1 psn pl kasta kusaa -8er 
2 psn pl kasta hs ta  -bu 
3 psn pl kasta hs ta  -& 

Unlike the (standard) Mainland Scandinavian languages, Faroese shows variation 

in the past tense. However, unlikc Icelandic and German, such variation is only for 

number and not for person.21 The intuition which I would like to capture formally, (sw in 

a different context, Holmkerg & Platzack 1993, and references therein), is that number 

agreement has a different status from person agreement, though I will not go so far as to 

posit a separate syntactic projection for number. In particular, I w~uld like to claim that 

number agreement in the past tense is not sufficient evidence to determine whether or not 

Tense and Agreement are fused. The child faced with number agreeanent in a p d p  like 

(24) must look elsewhere to determine whether this is fused morphology or not. 

That is, I suggest that the f o m  -&, -6u, may be andysed as the tense marker -& 

plus an agreement marker, which varies only for number -i, -u. Or, they may be taken as 

20 Jonas reports one difference in the mo@oIegicd paradigms of the two dialects. The m n d  pnsn 
singular marker in the strong verbs, -st is preserved to some degree in Faroese a, but not in F m e  I. 
21 There are dialects of Swedish and Norwegian which also show number agreement. At least one of these 
shows number agreement only in the prcssnt tense, and hence poses no interesting questions since we have 
seen that thc present tense paradigm is irrelevant. It would q p  that these languages behave like Faroese 
H in not licensing Spr;c,TP, in that they do not allow 0s of full NPs. There is no evidence that I asn a w m  
of that they allow TEx constructions either, but the data ia extremely m e  Given what we are saying is 
the nature of the ambiguity in Fmse ,  we predict only ahat if my of these languages have number 
agreement in the past tense, then should behave like either dialect of F m s e ,  admittedly, not a very 
interesting prediction. 
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evidence for fused morphology, a single tense marker with vowel quality dlomorphy for 

Given the underdetermination of the analysis by the morphology, the triggers must 

come from elsewhere. I suggest that there is an interplay between morphological and 

syntactic triggers, such that in the absence of sufficient evidence from one component, 

sufficient evidence will come from the other, or the learner will maintain default 

assumptions. In the case at hand, given insufficient morphological evidence to p i t  

** Vowel quality allomorphy conditioned by number and tense is quite pervasive ia Germanic. Compare 
the Faroese inflection with the Icelandic paradigm for the same verb, given above, repeated here: 

(0 Icelandic: kasta 'to throw' 

Present rn 
1 psn sg kosta kasta -8i 
2 psn sg kasra -P kasra -&r 
3 psn sg kasta -r kasta -& 

1 psn pl fist  -urn kiim-&-rn 
2 psn pl kost -id kostu-dha-Bi 
3 psn pl kasta kiistu-lh 

In addition to the actual agreemen: markers (-r. ens, -d...) Icelandic shows a number variation in 
the vowel of the tense marker -8i - -&A. This of course is the same variation which we see in the Faroese 
foms. 

Throughout the Germanic languages, vowel quality alternations in tho stem vowels are 
characteristic of the "strong" verbs. In English, such alternations are conditioned by tense, and stem class 
(fparticiple, etc ...) : sing, sang, mng (also song ?). In many of the languages, including Icelandic, stem 
vowel quality alternations in preterite stems are also conditioned by number. Take, for instance, the stem 
forms of the verb bjoh 'to offer' (data from Einarsson 1945): 

Present: bjod from which atze infinitive and present tense forms. 
Preterite, sg: Brnud the singular past tense forms: 
Preterite, pl: bud the plural past tense forms: 
Participle: bob 

There is an additional vowel quality change in the present stem which is historicdly, though not 
synchronically, phon~logically predictable. Thus, the first person, singular present tense form is (&) byd 
'I offer', the change fiom oo/to 41 being historically triggered by a suffix /i/ in the singular forms, now 
lost. 

Halle & Marantz (1993) point out that vowel stem allomorphy in Indo-Eump is independent of 
the presence or absence of a tense suffix. Thus, therc are verbs which have (i) the dental past tense suffix, 
but no vowel quality alternations (jung, jumped), (ii) vowel quality alternations and the dental past tenst 
suffix (buy, bough-t), (iii) vowel quality alternations with no tense suffix (dig, dug), and (iv) neither vowel 
quality changes nor a past tense suffix (hit). 

Thus, we have strong masons, within Germanic at lest, not to treat vowel quality alternations 
necessarily as separate vocabulary items. I thank Moms Halle and Koldo Sainz for discussion, 
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morphological fusion, the child must look for syntactic evidence which weuPd necessitate 

the use of Spec,TP. h one dialect, such evidence is available, while in the other Qidwt it 

(25) Transitive Expletive Constructions in Faroese 

Far I: Ta6 bygdu nakrir fslendingar hiis i Havn. 
there built some Icelanders houses in abrs;hvn. 

Far IP: * Tai) bygdu nakrir islendingar hiis d Havn. 
there built some Icelanders houses in Torshavn. 

'Some Icelanders built Rouses in Torshavn.' 
(IFmse, donas 1894a:20) 

In section 4, I will flesh out the interplay between aorpholsgicd and syntactic 

triggers within the context of some thoughts on leamznbility. 

3.3 Summary 

In this section, I have keen concerned with combining the syntactic analysis 

assumed in 5 1 with the morphological theory outlined in $2. I showed how a difference in 

the inventories s f  overt inflectional vocabulary items among the Germanic languages 

predicts certain aspects of the syntactic khaviour of these languages. The descriptive 

genedimtion which I prop-sed was the following: 

(2  1 )  Evidence for fusion 

If the appearance of Tense morgho!ogy blocks the appearance of Apernene 
morphology, then Tense and Agreement Vwabulauy Item are in complementary 
distribution, and T md Agr must be hsed. 

This descriptive generalization was shown to play out rather straightforwardly in 

teams of the theory of morphology. In order to have competition between tense and 

agreement for insertion at a single node, T and Agr must be fused. Such fusion is only 

possible in the complex head which is the output of aferivation (8). The derivation (9), 

equally licit in the syntax, does not concatenate the heads i~ such a way that the necessary 
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fusion could occur. Languages with the complementarity indicative of fusion must use 

derivation (8), and therefore cannot utilise Spec,TB in the syntax. They must all be 

[-Spec,TP] languages. I also illustrated how the data from the various Germanic languages 

support this conclusion, on plausible assumptions. 

The approach developed above suggests that the csnntxtion between morphology 

and syntax is at least in some instances a question of determinism in the acquisition stage. 

This, (21) could well k hi i n f o ~ d  statement of a morphological "trigger," providing a 

key clue to the child learning its language. For this peason, I devote the next section to a 

brief discussion of some issues which this paps  raises for learnability. In particular, I 

point out a tension between morphology and syntax, with interesting consequences for 

situations like the underdetermined nature of F m s e  (53.2.4). 

4. Learnability and msrpho-syntax tensions. 

From the morphological perspective of the theory discussed above, the availability 

of the [+Spec,TB] derivation (9) seem to be the default case. That is, the child acquiring a 

Germanic language does not posit the derivation in (8) unless there is overt evidence of 

fused morphemes. On a global scale, there would seem to be a serious flaw at this point. 

Surely (8) permits a proper subset of the syntactic constructions or configurations admitted 

by (9). Given that the child is exposed to a subset of its language, acquisition should 

proceed from subset to superset and not the other way round. If the default assumption is 

that the specifier of TP is available, why would the child not simply posit the absence of 

any syntactic evidence for the position as a gap in the input data, instead of restricting the 

ra.ange of syntactic derivations to a subset of the default cases? 
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The answer lies, I believe, in an intriguing tension between the syntax and the 

morphology. True, the implication of (8) in the syntax is that it admits only a subset of the 

derivations permitted by (9), excluding those derivations involving Spec,TP. However, 

the complex head created by (8) allows insertion of a superset of the vocabulary items 

which can be inserted into the head from (9). Insertion of discrete VIs at every tepminsl 

node is possible in either tree23, but it is only (8) which in addition admits insertion of 

competing TenseIAg~eement morphemes, i.e. at a fused node. Thus the derivation which 

is more restrictive in one component turns out to be the less restrictive derivation from the 

standpoint of the other component. How might the gammu resolve such a tension ? 

Recall that the tension is one of learnabflity, moving from subsets to supersets, 

from more restrictive to more permissive, on the basis of positive evidence. The 

discussion then leads us to the following situation. What is at stake, at the beginning, is 

the decision between two derivations, (8) and (9). 

In the morphology, the null hypothesis is perhaps that each syntactic terminal node 

corresponds to a potential locus of insertion. Only if there is positive evidence of fusion, 

i.e. if the presence of a tense marker preempts the possibility of an agreement marker, must 

the child move to the morphologically more permissive derivation, (8). The syntactic 

ramifications of this morphologically-driven step am as &scussed above. 

In the syntax, the null hypothesis would have no reason to begin with constructions 

utilising the specifier of TB. Note that non-use of the specifier of TP is compatible with 

either (8) or (9); while (8) blocks the movement of the subject to or bough Spec,W, there 

23 Also, both heads allow total fusion - i.e. full suppletion, such that irrfltcted verbs are inserted as a 
single, morphologically unandysed unit. If children do make use of dl the functional prajections at an 
early stage, then the t o d  supp!ction stage would be that stage at which they make no mistakes of over- 
generalization in their use of inflected forms. Thet is, there is much evidence that children start with 
something like total suppletion before they posit that morphological concatcn~tion is mle-governed and that 
inflected verbs are decomposable. 
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is nothing intrinsic t~ the derivation (9) which forces movement to this position. Given that 

the superset/subset relations are the inverse in the syntax of what they were in the 

morphology, syntactic evidence must be of the sort that entails the use of the specifier of 

TP (object shift of NP, or transitive expletive constructions), forcing the child to opt for the 

syntactically more permissive dtrivati~n (9). The morphological consequence of this 

syntactically-driven step is that fusion of T and Agr will be impossible. 

Thus, my claim is not that acquisition is purely morphology-driven, nor is it that 

acquisition is driven by purely syntactic triggers, but rather that information can come from 

either source. However, in the model of grammar I have assumed thtoughout, there are 

many instances in which a move driven by one component has mnifications, prhaps quite 

extensive, in the other component. In the case at hand, the resolution of an open option i.e. 

the decision between (8) and (9), can be based on evidence from either morphology or 

syntax; however, the source of the evidence will determine in what way the option is to be 

resolved. 

We have seen both cases above. For English and the Mainland Scandinavian 

languages, the morphology dictates that (8) be the only possible derivation, precluding 

derivations utilising Spec,TP. For Faroese, the morphology provides insufficient evidence 

and syntactic triggers are decisive. Thus, in F m s e  1, the child has evidence of the use. of 

the specifier of TP, and selects the appropriate derivation (9). Both morphological md 

syntactic triggers are invoked. 

The prediction of the theory, then, is that no single grammar could ever provide 

truly conflicting evidence. That is, no language, with the general properties of the 

Germanic Languages, should have positive evidence of fused T and Agr (entailing (8)), yet 

at the same time display positive evidence of derivations involving the specifier of TP, 



entailing (9). Within Germanic, as I have shown above, this seems to be borne out quite 

nicely. The prediction is, of course, independent of the learnability issue, as such a 

language would violate either syntactic principles (51) or morphologicd cries (92) as I[ have 

presented them. 1 p i n t  it out in the context of the present discussion only to show that the 

tension between the two components need never entail contradiction. 

5. Concluding remarks. 

In this chapter, I have sketched an account of one way in which an apparent 

syntactic parameter may in large part be derived from morphdogical facts of the languages 

in question. Among the Germanic languages, a substantial cluster of properties has been 

shown in earlier literature to reduce tg a simple parameter: whether or not the specifier of 

TP is licensed in a gi  en language. Here I have shown that this parmeter in turn reduces 

to whether or not tense and agreement vocabulary items are in competition. If they are in 

competition in a given language, then that language must fuse Tense and Agreement nodes 

prior to vocabulary 'insertion in the morphological component. Such fusion is possible 

within one syntactically legitimate complex head, but not in another. In this manner, the 

morphology serves to distinguish between equally legitimate syntactic derivations. The 

effects of the Spec,TP parameter follow directly, since the derivation excluded for 

morphological reasons in some languages is the only one in which the specifier of TP can 

be licensed syntactically. 
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"Good morning, Pooh Bear," said &yo= 
gloomily. "If it is a good morning," he said. 
"Which I doubt," said he. 

'Why, what's the matter?" 
"Nothing, Pooh Bear, nothing. 

We can't all, and some of us don't. That's dl 
there is to it." 

Winnie-the-Pooh. A.A. Wlne. 

Cha~ter two 

What does adjacency do? 

T he previous chapter offered an account of parametric variation in the Germanic 

languages in terms of their inflectional morphology.1 In particular, I posited that the 

morphological component may act as a filter on syntactic derivations - uftimately, that 

morphological criteria may decide between otherwise legitimate syntactic derivations. In 

this chapter, I will offer another account which has in pard the same flavour, considering 

'Phis chapter is a revised and expanded version of Bobdjik 195)4a. My thoughts an the ideas presented 
here have benefited from the comments of audiences at the MHT post-generals' workshop and the 
Morphology-Syntax Connection (MIT), and as a part of larger talks at the University of Durham WK), 
the IJniversity of California at Berkeley and McGill University, especially from questions and mmments of 
Mark Baker, Cleo Coadoravdi and Paul Kipwsky. Many other colleagues have given me invaluable 
suggestions and comments in the larger context of the dissertation - see the thesis wknowltdgernents. 
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for the most part related data from the same range of languages. The specifics of the 

account, however, arc quite different. 

With respect to the object shift phenomena discussed briefly in Chapter I, there is 

an asymmetry in the behaviour of the SVO and SOV Germanic languages.* As first noted 

by Holmberg 1986, object shift of W s  and pronouns alike in the Scandinavian languages 

is restricted to those environments in which the main verb raises overtly out of the VR. 

However, this restriction does not hold in those Germanic languages which display 

evidence of underlying OV order. This split on the basis of headedness is a serious 

problem for structurally based accounts of Holmberg's generalization. I will therefore 

offer an alternative account, relying on a notion of adjacency in the morphology which, I 

show from a discussion of English do-support, is independently necessary. 

In short, the account runs as follows. Assume the verb stem and the inflectional 

affix are generated independently in the syntax, under different XO nodes (heads). In the 

event that the two do not combine in the syntax, ahtough head-to-head movement, they may 

combine in the morphology, through a process of morphological merger ( M m t z  1984). 

Assume further that the environment for morphologicd merger is adjacency as defined 

below. Certain elements, if they intervene between the verb stem and inflectional affix, 

disrupt this relation of adjacency, thus prohibiting morphological merger. In English, such 

disruptions by negation, the subject, or other structural material trigger the insertion of a 

1.e. as distinguished by the word order of embedded clauses in which the finite verb does not raise to C, 
and by the relative positions of participles and arguments. I will not discuss Yiddish hen. If it is an OV 
language, as has often been claimed (Vikner 1991, Santorini 1992, others) then its behaviour is 
unsurprising with respect to the phenomena to be considered here. If Diesing 1994 is correct in 
characterizing Yiddish as a VO language, then, as she and C h i s  Collins point mt (personal 
cornmunication),Yiddish poses a potential problem for the theory developed here. 1 return to this in fn 18, 
and suggest a likely, though uninteresting, solution, to the problem which viewing Yiddish as a VO 
language poses. 

At the end of this chapter, I consider the interaction of the present proposal with a proposal of b y n e  
1994 to the effect that all languages are SVO and that there is no headedness parameter per se, not even in 
the morphology. 
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dummy element, do, which acts as a host for the stranded affix (Chomsky 1955[1975]). 

In the left-headed (i.e., VO) Germanic languages, shift of an object to the specifier of an 

intermediate functional projection likewise disrupts the adjacency relation between the verb 

stem and inflectional affix, if the verb has not raised to the affix in the syntax. This is 

Molrnberg's generalization, now stated as a rncsrpholsgical condition (adjace~cy) which 

plays a filtering role on the syntax. The syntactic movement of the object is prohibited in 

case it will disrupt a necessary relation in the subsequent morphological component. This 

analysis therefore predicts the absence of the effects of Holmberg's generalization in the 

right-headed (OV) languages. Leftwards movement of the object will not disrupt the 

adjacency relationship between Infl and the verb stem whether or not the latter has raised, 

since the two heads are string-adjacent on the right periphery of the clause. 

The chapter is laid out as follows. In section 1, I offer some introductory remarks 

on the nature of affixes and define the relationship of adjacency which will underlie the 

analysis. Section 2 presents the analysis of do-support in English, reworking Chomsky's 

original analysis in terms of more current assumptions. I will show that this analysis has a 

wider range of empirical coverage than analyses invoking LF and theta-relations, pointing 

out a potentially serious problem for such analyses. In section 3, I turn to the object shift 

phenomena, and Holmberg's generalization, fleshing out the account just sketched. In the 

final section, I discuss son= possible extensions of the analysis offered here to "support" 

phenomena in other languages. 

I. Affixes and adjacency 

Let us begin with the notion that included in UG is some principle which says that a lexical 

item which is an Hi must come to he associated in an appropriate manner with some other 

lexical item before it is interpreted at the phonetic interface. That is, UG requires that an 
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affix be affixed. Narrowing the possible instantiations of such a requirement, let us 

suppose that this is not a requirement of W, nor of the syntax per se, but rather a morpks- 

phonological requirement, that is, one which must bc: satisfied in the mapping from syntax 

(s-structure) to phonology, the SPELL OUT c~mponent .~  Let us further assume that the 

mechanism by which an affix comes to join with a stem, in the case that the two are 

generated separately in the syntax, is distinct from the actual realisation of the phsnollogical 

features associated with a particular affix, including its realisation as prefix, suffix, or what 

have you. For example, a head which in the syntax left-adjoins to another head - a" in 

[pa ma , Po] - is not in principle required by UG to be realized in the phonology as a prefix, 

though the possibility is of course not excluded by UG There is a growing body of 

evidence in support of this which I will not discuss here (see, among others, Marant? 

1989, Bone? 1991, Noyer 1992, Halle $r Marantz 1993). 

There is more than one way in which the requirement that aa NIX be an affix may 

be satisfied. A simple case, alluded to already, is adjunction via head-to-head movement in 

the syntax (Travis 1984, Baker 1988). Presumably, affixation may also occur in the 

lexicon (derivational morphology), if derivational morphology is not syntactic.4 The goal 

of this chapter is to suggest that a third configuration will satisfy the condition on 

In Chapter V, I will argue more strongly that [+affix] cannot be a syntactic feature - this feature cannot 
drive movement in the syntax. The requirement alluded to here - that an affix be affured to a stem -is 
presented in that Chapter as a purely a morphophonological requirement. It can only trigger or block 
morphophonological processes such as morphobgical merger. This strong claim a b u t  the level at which 
[affix] is relevant is consistent with everything in this chapter as well. However, for the present discussion 
i t  suffices to say only that it must be satisfied in the morphological component, with no stand taken on the 
relevance or irrelevance of the feature [+affix] in the syntax. 

See Marantz 1995b for a refutation of the idea that the lexicon allows derivational procedures. In 
particular, Marantz reconsiders arguments in Chornsky 1970 to suggest that the lexicon is tmly atomic and 
allows for no complex entities or concaaendve procedures. All concatenative operations, according to 
Marantz, must be in the syntactic computation. This would be inconsistent with the argument structure 
theory of Hale Br Keyser 1993, who invoke a level of Lexical-Relational Structure - in essence a syntax in 
the lexicon. Chomsky 1933 has independently argrred that most of the insights of Male & Keyser's theory 
can be captured while maintaining that all operations occur in the syntax. There is a slight residue, 
including "doubling" of the implicit argument in unergative verbs, os in I laughed a hearty guffaw. The 
unergative verb laugh is taken to be undcrlyingly transitive, an LRS, but then can double its argument since 
it corresponds to a single V head in the syntax. For a possible solution to this problem without making 
reference to a separate ievel of syntactic operations - i.e. a solution consistent with Marantz 1W5b - see 
Bobaljik (to appear). 
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affixation, namely that of adjacency. In other words, an affix may undergo mrphological 

merger with (i.e., be realised phonetically on) a stem with which it a) foms a complex 

head derived in the syntax, b) foms a complex head in the lexicon, or which it c) is 

adjacent to. Obviously, it would not be too hard to reduce this disjunction to a single 

statement of adjacency, with a) and b) satisfying the relationship trivially. 

( 1 )  The Adjacency Condition (informal) 

Ln order for an affix and a stem to be combined, they must be djacent. 

A moment should be taken to articulate precisely the relevant notion of adjacency. 

I suggest that, as affixation is a morphopkonological condition, adjacency must be defined 

at (an intermediate stage in) the spell-out or interface between syntax and phonology. 

Adjacency is sensitive, then, only to those elements which are relevant to the mapping 

process. Headedness is relevant (linearization), while traces and empty projections are 

irrelevant ("PF-deletion"). Adjacency as a morphological notion, however, is not pureiy 

linear / phonetic in that adverbs (or perhaps adjoined material more generally) s e  not 

relevant. Illustrative configurations are given in (2) (a)-(cj: 

(2) Adjacency schematized 

a. ... X ey~ NP[overt] [Y* Ye+. X,Y not adjacent 

b. .. . X [yp trace [y ,  Y... X,Y adjacent 

c. ... X [yp adverb [yp [yp Y. .. X,Y adjacent 

In (2a), the elements X and Y are not adjacent. The overt lexical NP in Spec,YP 

intervenes. If X is an affix and Y does not raise to X, then the condition on affixation is 

violated. In (b) and (c), however, X and Y are adjacent for the purposes of ( 1). In (b), it 

is only a trace, a phonetically empty element, in Spec,YP which intervenes between X and 

Y, while in (c) only an adverb adjoined to YP (which does not alter structural relations) 
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disrupts the (otherwise linear) adjacency between X and Y. In (b) and (c), then, the 

affixation requirement of X could be satisfied (among other means) either by head- 

adjunction of X to Y, or simply by virtue sf the adjacency between the two elements 

without syntactic movement.5 

The principal claims here are not novel, and indeed the analysis at least of do- 

support below resurrects many ideas of work f r ~ m  40 years ago (especially Chornsky 

1955[1975]). The single claim which is perhaps the least obvious is the contention that 

adverbs/ adjuncts are not visible for the mtarphologicd relation of adjacency, ( 2 ~ ) .  Though 

I will not attempt to provide any other motivation for it here aside from the fact that it 

appears to explain a number of previously mysterious facts, there is a long literature which 

shows that the adjunct / argument asymmetry is indeed relevant for morphophonslogical 

processes. I refer the reader to the literature on phrasal phonology (e.g., among others, 

Selkirk 1984, Nespor & Vogel 1982, Truckenbrodt 19951, and to the papers in Inkelas & 

Zec 1990.6 

I leave open here how it is that a tract comes to be invisible in the phonology, given that it is visible in 
the syntax. 1 assume ssme mechanism of "FF-dcletion" of traces, which occurs early in the morphology. 
In Chapter VI, I refine the account offered here and in that chapter offer a more detailed view of the 
mechanism of pronunciation which determines which elements / copies of elements are deleted "at BF." 

The adjunct/argument distinction is relevant for phonological wles of liason (French: Selkirk 1972), 
vowel deletion (Basque: Chen 1 WO), tone sandhi (Chinese languageg) and other processes, indicating that 
this syntactic dichotomy is somehow preserved well into the phonological component of the grammar. 
However, as Hubert Truckenbrodt points out, it is not preserved in the phonology in a means which is 
obviously consistent with the view ttdvocared here. While edjuncts behave differently from arguments in 
the phonology in many languages, it is not usually the case that phenslogical processes may occur across 
adverbs. I leave this as an unsolved problem kere, and welcome any suggestions. 
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2. English Inflection and Do-support 

2.1 What Adjacency Does. 

A well-known difference between English and French which has received much attention in 

the recent literature is the systematic difference ira the relative order sf inflected (i.e., finite) 

verbs and negation. A partial p d p  is given in (3): 

(3) a. Je ne mange gas de phoque. * Je ne pas mange de phoque. 
I neg eat NEG eat (of) seal. 
'I don't eat seal.' 

b. I have not eaten your smoked fish. 
* I not have eaten your smoked fish 

C. * Sanl eats not green eggs and ham. 

For all verbs in French, and for auxiliaries in English, the inflereed verb obbgsntorily 

precedes the negative marker pas/not. Conversely main (i.e., non-auxiliary) verbs in 

English cannot precede the marker of negation. The paradigm is similar with sentential 

adverbs in place of the negative element: 

(4) a. Je *souvent mange souvent du poisson. 
b. I often eat *often fish. 

(French, English) 

The pattern with English main verbs is not, however, simply the inverse of the 

auxiliaryFrench pattern. That is, it is not simply the case that the inflected verb in English 

follows the negation marker not. Rather, in the environment of negation, a "dummy" 

element do must be inserted which bears the inflectional features, while the bare verb stern 

remains in situ in the VP: 

( 5 )  a. * Sanl not eats horseradish. 
b. Sam does not eat horseladish. 
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Since Emonds (1978), the standard account of at least (3) and (4) is that English 

auxiliaries arid all verbs in French raise overtly to (some) head of I.P - Infl, while main 

verbs in English remain in situ internal to the VP (at least at s-structure). If negation (and 

sentential adverbials) occur in some position between Infl and VO, then the linear 

asymmetries follow. 

A first question which arises from this paradigm which is of concern to us here is 

how a main verb in English (which has not raised to Infl) comes to bear inflection (Qast 1 

f3sg) in simple declaratives. Various answers have been proposed. Emonds 1978, 

Pallock 1989, Chornsky 1991, among others, propose that Infl lowers to the verb in the 

overt syntax, perhaps raising s~bsequently at LF to 'repair' an Empty Category Principle 

violation on the part of the ungoverned trace in the head of P. Chornsky 1993 departs 

from these earlier approaches, suggesting instead that lexical i tem are inserted fiom the 

lexicon fully inflected, and that they raise at or by kF and merely check hat the inflectional 

features from the lexicon match those dictated by the syntactic configuration. Far 

Chornsky's checking theory, the mechanism of inflection is thus a non-question: the verb is 

inflected in the lexicon, and raises to Infl at LF to check the inflectional features, lowering 

is not needed and no ECP violation is triggered. These approaches are summaised in (Q):7 

For expository purposes, I am enclosing certain lexical elements in square brackets, and to those lexical 
elements which are affixes I attach the sign or. This has no other function than to signal h a t  an item is an 
affix. 
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(6)  
a. French: all verbs 

English: auxiliaries 
b. English: Mdn Verbs 

P 

On these approaches, the presence of Neg or a NegP is claimed to have no effect on 

the overt raising (6a), but for whatever reason this element blocks the lowering or LF- 

raising in (6b). As the verb will not be able to raise out of the VP at LF, a dummy verb do 

must be inserted at s-structure to be&- or check the inflectional features, realising them In I", 

above Neg. 

An alternative approach is suggested by Halle & Marantz 1993, returning in many 

ways to much more traditional assumptions about affixes and linear relations. On their 

view, neither syntactic lowering nor LF-checkihlg are necessary. Their proposal is that the 

inflectional affixes and verbal heads may merge under (some form of) adjacency. Ira 

simple, affirmative declaratives in English, the= is a clear relation of adjacency between an 

inflectional affix in Infl and the verb stem in Vo (indicated by the solid, horizontal line in 

(7)). 
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(7) 
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a m t i o n  /merger 
under adjaceaq 

The derivation of ('7) would proceed as in (8).8 

(8) Sam a[-past,3s] like p e n  eggs and ham Zinwclrder 
11 

Sam {a[-past,3s] , like ) green eggs and ham adfixation u& djmncy 

u 
Sam likess green eggs and ham Spell Out 

The adjacency which is required for affiiation is disrupted by the presence of the 

negative marker not, presumably in Spec,NegP.g While auxiliary verbs raise past 

Though the inflectional afix a[-past,3s] precedes the verb stem in linear order, the fact that it is 
regularly lrealised as a suffix is presumably an idiosyncratic phonologicai characteristic, listed in the 
vocabulary, on a par with its specification as a coronal fricative or what-kave-you. 

The structural position of not is not mcial for this analysis. It is descriptively not a csntrroversid fact 
that negative elements appear to be different categories cross-linguistically, advdials in some languages, 
clitics in others, heads or other things in still others. For present purposes, I assume that English not and 
French pas are located in Spec3egP as they do not block head movement whenever such movement is 
permitted on independent grounds (English auxiliaries, French finite verbs). A plausible candidate for o 
negative element which would be the had of NegP would be tht negative markers in Phe Rnnic languages, 
which bear (some) Tense and Agreement feahms, while the main verb does not raise md does not bear these 
features: 

(i) Mina ota-n titti. ota-a / ota-t / o m  
( I  sg) take- lsg this.PAR 1 / 2 / 3 (sg) 
'1'11 take some of this.' 

(ii) Mina e-n ota rniUn, en ota / e-t sta / eJ ota 
(Isg) NEG-1s take wh&PAR 1 / 2 / 3 (sg) 
'I won't take any.' 

(Finnish, M t i o  1984:67) 
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negation, thus appearing, inflected, preceding the marker, main verbs in English do not 

have this option. Wesllrrecting the simplest of ideas from, e.g., Chomky 1955[1975], the 

"dummy" element do is inserted from the lexicon to support the aff~ in I". ghis is shown 

schematically in (9). 

d j  

a ~ ~ l  
Neg' 

VP 

adjacency disrupted: 
offir inn blocked 

The derivation is: 

(10) 
S m  a [ - p ~ t , 3 ~ ]  not like green eggs md ham. linear order 

11 
Sam { a [ - p ~ t , 3 ~ ] , d ~ )  not like green eggs and h m .  do-insehon 

u 
Sam does not like green eggs and hm. sp~l -out  

On the face of it, this is an attractively simple approach, accounting not only fm the 

observed word order, but also for the fact that, udike a s p m a l  have or be, the main verb 

stem following do surfaces as its uninflected base md not as a participle. 
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As Hdle & Marantz observe, this account extends smightfofwahdly to do-support 

in non-subject wh-questions. Like the negation cases, with main verbs these are uniformly 

ungrammatical without do-support, though h-support is not triggered with auxiliaries. 

(1 1) 
a. * When ate Sam the horseradish ? 
b. * When Sam ate the horseradish ? 
c. When did Sam eat the horseradish ? 
d. Did Sam eat the howradish ? 

e. What *(did) Sam eat ? 
f .  What has Sam eaten ? 

When the subject is questioned, however, do-support is not triggered with either 

main verbs or auxiliaries: 

(12) 
a. Who ate my horseradish ? 
b. Who has eaten my horseradish ? 

c .  * Who did eat my horseradish ? (on non-emphatic reading) 

If we assume that the syntax forces the wh-word to raise to Spec,CP and Infl to 

raise to Co, at least in matrix questions, then the account of do-support in non-subject 

questions falls together with that of negation. In interrogatives, the overt subject NP in 

Spec,P interrupts the adjacency relation between the inflectional affix (in this case in Co)  

and the verb stem in VO: 
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(13) 

Cbptsr  11 - Adjacency 

wh-word 

[ When [ INFL [ subject [ verb [ object I]] 1 

As long as a lexical subject occupies Spec,IP, it will intervene to block the 

adjacency between the inflectional mx in CO and the verb stem in V" when wh-movement 

to Spec,CP has triggered 'inversion' of Infl to CQMP. When it is the subject itself which 

is being questioned, however, as in (12), there is no longer overt. lexical material 

intervening, only the (phonologically null) trace of the: subject, and hfl, even in Co, is 

adjacent to the verb stem. 

A 
wh-subject C '  - 

A 

uh-subject [ INFL [ tmce [ VERE object 1111 
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The examples just considered indicate clearly that it is adjacency and not structure 

which is relevant here. Exx (13) md (14) do not differ siructurally in any respect relsvmt 

to head movement. The only relevant difference between them is in the phonological 

content of Spec,IP. In (13), Sgec,TP contains a lexically overt NP, and do-support is 

obligatory. In (14), the same position contains only a trace of the wh-moved subject, by 

definition phsnologically null. Do-support is not triggered.10 

Yet a further environment which supports the adjacency analysis over structure- 

based analyses of do-support is the interaction of constituent questions and Locative 

Inversion (LI)." In LI constnliAons in English, the subject surfaces following the finite 

verb, as in (15): 

(1  5 )  Locative Inversion 

a. Into this auditorium poured throngs of undergraduates. 
b. Over that bridge rode Robin Hod and his band sf married men. 

That the postverbal DPs boldfaced in (15) are indeed subjects at some level can be 

seen by the fact that they obligatorily trigger agreement with the verb: 

( 16) Post-verbal DP triggers agreement. 

rride} King John. Every Thursday at noon, over that bridge rides 

l o  For analyses of the differences in the distribution of do between subject and non-subject questions 
which do not refer to phonology, set Watanabe 1993 and Richards 1995. While these analyses account for 
the subject versus nsn-subject asymmetries in syntactic terms, they fail to generalize to the other cases of 
do-support in English. The account offered here clainls that all instances of do-support in English fall 
under a single generalization and accounts which do not derive this are therefore missing the generalization. 

Surely this data has been noticed before in the literature, but I have bcen unable to find mention of it in 
a cursory search s f  some of the relevant articles. My thanks to Heidi H d e y  for discussion of these facts. 
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If we assume that triggering subject agreement requires the subject to be in Spec,IP 

at some level (perhaps LF in these cases), then we have another range sf data where the 

structure-based and adjacency-based accounts make different predictions. When the 

locative PP is questioned, then the adjacency-based account predicts that there should be no 

do-support; the subject is pronounced in the post-verbail position and does not intervene 

between C 0  and the verb stem. These are non-subject questions, however, and thus on a 

 on-adjacency account might be expected to pattern with other non-subject questions, 

requiring do-support. As the examples in (17) illustrate, the prediction of the adjacency 

account is borne out - do-support is not triggered in LI questions: 

(17) LI questions - no do-support 

a. Into which auditorium poured throngs of undergraduates? 
b . * Into which auditorium did pour throngs of undergraduates? 

Do-support is ungrammatical if the subject is post-verbal. However, the same 

structures with a preverbal subject show the opposite pattern - do-support is obligatory. 

They behave just as other non-subject questions (18). The crucial difference is not theta- 

relations car structure, but rather the position in the linear string in which the subject DP is 

pronounced. 

(1 8) Preverbal subject 

a. * Into which auditorium throngs of undergraduates poured? 
b. lnto which auditorium did throngs of undergraduates par? 
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2.2 Beyond the obvious: other instances of do-support. 

Negation markers (not, n't ) are not the only elements which trigger do-support in non- 

interrogative environments in English. As is well known, emphatic elements (so, roo) do 

so as well: 

(19) 
a. Heidi's fish *(do)n9t eat horseradish. 
b. Heidi's fish *(do) so eat horseradish. 

This implies that what we have called NegP is more accurately the locus of both 

contrastive affirmation or focus and negation, Laka 1990's CP. 

In this context, so-called "emphatic do" can also be accommodated, very much in 

the manner of Chomsky 1955[1975] (pp. 446-7). As is well-known, dummy do is 

permitted in the context of simple declaratives, but only if it is heavily accented (indicated 

by ALLCAPS), unlike do in any of the obligatory contexts: 

(20) Emphatic do 

Heidi's fish DO eat horseradish. 

Ex. (20) has a reading of affirmation similar to (19b). The account is 

straightforward. The elements which can occupy (Spec of) CP (i.e. which block 

adjacency) include one which is phonologically overt, but includes no segmental features, 

only a suprasegmental diacritic: [+AC(XN"ED] (Chomsky's "Ac"). Like the other markers 

of C, including the clitic n 't, this affirmation element disrupts the adjacency between 1" and 

V", triggering do-support. 
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This also explains the otherwise curious restriction that "emphatic do" is tI nly 

auxiliary-like element which can never co-occur with other modds: 

(21) * Emphatic do with auxiliaries 

a. * Sam will DO leave. 
b. * S m  DID have left. 

Auxiliaries in English, as we know, raise past XP to Infl (or are bate-generated ira 

Infl - see Chapter \I) and the environment for do-suppor& never arises. If emphatic do 

reduces to "normd" &-support in the manner just indicated, then auxiliaries should raise in 

these constructions as well. This is confirmed by the fact that raised auxiliaries support 

[+ACCENTED] in exactly tht: same way that they support n't : 

(22) [+accented] with auxiliaries 

a. Sam hasn't left. 
b. Sarn HAS left. 

One, final environment which triggers do-support worth considering here is that of 

VP-ellipsis.12 

(23) 
a. Sam will leave today (even) though Bat might too. 

b. Sam left on Thulsday (even) th~ugh Pat did too. 
c. * Sam left on Thursday (even) though Pat too. 

d. Sam left on Thursday and Pat will tomorrow. 

As (23a), shows, it is possible t~ elide the VP cornpiemerit of a modal auxiliary, 

even if the modds of the fmt and second VP are not identical. This indicates that it clearly 

is the VP which is elided in the second clause, and not, say, P or 11'. Now (23c) shows 

that when there is no modal, do-support is obligatory. The account of this is intuitively 

l2  A context which m&cs the sentences of (23) mom felicitous would be along the lines of some rule that 
only one person may leave on a given day. Sam, in these instances would be violating the rule. 
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straightforward: even though the YP is elided, d ~ e  inflectional affix in I" is still present md 

must be affixed to a stem. In (23a) and (d), a modal mocc:upies I" at s-structure, but when 

there is no auxiliary verb, do must be inserted to support the affa (23b). Schematically: 

... though ... P ... too ... 
n 

On the adjacency account, this is not surprising: the affix in N"L must be (do-) 

supported. Note that do-support in W-ellipsis contexts is a potentially serious problem for 

theories of do-support which do not make reference to phonology, such as those invoking 

LF-raising (Chornsky 1991, Jaeggli & Hyams 1993), or those based on thematic 

considerations treating do as an auxiliary verb (Watanabe 1993). The appearance of do in 

(23b) is a problem for these theories if VP-ellipsis involves PF-deletion of the elided VP, 

i.e., the entire VP being visible for syntax and LF, as argued in Tancredi 1992, and 

Chomsky & Lasnik 1993. Consider in this ligkt the pre-Spell Out representation of (23c) 

on the copy-deletion theory of VP-ellipsis: 

(25) Pre-Spell Out representation of (23c) 

[ ~ p  Sam [vp left on Thursday 11 even though hp Pat [vp left on Thursday I] too. 

On Tancredi's (and Chomsky & Lasnik)'s theory of VP ellipsis, this is the 

representation which feeds both Spell Out (PF) and LF. The apparent deletion of the VP in 

the second conjunct is a late phonological process (Tancredi's "copy intonation"). Thus, 
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from the point of view of LF, there is no difference between the two conjuncts. That is, 

the structural configuration which obtains between Infl and the main verb in the first 

conjunct, which does not have do-support but rather a simple, inflected main verb, is 

identical to the structural configuration which obtains between h f l  and the main verb in the 

second conjunct. If do-support is an LF-phenomenon, triggered by an ECP violation or the 

inability of the main verb to raise at LF, as in Chomsky 1991, then there is no motivation 

whatsoever for do-support in the second conjunct. If the main verb may raise to Infl at LF 

in the first conjunct (thus not requiring do), then it must be able to do so in the second 

conjunct as well. But this does not accord with the facts; as we know from (23c) do- 

support is obligatory in the second conjunct, but not in the fist. 

Thi: point is even more straightforward than this. If one assumes a FF-deletion- 

under-identity approach to VP-ellipsis, then (23) shows that do-support (in at least these 

cases) must be sensitive to the phonological envlronrnent. 

An extension of the adjacency account to the appewance of do in tag questions such 

as (26) should be straightforward. Again, the differing behaviour of main verbs (a,b) and 

auxiliaries (c) indicates that an Infl node is involved. 

(26) Tag questions. 

a. The linguists didn't go to the faculty club again, *(did) they ? ( didn't they ) ? b. The linguists went to the faculty club again, they 

haven't they ) ? 
c. The linguists have gone to the faculty club again, ( 'didn9 they 

The analysis offered here provides a remarkably simple account of English do- 

support and inflection. Resurrecting the ideas of Chomsky (1955[1975]), the leading idea 

is that the dumrny verb do is inserted to support an inflectional affix which cannot be 
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legitimately associated with the verb either through overt verb-raising (auxiiiwies) or 

through affixafion under adjacency (i.e., the cases where adjacency is blocked by 

phonologically overt structural material or where there is simply no overt verb-stem to be 

adjacent to). 

Lasnik 1994 extends this account of do-support to 8, range of pherM3~fSa in VP- 

ellipsis contexts and pseudo-gapping, rcducing the latter to the former. Lam& shows that 

with reasonably few problems, the impossibility of stranding affixes can be extended to the 

participial affixes in VPellipsis constructions with multiple auxiliaries. 

Lasnik's account, as he acknowledges, has some outstanding problems. For a discussion 

of these, and thoughts on both extensions of kasnik's proposals and an adaptation of them 

to the "feature-movement" framework of Chomsky, forthcoming, see Hagstrorn 1994. 1 

leave this as beyond the scope of the present wark. 

The case that I have laid aside without comment, which has received treatment in 

other accounts, is the question of why adverbs do not trigger do-support in English, even 

though they occur between hfl and the verb stem. 
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(27) Adverbs do not disrupt ndjacency. 

a. An adverb never disrupts adjacency. 

I r, 
adjacency nor 

blacked by 
adjoined material 

An adverb never disrupt +s adjacency 

The answer I will offer is not deep, and is admittedly somewhat ad h c .  Adjacency 

was defined in the introduction such that adverbs are not relevant, and in particular do not 

block the merger of an affix and stem. As we shall see, this one observation allows simple 

explanations of a wide range of phenomena in quite a few languages. This is not an 

entirely uninteresting point. That the inflected verb occurs following the adverb indicates 

that the single vocabulary item which is the output of the merger ~f affix (Infl) and (verb) 

stem occurs in the position occupied by the stem. Thus, in a non-trivial sense, the affix 

adjoins to the stem and not vice-versa. This will be seen to be the case in all the instances 

of merger/affixathn examined below. It remains an open question if this is a universal 

characteristic of such merger operations. L 3  

The use of never as the illustrative adverb in (27) is important. Unlike not, the 

adverbial negation never does not trigger do-support. However, never does license 

l 3  If cliaicization is a process occurring also at this level, then it would seem to fall within the scope o f  
this generalization. Certainly, English "clitics", like negative n't, or the clitic foms of tile auxiliaries do 
not run counter to this, though see Pullurn 6% Zwicky 19xx for discussion of English n't. 



Bobaljik Chaprer II  - Adjacency 

negative polarity items like any as in (27). One of the principal motivations for the 

existence of a NegP in the literature is the licensing of negative polarity items, at least on 

some accounts. If this is so, then the minimal difference between not and never makes an 

important point. Namely, it reinforces the observation from the consideration of questions 

above. That is, if NPI licensing entails a NegP (or CP), then such a projection must be 

present in (27). Thus, in terms of syntactic projections, the structure of (27 j with never is 

the same as the stixcture of (9) with not. However, only the latter triggers do-support, 

indicating the relevance of the difference between structural elements such as not and 

adverbs such as never, and the irrelevance of projections. 

As noted in the introduction (especially note 6), it is well known that the adjunct 

versus argument dichotomy is relevant in the phonology. The stipulation that this 

distinction makes itself felt in adjacency phenomena as well is thus only ad hoc to the 

extent that I have offered no account of just how the "transparency" sf adjuncts should 

reduce to .,lore general problem of expressing this syntactic notion in the phonological 

component. 14 

3. Object Shift 

Another set of phenomena wlich has received a fair deal of attention in the recent literature 

is the clause-internal fronting of non-subject arguments in the Germanic languages, 

subsumed under the terms Object Shift and Scrambling, and discussed briefly in the 

previous chapter. Of particular interest to us at the present are the conditions affecting the 

l 4  An intriguing suggestion, which has wound its way into the literature now and again, is that adjuncts 
are on a separate plane or tier from structural elements. If trees are represented in three dimensions, with 
adjuncts "sticking out," this (:auld account for the structural effects (scope, etc ...) of adverbs, as well as their 
linear positions, while other brocesses (head-movement in  the syntax, adjacency in the morphology) would 
"see" only two dimensions and thus be blind to adjuncts. Detailed proposals concerning threedimel~sional 
trees for coordination and other phenomena have been entertained by Moltmann (1992) and references 
therein. 
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distribution of the A-movement fronting across eIements which demarcate the left edge of 

the VP, exemplified in (28): 15 

(28) Object shzp in G e m n i c  

a. A barnurn drakk stfidentinn b j h h  [ stundum 1 
In baf.the drank student.the beer.the [yp sonnetimes trace 3 
'In the bar, the student sometimes drank all the beer.' 

(Icelandic) 

b. I g k  laeste Peter den [ uden tvivl [ kke. 11 
yesterday read B. it [vp without doubt [vp not troce ]] 
'Peter doubtlessly read it yesterday.' 

(Danish, V h e r  199 1 : 3 0 )  

c. ... dae veel mensen dat lbsek gisteren gekocht hebben 
that many people that book [ ~ p  yesterday [vp  f bought I] have 

'... that many people bought that book yesterday.' 
(Du tc 61) 

d .  Mit Professoren in den 60em hat Renate den Hubert [ nicht [ gegv%t.]] 
with professors in the 60s has R. the H. [yp not [ ~ p  t tormented]] 
'Renate has not tormented Hubert about professors in the 60's.' 

( @ e m >  

The issues that the phenomena associated with object shift raise are slightly 

different in SOV Germanic languages (German, Dutch, Frisian, Afrikaans ...) and the SVO 

Scandinavian languages. I will consider them separately here. 

3.1 OS-1: The SVO Languages 

In the Scandinavian languages, there is a class of adverbial elements hcIudiP1g the sentential 

negation markers (Icelandic ekki, Swedish inte, Danish ikke ...), which are taken to 

-- 

l 5  I will not generally provide arguments in this chapter either that any specific example involves 
A-movement (as opposed to A'-movement) or that any specific example involves movement at all. I will 
provide a long argument in Chapter ID, 81 that these examples do involve object shift, and in particular the 
same object shift process as in Icelandic, i.e, for NPs this is movement to Spec,AgrO-P. For pronouns, 
the question is more delicate. In the previous chapter, H argued (following Bobaljik & Jonas 1994 and 
others) that pronoun shift (28b) is a distinct process, or rather involves a different ianding site. While I 
believe shifted NPs occupy Spec,AgrO-P, shifted pronouns must occupy a different structural position, also 
between Infl and VP. For the purposes of this chapter, I will collapse this distinction and treat the 
pronouns as if they were also in Sp~ec,AgrO-P as nothing here hinges on teh distinction. 
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mark the left edge of VP. Presumably, like English adverbs quickly or never, these 

elements are adjoined to the VP.16 Using these as a diagnostic, it is well known that in 

certain contexts, object MPs may raise overtly to a derived, VIP-external position. A near 

minimal pair with non-shifted indefinite (a) and shifted definite jb) NIP objects is given 

here, illustrating the two positions. See also the shifted pronoun in (28b). 

8 (29) Befinites shif,  indefinites do not. 

a. f fyrra mdudu shidentarnir [w ekki hCls 1. 
last year painted students.the not house 
'The students painted a house last year.' 

b. f fyrra mPuBu stddentamir hhi8 [vp ekki trace 1. 
last year painted studentsthe housethe not 
'The students painted the house last year.' 

(Icelandic) 

In the SVO Germanic languages (excluding English), Object Shift is dependent 

upon overt verb raising, an observation originally due to Holmberg 1986.17 In the 

examples above, the verb has raised to some 'W extelxal position, either Infl or CQMP. In 

the environments where it is permitted, shift of ~rnstressed pronouns is obligatory in dl the 

Scandinavian languages, while Object Shift of full NPs is possible only in Icelandic and 

Yiddish. In these languages, shift is apparently dependent upon the contrast between new 

and old information, or something similar (see Chapter 111, 0 1, and references there, 

l 6  Again, I am assuming that negative markers do not universally occupy the same structural position 
cross-linguistically. In footnote 9, I suggested that the Finnish negative markers were heads in their own 
right, as they bear inflectional morphology for (some) tense and agreement. In English, I assumed that not 
occupies Spec,NegP. That Scandinavian negation markers are adverbial dws not preclude the projection of 
a Neg (or Z) P in negative contexts, in the same manner that English never, as an adverb, does not trigger 
do-support, even though it licenses Negative Polarity Items as discussex! in the end of the last section. 
l 7  I assume that English does not have object shift, contra Johnson 1991, Koizumi 1993, Lasnik 1993. 
For orie thing, a characteristic of object shift is that, when possible, it is obligatory for arguments which 
carry old information (especially weak pronouns), and prohibited for arguments which introduce new 
information, see Chapter M, Zwart 1993b, Diesing 1995 and others. The proposed cases of "object shift" 
in English do not display this characteristic. To the extent that there are movement processes involved in, 
for example, the alternations in (i) with particles, or the more subtle effects in psuedo-gapping and 
Antecedent Contained Deletion (Lasnik 1%3), these do not show the semantic/interpretive effects which are 
hallmarks of true object shift. 
0) I put [a new hat] on - I put on [a new hat]. 

More discussion of this will crop up in Chapter KII and Chapter Vl. 
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especially Zwart 1993b, Diesing 1995). In the Scandinavian languages, when the verb has 

not raised overtly, however, no object shift is possible (Holmberg 1986).18 There are two 

environments in which the verb does not raise overtly. The finite verb remains VIP-internal 

in embedded clauses (outside of "bridge" environments) in the mainlaid Scandinavian 

languages (30) and Icelandic non-finite complements of modal verbs (Thrhsson 1993).19 

Likewise, if the inflected verb is an auxiliary, the participle remains internal to the VP in dl 

the languages (3 1). 

(30) Embedded clause, verb in VP 

a. Det var godt [ at Peter [ ikke kgbte den. I] 
b.  * Det var godt [ at Peter den [ ikke kgbte 11 

it was good that P it [yp not [vp bought it ]] 
'It was good that Peter bought it.' 

(Danish, Vikner 199 1) 

1 Yiddish apparently does allow leftward movement of (definite) W s  to a position between Infl and 
V even in  constructions with auxiliaries (i.e., without verb raising): 

(i) Max hot [ ~ p  dos b~kh]i  ni(sh)t geleyent ti, 
Max has the book not read 
'Max has not read the book.' 

(Yiddish, Molly Uiesing, pc) 
This is also possible for some speakers of Icelandic (Rtignvaldsson 1987, see Jonas $. Bobaljik 

1993:93f for discussion) and Norwegian () but only with certain quantified objects, and not all speakers 
agree. 

There is reason to believe that these are instances of A'-movement, i.e. Focus Scrambling, and not 
Object Shift, in  the technical sense in which the latter is (A-) movement to the Spec of AgrO-P. For 
example, constructions such as (i)  in Yiddish are not restricted to NPs, and also licer!%i: parasitic gaps 
(Molly Diesing, pc): 

(ii) Max hot dos bukh aroysgevorfn on frier vertsuleyenen 
Max has the book out-ge-thrown without earlier ver-to-read [el. 
'Max has thrown the book out without reading it.' 

(Yiddish, Molly Diesing, pc) 

If the medial NPs are adjoined higher than the participle phrase (see below) md not in the Specifier 
of an intermediate projection, then this data does not run counter to the analysis at hand. 

Thanks to Molly Diesing, Chris Collins, and David Braun for the Yiddish data and discussion of 
it. 
l 9  In Icelandic and Yiddish, the verb generally raises to Infl or higher in embedded clauses even in the 
presence of an overt complementizer. In such cases, as might be expected, NP objects may shift, and 
unstressed pronouns must do so. This provides further confirmation that the re1eva.n factor is overt raising 
of the finite verb. Furthermore, as Thrdinsson 1993 points out, the verb does not raise to Infl in the non- 
finite complement of a modal verb, and in these contexts object shift is prohibited. See Chapter V for an 
analysis of verb raising in these languages. 
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C.  * Risanrir attu [ aa rikisstj6rnirnar [ 6r.a. trace ]] 
giantsthe ought to governments.thz [vp eat 
(The giants ought to eat the governments.) 

I1 
(Icelandic, ThAinsson 1993:3Q4) 

(3 1) Compound tense, auxiliary in Jn., verb in VP: 

a. Hvorfor har Peter ikke kgbe den? 
b. * Hvorfor har Peter den ikke kgbe ? 

why has P it not bought it ? 
'Why hasn't Peter bought it ?' 

(Danisk , Vikner 199 1) 

c. Hann hefur aldrei lesia Mkha ] 
d. * Mann hefur Glkbna [ aldrei lesii) 

He has book.the [vp never read bookthe 
I 

'He has never read the book.' 
(Icelandic, Thrgnsson 1994b: 20) 

Holmberg's generalization, namely the fact that (overt) verb raising is a 

precondition for (overt) Object Shift, is well known, and is accounted for in most 

treatments of the phenomenon. In recent accounts within the framework of Chomsky 

1993, this is derived for the movement of full NPs through an interpretation of Baker's 

1988 Government Transparency Corollary through which verb movernent may render 

two positions "equidistant" for purposes of Relativized Minimality qua Shortest Movement 

(see especially Bobaljik & Jonas 1993, Bures 1993, Marantz 1995a and Chapter 111, 

below). On these accounts, however, Holmberg's Generalization receives a principled 

account only insofar as it applies to full NPs, even though it applies equally to the shift of 

pronouns in the SVO Germanic languages.20 

I would like to suggest that there is an alkrnative analysis to derive Holmberg's 

Generalization. The fact that Object Shift (8s )  is prohibited when the verb has not raised 

20 Tarald Taraldsen (personal communication) has drawn my attention to certain weak pronouns in 
Norwegian which may occur preceding the subject, but are not strictly clitics in the sense that they may be 
separated from the verb by adverbs. See Josefsiion (1992) and Holmberg (1993) for some thoughts on 
these. Though I have little to say about them here, it should be noted that they ciccur in a higher position 
than INFL and therefore do not interact at all with the adjacency phenomena discussed in this paper. 
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can be seen as another result of the Adjacency Condition. For the SVO languages, this 

account is at least equal to other accounts that have been offered. In the next section, we 

will see that it allows a much clearer picture of Lhe interaction of Readedness with. Object 

Shift. 

Let us first lay aside the case of auxiliary + participle constmctions and take the case 

of matrix clauses with overt verb raising (28) versus embedded clauses with overt 

cornplementizers and no overt verb raising (30). I will assume that Qbject Shift is 

movement of the NP or pronoun to some A(rgument) position between IP (i.e., TP) and 

VP. For the sake of familiarity, I will continue to cdl this the specifier of AgrO-P as in the 

previous chapter, though I will ultimately wish to distance myself from the case-theoretic 

connotations of this label (see Chapter ?TX). This phrase is simply "whatever phase the 

object moves to," and could equally, for present l-,-$oses, be AgrO-P (Chomsky 1991), 

Inner Asp(ect)-P (Travis 1992), pP (Johnson 1991, Koizurni 1993) or some other 

functional projection, In labeling the position occupied by shifted pronouns and that 

occupied by shifted NPs as "Spec,AgrO-P," I am collapsing an important distinction 

between shift of NPs and shift of proaouns. While pronouns and full NPs behave the 

same for the purposes of Holmberg's generalization, it is well known that they behave 

differently with respect to a wide range of other properties examined in other chapters of 

this thesis. I will make this abstraction for the present chapter, as nothing hinges on it 

here. 

To begin with, the derivation I assume for a simple V2 clause in Icelandic with 

overt object shift is given in (32): 
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(32) object ship in a V2 clause 

a. f grer las Pktur b6kiaa eflaust em. 
yesterday read P. bookthe undoubtedly not 
'Petur undoubtedly didn't read the book yesterday.' 

(Icelandic, Vilener 199 1 :3W) 

[verb] 

adv VP 

6 
f gaer las Pktur bdkina eflaGst ekki 

The verb has raised from VO to adjoin to 1" and then the complex head has itself 

raised to adjoin to C". The subject' is in Spec,IP and the topic is in S p , @ P  (though the 

latter is not important, the topic may be elsewhere). The object has raised out of the W, as 

it is to the left of the VP-adjoined adverbial negation ekki, and I assume it is in 

Spec,AgrB-P. Assuming that, as in English and French in the previous section, Infl is an 

affix, the adjacency condition is satisfied trivially between a[hfi] and the verb stem, as 

they form the two parts of a complex head. Object Shift does not interact with this 

relationship at all. The prediction, then, is that OS will be possible when the verb has 

raised. Independent factors, (definiteness, specificity, pronoun vs. NP) will interact to 

determine whether or not the object actually raises. 
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However, if the verb has not raised to 1" overtly, the situation is different: 

(33) Embedded clause, verb in VP, object shifr blocked 

a. Det var godt [ at Peter [ ikke kgbte dew. I] 
b. * Det var godt [ at Peter den [ ikkc kgbte 11 

it wasgood that P it [vp not [jpbought i t  ]] 
'It was good that Peter bought it.' 

(Danish, =(30) above) 

-- 

'-7 subject 
: A 

Peter [+past] 'den k8b- - 
... at Peter [+past] kgb- den 

Abstracting away only from the node labels, the structural configurations we are 

dealing with are parallel to those which determined the distribution of&-support in English 

in the previous section. As in English and French, the inflectional affix in these languages 

must satisfy ( \. If the verb raises, this is satisfied trivially as Infl and the verb stern are 

adjoined. If the verb stem does not raise overtly, then this relationship must be satisfied 

under adjacency. The adjacency relation is only satisfied in case the object remains in its 

base position following the verb (the second example in (8)). The relation is disrupted by 

an overt object in Spec,AgrO-P (the first example in (8)). 

Beyond English, the Germanic languages do not have the option of a d u m y  verb 

stem to support the inflectional affiies. The morphophonological requirement that an affix 
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be supported is by hypothesis inviolable. Thus, in an important way, we see another 

example of the morphology acting as a filter on the syntactic derivation. The movement 

process of Object Shift is prohibited in the syntax when it would disrupt the adjacency 

between the affix Infl ar~d the verb stem in VO in the morphology. The independent factors 

governing the distribution of objects shift (e.g, old versus new information) do not come 

into play here; Object Shift is excluded for all objects.21 This part s f  Holmberg's 

Generalization reduces straightforwardly to the adjacency requirement on affixation. As in 

the analysis of the previous chapter this entails that syntactic derivations may be filtered by 

morpho(phono)lagical considerations. 

The second environment where the verb stem does not raise overtly is the case of 

auxiliary constructions. As the adjacency requirement under discussion is a condition on 

affixation, it is not transparently clear why it should hold of an auxiliary (in Infl) and the 

verb stem. In fact, it doesn't, as any case of Infl to COMP movement in a question or V2 

clause shows. In the grammatical (34), the subject NP intervenes between the auxiliary in 

C" and the verb stem in Vo, exactly the environment which for Inflectional affixes required 

do-support in English: 

(34) Auxiliary and participle need not be adjacent 

[cp Hvorfor har [ ~ p  Peter [vp ikke k ~ b e  den I]]? 
why has P not bought it 

'Why hasn't Peter bought it ?' 
(Danish, (=3 1 a)) 

Adjacency between the auxiliary and the verb stem is not required, then. But if it 

was the requirement that hfl and the verb stem be adjacent which prevented OS when the 

21 Certain quantificational objects appear to escape this generalization. See Jonas & Bobaljik 1993 for 
discussion. 
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verb was in situ in the VP ( 3 3 ,  then why should OS be blocked in auxiliary +- participie 

constructions in the SVO languages ? 

Recalling that the leading idea here is that inflectional morphology may head its own 

projection in the syntax (i.e., that the affix a[Infl] may be base-generated in ha), it seems 

plausible that the participial affix kcads a PARTicipial Phrase, the complement of the 

auxiliary.22 If we assume that AgrO-- the phrase to which shifted objects move, 

immediately dominates the thematic VP headed by the verb stem, then the prohibition 

against Object Shift in these constructions is also a case of the adjacency configuration we 

have been investigating. Note that the assumption that AgrO-P is between VP and PartP is 

required if the syntax of these constructisns is governed by Relativized Minimality qua 

Shortest Movement plus Equidistance. The situation we are dealing with is: 

(35) Object shift blocked in pcrticiple constructions. 

a. Hvorfor har Peter ikke kgbe den? 
b. * Hvorfor har Peter den f i e  kgbe ? 

why has P it not bought it ? 
'Why hasn't Peter bought it ?' 

(Danish, =(3 1 a,b)) 

22 Thanks to David Pesetsky (pc) for suggesting this approach to the participle constructions. See also 
the discussion of Lasnik 1994 in section 2. 

See Hedlund (1992) for a different analysis of the formation of the participles in Swedish, where it  is 
suggested that at least some participle formation mkes place in the lexicon. Her assumptions differ too 
rni2ch to pcrmit a comparison of these approaches here. 
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\ 
Part ' 
n 

Part dP 

...  hi^ k0b- 

... har 
G-----4 

[+~erf l  k0b- den 

Summarising, we find that Holmberg's Generalization, the requirement that the 

verb raise overtly in order for overt Object Shift to be possible, is explained in the same 

way as the distribution of do-support in English. That is, we assume that the inflectional 

(and participial) affixes head their own projections in the syntax, returning to the original 

motivation for such categories. I have further proposed that in the absence of head- 

movement, simple morphological adjacency (i.e. a linear adjacency blind to adverbs / 

adjuncts) is sufficient for affixation. In English, this entails that do-support is required just 

in case structural material intervenes between the affix hfl and the verb stem, and likewise, 

overt Object Shift to a structural position external to the VP is prohibited just in case such 

movement would disrupt the adjacency betwecn Infl or PART and the verb stem. Two 

distinct processes are accounted for in that one is forced by a lack of adjacency and the 

other barred if it would otherwise disrupt adjacency. 
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3.2 Object Shqt 14 - The SBV hngrsages 

The discussion of Object Shift in the previous sections has been limited to the members of 

the Germanic family with SVO word order, i.e., Yiddish and the Scandinavian languages. 

The remaining languages aside from English, i.e., German, Dutch, Frisian, Afrikaans ..., 

all display underlying SOV wsrd order. That is, they are head-fic ' languages. Besides 

the gross word-order difference, another correlation with this wsrd order is that 

Holmberg's Generalization fails to obtain.23 That is, all of the SOV (Germanic) languages 

allow Object Shift (i.e., A-movement to Spec,AgrO-P) in ex:.ctly those cases in which it 

was prohibited in the SVO languages, in particular, when the verb dms not raise due to the 

presence of an  overt complementizer, or when the main verb is a participle selected by an 

(36) No dependence on verb raising in SOV 

... dat veel rnensen [ ~ ~ a . p  dat boek [vg gisteren gekocht ] 3 hebben 1. 
that many people that book yesterday bought[PART] have 

'... that many people bought that book yesterday.' 
(Dutch =(28c)) 

On accounts which derive Holmberg's generalization as a principle independent of 

headedness, this fact poses a potentially serious pr0blem.~5 Qn the sdjacency account 

under investigation, the account is very straightforward. The tree in (37) is exactly the 

same tree as in (33) the sole difference being the setting of the headedness parameter. That 

- 
23 This was first noted by Vikner 1991, though from it he concludes that object movement in the SOV 
languages is a different process, in Chaptsr III, $1 I will argue that the two are the same process and thus 
the lack of a dependence on verb lnovement needs to be explained. DCprez l991, Watanabe 1993, Zwart 
1993b, 1995a and Koopman 1995 all note the apparent failure of the generalization to extend to the SOV 
languages. 
24 For arguments that these examples do indeed involve object shift, as opposed to a scramblin, : :;$ ica 
to some higher projection, see Chapter III 0 1 and references there. 
25 There are, of course, various technical solutions, including the analysis sf ex-corporation offered hy 
Watanabe 1993 following a proposal for Romance phenomena in Roberts 1991. While this solution 
accounts for the data mechanically, it offers no insight as to why the variation should correlate exactly with 
headedness. Zwart 1995a. 
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is, in (33), the heads are to the left of their complements (SVO order), while in (37) the 

heads are to the right (SOV order). 

(37) Structure of (36) 

------I' subject 
-- 

Agr ' shifted I\ 
ob'ect .("- V '  AD 

n 
object V 

[verb] j 

u @=-@ 
dat v. rn. dat boek kwh- [+past] 

Regardless of whether or not the object has shifted, it will never interrupt the 

adjacency between the verb stem and either the inflectional affix in 1" or the participial affix 

in Parto. Not only is. Holmberg's Generalization accounted for in terms of adjacency 

relations, then, but the systematic failure of Object Shift to be dependent on verb raising in 

verb-final languages is predicted on this mount. 

On a final note, Kayne 1994 proposes that universal grammar dictates a fixed order 

such that specifiers are universally to the left of a head, and complements to the right, a 

proposal extended to Dutch by Zwart 1993b.26 Though I do not adopt this proposal, it is 

26 Predating Kayne, Davis dt Alphonce 1991 propose the antisymmetry which Kayne argues for on the 
basis of parsing considerations, though they do not enforce left-right ordering in toto. For them, a language 
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worth considering how the analysis of the present chapter rnnj be integrated into the 

Kayne-Zwart framework. 

Under their pl-oposal, the difference between the SOV and SVO languages is not 

one of headedness, but rather the SOV order is derived by multiple raising of all 

constituents which surface to the left of the verb to specifiers (and Reads) of projections 

dominating the projection hosting the verb. Thus, a simple SOV embedded clause would 

have the all objects (and preverbal PPs and adjuncts) shifting from complement positions 

following the verb to specifier positions c-commanding the verb phrase. As there seem to 

be few if any constraints on such leftward movement in this framework, my proposals 

above could easily be recast as forcing the object to move to some position higher than one 

which would intervene between the inflectional head and Infl. While we have a way of 

expressing the analysis of this chapter in terms of Kayne's approach, it is unclear how this 

approach accounts for the differences among the Germanic languages ir. any meaningful 

way. 

4. Extensions 

In this final section, I would like to suggest a few ways in which the analysis proposed 

here rnay extend to problems from other languages. The fust case, involving quirks of the 

Irish complementizer system, is taken from McCloskey 1992b. For the most part, I 

present McCloskey's data and arguments. I agree with his conclusion that the verb is no 

higher than (the highest head of a split) Infl, and that the complementizer is base generated 

in CO. The fact is that the two surface as a single phonological unit, towards the left 

periphery of their clause, but to the right of material which is taken to be adjoined to the left 

should be specifier-head-complerneat, or complement-head-specifier, with ramifications for the theory of 
wh-in situ. The rigid left-to-right ordering is derived for Kayne by means of an added stipulation. 

9 1 
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edge of IP. McCloskey invokes a rule of PF lowering, which I suggest is exactly the 

process of morphological merger under adjacency developed above. In section 4.2, H will 

similarly reanalyse Koopman's 1992 Barnbara data. In Bambara, in certain tenses, the 

verb and Infl are realized as an affix+-stern combination if nothing intervenes between them. 

In transitive clauses, the direct object intervenes between M and the verb stem, and a do- 

sur ort-like process is triggered. Unfortunately, while the Bmbara data is consistent with 

the approach taken here, the predictions which my approach makes are untestable for 

independent reasons, hence I will not dwell on the data for very long. 

4.1 Modern Hrish Comgbmentizers 

4.5.1 The Problem 

In Modern Irish, as in most of the Celtic languages,27 the finite verb is the first 

element of a simple declarative clause. The standard assumption, at lease since McCloskey 

1983 is that the underlying order is SVO and that the verb has raised overtly to some 

position external ts the VP, generally taken to be (some head in a complex) hfl (see Carnie 

I995b for extensive discussion). The question to be addressed here is whether or not the 

finite verb raises further than Infl, in particular, does the finite verb raise all the way to 
b 

COMP ? 

The one piece of evidence which would suggest that the answer is in the 

affirmative, that the finite verb does raise overtly to COMP, is the fact that the sequence 

C O W  + hfl + verb . m a phonological unit, an inseparable sequence at the front of any 

clause with a complernentizer and a finite verb9 

27 The notable exception is, of course, Breton, which has an obligatory fronting process reminiscent of a 
V2 or Wackernagel effect. 
28 Infl itself is internally complex, with both an (aspwtual ??) pasdnon-past distinction (traditionally 
associated with the complementizer) and a further tense distinction ... I abstract away from this here, as it is 
not entirely relevant. 
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(38) 
Creidim [ gu-r f i P M  s6 ar an b h d e  1. 
I-believe COMP-PAST return he on the home 
'I believe that he returned home.' 

(Irish, McCluskey 1992b:4) 

Nevertheless, McCloskey 199% and Bobaljik & Carnie 1994 maintain that the verb 

raises (overtly) no farther than I". While the latter authors do not address the problem 

posed by (38), McCloskey suggests that COMP lowers to Infl at PF in order to derive the 

observed order and the phonological unity in (38). In this section, I will propose that 

McCloskey is in essence correct, except that in place of PF-lowering, I suggest that the 

process is affixation under adjacency familiar from the preceding sections of this paper. 

For this reason, where I am simply adopting McCloskey's reasoning, I will give only the 

main points of the analysis and a subset of the data, referring the reader to McCloskey for a 

more detailed and careful discussion. 

The analysis again is that the verb raises overtly to (some head of) Infl and then the 

affix in COMP is associated with this complex head under adjacency. We turn now to the 

relevant data, as offered by McCloskey (1992b). 

McCloskey 1992a has carefully delineated a class of adjuncts which behave in a 

similar manner across languages. These include time-adverbials such as next year and 

longer adverbial clauses such as when she got home. The paradigm relevant for present 

purposes is (39): 
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(39) dP adjuncts 

a. She promised when she got home [cp that she would read Max's "Kapital" ] 

b. She promised [cp that when she got lzome she would read Marx's "Kapital" 3 

c. She promised [cp that she would read Marx's "Kapitd" when she got home ] 

when she got home modifies 
a: matrix event - time of promising 
b: embedded event - time sf heading 
c : ambiguous 

(after McCloskey 1992a) 

The available readings are as noted above. For example, if the adjoined adverbial 

precedes the complementizer of the embedded clause, it cannot be construed as modifying 

any aspect of that embedded clause, as shown in (39a). MrbZloskey derives this, in 

essence, from the Adjunction Prohibition (Chomsky 1986a:6), which prohibits 

adjunction to a selected complement; in the present case it rules out adjunction to an 

embedded CP. 

McCloskey 1992a proposes that these elements are adj~ined to the IP which they 

modify. In (39b), the adverbial is adjoined to the left of the embedded IB. In (39a), it is 

adjoined to the right of the matrix IP, preceding a postposed CP, and in (39c) the adverbial 

is adjoined to the right of either IP, whence the ambiguity. The mechanics are not directly 

relevant. The observation is that an adjunct cannot be adjoined to an embedded CP, as 

shown by the fact that the embedded reading is unavailable in (39a). 

Turning to Irish, we find that a similar class of adjuncts exists, with similar 

properties. Assuming then that these elements are adjoined to IP, if tlie verb (sllnfl) raised 

to C, then we would expect them to follow the finite verb. In fact, they obligatorily 

precede the entire verbal complex including the complementizer. The examples &Bow are 

McCloskeyls, taken from text sources: 



a Bhi sC rAite nuair a thdgann na sagairt an mhdid 
was it said when C take the priests the oath 

dheireanach go gcuirtear an gaackine ohthu. 
last COMP put[impers] the on-them 

'It was said that when the priests bake the final oath, the machine is applied to them' 
lit: ... said [ when ... oath ] that-is-applied ... 

b.  Deiridis an chbrrd Nollaig eile go dtiocfacdh sk mios 
they-used-to-say the first Christmas other COMP would-come he up 
'They used to say that next Christmas he would come up.' 

cf. * They to say Christmas that he would come up. 
(Lrish, McCloskey 1992b) 

In both examples, the adverbial clause is construed with the clause which follows 

it. This is clearest in the second example, in that the adverbial clause has a future 

interpretation - 'the next Christn~as' - compatible with the embedded clause, though clearly 

incompatible with the matrix clause which is in the past tense - 'they used to say...'. As 

McCloskey points out, this data is not predicted on the verb+Infl in COMP analysis, 

though it is clearly consistent with the analysis offered here in which the verb moves only 

to Infl. 

Recalling that we have seen in a number of instances above that adjoined elements 

such as adverbials are irrelevant for adjacency, the derivation of a clause such as (4Ob) is 

given in (4 1): 
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Deiridis a [ g ~ )  [the 1st X-mas J dtiocfadh s t  anios. 
II 

Deiridis [the 1st X-mas] w { a [ g ~ ]  , dtiocfadh ) sC anios. 
u 

spell out 

The verb raises and adjoins to hfl, where it is now adjacent to the affix in COMP, 

the only element intervening being the adverbial clause (italicised), which is irrelevant in the 

same way that VP-adjoined adverbials do not trigger do-support in English ( 5  1) nor do 

they disrupt the adjacency between Infl and the verb stern in the Germanic languages 

(§2).29 

4.2.3 Against Syntactic Lowering: PJBI Licensing 

Though a syntactic lowering account (C to 1) would derive 'she same result, it is 

perhaps desirable to prohibit syntactic lowering on general theoretical considerations (cf. 

29 For another source of evidence that the main verb is not in C', see Carnie, Pyett & Harley 1994, They 
compare verb and complementizer positions in Old and Modern Irish, tracing a historical shift from a time 
when the verb did (or could) w u p y  Comp, to the modem case. n e i r  argument is sound from a historical 
perspective, though it does not exclude the possibility of reanalysis by the child acquiring modem irish who 
does not have access to the historical data. 
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Ouhalla 1990, Speas 1991, Chomsky 1993).30 There is also, as hdcCloskey notes, subtle 

empirical evidence that even though the complementizer does surface following P-adjoined 

material, i s . ,  lower than Co, it nevertheless occupies C O  at s-structure. This evidence 

comes from the distributi~n of Negative Polarity Items in Modern Irish. Chung & 

McCloskey 1987 have argued that items such as ar bith (lit: 'at all') or pingin rua 'red 

penny' are best understood as Negative Polarity Item, with a behaviour similar to English 

any and the like (see McCl~skey 1992b for arguments that they are not negative quantifiers 

such as French personne). One would assume, then, that these items would obey a nai've 

s-structure c-ccmmand condition, is . ,  they should be licensed only if c-commanded by a 

negati ile element such as the negative complementizer. Unlike English, NPIs in Irish are 

licensed in subject position, but this difference results froin another obvious difference 

between the two languages. In Irish, negation is expressed with a negative 

complementizer.31 As the subject is c-commanded by the complementizer, hTls such as nr 

bith are licensed in this position: 

(42) 
Char labhair duine ar bith liom. 
NEG-PAST speak person "any" with-me. 
'Nobody spoke to me.' 
lit: Didn't speak any person with me. 

(Irish, McCloskey 19920) 

The relevance of an s-structure c-command condition for Negative Polarity 

Licerising is seen for example by the fact that while NPI objects are generally licensed in 

English, this is not possible if the object has topicalised p a t  the subject: 

30 Though see Lasnik & Saito 1992, who argue that lowering should not be excluded a priori. AS they 
argue, if movement operations are constrained, the constraints should be derivative of independent 
considerations. 
31 Negation in Irish is expressed by an element which for all intents and purposes is a complementizer, as 
argued in Chung & McCloskey (1987). Laka (1991) and refercnc~s therein incllrdes a long discussion and 
analysis of sente~ce-initial negation in a number of languages. See also footnotes 9 and 16 above for a 
comment on differences in the morpho-syntactic realisations of negation and its implications for the present 
work. Uribe-Etxebarria 1994 argues, as have many others, that an s-structure c-command condition is too 
simple to acount for the distribution of Negative Polarity Items, though such an account will suff~ce for 
present concerns. 
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(43) * Anyone, Sam really doesn't like. {fails c-command condition on WL) 

Modem Irish also has a process of topicalisation, generally refemd to as Narrative 

Fronting. The topicalised constituent occupies a position preceding the verbal complex 

including the complementizer, a position which McCloskey 1992b argues is analogous to 

that occupied by P-adjoined adverbial clauses. We assume that this position is the same, 

IP-adjoined position. Now, if the apparent "lowering" of the complementizer from C" to Ha 

were indeed a syntactic process, it would of course have to occur prior to s-structure, thus 

we would predict that NPIs would not be licensed in fronted topics. On the view 

advocated here, though, the cornplementizer occupies Co in the syntax at s-structure, and 

the apparent lowering effect is simply affixation under adjacency, the P-adjoiaed material 

not being visible for adjacency as we have seen above; thus, the present analysis (and 

McCloskey's) predict that NPI's are licensed in the topic position. 

The facts bear out the latter prediction, against a syntactic lowering account: 

(44) 
a. [ Greim ar bibh ] nf fhuil sC a ithe. 

bite any~pl NEG is he eat [BWOG] 
'Not a bite is he eating.' 
(cf. * Any bite isn't he eating) 

b.  [ Pingim rua ] char chaith mC ar an bh8d. 
penny redblpl NEG spend I on the boat 

'Not a red cent did I spend on the boat.' 
(cf. * A red penny I didn't spend on the boat) 

(Irish, McCloskey 1992b:4 1) 

This entails that the P-adjoined topic position is c-commanded at s-structure by the 

negative complementizer. Note that this obtains even though the complementizer fo2lows 

the topic in linear order. What is more, the topic can be separated from the verbal complex 

by another P-adjoined manner advcrb: 



Bobaljik Chapter 11 - Adjacency 

(45) 
[ ~ p  B6 a m h h  i mbliana [ char dhiol me t 

cow one.single this year NEG-PAST sell I 
'Not one single cow did I sell this year.' 
(Cf. * A single cow didn't I sell th is  year.) 

(McCloskeg 1992b:37) 

This situation 4s totally unexpected on either the '4-to-Infl-to-COMP approach, or 

on a syntactic account of the "lowering" of CQMP to Infl, though it follows 

straightforwardly on the assumptions entertained here. The verb raises overtly to Infl, and 

the complementizer is base-generated in COMP. Thus at s-structure, the negative 

complementizer c-commands subject, object, and IP-adjoined topics. h the mapping from 

syntax to phonology, the complementker, by hypotfiesis an affix, must be supported by an 

appropriate stem. As the verb has not raised, this must be redised through affixadon under 

adjacency. We know for independent reasons that the distinction between structural 

material (Specs, heads, ...) and adjuncts is important in that while the former do disrupt 

adjacency, the latter do not. Thus, even in the presence of two IP-adjoined elements as in 

(451, the complementizer and the complex head in Infl do satisfj the formal requirement on 

adjacency, and the complementizer is d i s e d  phonetically as a prefix to the complex head, 

following the P-adjoined material.32 

In its essential respects then, I have suggested that McCloskey's analysis of the 

surface position of the verb, inflection, and most importantly, the complementizer, may be 

grafted into the general direction of this chapter, with no additional theoretical machinery. 

The one major p i n t  of difference between McCloskey's analysis and the present one is the 

32 It is tempting to try to relate the VSO order to this adjacency requirenknt os well. The account would 
be that raising of the subject to Spc,IP (or Spec,AgrS-P) would disrupt the adjacency between the 
complementiter and the verb+infl complex in DWL. This works nicely for d l  the cases which involve an 
overt complementiztr, but does not derive the VSO order for simple affirmative declaratives without a 
complementizer. Nothing in the ascouslt so far is incompatible with the analysis of VSO presented by 
Bobaljik L Carnie, nor is it incompatible with many other analyses. For present purposes, I leave the 
matter of how VSO order is derived ars an open question. 
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process by which the complementizer in CO comes to be realised phoneticaily as a prefix or 

proclitic on the verbal complex (i.e., in I"). McCloskey suggests that the complementizer 

lowers at PF, adopting Chomsky's reformulation of Rizzi's (1990) Rclativized 

Minimality and phrasing it in terms of a constraint on movement such that head 

movement can not skip intervening heads. This, he proposes, would apply equally to 

lowering and raising. In place of this, I have shown that the relevant configuration is 

exactly that which we have been examining throughout phis paper, namely adjacency, but in 

particular a relation of adjacency which is blind to adjoined, adverbid material. Among 

structural elements, when Spec,IP is not occupied by the subject the complementizer in C" 

and the inflected verb in I" in the syntax are adjacent. Hence, the complementizer may be 

affixed to the inflected verb. The strict locality of this operation follows as adjacency Is by 

definition a local relation. 

4.2 Bambara dransift've perfectives 

Bambara, a Mande language spoken in Mali, displays the following basic word order, 

essentially as characterized by Kooprnan 1992:556, though with some details omitted: 

(46) Basic Bnrnbara Word Order 

Subject - Infl - (object ) - Verb - Adjuncts (PP, Adv ...) 

This is seen in an example like (47): 

(47) Bambara word order - an illustration 

Bala b& ji di den ma. 
B. DPL water give child to 
'Bala is giving water to the child.' 

(Bambara, Korrpmm 1992) 

This example is in the imperfective tendasaspect, as indicdted by the selection of the. 

inflectional element bk. Bambara has a range of inflectional elements, most of which are 
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independent as in (47). This is not the case of all Infl elements, though. In particular, the 

marker of perfective aspect can be either an affix -ra (with pkonologically conditioned 

allomorphs) on the verb or an independent element ye. The choice between the two is far 

from arbitrary. If the verb is intransitive, then the perfective marker surfaces as the suffix 

on the verb, but if the verb is transitive, then the independent form of the auxiliary is used, 

separated from the verb by the direct object as in (47). This is illustrated in (48). 

(48)  Transitive versus intransitive. 

a. A kasi-ra 
s h e  cry-PEW 
'She cried.' 

c .  * Den min-na ji. 
child drink-PERF water 
(the child drank water) 

b. * A  ye kasi. 
s h e  PERF cry 
(She cried) 

d. Ben ye ji min. 
child PEW water dknk 
'The child drank water.' 

(Bambara, Koopmm 1992:5590 

Laying aside the finer questions of structure, this pattern is strikingly reminiscent of 

the pattern of object shift in the SVO Scandinavian languages, save that shift is obligatory 

(the object always appears between the verb and Infl) and Bambara has ye-support, akin to 

English do-support. We could analyse it in this way. Koopman's analysis is that the verb 

trace cannot assign case, and that the verb raises to Infl in intransitives, but remains in situ 

in the VP when it must assign case. Unfortunately, independent factors of Bmbara syntax 

conspire to preclude the evidence which could distinguish between the two proposals. Let 

me sketch why this is so. 

First, on my analysis, the verb remains in the VP uniformly. In most cases, Infl is 

a separate element, one of the many perfective markers. It is only in the case of the 

perfective affirmative that the verb and spectual marker form a phonological unit, and then 

only in the intransitive. In Koopman's analysis, the verb raises only in this environment, 
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and in my analysis, the affix merges only in this environment. Empirically, the matter is 

undecidable - the only element which may ever intervene between the Infl and verb 

positions is the direct object, Elements which provide the test cases for verb positions in 

other languages, such as adverbs and the like, occur either sentence initially or after the 

verb. Hence, we have no empirical test to decide between the raising and lowering 

analyses. 

Could there be any theoretical reason to prefer either the verb-in-situ or the verb 

raising analysis? Possibly. In Chapter V, I will follow an earlier discussio~l of Konpman 

1984, showing that the morphological condition of being an affix is doubly dissociated 

from the syntactic feature [+affix] often posited as a motivation for raising. That is, 

Koopman has shown independently that being morphophonologically an affix is neither a 

necessary nor sufficient condition to trigger raising in the syntax. Clearly, Irlfl is not in and 

of itself a category to which the verb obligatorily raises in the syntax in Bamabxa. Of nine 

aspect I mood I negation markers which Koopman 1992 identifies as occupying Infl in 

sentences with a verbal predicate, only one (that under consideration) is ever realized as an 

affix on the verb stem. The same considerations lead us to believe that it Is not a property 

of Bambara verbs that they raise to Infl when possible, since raising is apparently not 

attested in any of the other inflectional environments. Thus, Koopman's 1992 argument 

must be that the rnorpllophonological status of one specific lexical item, namely the 

perfective affirmative inflectional element, is triggering otherwise unmotivated raising of 

the verb in the syntax. On the morphologica1 merger account, this behaviour is exactly 

what is expected. This one lexical choice for Infl is idiosyncratically marked in the lexicon 

as an affix, a morphophonological feature. This feature is irrelevant in the syntax, and the 

verb remains in the VP. At the morphologicd level, if the adjacency relationship between 

the affixal Infl and the verb stem is satisfied (in intransitives), the affix merges with the 

stem under morphological merger. If the adjacency relationship does not hold, due to the 
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presence of an object (transitives), affixation in the morphology is blocked, and the 

supported form, ye must be used. In this way, I believe there are, or can be csnstmected, 

theoretical reasons to prefer the analysis I am proposing over Kosprnan's, tho~gh these are 

not overwhelming by any stretch. 

Is there any other evidence that may decide the issue ? My adjacency account makes 

a very clear prediction in which it differs from Koopmm's. If the object is dislocated in 

any way from its position between Infl and the verb stem, leaving a phonologically null 

trace, then the affixal (-ra) form of hfl should be used, even in transitive clauses. 

Unfortunately, the syntax of Barnbara conspires against us, again. 

The standard cases which trigger dislocations in the Indo-European languages fail 

to trigger movement in Barnbara. Thus, wh-words obligatorily remain in situ (49a). 

Relative clauses are dislocated, but the NP which they modify, plus a relative marker, 

remains in situ (49b). Even focus constructions do not allow movement, rather indicating 

focus by means of a particle following the focused constituent (49~) .  Finally, clausal 

arguments occur after the verb, but obligatorily involve a (p)resumptive pronoun or 

pleonastic in the canonical object position (49d). 

(49) Banlbara objects. You can't get away from them. 

a. I ye jon ye? 
you PERF who see 
'Who did you see ?' 

b. H ye d m i n y e ,  0 ;bgb Bda. 
you PEW man REL see that.one's name B. 
'The man you saw is called Bala." 

(relative cEause extmpsiti~n) 
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c. N ye c5 de ye. 
I PEW man FOC see 
'1 saw the MAN.' 

6.  N ye a f'b i taa-ra. 
I PERF it say you go-PEW 
'I said (it) that you left.' 

(focus) 
(Bmbara, a-c Koopmm 11 99258 1) 

Here, then, we are at an impasse as far as the data is co~cerned. There is only one 

more piece of data which may distinguish the two analyses, but this only on a very specific 

assumption which the reader may or may not adopt. Hale & Keyser 1993 (and elsewhere) 

have suggested that unergative verbs, i.e., those taking an agent as their sole surface 

argument (laugh, cry, jump, run, walk ...) are structurally transitive, taking a "cognate" or 

"implicit" argument. While this hypothesis has few implications for the case patterns of 

nominative-accusative languages, the proposal makes striking predictions for ergaeive- 

accusative languages. In such languages, the subject of transitive and intransitive clauses 

are marked distinctly, intransitive subjects bear absolutive case, while transitive subjects 

bear ergative case. If Hale & Keyser ape conrest (and the implicit argument is synaiaetically 

no different from other arguments), then their theory would predict that unergative verbs 

(those taking an implicit argument) should behave as transitive verbs, their subjects bewing 

Ergative case. In Bobaljik 1993 I argued that this is correct, at least for some 

ergative/absoluti,ve languages. Thus, in Basque (and other Ergative languages), verbs 

which correspond to English intransitives me split such that unergalive verbs have Ergative 

subjects and a transitive auxiliary, while unaccusatives have Absolutive, subjects md an 

intransitive auxiliary.33 

33 Many ergative languages do not show this pattern. In this, Basque contrasts with, for instance, the 
"Eskimo" languages, including Yup'ik and InuktM/Inuit which never allow an ergative subject or 
transitive agreement on an intransitive verb. Contrast the B q u c  pattern with Yup'ik: 
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(50) Unergatives have ergative subjects. 

a Haurr-ds negar-egin zuen. 
child-ERG cry [+trans]AUX.3A/3E 
'The child cried.' 

(Basque, Bobaijik 1993) 

b Jonek jaten du. 
Jon.ERG eat [+trans]AUX,3A/3E 
'Jon ate* / 'Jon ate it* 

(Basque, Levin 1983:308) 

(i) unergatives 

Qiaguq. Cuuget assigrut pinirluteng. 
cry.[-trl.3~ people dance.[-tr1.3~ be.s@ong.[-fin].[-~1~3s 
'Sthe is crying' 'The people are dancing well.' 

(Central Alaskan Yup'ik, Jacobson 1984:330,95) 
(ii) unaccusatives 

Angpartuq. Tekituq elakamek. 
open.[-trl.3~ arrive.[-tr] .3s water.hole.from 
'It opened.' 'Sthe arrived from the waterhole.' 

(C.A. Yup'ik, Jacobson 1984:7 1,366) 

Contrast these with verbs with transitive agreement, espexially (iii), which foms a minima! pair with 
(ii): 

(iii) transirives 

Angpw;la. Neqairayuli tuqutaa nemaagpakallrani. 
open.[+tr].3s/3s magpie.abs kill.[+tr].3s/3s eat.try.whi1e.i-tr1.3~ 
'Sthe opened it.' 'She killed the magpie while it was trying to eat.' 

(C.A. Yup'ik, Jacobson 1984:71,379) 

In Bobaljik 1993, in prep, I argue that this is due to an independent difference between the languages. 
Yup'ik and Inukaitut productively allow noun incorporation (Baker 1988) and the resulting complex 
predicate is formally intransitive (contrast (iv) and (v), the latter transitive): 

(iv) Palasi niqi-Cur-puq [incorporation] 
minister.ABS meat-"eat"-[-trans1.3sA 
'The minister is eatinglate meat' 

(v) Palasi-p niqi niri-vaa [transitive] 
minister-ERG applc.ABS eat-[+trans].&A/3sE 
'The minister is eating/atc the meat.' 

(West Gretnlandic Inuit, Rischel 187 1 :23 1) 

Incoipration is not, as it is sometimes taken to be, an optional process. For any given verb stc n, it 
either obligatorily incorporates or cannot do so. Further, the incorporated object is always non-referential, 
i.e., "classificatory" in the sense of Mithun 1984. I propose in the work cited that the "implicit*' objtct in 
unergative verbs in Yup'ik, Inukdtut, etc. obligatorily incorporates as well, accounting for the sucfaee 
intransitivity of all intransitive verbs, unergative and unaccusative alike. 
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c. Emakumea-k dantzatu du. 
woman-ERG dance [+trans] AUX 
'The woman danced.' 

(Basque, Laka 11993: 154) 

(5 1) Unaccusatives have absolutive subjects. 

a Urne-a etorri da. 
kid-the.ms arrived [-transIAUX.3A 
'The kid arrived' 

(Basque, L a b  1990: 14) 

b Ate-a ireki da. 
door-the.ABS open [-transIAUX.3A 
'The door opened' 

(Basque, k v i n  1983:301) 

If one accepts the hypothesis that unergative verbs are structurally tpmsiiive with an 

implicit argument behaving as the structural object, then my theory and Koopman's make 

different predictions for Bambara. As my theory relies on the morphophonological status 

of the object (overt versus null), the implicit argument should not intervene to disrupt 

adjacency between the verb stem and Infl, and the affixal perfective -ra should be used for 

unergatives and unaccusatives alike. As Koapman's theory relies on the inability of the 

verb trace to assign case, the implicit argument, if it requires structural case (as the Basque 

examples would support), would predict that unergatives should behave as transitives, 

taking the ye perfective, even though no overt element intervenes between hfl a d  the verb 

stem. The data bears out the prediction of the adjacency accaunt; there is no difference 

between unaccusative and unergative predicates, as Koopman has noted. 

(52) unergatives 

a. A kasi-ra 
s h e  cry-PEW 
'She cried.' 

( 53 )  unaccusa tives 

a. A m-ra 
s h e  go-PERF 
' S h e  left.' 

b. * A  ye kasi. 
she PEW cry 
(She  cried) 

(Barnha,  =(48), above) 

b, * A  ye taa. 
s h e  PEW go 
(She lefi.) 

(Bambara, K w g m  1992559) 
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Find support :or this view, perhaps, comes from the behaviour of a class of verbs 

in Bambara which select a PP complenient (54a). This class of verbs appears to be 

unergaaive, and, notes Kooprnan 1992:n6, licenses an overt non-thematic / "cognate" object 

(54b). If the (a) example docs indeed involve a nul! "cognate" or "implicit" argument, as 

Hale & Keyser have argued for other languages, then the alternation in (54) between ye 

and -ra aspectuals depending upon the null versus overt status of this argument lends 

support to the theory advocated here. 

(54) Cognate / implicit arguments. 

a. N maga-ra a la. 
I touch-PEW on it 
'I touched it.' 

cf. * P'N ye maga a la. 
I PERF touch on it 
(I touched it.) 

b. N ye n bolo maga a la. 
I PERF my hand touch on it 
'I touched it (with my hand).' 

(Barnbara, Moop.man 1992:56 1) 

The arguments in favour sf my adjacency account of Barnbara are at best weak, the 

strongest being that from the nature of affixation after (48) above. They rest on a large 

number of independent assumptions which I have not tried to motivate here. The 

arguments in favour of Koopman's approach are of a similar character. In her article, 

Koopman relates the case-theoretic account of (48) to other processes in the language, also 

arguably case-related. Ultimately, the issue must be decided by which theory's 

assumptions are independently motivated. I have offered reasons why I[ feel that the 

adjacency account may be preferable, though these reasons are by no means mmt to be 

compelling. 
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5. Conclusion 

At the outset of this chapter I suggested that the relation between an affix and its head need 

not In all cases be derived in the syntax or the lexicon. Rather, simple adjacency is a 

sufficient condition for an to be associated with an appropriate stem, even if the two 

elements remain structurally distinct in the syntax. The move, I feel, is plausible, as the 

notion of affix is by definition a rnorpho-phonological notion and thus a condition on 

affixation should not hold at any point in the derivation earlier than the mapping from 

syntax to phonology. The relation of adjacency which is relevant for present purposes is 

for the mcst part a linear notion, as the discussion of the SVO vs. SOV differences among 

the Germanic languages (53.2) showed. The major exception is that the argument vs. 

adjunct asymmetry appears relevant, the former being "visible" for adjacency, the latter not. 

While this must remain an ad hoc exception for the time being, it is not without empirical 

justification to the extent that this asymmetry is relevant for purely phonological effects in 

many languages. Further, that this stipulation allows us a cleaner account of a number of 

seemingly disparate phenomena in a number of languages justifies making use of it until 

further investigation may uncover what it may reduce to. 

Focusing on the Germanic data, the discussion above offers the mast complete 

account of Holmberg's generalization, and in particular, an account of why the applicability 

of this generalization seems to vary for the most part with headedness within the Germanic 

languages. Permitting the morphology to filter syntactic derivations, movement operations 

in the syntax may be blocked if they lead to a violation of a morphophsnological condition: 

the requirement that an affix and a stem be merged, a process demanding adjacency 

between the elements to be concatenated. 
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Recently, adjacency accounts similar to the one offered above and that in Halle & 

Marantz 1993 have been shown to have pronlising effects in a number of domains. The 

results are still preliminary, and some of the analyses which appeal to the adjacency account 

rest on assumptions to varying degrees different from those adopted here. Without 

discussing the accounts, 3 refer the reader tc~ (i) Lasnik's 1994 account of verbal inflection 

in English, French and Swedish, and in particular to the sections on VB-ellipsis under 

auxiliaries, (ii) Pesetsky's 1995 account of a curious restriction on English double object 

constructions with verb + particle combinations, and (iii) Hagstrom's 1995 account of 

some apparent do-support like phenomena in Korean - ha-support. 
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Tweedledum and Tweedledee 
Agreed to have a battle; 

For Tweedledurn said Tweedledee 
Had spoiled his nice new rattle. 

Just then flew down a monstrous crow, 
Black as a tar-barrel; 

Which frightened both the heroes so, 
They quite forgot their quarrel. 

L. Carroli, Through the hoking-Glass. 

Cha~ter  three 

Leapfrogging and stacking 

T his chapter will contrast two competing views of clausal architecture which have 

arisen in current literature.' For the purposes of this chapter, I make three 

assumptions without question, accepting that the empirical a d  conceptual 

evidence for these is well enough established to e ; e  them at least plausible, if not amply 

demonstrated. 

This Chapter developed initially out of discussions with Mmatoshi Koizumi, rind builds in part upon the 
ideas in Koizumi 1993,1995. In addition to my committee members and these colleagues thanked in the 
general acknowledgements, I would like to thank Kai von Fintel and Uli Sauerland for written comments on 
an earlier version of this chapter which dso, subsumed the next. 
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First, I assume that the base, i.e., 8-position of the subject is Power than Spec,IP. 

That is, I assume some version of a VP-internal subject hypothesis. For the sake of 

simplicity, I assume that the base position of the subject is a specifier of (some) VP, 

although for present concerns the extra position should be irrelevant. The characterization 

offered by Koopman & Sportiche 1991, for instance, that the subject is slightly higher, 

i.e., sister to the VP, is not different from the specifier view in any important way. 

Similarly, the projection which I write as a higher VP could be Pr(edicate)P (Bowers 

1993), VoiceP (Kratzer 1994), or a "light verb" (Chomsky, forthcoming). Second, I 

accept that there is some functiond projection the specifier of which is the position to which 

"derived" objects move in "Object Shift" constructions. I refer, of course, to the projection 

wRich I hzve called AgrOP in Chapters 2 and 3 (Travis's 1992 Inner Aspect Phase). And 

finally, I assume that indirect objects enter into the computation in a manner similar to 

subjects and direct objects. 

For the purposes of this chapter, it is not important whether or not all (direct) 

objects raise to the specifier of AgrOP, as claimed by Chomsky (1991-1994), or only those 

with some additional requirement which requires them to be in a derived position, such as 

the interpretive effects (presupposition, specificity ...) discussed by, among others, Adger 

1994, Diesing 1995, Meinunger 1993 and Runner 1994, For the arguments of this 

chapter, we restrict ourselves to those cases where some argument raises detectably in the 

overt syntax, or fails to do so when otherwise expected to, making no claim as to whether 

or not objects which do not shift overtly do so later (it.,  covertly). See Chapter VI for 

some thoughts. 
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The question of central interest, then, is the following: 

If the base position of the subject is lower than the specifier of IP and (at least 

some) objects may surface in a "derived position higher than the VP containing the base 

position of the object, then what is the relative hierarchical ordering of the basellower 

subject position and derivedlhigher object position ? Furthermore, what is the relative 

order of lower indirect object and higher clirect object positions ? 

One possible answer, introduced by Chomsky 1991 and maintained in some form 

or another through Chomsky 1995 (at least for subject and object) is that the base position 

of the subject is lower than the derived position of the object; thus, those objects which 

raise (at least overtly) must raise across the base position of the subject, resulting in 

"crossing paths". Bures 1992, Koizumi 1993, and Collins 6r ?"hr&hsson 1994 extend this 

analysis to indirect objects of ditrmsitive verbs, within the framework outlined in Chomsky 

1993. I gloss over irrelevant differences among these proposals in the tree in (lb). I will 

call this family of views the Leapfrogging Hypothesis.2 

(1) The Leapfrogging Trees 

a. simple transitive (Chomsky 1991 et seq) 

"Leapfrog" is a children's game in which the players take turns leaping over each other, one at a time. 
According to the BED, the word is first attested in 1599. 
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b . double object construction 
(Bures 1992, Koizumi 1993, Collins & 'FhpAinsson 1993) 

Another possible answer to the question, introduced in this context by Moizbmi 

1993, 1995 and Travis 1992 for subject/object interactions (see SporiicRe 1992 for a related 

proposal, and Harley 1995 for discussion), is that the base position of the subject is indeed 

contained within some projection of IP (i.e., it is VP-internal), but nonetheless it is higher 

than the derived position of the object. That is, raising of the direct object daes not cross 

the base position of the subject. I refer to this analysis as the Stacking Hypothesis. 

(2) The Stacking Hypothesis 

a. simple transitives (Koizumi 1993, Travis 1992) 



b . double object constructions 

AgrSP 

This chapter will show that thers is no evidence for the leapfrogging hypothesis, 

while there may be some evidence in favour of stacking. Moreover, I will show that, on a 

common set of assumptions, the stacking hypothesis makes the correct predictions, white 

the leapfrogging hypothesis makes incorrect predictions. Additional assumptions are 

necessary for the leapfrogging hypothesis to account for data that is straightfommd on the 

stacking hypothesis. 

In section 1, I consider the empirical evidence adduced in favour of the 

Leapfrogging Hypothesis. Arguments come from two sources. The first - and strongest - 
argument that the base position of the subject is Iower than the shifted position of the object 

comes from Chomsky's 1993 derivation of Holmberg's (1986) generalization, i.e., the 

observation that objects in the Scandinavian languages can only shik overtly to a position 

(assumed to be the specifier of AgrO) external to the VP if the main verb also raises ovedy 

out of the VP. If the main verb remains internal to the W, as it does in compound tenses 

(i.e., auxiliary .t participle constructions) and (certain) ernbedded clauses, then the object 
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must remain VP-internal as well. Chomsky introduced the notion of "equidistance" of two 

positions, arguing that overt verb raising provides an "escape hatch" allowing an object to 

raise across the subject trace, by rendering the specifiers sf the VP and AgrB-B 

"equidistant" from the object. If the verb raises, the object will not violate Shortest Move 

in raising to Spec,AgrO. If the verb does not raise, however, the specifier of AgrOP is 

"too far" and the object must remain VP-internal. This theory had the merit that, with a 

single assumption about the universal nature of movement - namely the "equidistance" 

clause - a single account was provided which both forced the subject and object to raise to 

the specifiers of the appropriate Agr projections, and which derived the restriction that 

object shift was dependent upon verb movement. Unfortunately, this restriction on object 

shift (i.e. Holmberg's generalization) is not universal. As I showed in Chapter III, the 

restriction does not even hold across the Germanic languages, and runs into serious 

problems in other languages as well. In Chapter III, I attempted to show that it was a part 

of a larger generalization, one which does not necessitate or support crossing paths. It is 

hard to see how Chornsky's "equidistance" account could be weakened enough to admit the 

data, but still have any predictive force. Accounting for a generalization which does not 

fully generalize can hardly be a feather in any theory's cap, let alone an argument in favour 

of the account. 

A more direct empirical argument that the base position of the subject is lower than 

the position of the derived object rests on Sportiche's 1988 analysis of "floating" 

quantifiers as marking the position of the subject trace. Observationaily, a subject-oriented 

"floated" quantifier in Icelandic may follow a shifted object, but not an object in its base 

position. The conclusion drawn by Bobaljik & Jonas 1994 and Collins & Tlarhinsson 1994 

is that this data shows that there is a subject trace above the base-position of the object but 

below the derived position of the object. Tbat is, they take this as an argument in favour of 

the Leapfrogging architecture. There are, however, two serious flaws with this 
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conclusion. On the one hand, even on its own assumptions, this analysis of the 

distribution of floating quantifiers in simple transitives makes the wrorig predictions 

concerning the distribution of the same elements in double-object constructions. Moreover, 

in the next Chapter I will show that the crucial premise, i.e., the view that floating 

quantifiers mark the positions of subject traces, is itself untenable for a wide range of 

reasons. An alternative account is that the floating quantifiers are adjoined to (maximal ?) 

projections of predicates. This account, I will show in Chapter IV, is at the very least 

pIausibie, if not superior to the trace-based account. However this alternative does not 

entail that there is a subject trace beneath the shifted object in its account of the relevant 

data. The second argument in favour of leapfrogging thus also vanishes. 

In section 2, I consider possible empirical support for the stacking view. In 

sections 2.1-2.3 I consider a number of arguments, some bas2d on new data, which show 

that, accepting the evidence for two distinct positions for each of subject and object, we 

nonetheless find that the lower surface positions of the subject are higher than the higher 

positions of the object, as predicted by stacking. For the leapfrogging theory, this requires 

the postulation of additional positions and additional machinery, which have little if any 

independefit motivation. Section 2.4 extends these observations to indirect object 

positions in double object constructions. In this section, I will show from consideration of 

novel data that the leapfrogging hypothesis actually makes the wrong predictions in double- 

object constructions involving adverbs adjoined to the lower VP projection. The additional 

assumptions required to avoid the problem created by the data presented there are not 

obviously plausible. 

As always, it is possible to maintain virtually any analysis with extra assurmptions. 

However, in the present case invoking Occam's Razor is appropriate. The stacking and 

leapfrogging hypotheses can be made to account for the same range of empirical 
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observations. However, the stacking hypothesis does so on a proper subset of the 

assumptions required by the leapfrogging hypothesis. That is, both hypotheses posit base 

and derived positions for subjects and objects, partly in order to account for the range of 

phenomena falling under the rubric of object shift in the Germanic and Celtic languages. 

Further, adopting split VPs (i.e., W-shells) for double object ctsnstmctions, both ac.coennts 

must accept that certain adverbs, especially those which serve as diagnostic tools for object 

shift phenomena, must be allowed to adjoin to VP projections other than the highest VP 

(i.e. the projection containing the subject trace). For the stacking hypothesis, this is all that 

need be said to explain all the data in the present work. For the leapfrogging hypothesis, a 

number of extra assumptions are needed, as will be made clear below. Stacking requires 

no assumptions which leapfrogging does not, but leapfrogging requires assumptions which 

are not required by stacking and are not independently motivated. There is thus, to my 

knowledge, no reason at all to maintain the leapfrogging view sf clausal architecture. 

1. In this corner... The arguments for leapfrogging. 

I .  P Equidistance, Shortest Move, and Holmbergys generalization. 

The major argument in favour of leapfrogging is that, when combined with the 

"equidistance" clause in the definition of Shortest Move (Chomsky 19931, the result was a 

straightforward account of the generalization noted by Holmberg 1986, to the effect that 

object raising is dependent upon verb raising (in the Scandinavian languages). That is, 

within the context of a study of the Scandinavian languages, Holmberg 1986 proposed the 

following rule to describe a process which is attested in some form or another in most of 

the Germanic languages: 
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(3) Holmberg's: Object Shift 

Move an object NP leftwards within the X' prqjection of its 
governing verb, when this verb is phonetically empty. 

(Holmberg 1985: 184) 

The important part of this observation is the clause when this verb is phonetically 

empty. In particular, Holmberg had in mind cases where the main (i.e. thematic) verb 

raises overtly out of the VP. From this observation stems the following, which has come 

to be known as Holmberg's generalization: 

(4 )  Holmberg's Generalization 

Object shift is possible only if the (main) verb raises out of the W. 

The condition in (4) has become a standard f e a t u ~  of work on argument movement 

within the framework set forth in recent work by Chomky 1993 et seq. The generalization 

describes contrasts like (5) versus (6) in the mainland Scandinavian languages, repeated 

here from Chapter XI. 

( 5 )  Verb raises, object shifts across VP-adverb 

a. Peter kabte deni [w ikke [vp ti 11 
Peter bought it not 
'Peter didn't buy it'. 

(Danish, Vikner 199 1) 

b. Igk Baeste Peter den [ uden tvivl [ ikke. 11 
yesterday read P. it [vp without doubt [vp not trace ]] 
'Peter doubtlessly read it yesterday.' 

(Danish, Vikrncr 199 1 :3m) 

c. barnurn &akk sttidentinn bj6hrn [ stundum 1 
In bar.the drank studentathe beer.the [vp sometimes tmce ] 
'In the bar, the student sometimes drank d l  the beer.' 

(Icelandic,) 
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(6) main verb remains ifi VP, object shifl prohibited 

a. auxiliaries: Hvorfor har Peter ikke kgbe den? 
* Hvorfor har Peter den ikke kgbe ? 

why has P it not bought it ? 

b. embedded: Det var godt [ at Peter ikke k~bte  den. 
* Det var godt [ at Peter den ikke kprbte 

it was good that P it not bought it 
(Danish, Vikner 1991) 

In Icelandic, unlike the mainland Scandinavian languages, finite verbs do not 

remain in the VP in most embedded clauses, hence object shift is possible in the 

environment parallel to (6b), as seen in (7a). However, in cases where the auxiliary 

occupies hfl, the main verb (participle) obviously remains VP-internal, and object slift i s  

blocked. 

(7) Holmberg's generalization in Icelandic: 
(shift of full NPs blacked with auxiliaries) 

a. J6lasveinarnir borauau IbliUingina [w eliki ] 
the.X-mas. trolls ate the.pudding not 
'The Ckristmas Trolls didn't eat the pudding.' 

b. * Sblasveinamir hafa btibingb [vp bori)a8 1. 
the.Christrnas trolls have the.pudding eaten 

(Icelandic, Jonas & Bobaljik 1993:93) 

Object shift is likewise blocked by (4) in Icelandic in non-finite csmplements of 

modal verbs, where there is no raising of the non-finite main verb (Thriiinsson 1993, see 

also Chapter V). 

(8) Complements of modal verbs: no v-raising, object shift prohibited 

a. * Risarnir aettu aB rikisstj6snPmar Cta. 
giantsthe ought [IP to governments.the eat ] 
(The giants ought to eat the governments.) 

(Icelandic: T%Kiiinsson 1993:204) 
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The structure assumed for the object shift examples in all cases is the following: 

Chomsky's 1993 account of this generalization relies on a notion of eqsridistance 

[i.e. from moving element, of two potential landing sites] by domain extension.3 In 

brief, Chomsky was concerned with the general problem of ensurimg that subject md object 

arguments raise to the specifiers of the appropriate agreement phases. Translating major 

aspects of Wizzi's Relativized Minirnality condition into strictly derivational terms, he 

proposed a principIe of Shortest Move (see also Chomsky lB h n i k  1993 Minimal Link 

Condition), which dictates that movement must be to the closest potential landing site.& 

The immediate problem is that raising of the object to Spec,AgrO across the subject or its 

trace in Spec,VP would appear to violate this principle. The solution proposed is as 

fo!low s: 

Raising and adjunction of the verb to AgOo farms a chain C={ V, ave& ] with the 

head in AgrOo and the foot as the trace heading the VP projection. The specifiers sf 

AgrO-P and of VP exclusively stand in thz same minimal relationship (i.e. Spc-Head, 

This is discussed in much more detail elsewhere in the literature springing from Chomsky 1993. FOP 
early detaiIed discussion of this, see Bobaljik 1992, Branigaii 1992, Burrs 1992, and papers in Bobaljik & 
Phillips 1993 and Phillips 1993b. For more recent summaries, see Marmtz 19954 h n i k  1993) and many 
others. 

Bobaljik & Jonas 1994:4 offer the following definition for shortest move: 
(9 s&Q&u&w (Economy) 

The target s f  movement must be no farther dun the f i t  appropriate landing site, 
where appropriate includes the following: 
(9 A Head position for Head Movement (cf. The HMC of Travis 1984). 
(ii) A-positions for A movement. 
fiii) A'-positions for A' movement. 
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minimal domain) to this chain. The two positions may thus be said to be equidistant 

from, e.g., the complement of V. Raising of the object to [Spec,AgrOP]i can in effect 

"skip" [Spec,VP]: while [Spec,VP] is the "first appropriate landing site", head-movemel~t 

renders [Spcc,AgrOP] equidistmt to, and thus by definition no farther than, [Spec,VP] for 

the object. This skipping of exactly one specifier therefore dms not constitute a Shortest 

Movement violation, iff the heads of the two projections are part of the same chain. 

Holmberg's generalization is offered as strong support for this analysis. If the verb 

has not raised overtly at least to AgrO, then Spec,AgrO and Spec,VY are not equidistant 

from the object and it is trapped in its base, W-internal position. 

Much fruitful work stems from this approach, in particular from the application of 

this mechanism to other parts of the clause; see for instance the various papers within t h i s  

framework of assumptions investigating the TP node mures 1993, Bobdjik & Jonas 1994, 

and others) and double object constructions (Bures 1993, Kokumi 1993,1995, Collins & 

ThrAinsson 1994, and others). 

As I showed in Chapter EI, the requirement that the verb raise for ~bjec t  shift to be 

possible does not hold of all the Germanic languages. In particular, it systc~natically fails 

to hold of the OV Germanic languages (Dutch, German, Afrikaans ...) and fails also in 
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languages beyond Gemanic as far as object shift has been investigated in these (for 

instance, Modern Irish).5 The accounts which elevate Holmberg's Generalization to a 

universal principle constraining object movement are too strong. 

The following examples all show instances of object shift - overt raising of the 

object NP across a VP-adjoined adverb, presumably to Spec'AgrQ. Given that the 

languages are head-final, it is not straightfoxward to determine whether a simple inflected 

finite verb is in V or Infl. However, in Icelandic, eves1 though the finite verb raises to hfl 

in embedded clauses, it clearly does not, and could not, raise to hfl when Infl is occupied 

by an auxiliary. Thus, the test case for the applicability of Holmberg's generalization in the 

SOV languages must be clauses with auxiliaries, since in none of the Germanic languages 

do these involve raising of the main verb to Infl, which is occupied by the auxiliary. In 

Icelandic, as we have seen (7b), object shift is impossible. However, in the SOV 

Germanic languages, such as Afrikaans, Dutch and Geman, object shift is not blocked in 

these constructions: 

(1 1) Object shij? with auxiliaries, SOST Germanic. 

a. Ons het a1 die bier [vp gister gzdrink. 
we have all the beer yesterday drunk 
'We drank all the beer yesterday.' 

(Afrikaans) 

b ... dat veel mensen dat boek gisteren gekocht l~eb'een. 
that many people hmp that book [w yesterday bought ] ] Rave ] 

'... that many people bought that book yesterday.' 
(Dutch after Zwarl1W3a) 

The observation that object raising in the SOV lang~ages does not require overt verb raising is originally 
due to Vikner 1991 (who Chomsky 1993 cites for Holmberg's generalization). Vikner takes this fact as 
evidence that the leftward movement of objects in SOV languages is different fmm that in SVO languages, 
though with no thoughts on why the difference may correlate with headedness in this way. Since hen, 
Ddprez 1991 noted the fact that the SOV languages do not fdl under Holmberg's generalization, follo~ved 
by Watanabe 1993, Zwart 1W3b, 1995a, B~baljik 1994a, and Kmpm 1995 for Dutch. 
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... [cp d& viele hu te  bmp die Zeitung [yp gun gelesen ]I ] h a h  1. 
that many p p l e  the article completely readfpmn have 

'I think that many p p l e  have completely read the article.' 
(Ckmaarn: Bobaljik & Jonas) 

If these examples involve object shift, i.e., movement to Spec,AgeO-B, then they 

constitute clear counterexamples to the structural account of Holmberg's generalization, as 

offered by Chomsky. If object shift requires over& verb raising, then it should be blocked 

in all the examples in (1 1). Since it is not, we must give up the equidistance account as 

empirically untenable. If, on the other hand, object shift does not require overt verb 

raising, then the equidistance-based account of Holmberg's generalization is not correct. 

Thus, either way, the account of Holmberg's generalization rooted in the interaction of 

Shortest Move and Equidistance is found to be untenable. 

Before proceeding further, then, I will demonstrate that the leftwards movement of 

the objects in these examples do involve A-movement, i,e. shift to Spec,AgrO-P, as 

opposed to a clause-internal adjunction or A'-movement operation. 

1.1.1 Object Shift in SOV Germanic is Objest Shift 

As is well known, movement to Spec,AgrB-P is not sufficient to account for all 

instances of leftward movement of arguments within a clause. Cross-linguistically, there 

are at least two well-attested processes which are of this character. One of these, clearly 

attested in, e.g. Icelandic, and discussed above will be r e f e d  to as "object shift'. This is 
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distinct from 'Yocus s~rannbling"~ a much freer process in terms of derived word order, as 

we shall see presently.6 

The clearest distinction between the two movement processes is in Dutch. Of the 

two processes, P will show that the one exemplified in (1 lb) has very much the properties 

of Icelandic object shift and should therefore be considered the same operation. The 

relevant properties are that it is quite local, that it is obligatory for arguments introducing 

old information and impossible for arguments introducing new information, that it licenses 

floating quantifiers. and that it does not require a special, marked intonation characteristic 

of focus scrambling. For the second and especially the last points, I draw heavily on 

arguments in Zwart 1993 and refer the reader to that work. In all of these, the movement 

contrasts with "focus scrambling".7 The one objection that has been raised to the 

characterization of leftwards movement in Dutch and Geman as object shift is that it 

appears to license parasitic gaps, which has k e n  argued to be a diagnostic of A'-movement 

(Webelhuth 1989). 1 will discuss this in 91.1.2 and show that tkis fact clusters with other 

facts of the SOV languages, suggesting that the apparent gaps licensed in these 

environments are not true parasitic gaps. They show quite different distributioil from the 

There is much confusion of terms in the literature. The term "focus scrambling" is due to Neleman 
1990, I believe. The term "scrambling" on its own is used by some authors to mean what I call "focus 
scrambling", an A'-adjunction process with certain focus characteristics (since Mahajars 1990, also Bobaljik 
& Jonas 1994), as distinct from what I call "object shift". Zwart 1993 and other European scholars use 
"scrambling" to refer to what I call "object shift", i.e. movement of a hsll PJP to Spec,AgrO, reserving 
"object shift" for the movement of pronouns in Scmdinavian. Vikner 1991 uses "scmbling" to refer to 
leftward NP movement in the SOV languages, and "object shift" to refer to the movement in the SVO 
languages. While there are differences between the movement in SQV languages and that in SVQ 
languages, I believe that the differences are for the most part due to the interaction sf independently 
motivated factors, as I will show. Diesing I994 argues that d l  movements are part of a single, 
semantically driven range of possibilities, though she iias no account for the subtle differences among 
different languages which form one of the central topics of this thesis. 

For this reason, I have decided to avoid the simple term "scmbling" entirely. For me, "object shift" 
is movement of pronouns and full NPs to a fixed position to the left of h e  verb plums. In the case of full 
NPs, this psition is Spec,AgrO-P; and for pronouns some similar position (se Chapter V, below). This 
process, I argue directly, is attested in all the Germanic languages, snve English. The term "focus 
scrambling" is reserved fo: a differeat process, quite marked in Dutch though freer in Geman and perhaps 
'Yiddish (Diesing 1994). 

1 will not consider the arguments h m  binding theory and weak crossover here. There is ra standing 
debate in the literature as to what these show, and substmeid disagreement in the judgements. Someday, it 
is hoped that carefui investigation will sort the matter out, but this is beyond the scope of this thesis. 
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gaps licensed by A'-movement, as first disct~ssed by Zwrart 1993. If ahere are. gaps at dl 

here, then they are the pseudoparasitic gaps identified in English by Postal 1994, though I 

will suggestive tentatively that there are no gaps here at all; rather, these straocbllres involve 

coordinate stnictures. 

We begin with consideration of the two types of movement, as exempltified by (12) 

and (1 3): 

(12) object shifi 

a. Jan heeft Marie gisteren gekust. 
J. has M. yesterday kissed 
'Jan kissed Marie yesterday.' 

b. ... dat Jan Marie gisteren gekust heeft. 
... that J. M. yesterday kissed has 
'... that Jan kissed Marie yesterday.' 

(Dutch: Zwatt I993b:48) 

(1 3) fscus scrambling 

a. * ... dat Marie de jongens vaak kussen 
that M. the boys often kiss 

(... that the boys kiss Marie a lot.) 

b. . . . dat MaRE de jsngens vaak KUSsen 
that M. the boys often kiss 

'... that the boys kiss Marie a lot.' 
(Dutch: Zwsart 199347) 

Zwart 1994:49 observes that the word order in (13) is possible only with what is 

felt to be a marked intonational pattern. That is, (13) requires an intonation with en~pkasis 

on both the object Marie and the verb kussen 'kiss'. Further, he notes ha t  the type of 

scrambling in (13) is possible with non-arguments such as resultative predicates (p. 49)' 

which is not possible in object shift. Finally, this movement is optional, md in fzet 

rejected by many speakers. At first presentation, some informants reject (13) out of hand, 

and only accept it when the distinct intonational pattern identified by Zwm is pointed out. 
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The movement in (12), on the orher hand, docs not require a marked intonation. 

With neutral intonation (Zwart cites van Buuren 1980 for a discsussion of intonation in 

Dutch), such movement is obligatory for elements which denote old information (pronouns 

and definite, specific NPs), but blocked for elements introducing new information 

(indefinite, non-specific NPs). de Hoop 1992 dso  gives this characterization of the 

semantic effect or motivatian of object shift. 

(14) object shift = old information 

a. ... dat Jan Marie gisteren gekust heeft. 
that J. M. yesterday kissed has 

'... that Jan kissed Marie yesterday.' 
[Marie = old information] 

b. ... dat Jan een mebje (mft z$in LIas) gisteren gekust heeft. 
that J. a girl (from his class) yesterday kissed has 

'... that Jan kissed a girl (from his class) yesterday.' 
[specific reading prefered, viz. 'a girl who I have in mind.'] 

(Dutch: Z W X ~  19933 13ff) 

(15) non-shifted object = new infonnafion 

a. ... dat Jan gisteren Marie gekust heeft. 
that J yesterday M. kissed has 

'...that Jan kissed Marie yesterday.' 
[felicitous as answer to: 'Who did Jan kiss yesterday?' = new infomation] 

b. ... dat Jan gisteren een nneisje (uEt zijn &I-) gskust heft .  
that J. yesterday a girl from this class kissed has 

'... that Jan kissed a girl (from his class) yesterday.' 
[i.e. some girl in his class] 

(Dutch: Zwart 1993:3 13fQ 

This split between old and new information is the same semantic split between 

shifted and non-shifted object in Icelandic, modulo the effects of Holmberg's 

generalization, and has been studied in detail in a number of languages by Adger 1994, 
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Diesing 1994,1995, Runner 1994 and othersag This can Ex: seen clearly in the different 

interpretations of morphologically definite NPs modified by superlatives. 

(1 6) object shift = old trtfomation, "referential, specific definites " 

a. Hmn les lengstu b 6 b a  sjaldan. 
He reads longest book.the [w seldom ] 
'He seldom reads the longest book.' 

de re: There is a book which is longest, and he seldom reads that boolc 

b. Hann les sjaldan lengstu b6Mna. 
He reads [vp seldom longest baok.tke 
'He seldom reads the longest book.' 

de dicto: He seldom reads whichever book happens to be the longest. 
(Icelandic: Diesing 1995: 15) 

Similarly, the old versus new information is quite salient if an appropriate context 

can be constructed. Hoskuldur Thtiinsson, personal communication, points out the 

following scenario. If the title of a book, say Barriers, is mentioned in the discourse, then 

repetition of this will clearly constitute old information. In such a context, object shift is 

strongly preferred and leaving the object in situ is felt to be infelicitous: 

(17) object shift = old infomation 

context: Does he know "Barriers?" 

a. Hann les Barriers alltaf. 
he reads B. allways 
'Me is always reading Barriers.' 

b # Hann les alltaf Basrkrs . 
he reads allways B. 
(He is always reading Bmiels.) 

(Icelandic, H6skuldur TllrAinssss, pc) 

Diesing 1994,1995 in fact draws the opposite conclusion from this data. Her argument is that, since 
focus scrambling in German (and Yiddish) does not seem to requite as marked an itonation pattern as in 
Dutch, there is therefore no distinciton between the two p m s s e s  in &c$e languages, and further, that there 
is thus no distinction cross-linguistically. I feel that this position is incorrect. &man has b t h  focus 
scrambling and object shift, however, it is often difficult to tell one h m  the other. This difficulty should 
not lead us to abandon the difference when it is so cleat in other langr!ages (e.g. focus scrambling is totally 
absent in Icelandic, and is quite marked in Butch, as we have seen), but rather to simply glace little weight 
on German and Yiddish data until we can find a better test to distinguish the two processes. 
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This contrasts with a different context in which mention of the title, Barriers, 

would introduce new infobmadon, as in (18). Hn such a case, the judgements are ~ v e ~ e d :  

(18) object in situ = new ifmforpnatis'on 

context: Does he know Chomsky's work? 

a. # Hann les Barriers alltaf. 
he reads B. dlwsys 
(Me is always reading Barriers.) 

b Ham les alltaf Barriers . 
he readsallways B. 
'He is always reading Barriers.' 

(Icelandic, M6skuldur Thiiinsson, pc) 

The relevance of the contrast between old and new information is clear here, though 

it is perhaps possible to find a slightly better tern. 

Finally, as noted by Diesing 1994 and others, intonation can disrupt this pattern im 

the same way it can in the SOV languages. That is, by eqhaqizing, or placing contpastive 

stress on an element which otherwise introduces old information, it can behave as if it is 

introducing new information into the discourse. This is, of course, unsurprising on 

semantic grounds. 

In their distribution, than, focus scrambling and object shift have different 

properties in Dutch. Further, what Z have called object shift in Dutch patterns quite clearly 

with object shift in Icelandic. 

There is another, much stronger argument that object shilFt, the leftward movement 

in the SOV languages, has ?he characteristics of rn A-movement property, and not of an 

A'-movement operation like wh-movement or topicalization, as noted by Ddprez 
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1989,!991. Sportiche 1988, and more carehl work in Deprez 1989:9Offdernonstrated that 

floating quantifiers in English may be licensed by A-movement operations such as raising 

or passive, but not by A'-movement operations such as relativizaltion, topicalization, and 

wh-movement. These facts are, of course, independent of the issue of the analysis sf 

floating quantifiers, to which Chapter IV is devoted. Thus: 

(19) A-movement licenses floating quantifiers. 

a. The children have all been invited to thls pmty. 
b. The children all seem to have understood Orin's instructions. 

(cf. Wpmz 1989) 

(20) A '-movement does not license floatirzg quantifiers. 

a. * [ ~ p  the professors who I will. have all met before the end of tern] ... 
(relativization) 

b. * These professors, I will have ail met before the end of term. 
( t o p i c ~ t i o n )  

c .  * Which professors will she have all met before the end of term? 
(wh-question) 

As DCprez shows, the same facts obtain in French: 

A -movement licenses floating quantifiers 

a. Les enfants ont tow kt6 invites A cette soiree. 
the children have all been invited to this party 
'The children have all been invited to this party' 

b. Les enfants ont tous semblC avoir compris Ics exercices. 
the children have all seemed to.have understood the exercises 
'The children have dl seemed to have understood the exercises.' 

(French, Mprez 1989:W) 
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(22) A '-movement docs not  license floating quantifiersg 

a. * [p ces livres, ol?e j'ai rous cru que tu avaislu] ... 
these books which I-have all believed that yoll had read 
(these books, which I thought you had read all of) 

b. * [' ces h o m e s ,  qtie j'aurais tous cru qui auraient kt6 met6s I... 
these men which I-had d l  believed who had been arrested 
(these men, whom I had believed to have all k e n  arrested) 

(relativization, French, D6pxr.z 2989:92-94) 

Turning to the SOV Germanic languages, we see that the same considerations 

apply, as D6pr.e~ 1989 has shown. A-movement licenses floating quantifiers, but A'- 

movement does not. 

(23) A-movement licenses floating quantifiers. 

a. Str&ana var allra getib i ra$unni. 
boys.the were all mentioned in speech.the 
'The boys were all mentioned in the speech.' 

(passive, Icelandic, Sigurasson 1991 :33 1) 

b. Mina karnrater ska alla verka ksnstiga. 
my friends will ull seem (to be) strange 
'My friends will all seem (to be) strange.' 

Long distance (successive cyclic) extraction is necessary to make the point in French, since, as Kaync 
1975 (Chapter 1) discusses in great detail, French has a process moving tous leftward, Kaync's L-tous. 
This movement is illustrated in (i). As (ii) shows, L-tous is clause-bounded. 
(i) I i  a taut repris. 

he has all taken.back 
'He took back everything.' 

(French, Kayne 1975:38) 
(ii) * Tu a tous cru les avoir compris. 

you have all believed them to.have understood 
'You thought you understood them all.' 

(French, IXprez 1989:92) 
Note that the position of tout in L-tous constructions such as (i) is not a possible position for either 

clitics or NP objects. 
(iii) 11 les a repris. / * I1 a les repris. 

he them has taken.back he has them taken.back 
'He took them back.' 

(iv) I1 a repris ses livres. / * I1 a ses livres repris. 
he has taken.back his books. he has his books takenhack 
'He took back his books.' 

French) 

DCprez points out that sentences parallel to (20) are grammatical in French, but the possibility of 
L-tous deriving the order in these cases cannot be excluded. Since L-tous is clause.bounded, successive 
cyclic extractions control for this possibiity and are thus the test case for A'-movement in French. 



Chapter III - Leupfmggirrg v. Stockirig 

(raising, Swe6lish)'Q 

(24) A '-movement dues not license a floating quaniifer 

a. * [m boeken att jeg i k e  Ieste alla I... 
books.the hat  l not read all 
(the books, which I didn't read d l  of) 

(relativiation, Norwegian, IXprez 1989: 197) 

b. * [m bakurnar sem S6n keypti ekki alhr  ] ... 
books.the which J. bought not dl 
(the books, which Jon didn't buy dl of) 

(relativization, Icelandic, Wprez 1989:202) 

c * k s s a  flaskor vim har rnin k m t  a l h  drslckit. 
these bottles wine has my friend dl drunk 
(My friend has drunk all these bottles of wine.) 

(topicalization (V2), Swedish) 

d * Vilka flaskor vin har min kamwat alla druckit. 
these bottles wine has my friend all h n k  
(Which bottles of wine has my friend drunk all o f )  

(wh-question, Swedish) 

Object shift in these languages, of both Ws and pronouns, is fully compatible with 

object-oriented floated quantifiers on the left edge of the W. 

(25) Object shift licenses floating quantifiers. 

a. Jeg leste dem ikke alla. 
I read them [vp not all ] 
'I didn't read all of them.' 

(Norwegian, D6pnez 1989: 197) 

Ingvar Lofstedt (personal communication) observes that using verka 'seem9 in a non-present tense 
seems strange in Swedish, just as it does in English. However, in the context of something one tnight say 
to someone right before being introduced to the speaker's friends, (23b) and the English gloss are much 
more natural: Don't worry, my fn'ends will all seem lo be quite strnnge at first .... 

Another point car also be made from these examples. Preliminary results show that the floated 
quantifier in Swedish is quite marked between the subject and the finite verb in subject initial sentences: 
6) Mina kamrater (*alla) verka vara lyckliga. 

my friends all seem t0 .k  happy 
'My friends (*all) seem to be happy.' 

(Swedish) 
This could be taken as evidence that subject-initial clauses in Swedish arc V2, involving topicalimtion 

of the subject to Spec,CP and raising of the verb to C, a position which I must take in Chapter V. This 
final stage of movement, being topicalization, is expected not to license floating quantifiers, just as in (24c) 
below. I leave development of this idea to further work, and testing with a wider range of data. 
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b. Pa6 borduBu m g i r  s t r W  bj&gun [vp ekki [w ~ 1 1  I] 
there ate many boys the.sausages not d l  
'Many boys didn't eat (all of) the sausages.' 

(Icelandic, Bobaljik & Jonas 1994) 

c. A barnum &a& stlidentinn bj6rim stundurn allan.11 
In bar.the drank student.the b r . t h e  sometimes all 
'The student sometimes drank all the k r ,  in the bar.' 

d. Hann 1% b a k m a r  eflaust em allar. 
he read books.the doubtlessly not ail 
'He undoubtedly didn't read all the books yesterday.' 

(Icelandic, V h e r  199 1 :29 1) 

This argument is the strongest I am aware of in favour of object shift being (or at 

least involving a stage of) A-movement. Independent of the analysis of floating quantifiers 

which one prefers (see Chapter N), the facts seem to be that A-movement licenses floating 

quantifiers while A'-movement does not. The SVO Germanic languages are no exception 

to this general rule.I2 Following Dt5prez 1989, 1991, I therefore take the licensing of 

floating quantifiers to be a diagnostic for A-movement. Applying this to the SOV 

Germanic languages, we see right away that this movement licenses floating quantifiers: 

(26) Object shift licenses floating quantifiers in SOV Germanic 

a. Die Miinner haben die Wurste nicht alle probiert. 
the men have the sausages not 1 tried. 
'The people have not eaten all the sausages.' 

(German, Uli Sauerlmd, p.c.)13 

Hoskuldur Thrhinsson points out that this example is perhaps somewhat marked. l[nterestingly, it 
contrasts clearly with shift of the full NP including the quantifer: 
(i) ?? A barnum drakk stddentinn allan bjdrinn stundum. 

in bar.the drank studenthe all k r . t h t  sometimes 
The student sometimes drank dill the beer, in the bar. 

(Icelandic,) 
This contrast might have to do with the semantics of object shift, the difference betwexn old and new 

information. That is, all the beer is actually new information, even though morphologicalIy definite, in 
the same way as lengstu bdkina 'the longest book' in (15). Recall that this latter NIP could shift only if it 
refered to a presupposed, specific book, known to be the longest, i.e. the de re reading. Only in its 
unshifted position does this NP prefer the de dicto reading "whichever book iiappens to be the longest." 
These examples are discussed in more detail in Chapter W. 
l 2  DCprez 1989 extends the A/A'-distinction as a diagnostic for floating quantifier licensing beyond the 
languages considered here as well. 
l 3  The floated quantifier in this example is actually ambiguous betwecn the subject and the object. I[ 
return to this in Chapter IV. 
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b. Er wird die BUcher ohne Zweifel nicht alle lesen 
he will the books without doubt not all read 
'He undoubtedly will not red all the books.' 

(German, V h e r  199 1 :29 1) 

c. Marie heeft Qe h n k e n  t a l l h n ~ g e n  a l l e m l  uitgelachen. 
M. has the drunk linguists all made.fun.of 
'Marie has made fun of all the drunk linguists.' 

(Dutch,) 

Evidence that A'-movement in the SOV languages does not license floating 

quantifiers is more difficult to construct, since the possibility of objeze shift (A-movement) 

having applied prior to A'-movement, licensinl; ~;,.r-: floated quantifier, must be excluded. 

Thus, like French, the test cases will have to involve long-distance or successive cyclic A'- 

movement. As we see, A'-movement clearly does not license a floated quantifier in these 

languages. 14 

(27) A '-movement does not license a Bating quantifier 

a. Welche Wiirste hat der Peter (*alle) bezweifelt sb der Hund gegessen hat. 
which sausages has the P. all doubted whether the god eaten has 
' W c h  sausages did Peter wonder whether the dig has eaten all (of)?' 

(wh-movement, Geman) 

l4 Something which I have no explanation of is the following fact, brought to my attenpion for Dutch by 
Fleur Veraart. As far as I have k e n  able to test it, longdismce wh-movement agpenrs to license floated 
all in the matrix clause if the verb is a bridge verb. Hence, the Dutch (i) is not entirely ungrmmatical. 
Compaxe the English contrast in (ii) versus (iii): 
(0 Welke dronken taalkunigen heeft F m k  atlemaal gexgd h t  Marie uilacbte. 

which drunk linguists has F. all said that M. made.fun.of 
'Whch drunk linguists did Freek all say that Marie made fun of ?' 

(ii) ? Which bottles of wine did he all say that my roommate had drunk. 

(iii) * Which bottles of wine did he all regret that my roomate  had drunk. 
As Mark Hde reminds me, in addition to triggering rwt-like phrnomtna in embedded clauses, these 

verbs also permit other instances of apparent raising of elements out of the lower clause, as in, for example, 
Neg-raising: 

(iv) I don't think that Mark left. [can = I think that Mvk didn't leave] 
(v) I don't regret that Mark left. [can't = I regret that Mark didn't leave.] 
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b.  Diese Wiirste hat der Peter (*alle) kdauert daS der Hund gegessen hat. 
these sausages has the P. all regretted that the dog eaten has 
'Peter r epad  that the dog ate all these suasages.' 

(V2 topicalization, G e m )  

c. De bonken taalkundiger heeft F m k  (*allemaal) gezegd dat Marie uitlachte. 
the drunk linguists has F. d1 said ha t  M. rnade.finn.of 
'Freek said that Marie has made fun of all the drunk linguists.) 

(V2 tapicalization, Dutch) 

We conclude that the short leftwards movement of objects even in SOV Germanic is 

object shift, that is, that it is or involves an A-movement operation. 

1.1.2 Parasitic gaps and pseudo-gaps's 

Webehuth 1989 argued that what I am calling object shift in German (and Dutch) 

has both A and A'-movement properties. Birding facts aslde,l6 the main argument that the 

movement has A'-properties comes from the fact that it licenses, or appears to license, 

parasitic gaps (Bennis & Hoekstra 1985, Webelhuth 1989, Vikner 1991), as in (28). It is 

perhaps important to note that these sentences are not found to be fully grammatical by 

most speakers, at least in German, and vary in the degree of markedness assigned to them 

by different speakers (Fanselow 1990, Susi Wurmbrand, Uli Sauerland, personal 

communication). In the following examples [el marks the supposed parasitic gap. 

(28) 
a. ? Ich habe den M e 1  ohne zu lesen zerrissen. 

I have the articlle [without [el to read] ripped.up 
'I have ripped up the article without reading it.' 

(German) 

b.  Pim heeft het boek zonder te lexn afgckraakt. 
P. has the book [ without [el to read 1 slighted 
'Pim has slighted the book without reading it.' 

(Dutch, Vmden Wyngaerd 1989:268) 

l 5  This section is somewhat preliminary in nature and I hope to develop it in later work, should it lead 
anywhere. For discussion of the material in this section, 1 arn indebted to Susi Wumbrand, Marcel den 
Dikken and especially Jan-Wouter Zwm. 
l 6  See D6prez 1989, 1991 for a lengthy discussion of why the binding facts are Inconclusive. 
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That the movement is indeed licensing the gaps in these constmc~ons is seen by the 

contrast between (28b) and (29): 

(29) 
a. * Pim heeft zonder te lezen het bmk a f g e W .  

P. has [without [el to read ] the book badmouthed 
(Pim has badmouthed the book without reading it.) 

(Dutch, Vanden Wyngaerd 1989) 

There are, however, a number of reasons to believe that the gap in these 

constructions is not a parasitic gap, or at least not the same type sf  parasitic gap as licensed 

by A'-movement, as in: 

(30) 
a. Welk boek heeft Jan zonder uit te lezen weggelegd ? 

which book has Y [without [el out to read] t put.away 
'Which book has Jan put away widi~ut reading ?' 

b. Dit k k  heei? Jan zonder uit te lezen weggelegd ? 
this book has J [without [el out to read] t put.away 
'Jan has put away this book without reading it ?' 

(Dutch, Zwm 1993) 

Zwart (1993, pp 309ff) and personal communication) has offered evidence that the 

gaps in (30) are true parasitic gaps, licensed by A'-movement (i.e. the presence of a non-c- 

commanding trace, hence :he name "parasitic") and substantidly different in distribution 

from those licensed by object shift. 

Here, I will summarize Zwart's evidence and add to it facts which suggest that the 

gaps in these constructions are sonrething else, likely akin to the pseudo-parasitic gaps 

identified by Postal 1994 as being licensed by Right Node Raising (IIWR) in English. 

Though I will not go beyond a brief discussion of the data, I believe the data suggests that a 

direction for future inquiry is to relate the leftwards movement in Dutch and German which 

licenses these gaps to the rightwards movement: in Englsh which does. In fact, there is 

reason to believe that these operations, English IWR and Dutch Left Node Raising (LM) 

involve no movement at all, rather coodinate structures. 
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The first piece of evidence that the gap licensed by object shift is of a different 

character from that licensed by A'-movement is the observation that they differ in 

acceptiibility even in simple environments. Zwart 1993:3 11 notes that the gap in (28b) is 

"though grammatical, less acceptable" thar, those in (30). This slight difference in 

acceptibility is amplified in more complex environments. Thus, in the context of the blank 

in (3 11, the gaps degrade with complexity, just as parasitic gaps in English." 

(3 1) True parasitic gaps degrade with complexity of adjunct 

context: Wie heb je opgebeld ? 
who nave you called 
'Who did you call ?' 

a. zonder te vemoeden dat wij al uitgenodigd hadden 
without to suspect that we [el already invited had 
'without suspecting that we had already invited (them)' 

b. ? zonder je af te vragen of wij a1 uitgendigd hadden 
without you off to ask whether we [el already invited had 
'without wondering whether we had already invited (them)' 

c. ?? z,onder te weten voor welk feest je moest uitnodigen 
without to know for which party you [el must invite 
'without knowing to which party you had to invite (them)' 

(Dutch, Zwart 1993:3 11-312) 

In the object shift cases, the supposed parasitic gaps are immediately impossible 

under even a slight added degree of complexity. 

(32) Gaps in object sh$ ungrammtical when adjunct complex 

context: Jan heek de buren opgekld 
J. has the neighbours called 
'Jan has called the neighbours, 9 

a. * zonder te vermoeden dat wij a1 uitgenadigd hadden 
without to suspect that we [el already invited ha$ 
'without suspecting that we had already invited (them)' 

l 7  See Dickey 1995 for interesting processing results on English parasitic gap versus resurnptive pmrioun 
contrasts. 
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b. * zondes je af te vragen of wij a1 uitgenodigd hadden 
without you off to ask whether we [el already invited had 
'without wondering whether we had already invited (them)' 

c. * zonder te weten voor welk feest je moest uitnodigen 
without to know for which party you [el must invite 
'without knowing to which party you had to invite (them)' 

(Dutch, Zw,ut 1.9933 12) 

A contrast between true parasitic gaps and tPlc gaps licensed by object shik is to be 

found in complement clauses. 

(33) Parasitic gap licensed in complement clause 

Wie heb je overtuigd elat we zouden tsemeken ? 
who have you t convinced that we [e) would visit 
'Who did you convince that we were going to visit (them).' 

(Dutch, Zwart 1993:3 12) 

(34) Object shift does not license a gap in complement clause 

* Ik heb Piet overtuigd dat we zouden bezoeken. 
I have P. convinced that we [el would visit 
'I convinced Piet that we were going to visit (Ln).' 

(Dutch, Zwm 1993:313) 

Postal 1994 has argued at length that there are two distinct processes in English 

which are generally subsumed under the rubric "parasitic gap". Zn particular, he shows that 

the gaps pennited by one of these operations, those involving A'-extractions, display a 

distinct cluster of properties, and labels these "me parasitic gaps." The other gaps do not 

necessarily show this cluster of properties and Postal calls these "pseudo-parasitic gaps". 

A characteristic environment of pseudo-parasitic gaps is Right Node Raising (RNR) 

constructions such as the following: 

(35) RNR - pseudo parasitic gags 

John offended, by not recognizing immediately, his favourite uncle fiom Cleveland. 
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I refer the reader to Postal 1994 for extensive arguments that the gap (if there is 

one) in these constructions is not a true parasitic gap. Of the properks which Postal 

(1994:80ff) describes as characteristic of true parasitic gaps, not all are obviously testable 

in the object shift cases under discussion. However, Zwart (199%) notes that those 

properties which are testable lead to the conclusion that the gags in object shift 

constructions are pseudo-parasitic gaps.18 First, Postal claims that true parasitic gaps 

cannot correspond to or be licensed by Ws which are not inherently passivizable (Postal 

1994:83). Here, there are two relevant tests. 

First, indirect objects do not passivize: 

(36) Itzdirect objects intpassivizable. 

* Marie wordt het boek gegcven. 
M. was the book given 
'Marie was given h e  book.' 

(Dutch, Zwart 1995b:2) 

But, indirect objects do undergo object shift and in such constructions license the 

rype of gap associated with object shift generally. 

(37) Indirect object shff licenses pseudo-parasitic gap 

... dat hij Marie zonder iets te geven blij d t .  
that he M [without [el to give ] t 
'that he ...' xx 

(Dutch, Zwm 1995b:2) 

A second class of nominals which do not passivize well in Dutch is the language in 

a construction like 1 h o w  Chukchi (cf. English ?* Chukchi is known by me.) 

l 8  The following paragraphs, including the construction of the tests and the argumentation, reproduce a 
squib-length letter from Jan Wouter Zwart, to whom I am deeply indebted. For convenience, I refer to this 
letter as Zwart 1995b. 
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(38) Languages do not passivize 

?? Chukchee wordt door mij gekend 
Chukchi was by me known 
(I knew Chukchi), lit: Chukchi was known by me. 

(Dutch, Zwm 31995b:2) 

As the reader should be expecting by now, object shift of Chukchi permits a 

pseudo-parasitic gap. 

(39) Languages license p.p.g. 

. .. dat hij Chukchee zondes te kennen vloeiend sprwkt. 
that he Chukchi [ without [el to know ] t fluently speaks 
'that he speaks Ckukchi fluently without knowing it [i.e. Ch.]' 

(Dutch, Zwart 1995b:3) 

A second diagnostic which Postal motivates is that predicate nominals may not 

license parasitic gaps. Zwui notes that constructions which appear similar to the object 

shift cases license gaps; however, he cautions that predicate nominals do not generally 

undergo object shift. It is therefore not clear what exactly is involved here.19 

(40) Predicate nominals 

... dat hij honkballer zonder ooit te hebben willen worder jarenlang met plezier geweest is 
that he baseballer [without ever [el to have wanted become] for.years with pleasure been has 
'that he has, without ever wanting to be a baseball player, has k e n  one for y m . '  

(Dutch, Zwm 1995b:2) 

There is thus, for Dutch at least, a surprisingly large range of data converging on 

the conclusisn that the apparent gaps which occur with object shift mnsgluctions are not 

true parasitic gaps, which are licensed by A'-delpendeiacies. If myhag, they would appear 

to pattern with Postal's pseudo-parasitic gaps, though concluding that this is what they are 

may be somewhat premature. 

l9 Likewise, Zwart observes that certain non-lW constituents, such as lacatives er 'here*, dour 'there*, 
ergetrs, overal, ... also license gaps in these constructions, again failing two of Postal's tests for pmasitic- 
gaphood. 
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However, there is a range of data from bath Dutch and German which makes the 

connection to English RE\JW, I believe, rather tempting. 

The leftward movement in the head-final languages, which above I have 

characterized as object shift, in addition to showing the pseudo-parasitic gap effects 

associated with RNR in English, also shows the mirror image of the typical R N W  

configuration, a form of reduced conjunction. First, the English pair: 

(41) RighrNode Raising 

a. I have ironed, without having washed, my new shirt. 
b. I have washed, but have not ironed, my new shirt. 

In Dutch and German, the mirror image is attested: 
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(42) Left Node Raising 20 

a. ... dat ik mijn nieuwe overhemd zonder te wassen gestreken heb. 
that I my new shirt without to wash honed have 

'...that I have ironed, without washing, my new shirt.' 

b. ... dat ik rnijn nieuwe ovcrhemd gewassen, mam niet gestreken heb 
that I my new shist washed but not ironed have 

'...that I have washed, but not ironed, my new shiPt.' 
(]Dutch: den Dildcen, pc) 

z0 Jan-Wouter Zwart points out (personal communication) that something which looks like a form of 
rightwards RNR is also possible in main clauses in Dutch. 

ii) Jan schrijft, en Piet leest, artikelen over taalkunde. 
J writes and P reads articles about linguistics 

(Dutch, Zwart 1995b:3) 
This is contrary to the claim of Kayne 1994:67f that Dutch does not display IUdR at all. I thank 

Marcel den Dikken for bringing Kayne's claim to my attention. Note that Kayne's examples (citing Teun 
Hoekstra) involve compound tenses. The apparent parallel to (i) is ungrammatical with a compound tense, 
as in (iii). 
(ii) * Jan heeft gekocht en Marie heefi verkocht de spullen waarmee zij rijk weden. 

J has bought and M. has sold the things wherewith bey rich became 
'Jan bought and Marie sold the things with thich they became rich.' 

@utch, Kayne 1994:67, citing T. Woekstra) 
(iii) * Jan heeft geshreven en Piet heeft gelezen artikelen over taalkunde. 

J has written and P. has read articles about linguistics 
(Dutch, 1U05/95:4) 

Recall that Butch is a V2 language, SOV language. Hence, the object does not follow a verb in situ i n  
the verb phrase, such as a participle: 
(iv) * Jan heeft gekwht de spullen. 

J has bought the things. 
(Dutch, Kayne 1994:68) 

However, in case the main verb is inflected, then in the absence of topicalization the observed order i s  
SVO: 
(v) De kinderen maken zoo een lawaai. 

the children make so much noise 
'The children make so much noise.' 

(Dutch, Bloomfield 194457) 
Thus, Zwart's example (i) need not involve rightwards movement of the object, but rather a structure 

where the conjoined elements arc the subject and inflected verb, both above the position of the object, 
which could be in its base position to the left of a participle or in Spec,AgrO. We maintain the ciaim, 
standard in h e  literature, that Butch does not have rightwards extraposition of W s .  This analysis of 
Zwart's example sharply calls into question the analyses of RNR involving rigktwds movement of the 
object and a gap. Rather, n biplanar (i.e. forking) conjunction analysis, such as that entertained by 
Moltmnnn 1992 and references therein, especially Muadz 1991, seems to Be forced at this point. I wish 
there was more time to discuss this, but we will have to postpone this for a later paper. Thus, for Dutch, 
using Moltmann's notation, the structure of (i) would be (vi) and for its English gloss, as in (vii): 

lan schrijft > [vp [Nparticles about linbwistics ]]I (vi) en Piet leest 

Jan writes 
(vii) [IP kte [VP w >ENP articles about linguistics I]] 
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c ,  ? Ich habe den Artikel ohne zu lesen wrisscn. 
I have the article without to read rip@.up 

'I have ripped up, without reading, the article.' 

d .  Ich habe den Artikel im Haus gelesen und d m  in der Schule zerissew. 
I have the article in.the house read and then in the school rip@.up 
'I have read the article at home and then ripped (it) up at school.' 

(Geman, Susi "Wurmbaand, pc) 

The final link in the argument is to show that these constructions do not entail A'- 

movement. There are a number of directions in which one could go to show this, arnd I[ 

will leave this hanging. However, if these involve coordination structures, then I believe a 

plausible analysis will be to subsume them with other Across-The-Board (ATB) 

phenomena.21 In particular, a planar analysis of coordinate structures such as that of 

Moltmann 1992 or Muadz 1991 will ahlow an analysis s f  these phenomena without 

necessitating movement at all. Hence the word raising in Right and Left node raising is 

perhaps a misnomer. I will not pursue the analysis here, though Moltmmn's structures 

will arise again elsewhere. 

To sum up this long excursus, we have seen a number of reasons to liken the local, 

leftwards movement in the SOV languages, especially Dutch, to that found in Icelandic. It 

has the hallmark characteristics of object shift, including an old versus new information 

structure, a strictly local character, and an unmarked intonation. Moreover, it licenses 

floating quantifiers, which I have argued, following Mprez 1989, is a clear diagnostic of 

A-movement, and we have seen strong reasons to doubt that the apparent gaps licensed in 

these constructions are true parmitic gaps licensed by A'-movement. At this point, I Ifeel 

that we have sufficient evidence to assume that the movement. is A-movement, and proceed 

accordingly. 

21 Williams 1990 has argued that parasitic gaps are ATB structures, as has, apparently Muedz 1991. 
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1.13 Holmberg's generalinition also fadb Bun PrQh 

The point in the first part of this section (and of Chapter a) was that the rcquirenaent 

that the verb raise overtly in order for object shift to be possible (Holmberg's 

generalization) does not hold of a11 the Germanic languages. In pareicula, the split seems 

to pattern with headedness. Beyond Germanic, Modern Irish has been investigated in 

some detail with respect to an Object Shift-like movement in non-finite clauses (Duffield 

1990, Noonan 1993, Guilfoyle 1994 and Carnie 1995b).22 If this process is &in to object 

shift in the Germanic languages, then it too fails to show tlie dependence on verb raising. 

The discussion here s u m r n h s  a section of Bobdjik & Camie 1994, and I refer the reader 

to that work and to Carnie 1995b for more 

Modern Irish shows certain alternations between OV and VO orders in non-finite 

clauses. The VQ order is assumed to be basic and tlie QV order derived (see, especially !he 

references above). What is of immediate relevance is those infinitive clauses in the Munster 

dialect which display an SOV order, such as that in (43). 

(43) Ba mhaith liom [C an teach a th6g6il ] 
COP good with.1~ h i r n . ~ ~ C  the ho~se.ACC M S  build 
'I would like him to build the house.' 

(Irish, Bobaljik & Carnie 19945) 

In such constructions, it is possible that the non-finite verb has raised to AgrO, 

thereby rendering the specifiers of AgrO and VP equidistant from the object, licensing 

object shift. However, given that the object precedes the: verb, the verb could be no higher 

than AgrO. Recall that the leapfrogging account of overt object shift involved two 

instances of cr~ssing paths. First, the object raises to Spec,AgrO, skipping the subject. 

22 Though this movement fails the new versus old information test. However, there is an asptctut~i 
character to the analogous process in Scots Gaelic (Rarnchand 1992, Adger 1994). I am beyond considering 
the implications of this fact at this p i n t .  
23 Go raibh mairh agat to Andrew Carnie for telling me about Irish. 
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This movement is licensed by the overt raising of the verb to Agr8, thereby extending the 

domain of the verb. This much is not problematic - the verb could well have raised to 

AgrO in (43). The next step of the derivation is subject-raising to Spec,TP, skipping the 

object in Spec,AgrO. On the equidistance account, this is licensed by raising of AgrQ 

(containing the verb) to T. Since the verb in Irish follows the shifted object, we have 

evidence against this crucial step of the derivation. AgrB (the verb) can not have raised to 

To and the subject should be trapped lower than, i.e. after, the shifted object. Since (43) is 

grammatical, we conclude that the equidistance-based account is seriously flawed.24 

The point that these data raise should be clear by now. Chomsky's analysis of 

object shift, and those building on it, derives Holmberg's generalization from very basic 

principles constraining movement, namely, Shodest Move and its Quidistance sublause. 

For this family of proposals, overt verbthead raising is the crucial factor in extending 

domains to ailow a specifier position to be "skipped". However, we have seen that 

Holmberg's generalization is a valid generalization only of a subset of even the Germanic 

languages, let alone those beyond Germanic. The leapfrogging story is too strong in an 

important way. We conclude, then, that this argument cannot be maintained. 

In Chapter 2, I offered an alternative proposal to capture Holmberg's 

generalization, relating it to do-support in English and other processes in other laaga~ages. 

This proposal correctly predicted the correlation between the validity of Holmberg's 

generalization md headedness of the VP. In the SVQ languages, a shifted object intervenes 

between Iilfl and an unmoved V, while in the SOV languages, V and Infl will be adjacent 

24 A solution to this proposed by Watanabe 1993 is that a null AgrQ element "excoprates" out of the 
AgrO+verb complex moving at least to T and extending the domains in the appropriate manner. Ttzis is 
also the analysis Watanabe offers for German and Dutch. While this analysis work mechanically, there is 
no independent motivation for it, and it drastically weakens the predictive force of the theory. 

Bobaljik & Carnie 1994 note the problem, but do not attempt to solve it, while Noonan 1994, 
Guilfoyle 1994, and Carnie 1995b all take the psition argued for below, namely, some form of the 
stacking hypothesis, such that the problem does not dse  for them. 
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whether or not the object shifts. This account is thus superior to the equidistance account. 

However, it does not distinguish Between stacking and leapfrogging. It is compatible with 

either view of clat~se: architecture. Thus, at this point we are without an argument for 

either. We now turn to the m a j ~ r  putative empirical example for leapfrogging, the 

distribution of the floated quantifier allir 'all' in I e e l ~ ~ c .  We will see that it, too, does not 

support the leapfrogging +?ew a h r  A. 

1.2 Floating Quantifiers and object sh@ 

The strongest (in fact the only) direct empirical argument which 1 am aware of to 

support the claim that the base position of the subject is lower than the derived position of 

the object is based upon the following examples, first noted in Jonas $r. Bobaljik 1993 and 

Collins & Thrdinsson 1 994.25 

(44)a. f gier mAloi)u strakarnir hdsib [w aMir rautt 1. 
yesterday painted the.boys thehouse all red 
'Yesterday all the boys painted the house red.' 

(Icelandic, Jonas & Eobaljik 1943:92)26 

b . f $ma maullu stddentarnir h6si6 [vp stundurn dllr raua. 1 
last year painted ttne.siuden~ the.house sometimes all red 
'Last year, a l l  the students sometimes painted the house red.' 

(Icelanbic, Bobaljik & Jonas 1994:36) 

In (44) thc "floated" quantifier allir is unambiguously construed with the subject 

MP stridmtamir 'the students* as is immediately appmnt fiom its morphological shape 

(masculine, plural). The premise from which the argument is made that (W) entails 

crossing paths is that the floated quantifier occupies (cr "marks") the base position of the 

subject (Sportiche 1988 and others since). Since the quantifier is to the right of the shifted 

25 The relevance of floating quantifiers as a test of the base position of the: subjwt (i.e. assvming a 
Sporaiche-style analysis) was in this context fvst suggested to Dianne Jonas and myself by Chris Collins. 
26 This sentence may be slightly marked; indeed, it was assigned the judgement of (?) in Jonas & 
Bobaljik 1993 to reflect some disagreement among speakers. However, the variation sesmed to be from 
acceptable to slightly marked. In Collins & ThrCnsson, the sentence is fully grarmaticd. 
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object, it would follow that the base position of the subject is to the right of the shifted 

object. 

h the remainder of this section, 1 will show that the argument from the distribution 

of floating qclantifiers in favour of leapfrogging cannot be maintained. In 1.2.1. I will give 

in some d e w  the steps of the argument which take (44) to be pro-leapfmgging. In the next 

section (51.2.2) I show that these arguments, when extended to double object 

constructions, make exactly the wrong predictions. In the next chapter, H will show that the 

floating quantifier as trace analysis is untenable. The interested reader is invited to skip 

ahead to that chapter prior to reading the following, if they are convinced of the validity of 

that analysis. 

1.2.1 Painting the houses red... 

I will now briefly sumarise the arguments from Jonas & Bobaljik 1993 and 

Collins B ThrAinsson 1994 that the floated quatifier allir 'all' in (44) marks the position of 

a subject trace. Where relevant, I extend their paradigms with new data as marked. 

Recall from section 1 that Object Shift in Icelandic is restricted to pronouns and 

definite or specific NPs (see Chapter VI). Thus, in (45a), the definite NNP husid 'the 

house' is licit in the position preceding the negation marker ekki, taken to denote the left 

edge of the VP, while an indefinite, non-specific object in that position is ungrarmatical 

(45 b) . 

(45) 
a. f fyrra m&lullu stlidentarnir [Agm h6siB [w ekki. ]] 

last year painted the.students thehouse not 
'Last year, the students didn't paint the house.' 
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b. * f f y m  rnaullu stlrdentarnir [Agr~p  hGs [ ~ p  eM. ]] 
last year painted the.studen~s house(s) not 
('Last year, the students didn't paint a house 1 houses.') 

(Icelandic) 

Extending the paradigm of (441, we note that only a definite NP can precede the 

subject-oriented quantifier allir 'all', and take this as evidence that the definite object hrssid 

'the house' in (44) is in the shifted position. 

a. f fyrra rn6IuBu stddentarnir [vp dlir einhver hris rau6. ] 
last year painted the.stu&nts all some houses red 

l a s t  year, d l  the students sometimes painted s m e  houses red.' 

b. * f fyrra mPMu sttidentamir [ ~ p r ~ p  einhver hSls allllr raua. ] 
last year painted thestudents some houses all red 
('Last year, all the students sometinles painted some houses mi.') 

(Iceiandic, Bsbaljik & Jonas ts994:37) 

We may also take (46) as evidence that the quantifiw must occur somewhere no 

lower than (i.e., not following) the base position of the object.27 Recdhg that object shift 

is prohibited in auxiliary a participle consmctions in Icelandic (Holmberg B986), we add 

the following paradigm to help delineate the psition of h e  quantifier. 

a. f gar  hafa str&arnir aMir [vp r d a 6  hdsib rautt .] 
yesterday have the.boys all painted the.hsuse red 
'Yesterday, h e  boys all painted the house red.' 

27 For instance, the subject-oriented floating quantifier cannot be adjoined to the ~esultative [xp reua]. The 
sentence (i) is grammatical in English. 
(i) The students have painted the house all red. 

But this cannot have the reading where all is construed with (i.e. 'floated from") the subject IW the 
students. Rather, all in (i) has some sort of completive d i n g ,  or a meaning like entirely, cf ( i i ) :  
(ii) Tke students painted the house ensinly red. 

all 
(iii) The house is ( enlire,y ) red. 

See also Chapter W, below. 



Bobaljik Chayter 111 - Leapfrogging v. Stacking 

b. * f gzr  hafa strakamir [w maat5 alir hlisia rautt .] 
yesterday have the.tmys painted all thenhouse red 
(Yesterday, the boys all painted the house red.) 

(Icelandic: % 1/05/95: 1) 

c. * i gar hafa sbAkairnir [vp d a 6  htisi6 sllir rautt .] 
yesterday have the.boys painted the.house dl red 

(Yesterday, the boys have all painted the house red.) 
(Icelandic: Bobaljik & Jonas 199437) 

This paradigm shows that the quantifier can indeed occur no lower than the position 

to the left of the participle. A reasonable putid structure for sentences such as those in 

(47) is something like (48): 

the students 
I VP 

painted the house red 

Given something like this, the candidate positions for the quantifier are those 

denoting the left edge of the VP, including the position which would be the base position of 

the subject under a VP-internal subject hypothesis, eg., the specifier of krB, and also the 

VP-adjoined position. 

Sportiche 1988 analyses "floating" quantifiers in Romance (French unstressed 

tous) and English (a10 as being restricted to positions containing traces of the subject (i.e. 

in the case of subject-orientation; object-oriented floating quantifiers are also considered to 

some degreej.28 If Sportiche was correct, and if Icelandic allur is syntactically the same as 

28 Postal 1974 proposes that quantifier float is only possible ffom subject Ws. Fiengo $t h n i k  1976 
show that this is clearly wrong; floating quantifiers are quite possible associated with nun-subject 
arguments. Similar examples are considered by Maling 1976. 
(9 I considered the professors all crazy. 
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French rous and English d l ,  then (44) would be strong evidence for a trace of the subject 

beneath the shifted object. Of course, if either of these premises is incorrect, then the 

paradigm is no evidence for the leapfrogging hypothesis. Before turning to independent 

reasons for rejecting the subject-trace analysis in favour s f  the adjunction analysis, let us 

accept these assumptions at face value and examhe the predictions regarding the positions 

of floating quantifiers in double object constmcti~ns. 

1.2.2 FQs and dsublle object constructions 

In this section, I introduce new data bearing on the issue of the psition of floating 

quantifiers. h particular, I will show that the disttibution of floating quantifiers in double 

object constructions in Icelandic poses a serious problem for Collins & Thriinsson's 

(1994) analysis, on their own assumptions. By extension, it is a problem for the 

leapfrogging hypotheses more generally, since it forces a paradox: there cannot be a subject 

trace lower than the shifted position of the direct object of a ditransitive for independent 

reasons, yet a floating quantifier, which by hypothesis marks the positions of subject 

traces, is legitimate in exactly this position. Since the contradiction follows directly from 

two assumptions - the possible leapfrogging accounts of double-object construction 

structures and the subject-trace view of floating quantifers - one of these assumptions must 

be abandoned. In fact, the conclusion is slightly more subtle. The sole remaining 

argument in favour sf the leapfrogging architecture is from the distribution of floating 

quantifiers; hence, even were we to decide that the subject trace view sf floating quantifiers 

is incorrect in order not to abandon the leapfrogging architecturn, we would be left with no 

argument in favour of it. 

(ii) I gave the kids dl chocolate and candy. 
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The architecture of double obierct c o m b s  

Collins & Thrhinsson 1993's proposa! for the architecture of double object 

constructions was given slightly simplified above in (lb), repeated here as (49). Their 

sti-wcture adapts earlier proposals by Bures 1992 and Koizumi 1993 which are, for present 

purposes, not distinct from (49) in any relevant way.29 

What is important to note about the proposals of Bures 1992, K.oizumi 1993, and 

Collins & Thriinsson 1994, is that the subject trace cannot be below the shifted position of 

the lower object (which we assume is the direct object). This conclusion is due to the 

nature of the equiciistmce clause in tlle definition of shortest move (see especially Bobdjik 

8r Jonas 1994). This clause allows maximally one specifier position to be skipped by an 

instance of raising. The direct (i.e. lower) object cannot skip the base positions of both the 

indirect object and the subject. One intermediate projection (TP in (49), Koizumi's WP) 

permits the indirect object to skip the shifted direct object before raising over the base 

29 See Ura in prep. for more on double object constructions and an attempt to deal with the problem posed 
by the equidismnce + shortest move constraints on movement. 
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position of the subject. The addition of this one extra position allows these authors to 

maintain a constrained system, and a concise account of what moves where. 

As Bures 1992, 1993 has shown (Koizumi mcl Collins & Thrsiinsson discuss and adopt 

Bures's csnclusions), relaxing the conditions on movement (as in Ura 1994) or adding 

extra projections in the style of Kayne 1995, leads to collapse of the account. By allowing 

the object to skip two arguments, nothing determines any longer which arguments raise to 

which specifier positions. 

The union of this structure with the assumption that floating quantifcrs mark the 

positions of subject traces leads to clear predictions for the distribution of floated allur in 

double object constructions. Recall Collins & ThrAinsssn's (and Bobaljik & Jonas 1994's) 

account of the data in (44-47). The subject-oriented quantifier allur is permitted to the right 

of a shifted object (the latter being in the specifier of AgrOP), but is prohibited from 

occuring to the right of W-internal elements such as participles and unshifited objects, since 

the quantifier occurs in the position occupied by a subject trace, i.e. the specifier of VP. 

Extending this to double object constructions, Collins & ThrAinsson's analysis predicts that 

the quantifier may occur between a (shifted) indirect object and a direct object in situ, since 

that position is the base position sf the subject - on their account the specifier of the highest 

VP. This prediction is indeed borne out: 

f gzr  gsfu stfideritamir kennarmum aUir epli8. 
yesterday gave thestudents the.&acher.D~T all an-apple 
'The students all gave the teacher the apple yesterday.' 

(Icelandic) 

Now, Collins & Thpiiinsson show that shift of the direct object across a VP-adverb 

is possible (though slightly degraded) even in double object constructions, subject to the 
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same conditions as tlie canonical instances of object shift in a simple transitive (verb 

raising, defiraitness ...). This they andyse as shift of the direct object fiom its base position 

to the specifier of the lowest Agr-P in (49). 

(51) 
8. Gg l h a  Mariu ekki b~kurna&;tkur 

I lend Maria not the books/boob 
"I do not lend Maria the b o s ~ k s . "  

b. ? gg l h a  Mariu biekumar ekki 
I lend Maria the books slot 

def.obj [vp trace ] 
"I do not lend Maria the books." 

(Icelandic, Collins & TMnsson 1993) 

Considering the structure in (49)' just as clearly as they p d i c t  that (50) should be 

grammatical, they also predict that a floating quantifier can never surfse to the gighe of a 

direct object in double object constructions, even if the object has shifted, That is, while 

there is a subject trace lower than the shifted position of the indirect object (specifier of 

AgrIO-P), there is no subject trace lower than the shifted position of the direct object 

(specifier of AgrDQ-P). This prediction, however, is just as clearly false. Though (52) is 

slightly degraded, it is comparable to (Slb), i.e. similar to other examples of object shift 

across an adverb at the left of the lowest VP. 

(52) 
? f ga?r giVu sttidentarnir bnnaranum eplia allir. 
yesterday gave the.students the.teactaer.~~T the-apple a l l  
'The students dl gave the teacher the apple yesterday.' 

O[Sel&~c%i~) 

The relevant structure, is schematised in (53). Note in piarticular that the position of 

the lowest subject trace for Collins & Thr&nsson is significantly higher than the attested 

position of the floated quantifier in (52). 
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(53) 

Indirect 
Object Agr-I0 

low 
Subject Q 
tram 

v m, 
A W R  Object 

trace 

Moreover, adjunction to the right of W or exmpsition are not av&laE,k to explain 

away the incorrect prediction. Example (54) shows that the quantifier may follow only a 

shifted definite direct object and is ungrammatical following an indefinite direct object (a), 

and further, that the quantifier may not follow a participle or unshiftd direct object (b). 

a. 
* f gier ghfu stddentarnir kennuanurn epli d l r .  

yesterdau gave students.the teacher.the apple.indef all 
(Yesterday, the students all gave die teacher an apple.) 

(Icelandic, 1 1/05/95: 1) 
b.  
* f gzer hafa studentarnir gefi8 einhverjum kennara kssaepli Sr gadinurn shum allii. 

yest. have thestudents given some.&t teacher these ap. brrm garden their dl 
(The students have all given a teacher these apples fom their garden yesterday.) 

(I[celm&c) 

In sum, the pattern in (52) through (54) mirrors exactly that of simple transitive 

structures. The floated quantifier may follow an object which has shifted to the left of its 

VP, but may not occur f~llowing any VP-interad tlmaterid. Observstion;Pl(lly, then, the 

generalization is that a floated quantifier may occur in some position on the left edge of a 

VP. For simple transitives, the position of the subject trace (specifier of VB) is one 
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position on the left edge of the VP, over which shifted objects move on the leapfrogging 

story. However, as the examples just considered have shown, on the same leapfrogging 

analysis, there is no subject trace position over which the direct object shifts in double 

object constructions. In (52) the direct object has shifted to the specifies of the lowest Agr- 

Phrase, across a floating quantifier. The fact that only a definite object and not an indefinite 

- (52) vs. (54a) - may appear in this position shows that the movement is indeed object 

shift. Floated allir may follow a shifted direct object, but not an unshifted one, marking 

the left edge of the lowest VP. But, unlike the simple transitives, in these ciitrau~sitive 

examples there is no subject trace position at the left edge of this lowest W, as the specifier 

is the theta position of the indirect object; the base psition of the subject is higher yet. 

Thus, internal even to Collins & ThrBinsson's analysis, and by extension other 

leapfrogging analyses which have a structure similar to (49) (including Bures 1992, 

Koizumi 1993) the assumption that floating quantifiers indicate the positions of subject 

traces cannot be maintained in the face of the data.30 

An alternative analysis, in fact the more traditional one, is that "floated" quantifiers 

are adjoined to (the left edge of, maximal projections of) predicates, for example, the left 

edge of VP, along with other adverbials.31 I will argue fcr this in Chapter W. This view 

makes the correct predictions on both the leapfrogging and stacking hypotheses, and thus 

fails to choose between the two. In the basic cases, subject traces coincide essentially with 

- 
30 There is another conclusion which could be drawn here. That is, one could in principle naiatain the 
view that the floated quantifiers do mark subject trace positions, and abandon the second premise i.e. that 
ditransitives have a structure like that in (49). An alternative would be that there is a subject trace position 
lower than both indirect and direct objects in double object constructions (see Ura 1994 for one such 
approach). See the discussion above of Bures 1992, and following him Koizumi 1993 and Collins Br 
ThrCnsson 1994. These analyses have shown that such a view is logically excluded on the assumptions of 
the strict leapfrogging hypothesis (i.e. those invoking the notions "Shortest Move" and "Equidistance", 
following Chomsky 1993). 
31 That floated quantifiers may adjoin to more than just VP is pinicd out by Fiengo &: Lasrlik 1976:188 
and Maling 1976:716. Thus, Fienga $I Lasnik suggest that a floated quantifer may occur immediately 
preceding an AP, NP or VP, to which list Maling adds PP. 
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the left edge of the VP (i.e. whether the subject is in Spec'VP or the special, adjoined 

position advocated by Kosprnan & Sportiche 1991,. 

(55)  
a. The students have [vp all eaten their lunch.] 

b. f grer mdu8u strakamir h M J  [vp allir rautt 1. 
yesterday painted theboys the.house all red 
'Yesterday all the boys painted the house red.' 

(Icelandic: =(Ma)) 

In both of these examples, the floated quantifier occurs somewhere at the left edge 

of the VP, but it is impossible to tell in these examples whether hzit position is contained in 

VP (e.g. its specifier) or adjoined to it. On both the leapfrogging and the stacking 

hypotheses, under the predicate-adjoined theory of floating quantifiers, this is expected: 

(56)a. Leapfrogging: 
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b. Stacking 

AgrSP 

On both approaches, the shifted position of the direct object precedes the floating 

quantifer (&a). The positions following the base position of the object, or between a 

participle and its complement, do not constitute either subject traces or the left edges of 

predicate XPs; henee floating quantifiers are excluded from these positions on either the 

leapfrogging or stacking arralysis:32 Thus, a non-shifted object cannot precede a floaiting 

quantifier (47d). 

a. * f fyrra m6luBu stiidentarnir [ ~ p  ainhver Ms alMr raub. ] 
last year painted the.students some houses all red 
('Last year, all the students sometimes painted some houses red.') 

(Icelandic: (46b)) 

b. * f gler hafa strekaroir [vp d a 0  alMr h(lsi6 rautt .] 
yesterday have bhe.boys painted aU the.house red 
('Yesterday, the h y s  have all painted the house red.') 

(Icelandic: (47b)) 

32 Thus, the floated quantifier cannot be adjoined to any NP. The bW examples in Ficngo 1B; h n i k  1976 
and Maling 1976 all involve: double-object constructions in English. There is undoubtedly another 
projection in these structures (see. c.g. Larson 1988, Marantz 1993). That the floating quantifier cannot 
adjoin to the NPs in the structures considered here is not surprising on my view since neither the resulfative 
in (57a) nor the direct object (57b) constitutes an XIP which is prcdicakd of ?he subject. It will h o n e  
clear below why these examples should pattern in this way. 
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One place where the left edge of the VP does not coincide with a subject trace is the 

case of the lower W in (53), the VP-shell anaiysis of double object constructions. As we 

see, the left edge theory makes the correct predictions, while the subject-trace theory makes 

the wrong predictions. 

The direct object may shift out of the VP under well known conditions. It must be 

definite and the verb must have raised overtly. Only when the object has shifted out of the 

VP may it precede the floated quantifier associated with the subject, hence the 

gramxnaticality of (Ma) and the ungrammaticality of (47d). Similar facts also obtain for 

double-object constmctions. Again, the leapfrogging and stacking hypotheses make the 

same predictions on the theory of floating quantifiers I will motivate in Chapter IV. A 

(subject-oriented) floating quantifier may follow a shifted direct object, but not an unshifted 

one. I repeat the examples from above which show that this prediction is borne out. 

f gzr gifu stGdentarnir kennaranum eplii3 allir. 
yesterday gave thestudents the.teacher.DAT the.apple dl 
'The students all gave the teacher the apple yesterday.' 

* f gzr hafa stddentarnir gefib einhverjum kennara jiessa epli lir gar9inum simum allir. 
yest. have thesoudents given some.dat teacher these ap. from garden their all 

'The students have all given a teacher these apples form their garden yesterday.' 
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(58)a. Leapfrogging: 

e.. 

Indirect \ 

b. Stacking 

Object Ag-DO-P 
A 

Direct ' 

In Chapter IV, I will promote the analysis of floating quantifiers as adverbs, 

occurring in adjoined positions. This analysis has significantly greater empirical coverage 

than the trace-based analysis. Loose ends abound and it remains to Pe seen just how far it 

may be pushed. h the interests of succinctness, I will postpone further exploration of this 

topic to the next chapter. k t  me now consider briefly some less clear observations, 

including a potential glitch, and then sumarise the discussion of floating quantifiers, to 

move on to the next section of the chapter. 
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Presaging the conclusions of the next chapter, I adopt the theory of floating 

quantifiers as adverbs, rejecting the trace view of Sportiche 1988 and others. This theory, 

however, does not rely on - nor does it distinguish between - the two analyses of clause 

structure being compared here. In short, in adopting the adjunction theory of floating 

quantifiers, the fact that a floating quantifier can occur following a shifted object tells us 

nothing about the base position of the subject, since the quantifier is not marking subject 

trace positions. 

2. And in this corner... Arguments for stacking. 

Though stacking has, in some form or another, been proposed by a number of 

researchers recently, there are few direct empirical arguments adduced in its favour. In this 

section, I will offer two such arguments, introducing new data into the realm of 

consideration. The section will proceed as follows: 

In the first section, I recapitulate an argument from Jonas 1992, Jonas & Bobaljik 

1993, but with a different conclusion. Icelandic is well known for having two object 

positions, as we have seen above. One is the base, VP-internal position, to the right of 

negation and other adverbs, while the other is VP-external, to the left of these adverbs. 

The latter is the "shifted" position, the specifier of AgrOP. Similarly, Icelandic clearly has 

two positions which subjects may occupy in the overt syntax, delineated by scntential 

adverbs, and discussed above in Chapter I. The lower position, i.e., the position of the 

indefinite in, for example, transitive expletive constructions, ha long been maintained to be 

VP-intctnal (since Ott6sson 1989). Jonas & Bobaljik observe that the intersection of these 

two assumptions makes a clear prediction. On the leapfrogging hypothesis, if a definite, 

direct object may shift in a transitive expletive construction, then the (putatively VP- 

external) object should precede the (supposedly VP-internal) subject. This turns out to be 



Bobaljik Chapter 111 - Leapfrogging v. Stacking 

false. Even though there is clear evidence for two subject positions, and for two object 

positions, the lower subject position is higher than the higher, shifted object position. This 

is a major piece of evidence which Jonas & Bobaljik, and then Bobaljik & Jonas 1994 use 

to motivate the use of the specifier of TP as the lower subject position. However, the same 

data could be taken just as easily as support of the stacking hypothesis, the position I will 

take here. 

In section 2.2, I turn to German, and make essentially the same argument from a 

different perspective. Diesing 1990,1992 has shown convincingly that adverb and particle 

placement delineate two surface positions for subjects in German. These positions 

correlate with stage and individual level differences, as well as with generic versus 

existential readi~gs for bare plural subjects. For example, a bare plural subject which 

svrfaces to the left of certain adverbials receives a generic interpretation; an existential 

reading is unavailable. By contrast, the same subject occuring to the right of the adverbial 

may easily have the existential reading. Extending the considerations to objects, we find 

that similar positional asymmetries obtain. While it is uncontroversial in the SVO 

languages, such as Icelandic, that there are two positions which objects may oecupy in the 

overt syntax, it is less easy to demonstrate this to be the case in the SOV languages 

(German, Dutch, Afrikaans...), since such movement could well be string vacuous. 

Nevertheless, I show that a class of VP-manner adverbials in German delineates two object 

positions in the same way that the sententid adverbials discussed above do, with respect to 

the interpretation of bare plural NPs. Objects in the higher position are prohibited from 

being interpreted as existentials, while such a reading is clearly available in the lower 

position. The final stage, then, is to mix the results of the two sets of positions. Just as 

with Icelandic subjects and objects, we see in German that the higher position of the object 

is clearly lower than the lower position of the subject, evidence for the stacked YP 

hypothesis, and, in passing, for a cyclic version of the Mapping Hypothesis, such as that 

proposed by Tsai 1994. 
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As an aside at this point (section 2.3), it is worth reconsidering the arguments that 

the Mapping Hypothesis, or whatever derives its effects, does in fact point to positional 

differences for the arguments, and not the other iogical possibility - that the arguments are 

in unique positions, but that the position of the adverbs varies with interpretation, a 

suggestion offered by Zwart 1993 (Chapter IV). The arguments are not as strong as they 

could be, but they are nonetheless difficult to ~ f u t e .  

Attention in sections 2.1 through 2.3 is restricted to transitive verbs, i.e., two-place 

predicates. In the subsequent sections (2.4-2.5) I turn to some data from ditransitives, 

involving interactions of indirect objects and direct objects, which I take to support the 

staclung hypothesis as well. Beginning with Icelandic (2.4), it would appear to be the case 

that indirect objects in ditransitives can shik as can direct objects in simple transitives, and 

further, that direct objects in ditransitives can undergo object shift, with the same 

restrictions as in transitive clauses. The arguments from sections 2.1 and 2.2 become 

relevant again here. Just as with subject / object interactions, the interactions of two objects 

show that a direct object can never shift across an indircct object. Considering the core 

cases, the surface order is always subject indirect object > direct object, regardless of 

which are in shifted positions and which in their base positions. The same holds for the 

S 3 V  languages as for SVO Scandinavian, cf. Haegeman 1992 for West Flemish, Zwart 

1993 for Dutch. There are no crossing paths, as leapfrogging would have predicted. 

Perhaps a more interesting argument can be constructed from Swedish to make the 

same point (52.5). In Swedish, as in all the (modern) Scandinavian languages except 

Icelandic, only pronouns may undergo object shift. Full NPs may not do so. 

Nevertheless, an adverb may occur to the right of a h l l  NP indirect object, between it and 

the direct object. On the leapfrogging hypothesis, as exemplified by Koizumi's (1993) and 

Collins & Thrfiinsson's (1994) structures, there is no possible attachment site for the 
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adverb. Clearly, the indirect object cannot have shifted, since NPs uniformly cannot shift 

in these languages. The leapfrogging analyses are thus at a loss to account for the data. On 

the stacking hypothesis thaugh, ther:: is an obvious attachment side for the adverb, i.e. the 

lowest VB projection. Thus It is only the stacking hypothesis which predicts the observed 

distribution of adverbs in these languages. 

2.1 Jonas h Bobarjik 1993 

In this section, I recapitulate part of an argument from Jonas 8992, Jonas & 

Bobaljik 1993, Robaljik & Jonas 1994 showing that the lower of the two subject positions 

in Icelandic is nevertlleless higher than the higher, i.e. shifted object position. That is, 

while the leapfroggers would predict that a VP-internal subject should occur to the right of, 

i.e. lower than, a VP-external, shifted object, the facts line up rather with the stacking 

view, where the object may shift out of its thematie VP, but the base psition of the subject 

is higher still. This conclusion is actually somewhat at odds with that sf Jonas & Bobaljik 

who take the data presented here as evidence of a third position for subjects (i.e. two 

positions above the shifted object position, and one below). Their conclusion was forced 

by the premise that the floated quantifier allur 'dl' marks the lower position, beneath the 

shifted object. Section 1 of this Chapter and Chapter EV below argue that the floated 

quantifer does not mark the position of the subject trace, and hence Jonas & Bobaljik's 

observations can be taken as evidence for the stacking hypothesis. 

We have seen at many points so far that Icelandic clearly has two positions which 

certain objects of transitive verbs may occupy, if various quiremen& have been met. That 

is, the objects may occur in their base, theta-position or in a derived position to the left s f  

certain (VP-) adverbials such as ekki (negation), aldrei 'never,' alveg 'completely,' and 

others. The by-now familiar pair of examples in (59) shows this. 
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(5% 
a. J6n las bakurnar ekki 

John read the books not 
"John did not read the books" 

b. 3611 las ekki bakurnar 
John read not the books 
"John did not read the books" 

It is an observation first due to Ott6sson 1989 that the subject of a transitive 

expletive construction obligatorily follows a sentential adverb such as sennilega 

-probably' or kannski 'perhaps' (60). Based on this, Ott6sson proposed that these 

subjects were overtly in the specifier of VB. Similar proposals have been made by 

Kosmeijer 199 1 and Sigurasson 1991, among others, and indeed, the view has become 

standard, and an often cited piece of empirical evidence in favour of the W-internal subject 

hypothesis. 

(60)a. pa6 hafa [VP sennilega m g i r  sttidentar lesib Mkina.]] 
there have probably many students read the.book 
'Many students have probably read the book" 

(BobaiJk & Jonas 1994:23) 

The argument is that the adverb sennilega 'probably* is adjoincd to the (highest) 

VP projection, and since the adverb gmxdes the subject, it follows that the subject inust be 

internal to the VP. 

Taking (59) and (60) together, a clear predicticn emerges, noted first by Jonas 

1992, and extended in Jonas & Bobaljik 1993.3-If the subject of a transitive expletive 

construction is YP-internal, and shifted objects are VP-external, then when object shift 

33 Vikr~er (1994a) and Vikner $i Schwartz (1992) almost notice the prediction. That is, they raise points 
similar to the one raised here in to show that definite subjects (their examples have the proper name .ldn ) of 
simple dcclaratives are external to the VP, yet at the m e  time Vikner explicitly states (1994a n.8) that "it 
should be emphasised that [the arguments against VP-internd subjects do] not hold for indefinite 
constructions with pad." Vikner does not discuss the relevant data with transitive expletive consmctions, 
but as Jonas & Bobaljik have shown, then is no difference with n q m t  to the relevant tests. 
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applies in a transitive expletive construction, the shifted object should precede the indefinite 

subject. This, as Jonas & Babaljik are careful to show, is patently not the observed word 

order, rather the opposite: 

(6 l)a. pa6 lauk ehhveri verkefninuj [vp ti alveg tj 1 
here finished someone ehe.assignment completely 
'Someone completely finished the assignment.' 

b. *pa21 lauk verkefninui [vp (alvcg) einhver ti .] 
there finished the.assignment (completely) someone 

(62)a. pa6 bomuau msrgir strhkari b j D g ~ ~ .  [vp ekki [vp ti (011) 9 . I] 
there ate many boys the.sausages not 
'Many boys didn't eat (all of) the sausages.' 

(dl) 

b. * pa6 borduau bjagunj [vp ekki [vp margir sbrlkar (611) tj .]] 
there ate the.sausages not many boys (all) 

(Icelandic: Bobaljik & Jonas: 25) 

The same argument can be constructed from Dutch (Zwart 1992:489). He also 

claims for Dutch that the shifted object Hat boek 'the book' in (63) must bc IrP-external 

and thus the subject of this transitive expletive construction must also be exte~nal to the W. 

Agreeing with the analysis of Jonas 8 Bobaljik 1993, he proposes that the sub-iect in (i) is 

in [Spec,TB]. 

(63) ... dae er veel mensen dat boek [VP gisteren [VP gekocht hebben .]] 
that there many people the book yesterday bought have 
'that many pople bought the book yesterday.' 

(Dukh - Zwapt 1992:489) 

Again, like Icelandic, the subject of the transitive expletive construction cannot 

occur to the right of the shifted object, i.e., the subject cannot occur in its base position 

internal to the VP at s-structure (before Spell Out), even in a transitive expletive 

construction. 
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(44) * ... dat er dat boek [yp veel mensen gekocht hekben .] 
that there the book many people bought have 
(as (63)) 

(Dutch, Bobaljik & Jonas 1994) 

Similar examples are more difficult to construct in German, given that focus 

scrambling as in (13) above is a much less marked process in German than it is in Dutch. 

See Tmckenbrodt 1995a,b for recent studies of the interaction of intonation and movement 

possibilities in German. 

The relevance of these examples should be clear. The leapfrogging and stacking 

hypotheses both assume base and derived positions for subjects and objects. Om the 

leapfrogging hypothesis, the base and derived positions are interleaved, as (65) shows, 

while om the stacking hypothesis (661, both base and derived positions of the subject me 

superior to the derived (and base) positions of the object. 

(65) Leapfrogging: 

derived derived base 
subject object subject objat 

(66) Stacking: 

derived b m  derived base 
subject subject object object 
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All else being equal, the data would lead us to prefer the stacking hypothesis. 

Indeed, the data as described is predicted by the stacking hypothesis with no additional 

assumptions. The facts are surprising on the leapfrogging hypothesis, but can be 

accounted for with additional stipulations. Jonas & Bobdjik 1993, Bobaljik & Jonas 1994 

indeed argue that transitive subjects can never remain VP internal in overt syntax, or they 

will fail to raise at LF to their appropriate case positions. Their arguments are highly 

theory-internal, but coherent. We must thus look further to find more convincing evidence. 

To conclude this section, we find that the data provides a weak argument in favour 

of stacking. The stacking hypothesis predicts the word order data directly from the 

structures independently assumed. By contrast, the data is surprising on the leapfrogging 

hypothesis, and requires postulation of additional projections and additional assuiwgtions 

which force movement out of the lowest of three projections (i.e. movement at least to 

Spec,TP - the subject can never remain in Spec,VP). 

A parallel argument can be made from the range of possible interpretations of bare 

plural NPs in German, extending Diesing's 1990,1992 analysis of subject positions to 

objects. Diesing has shown correlations between position relative to a fixed adverb and the 

availability of generic or existential readings for German subjects. Her examples are given 

in (67),  and sirniiar examples with more canonically transitive essen "at' are given in 

(681.34 

34 To save space, and hopefully increase clarity, I am using the I 2 "brackets" to indicate mutunlly 
exclusive positions. Thus, in (67), there are two examples conflated into one. If Linguisten 'linguists' is 
in the position preceding the adverb (the leftmost occurence of the NP), then it is generic, while if it occurs 
in  the rightmost position, following the adverb, then it has the existential reading. It obviously cannot 
surface sin~ultaneously in both positions. 

In the following examples, this is how the angled, demi-doubled brackets "Q" should be 
interpreted. 
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(67) Two subject positions in German 

... weil Ilinguisten2 ja doch SLinguisten2 Kammemusik spielen. 
since Linguists indeed Linguists Chambemusic play 

GENERIC EXS'ITENTIAL 
( G e m ,  Diesing 1992) 

(68) ... weil lKinder2 ja doch lKinderZ Apfel essen. 
since children "indeed" children apples eat. 

GENERIC EXISTENTL(\IL 
(or GENJ3MC) 

Generic - '... since children indeed eat apples.' 
Existential - '..,since there are indeed (some) children eating apples.' 

(Geman) 

There are interpretive effects associated with the positional differences between 

subjects in these examples. In particular, the interpretive effects reflect a hierarchical 

asymmetry, such that the position which allows the existentid interpretation is the lower of 

two positions on either side of a fixed adverbial. The same considerations apply to objects 

as well, as (69) shows.35 

(69) ... weil Kinder $ ~ ~ f e l 2  sorgfaltig ~ l i p f e k  essen. 
since children apples carefully apples eat 

GENERIC EXTSTEWIAL 
(or GENERIC) 

Generic - '. .. since children (generally) eat apples carefblly.' 
Existential - '... since some children are eating some apples carefully' 

or '... since children eat some (kinds of) apples carefully' 
(6erman) 

Just as with the subjects, there is a contrast in available readings conelating with 

position relative to a fixed adverb for objects. The relevant adverbs for this contrast are not 

sentential adverbs and particles, like ja doch 'indeed', but rather VP-/manner adverbids 

such as sorgfiiltig 'carefully'. Again, this reflects a hierarchical asymmetry; objects have 

two structural positions which they may occupy with predictable hkrpretivc consequences. 

35 Kai von Fintel points out (personal communication) that the object NP A'pfel may also occur to the 
left of the particle ja doch in which case, unsuqrisingly, it must have the generic interpretation: 
(i) ... weil Kinder ~ p f e l  ja doch gerne essen. 

since children apples indeed fain eat 
'... since indeed children fain eat apples.' (both NPs generic) 

(German, Kai von Fintel, pc) 
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Thus, even without evidence such as Holmberg's generalization, we can delineate 

two subject positions and two object positions in German. Diesing's (1990,1992) account 

of (67) was that the existential NPs remain internal to the VP, where alley are interpreted 

existentially by a rule of Existential Closure, while generics (prefer to) move to a VP- 

external position to escape such closure. This she gives as evidence for the W-internal 

subject hypothesis. The lower position, subject to existential clcsure, involves no special 

rule of lowering, but rather the subject is simply in its base position, Spcc,VP. Diesing's 

account should by rights extend without further comment to the objects. The existential 

objects, i.e. those in the lower position, should be in their base position (complement of 

V), while the generic objects in derived positions should have raised out of the VIP to 

escape existential closure. 

There is a clear prediction, then. If a subject in the lower position, i.e., following 

the particle ja doch 'indeed', is VP-internal, and an object which precedes a manner 

adverb, i.e., has raised to a derived position, is VP-external, then leapfrogging entails that 

the correct order of these elements is with the shifted, generic object preceding the 

unshifted subject. But this is false: 

(70) ... weil ja doch Kinder ~ p f e l  sorgfdtig essen. 
since indeed children apples carefully eat 

GENERIC 
*EXISTENTI& 

In (70), we see that even with the subject in the lower position, to the right of the 

particleja doch, the object may shift to the higher position, as seen both by its position 

relative to the adverb, and the unavailability of an existential reading for ~ ~ f e l  'apples'. 

Even so, the subject precedes the object. 
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We find another piece of evidence that the lower position of the subject is higher 

than the shifted, i.e. higher position of the object. 

In passing, this data. also provides strong support for a version of the Mapping 

Hypothesis slightly differerat from Diesing's ~r iginal  proposal. Assuming that 

quantificational structures at LF are tripartite (following Heirn 1982, Kamp 1981), 

Diesing's suggestion was as follows: 

(7 1) The Mapping Hypothesis 

i. Material from the VP is map@ into the nuclear scope. 
. . 
11. Material from the P, excluding VF is mapped into 

the restriction. 

The data above shows that this is somewhat too simple a view of the g r m a r ,  

though it seems certainly to be on the right track. Adge,r 1894, Runner 1994, and Tsai 

1994 have offered proposals closely related to Diesing's, but which would allow the 

recalcitrant data. I will not discuss them here, beyond a simple statement of the relevant 

parts of the proposals. 

Interpreting Adger's approach in a mapping manner, mapping (or its effects) is 

sensitive to syn!wtic position in more than the simple split that Diesing assumes. For 

Adger, material in the specifier of an Agr-Phrase (AgrS, Ag rO...) is mapped to the 

restriction, and material in the specifiers of VP, TP etc.. is mapped into the nuclear scope. 

A related approach is taken in Runner 1994. Adger and Runner argue that the Agr phrases 

correspond to presupposed or specific information, respectively, and Runner attempts to 
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formulate specificity in terms of discourse factors: linked or not linked to the discourse.36 

The data presented above would fit nicely in this analysis. A variant of these two 

proposals suggested by Danny Fox, pc, without re.ference to mapping, per se, is that all 

predicate phrases, e.g., VP and TP, are closed by existential closure, while functional 

(Agr) phrases are supplied with a default' generic operator. See Percus 1995 for strong 

arguments that some form of positionally-deterministic Mapping Hypothesis is needed, and 

that an interpretive rule which simply says "existentials are in the nuclear scope, generics in 

the restriction", is insufficient. 

Tsai's 1994 Extended Mapping Hypothesis is of a similar natcrre. For Tsai, 

Diesing's Mapping Hypothesis in (71) applies cyclically, for every predicate. Thus, 

starting at the most deeply embedded predicate, eg. the lower VP, materid in this predicate 

is mapped to the nuclear scope of a quantifier where it is subject to existential closure. If 

there is material immediately external to the predicate, but dominated by a maximal 

projection which is not a new predicate ( i t .  in a functional projection between the lower 

VP and the higher), it will be mapped to the restriction, hence should receive a generic 

interpretation if it is a bare plural NP. The process applies again at the next predicate, hence 

its cyclic nature. Again, the data presented here could be taken as support for such a view. 

The matter is open for further research and discussion, though 1 will not pursue it in 

this thesis. I simply note that the data presented in this section are evidence a) for two 

distinct object positions, just as there are two distinct subject positions, relative to adverbs 

and correlating with interpretive effects, and b) for a more fine-grained version of Diesing's 

Mapping Hypothesis, along the lines sf any of the proposals just noted. 

36 -In this, Runner's approach suggests a connection with Pesetsky's 1967 work on D-linking in questions 
and its effects on wh-movement. 

173 
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2.3 Obfict Sh@ in Modern Irish 

I will now make the same argument from yet anotkr range of data. If the reader is 

heady convinced that I am correct in claiming that the higher position of the object is lower 

than the lower position of the subject, then the reader may prefer to skip to the next section. 

I will now show that this is the case not only in the Germanic languages, b~lt  also in 

Modern Irish, another language for which it has been claimed that objects may shift to 

Spec,AgrOP. 

Simple finite clauses in Modern lrish display a fairly rigid VSOX order. 

(72) Standard VSO order 

Leanann an t-ainmni an briathar (i nGaelige). 
follows the subject the verb (in Irish) 
VERB SUl3ECT OBJECT 
'The subject follows the verb (in Irish).' 

(Lrish, Bobaljik & Jonas 1993, C m i e  1995, ch2: 1) 

With little that can intervene between these principal elements, it is difficult to make 

arguments of the sort made in the Germanic languages for two subject or two object 

positions. However, there is one range of cases which are at least suggestive of two object 

positions in non-finite clauses. 

Among the evidence for the now standard assumption that VSO order is derived 

from an underlying SVO order by verb movement (see Carnie 1895 for a history and 

discussion of relevant proposals) is the fact that In clauses with an inflected auxiliary and a 

non-finite form of the verb, the so-called verbal noun follows the subject. In certain cases, 

the object is postverbal. 
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a. Progressives (see, eg. Noonan 1993) 

T6 si g scuabadh an urliiiiir. 
Be she PRT sweep[-rn the floor 

SkWJ VERB OB J 

'She is sweeping the floor.' 
(Bobdjk d Cmie  1994: 10) 

b. Infinitih jes in Munster dialect 37 

Ba rnlnaith liom [ep S e h  a scriobh na habairte 3 
COP good withme Sean PRT write FIN] the sentence 

SUBJ VEFd OBJECT 

'I want Sean to write the sentence.' 
(Bobaljik & Carnie 1994:9) 

In other constructions, the object is preverbal. Compare especially (73b) with the 

following: 

(74) (S)OV orders.. . 
a. Infiniti?. , vert subject. 

Ba mhaith liom [cp 6 an teach a th6gtiilI 
COP good withme him the house PRT build 

SeTBJ OBJECT VERB 

'I want him t~ build the house.' 

b. Infnites, all dialects, PRO subject. 

Ba mhaith liom [ ~ p  an abah a scrfobh] 
COP good withme PRO the sentence PRT write[,m] 

O B E m  WRB 

'I want to write the sentence.' 
(Bobaljik & Carnie P994:$-9) 

These alternations have been taken as evidence for shift of direct objects in Modem 

Irish. The preverbal position is claimed to be the specifier of A g f l  by Duffield 1991 and 

37 These constructions, as is well known are somewhat more restrictmi than the (S)OV order, and in 
particular cannot occur without a lexical subject. See Guilfoyle 1994, Cmie 1995 for discutision. 
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Noonan 1993,md the specifier of Asp(ect)Y by Guilfoyle 1993, and others. Again, see 

Carnie 1995 for much discussion. 

What is relevant for our purposes is that even when there is evidence for two object 

positions, the one base, the other derived, and further, that the derived position is 

structurally somewhere higher than the base position, likely external to VP, the subject 

occurs outside of, i.e. higher than, this shifted object position. That is, the higher object 

position is lower than the surface position of the subject. 

Now, this is only an argument against the leapfrogging hypothesis if it can be 

shown that the subject is not in its higher position as well. Bobaljik & Carnie 1994, 

McCloskey 1994, Carnie, Pyatt and Harley 1994, Carnie 1995 among others, argue that 

the verb in Irish is not in C, but rather occupies the highest functional head in a split P, If 

these authors are correct, then, as they observe, the subject cannot be in the specifier of the 

highest functional projection. 

Thus, we have most of an argument. The subject in Modem Irish (if the authors 

just cited are correct), occupies the specifier of a projection which is lower than the highest 

projection in Infl (AgrS), but higher than the specifier position occupied by the shifted 

object. The final step of the argument turns on the VP-internal subject hypothesis. The 

authors just cited all assume that the subject in these constructions has raised from a VP- 

internal position to a medial specifier in IP, e.g. Spec,TP.3* The question is ultimately 

38 McCloskey 1994 claims that Iksh has AgrP as the lower phrase, with an unspecified functional 
projection above it, hinting that Irish may thus show evidence of a different order of projections than that 
proposed by Chomsky 1991. However, as far as I can tell, this is a quibble of notation. Ignoring the 
object position, Chomsky 1993 claims that it is the lower of the two subject specifiers (Sgec,TP) which is 
the locus of nominative case assignment, yet that the higher position is the one occupied by expletives 
(effectively, see Jonas & Bobaljik 1993 for discussion). McCloskcy claims to differ, though he basis this 
difference on the idea that the lower phrase must be Agr, since it is associated with Case, and thnl the higher 
p~ 7ction is associated with expletives, explaining their absence in Irish by positing weak fe. res here. 
T i u ,  Chomsky and McCloskey propose the same functions for the two phrases - expletives i n  the higher 
one, case in  the lower one. As far as I can tell, they differ only in notation. 
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"How many functional projections are thpre?". If there are two positions, a derived 

(Spec,Agr) and a base position for each argument, then the base position of the subject in 

Irish is higher than the shfted position of the object, as in stacking but not in leapfrogging. 

However, as we add functional proje ;tions (rhough with no apparent motivation for 

movement to the lower one), this argument wezkens. 

2.4 The Indirect Object Always Comes Fimt 

In sections 2.1 through 2.3, we have seen 2 range of converging evidence which 

shows that there are two subject positions and two object positions in languages like 

Icelandic, German and Irish. Moreover, we have seen that the lower subject position is 

higher than the higher object position. In considering tke interaction of subjects and direct 

objects, there is a clear stacking effect. In this section, I will show that the same stacking 

effect occurs one node lower in the tree. In ditransitive, i.e. "double-object" constructions 

in Germanic39, there is evidence for two structural positions for indirect objects, again 

showing Mapping-like interpretive effects or correlations between definitenesslspecificity 

and position. Like subject / object interactions, the two positions for indirect objects are 

sandwiched beneath the lowest subject position and the highest direct object position. That 

is, the final descriptive observation is that, in their A-positions$0 there is a fixed relative 

order among the principal arguments of the verb, as follows: 

39 Ditransitives are expressed by means of a PP goal argument in Irish (Andrew Carnie, pc), hence this 
sectiol: does not apply to Irish. 
40 That is, discounting processes such as topicalisation, V2, wh-movement, extraposition (incl. Heavy 
NP-Shift) and the like. 
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Subject 

def >> indef 

The inflexibility of this order has been observed for the SOV languages as well as 

for Icelandic and Swedish. Illustrating with data frona Dutch, we see that the descriptive 

generalization (4220) is maintained throughout. We will turn presently to the Scmdinavian 

languages, and show not only that the order is rigidly observed, but more importantly that 

the leapfrogging hypothesis requires postulation of shift operations which arc not otherwise 

attested in the languages under consideration. 

The following paradigm is from Zwart 1993. He observes that, though the relative 

ordering of the arguments and the adverbs is rather free, indicating the possibilities of 

object shift, nonetheless the order of the arguments relative to each other is fiede4I 

(75) Subject >> Indirect Object >> Direct Object in Dutch. 

a. . . . dat Jan de kinderen bet boek gaf 
that J the children the book gave 

'that Jan gave the children the book.' 

b. ?? ... dat Jan het boek de kinderen gaf 
that J the book the children gave 

c .  T.. .at de kinderen Jan het boekgaf 
that the children J the book gave 

d. * ... dat de kinderen net bmk Jan gaf 
that the children the book 9 gave 

e.  * ... dat het boek Jan de kinderen gaf 
that the book J the children gave 

f .  * ... dat het boek de kindemn Jan gaf 
that the book the children 9 gave 

(Dutch, Zwart 1993:303) 

41 See Haegeman 1992 for a dissussion of these facts with data from West Flemish. 
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Though the expanded possibilities of focus scrambling again make the paradigm in 

German harder to observe, Winnie kchner  (personal communication) observes that the 

leapfrogging and stacking hypotheses may differ in their predictions regarding VIP- 

fronting. The examples in (76) show that a participle and direct object, or participle and 

both objects, may shift to the preverbal topic pssition in German: 

a. Ein Buch gegeben hat er der Maria. 
[vp a book given ] has he the M. 

'Given (her) a book is what he has done to Maria.' 

b. Der Maria ein Buch gegeben hat er noch nicht. 
[vp the M. a book given ] has he still not 

'Given a book to Maria, is what he has still not done.' 
(Geman, Winnie Lecher, pc) 

On the leapfrogging structure, one might predict that the direct object could shift to 

the lower Spec,Agr-P and then the VP containing just the indirect object and participle 

could front, as schematized in (77a). However, this is ungrammatical ((77b)).4* 

(77) VP-fronting " 10 - participle 

a .  [ ~ p  [vp 10. participle ] aux ... [A* Direct Object [vp t r ~ c e  ]]I 

u 

b. * Der Maria gegeben hat er ein Buch. 
[vp the M. given ] has he a book 

(Given to Maria, is what he has done (to) a book.) 
(German, Winnie hchner,  pe) 

42 Similar considerations obtain for unaccusative constructions which take a dative object: 
(i) Ein Fehler unterlaufen ist ihm noch nie. 

a mistake happen is to.him never 
'Mistakes never happen to him.' - 'He never makes mistakes.' 

(ii) * Dem Peter unetrlaufen ist ein Fehler noch nie. 
the.DAT P. happen is a mistake never 
(Peter never makes mistakes.) 

(German, Winnie Lechncr, PC) 
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If one assumes the leapfroggi~!~ structure (1) with indirect and direct objec's as 

specifier and complement of a single VP, then one cannot appeal to the Proper Binding 

Condition to explain the mgr;immaticality of (77). That is, it c m o t  be claimed that ("1) is 

ungrammatical since the fronted constituent (the full VP) contains an unbound trace of the 

direct object. Appeal to the Proper Binding Condition in this way would also incorrectly 

rule out (76a). The analysis sf (76a) assuming the leapfrogging structure (1) must 

involve raising of the indirect object out of the VP and subsequen~t fronting of the VP 

containing a trace sf the indirect object. The sentence is i;rammatical. Similar 

considerations obtain with the subject trace under the VP-internal subject hypothesis. The 

fronted constituents on leapfrogging story will contain traces of higher arguments. The 

Proper Binding Condition cannot be appealed to a d  the ungrarnmaticality of (7'7) is 

unexplained. The potential problems though do not arise under the stacking structure. 

Assume that any VP (or Agr-P) may front. The ungrammatical cases involve fronting of 

non-constituents at all stages of the derivation. However, there are many variables to 

control for in examining the relevant German structures and it would be premature to draw 

strong conclusions from them in the absence of a general analysis of QP-fronting. 

Therefore, we turn now to Icelandic, and consider in much greater detail the 

evidence for two indirect object positions, and the interactions of these positions with 

subject and direct object positions. 

2.4.1 The higher IQ Position bs lower than the lowat subject position 

Just as a direct objects may shift across a YP-adverb, an indirect object may also 

precede a VP-adjoined adverb such as sententid negation: 



E~ l b a  Mariu ekki bakur. 
H lend Maria not books. 
'I do not lend Maria books.' 
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(I[celmdic, =(5 la)) 

In fact, an unstressed indirect object pronoun is strongly dispreferred in the post- 

adverbial position, just as an unstressed direct object pronoun is in simple transitive 

sentences, indicating that it is indeed object shift we m dealing with here.43 

479) 
Petur syndi kenni oft bbkina. 
P. gives her often the.book 
'Petur often gives her the book.' 

* Petur syndi oft henni b6kina. (henni unstressed) 
P. gives often her thehook 

(Icelandic, Holmberg 1986 cited in William, 1994) 

Ditransitive constructions may also Rave an expletive subject, P G ~  in which case, 

the indefinite subject "associate" NP is in the lower position: 

(80) 
a. paa ghfu einhverjir stddentar Mariu bakur. 

there gave some students Maria books 
'Some students gave Maria books.' 

b . patl lhnaai iitlendingar Mariri bessa b6k. 
there lent foreigner Maria this book 
'A foreigner lent Maria this book.' 

43 I.e., the gramnlaticality of (78) alone does not tell us that the indirect object may shift, since we know 
independently that the adverb may adjoin to fhe lower VP projection (51)' above. However, the fact h a t  a 
definite indirect object NP may occur apparently freely on either side of an adverb, though a weak pronoun 
is ungrammatical following the adverb, mirrors cxxtly thc canonical object shift paradigm in Icelandic. 
From this, we donclude that indirect objects may, and if tiley are weak pronouns mmt, shift. Contrast (74) 
with the following, both accephtie: 

0) Petur syndi Marlu oft bdkirra. 
(ii) Petur syndi oft Mrt-fu Mkina. 

I.. gives M, often M h-k.the 
'Petur often gives Marla the book.' 

(Icelandic, Holmberg 1986 in VJillims 1994:) 
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Combining the two observations, indefinite subjects in (di)-transitive expletive 

constructions, which were shown above to be in the lower of two subject positions, cannot 

follow indirect objects, even when the indirect object is to the left of a VP-adjoined adverb, 

indicating that the indirect object is in the shifted, i.e. higher indirect object psition:4" 

(8 1) * pa6 l6naBi Mariu titlendingar hssa  b6k. 
there lent Maria foreigner this book 
'A foreigner lent Maria this book.' 

(Icelandic,) 

While indirect objects, like direct objects, can shift across a sentential adverb, they 

may never precede the subject NP, even if the subject is in the lower subject position. On 

this side at least, the subject and indirect object appear stacked, not leapfrogged. 

2.4.2 The Bower I 0  Position is higher than the Itrighe?: DO position 

We have just seen that the higher indirect object position is not high enough to 

warrant crossing the subject trace. Now, what of the interaction of indirect and direct 

objects? Holmberg 1986, Vikner 1991, Bures 1992 and Collins & ThrBinsson 9993 note 

that the direct object may, under normal conditions, shift across an adjoined adverb, 

whence example (5 1) above: 

(82)a. gg l8na Mariu ekki bw;:kusnar/Poaekup 
I lend M ta not the books/books 
"I do not lei. Maria the bookdIx)oks." 

44 As with the cases of shift of direct objects in simple transitive constructions, subjects containing 
quantifiers may sometimes appear in unexpected places: 

(0  ?? Pal) lanai3 Marlu einhver bssa b6k. 
there lent Maria someonc this book 
'Someone lent Maria this book,' 

(Icelandic) 
Again, I subsume this under the more general problem that cersain quantified NPs appear to violate 

many of the contaaints on surface positions throughout Scandinavian noted above. I have no account of 
these facts, other than to suggest that scope-changing operations involving quantifiers may occur overtly in 
Icelandic and other Scandinavian languages. 
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b.  ? ep l h a  M d u  baekum ekki 
I lend Maria the books not 

detobj [vp trace ] 
"I do not lend Maria the books." 

Likewise, the grarnmaticality of (83), shows that the indefinite object, if it is not a 

pronoun, need not shift overtly (c.f. (74)). 

(83) Yetur syndi oft MarCu b6kina. 
P, gave often Maria the.book 
'Petur often gave Maria the book.' 

The indirect object may be in its lower position (83), and the direct object may be in 

its higher position (82b). Pulling these together, we should by now be unsulgrised to find 

that the direct object, even the shifted direct object, cannot precede the indirect object.45 

(84)a. * 6g liina baekurnar ekki Mariu. 
I lend the.bsoks not Maria 

('I don't lend the books to Mary.) 

b. kg liina Mariu ekki b~kurnar.  
I lend Maria not the.books 
'I don't lend Maria the books.' 

(Collins & Thrfinsson 1493: 153) 

(85)a. * eg skilabi b6kinni ekki manninum. 
I returned thehook not the.man 
('I didn't return the book to the man.') 

b. Eg skilaoi manninlnm ekki b6kinni. 
I returned the.man not thehook 

'I returned the book to the man.' 
(Collins & Thrriinsson 1993: 154) 

45 With certain verbs, including Lana 'lend', a process of "inversion" allows the order direct object > 
indirect object. While unexplained, this process interacts with the object movements we are discussing, but 
i t  is not itself the result of crossing movements to these positions, as Collins d ThrBinsson lW3:150ff 
have amply demonstrated. The judgements rep ted in (84) are skewed by this process if the indirect object 
in  (84a) is stressed - part of the process of inversion. The judgement in (84a) holds for ''flat'' intonation, or 
for stress on the dirct  object: 

(i) * fig ldna B R K W m  ekki Mariu. 
I lend the.books not Mary 

(Collins & Thrt6insson 1993: 153) 
The question does not arise for skila 'return', which does not allow inversion (though note that it 

is a quirky case assigning verb - both objects are. dative). 
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Holmberg 1986, Vikner 1992, Bures 1992, and Collins & Thriiinsson 1993 all 

conclude from these and similar examples hat some mechanism fmcs  the iadirect object to 

raise overtly if the direct object raises. Collins & ThrAinsson 1993 appeal to constraints r..- 

the featural make-up of the two Agr phrases relative to one another. Thus, if the lower 

object Agr, i.e. Agr-DO, is of the type which requhs objects to shift, then the higher 

object Agr, Agr-10, must be as well. This rather ad h c  requirement will sewe to force the 

data in (84) and (85). If the direct object raises, then the indirect must raise too. 

There is a serious flaw to this line of reasoning. The data above have all involve 

definite NP indirect objects. Definite NPs in Icelandic shift, and hence the account which 

says that indirect objects must shift if the direct object does runs into no serious problem 

when the indirect object is definite. However, indefinite W s  do not shift in Icelandic. 

Nevertheless, the data given to support shift of the direct object (5 1) can be replicated when 

the indirect object is indefinite. There is, importantly, no contrast in acceptability between 

(86b) and (5 1 b). 

(86) 
a. E~ gaf einhverjum sttident ekki MBtlnaa. 

I gave some student not the.book 
'1 didn't give some student the beok.' 

b. ? kg gaf einhverjum s t d d ~ . ~  b b b a  ekki. 
I gavc some student the.book not 

ditto 
(Icelandic) 

On the leapfrogging account, (51b) 1j1as supposed to show that the indirect object 

must shift if the direct object does, and an appeal muld be made to likeness of ths object 

Agr heads. It would follow by parity of reasoning that (86b) also involves shift of the 

indirect object. This would be a curious result, since object shift is independently h o ~ v n  

to be closely linked to definiteness I specificity I presupposition as disc~ssed above and 
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below. Indefinite NPs like einhverjum strident in (86) are generally not shiftable 

elements. 

The leapfrogging account is forced then to assurne that indefinite ~bJect§ may shift, 

and in fact must if the direct object shifts, even if the indirect object is ;an element which 

normally cannot shift, such as an indefinite NP.46 The staking hypothesis is not forced to 

this awkwiird assumption to account for shift of a direct object to a position lower than the 

lower indirect object position: 

(137) 

fig P v  einhverjum stddent b6kina ekki 

On the stacking view, we maintain the descriptive observation that only 

Sefinitelspecific NPs may undergo shift in Icelandic.47 In ($fib) the indefinite NP 

46 To be fair, a mechanism they could invoke, given their structures, is that suggested by Jonas & 
Bobaljik 1993, which forces subjects to raise overtly out of' the VP, at least ta Spec,%P. Thus, Jonas $r. 
Bobaljik have three positions for the subject, the higher and intermediate both being VP external and 
s~bjects never surfacing in  the lowest. Likewise, Collins & ThrAinsson have 3 positions for indirect 
objects, again two of them higher than the shifted position of the direct object. So, they sidestep the 
problems raised here - with the introduction of extra positions which are not clearly motivated. Of course, 
xith enough extra positions and extra mechanisms, one can force an account of any word order, as Kayne 
1994 demonstrates admirably, but it is not clear wbat the predictive power, if al?y, of such devices would 
be. 
47 The trigger for object shift really seems to be not definiteness but rather the contrast between new and 
old information (i.e. to the dis,~urse), see the discussion of (14) and subsequent examples, above. Runner 
1994 claims that this contrast is exactly what "specificity" is. If Pesetsky 1987 is correct in his 
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einhverjum stddent 'some student' is in its lower, i.e., base position, like a well-behaved 

indefinite NP. 

characterization of the varying behaviour of various wh-elements as being dependent on the feature 
[f discourse-linked] (see Chapter VI, below), then we have independent motivation for the distinction along 
these lines, and furthermore for the claim that this distinction is visible to (kc. relevant for) syntactic 
computational mechanism (though see Tsai 1994 for arguments that this distinction is either too weak, or 
is one of many features which play a role in the syntax, beyond what is standardly assumed). 

Diesing 1994,1095 argues that movement follows from two considerations. In the case of quantified 
objects, she suggests that movement is necessary to resolve a type mismatch; quantified objects of type 
<<e,t>,t> must move out of the VP since they cannot combine with the verb (type e , t > )  in the verb 
phrase (though I admit I do not understand exactly how this is a type mismatch). The sw ond condition, she 
argues, involves scope. She proposes that NPs such as the bare plural Lieder 'songs' ;n (i) and (ii) moves 
or does nnot according to its relative scope with respect to the adverb immer 'always': 
(9 ... weil Elly immer Eicder singt. 

since E. always songs sings 
'...since Elly always sings songs.' 

ALWAYSt [time(t)l song (x) & sing (E1ly.x). i.e. ALWAYS >> (song) 

(ii) ... weil Elly Lieder imnter singt. 
since E .  songs always sings 

'...since, (generally) if it's a song, Elly will sing it.' 

ALWAYS, [soug(#)] sing (Elly,~) 
(German, Diesing 19956) 

While this may work for the interaction of plilrals with scope taking li.e. quantificational) adverbs, 
we have seen above that objects may shift with respect to nonquantificational adverbs, such as sorgftiltig 
'carefully' as in (69) above, repeated here as (iii) and (iv): 

(iii) ... weil Kinder sorgfaltig ~ p f e l  essen. 
since children carefully apples eat 

Existential - '... since some children are eating some apples carefully' 
or '... since children eat some (kinds of) apples c~cfully '  

also Generic: - I... since children (generally) eat apples carefully.' 

(iv) ... weil Kinder fpfej sorgfiiltig essen. 
since children apples carefully eat 

Generic - '... since children (generally) eat applcs carefully.' 
* Existential 

(German, 4 9  above) 
Here, there is no issue of scope with respect to the adverb, yet tlzew is movement in any event. In this 

context, see Fox 1895n,b who argues specifically that scope-affecting operations are permitted only if they 
are non-vacuous. By this consideration, the movement in (iv) should be illicit. Finally, the movement 
cannot be simply to "escape" being bound under exiskntial closure which is taken to apply at the VP level 
(after Heim 1982). This is clear since the generic reading is generally possible for NPs in the lower 
position (both subjects and objects), rather the effect of movement ;;: only one-way: the existential 
interpretation is blocked from the higher position. 

With no specific insight into how to implement the observation, we conclude that the m e  factor 
derern~ining object shift is new versus old information (Zwan 1993), Pesetsky's 1987 "D-linking", 
Runner's 1994 "specificity". This seems to come nearest to accounting for the data, and is independently 
motivzted as a syntactisally relevant feature affecting movement operations (Pesetsky 1987.) 
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2.4.3 Swedish 

The fact that the leapfrogging analysis will force elements to shift which ordniariiy 

do not can apparently be made from Swedish as we11.48 Recall that in Swedish, ~ n l y  

pronouns may undergo object shift (88a); full NPs never do (88b). Further, stressed 

pronouns behave like NPs; cmly unstressed pronouns may shift, and these must shift if the 

verb has raised. Example (88c), with the pronoun post-verbal is acseptible only with stress 

or emphasis on the pronoun, indicated by ALE CAPS. 

(88) 
a. * Man shg Sara inte. 

he saw S. not 
(He didn't see Sara.) 

b.  Han sfig iine * henne / d HENNE. 
he saw nct her I her-stressed 
(He didn't see her.) 

cf. d Han sig henne inte. 
he saw her not 
'He didn't see her.' 

(Swedish) 

Now, in this light, consider the f01lowing:~g 

48 1 thank Marlyse Baptista-Morey for bringing Holmberg's data in the following section to my attention. 
49 There is some speaker variation in these constructions and in the parallel examples in Norwegian 
(Anders Holmberg, personnal communication). Vikner 1991 :307 marks Danish examples parallel to (89b) 
as ungrammatical. The judgements here are Holmberg's and shared by some, though not all of my 
informants. Holmberg also notes that these examples are fine for some speakers. Some speakers find the 
(b) examples in (89) and (90) to be as unacceptable as (8th). The discussion, then, is based on the 
judgements of those who accept (89b) and (90b). For speakers who find these ungrammatical, we note the 
difference in possible attachment sites of adverbs, and look for other facts which may correlate with and 
therefore substantiate this difference. 

Anders Holmberg (personal communication) notes that these examples are significantZy worse with 
indefinite indirect objects, a surprising fact given the account assumed in the text: 

(9  4 Han gav en flicka inte boken. 
he gave a girl not bookthe 

(He didn't give a girl the book). 

(ii) * Jag visar en flicka g h a  min skrivare. 
I show a girl gladly my printer 

(I gladly show a girl my printer.) 

(Swedish) 

(Swedish) 
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(89) 
a. Jag visar g h a  bagmen min skrivare. 

I show gladly thechildren my printer 
'I gladly show the children my printer.' 

b. ? Jag visar barnen g h a  min skrivare. 
I show the.children gladly my printer 
>same< 

(Swedish) 

(90) 
a. Him gav inte Sara boken. 

he gave not S. tle.book 
'He didil't give Sara the book.' 

b. ? Han gav Sara inte boken. 
he gave S. not thehook 
>same< 

(Swedish, Holmberg 1990) 

The (b) examples are, for Holmberg, somewhat marked, just as (5 1b) was slightly 

marked in Icelandic. However, the adverb following both objects is definitely 

ungrammatical. 

(91) 
* Han gav Sara boken inte. 

he gave S. the.book not 
<He didn't give Sara the book.) 

(Swedish) 

On the leapfrogging hypothesis, the (b) sentences in (89) and (90) entail an even 

more surprising version of the conclusion forced by the Icelandic facts in (86). That is, it 

must once again be claimed that things which do not habitually undergo object shift are 

permitted to undergo such shift if they are indirect objects. In Icelandic, the leapfrogging 

hypothesis forced the conclusion that indefinite NPs, which generally may not shift, must 

do so if the direct object has shifted. In Swedish, leapfrogging forces an even more 

unintuitive postulation, namely that indirect object full NPs may shift, even though full 

1 might he able to conbince myself to believe there is a similar contrast in English, in as much as the 
Indirect object is not contrastively stressed in the following pair, though I am neither convinced af the 
validity of the judgement nor able to think of a convir~cing account of either the Swedish or the English: 
(iii) He didn't give Sarah this book. 
(iv) ? He didn't give a girl this book. 
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NPs in Swedish are otherwise prohibited from shifting. Moreover, while it was possible 

to claim in Icelandic that the unnatural instances of object shift were in some way forced by 

the shift of the dire , cabjnct, the otherwise ungrammatical shift of full W s  in the Swedish 

examples is apparently optional; it is not forced by shift of the direct object since such shift 

is independently blocked. 

On the stacking hypothesis, no such stipulative exceptions to otherwise well- 

motivated generalizations are required. The adverbs inte 'not* and garna 'gladly' in (89b) 

and (90b) are assumed to be adjoined to the lower VP projection, beneath the base, 

unshifted position of the indirect object, but higher than the position of the unshifted NP 

direct object.50 This adjunction site, as we have seen, is motivated on either story in any 

event by the pcsition of the adverb in (51), as noted by Cel!i?s flr Thr&nsssii i993.51 

We find, yet again, that the leapfrogging account initially makes the wrong 

predictions. Furthermore, in the set of examples considered in this subsection, concerning 

the interaction of indirect object positions with direct objects and adverbs, not only does the 

stacking hypothesis make the correct predictions on no extra assumptions, but the 

The key test would be the interaction of pronouns and adverbs in this position. The prediction would 
be that, as in Icelandic, an unshifted NP indirect object should be able to precede an unstressed pronoun, 
which in turn precedes the adverb: 

(i) ( *) Hun gav Sara dct inte. 
he gave S ir not  

(Swedish) 
The sentence in (i), though, is not acceptable for an independent reason. Just as in English, en NP 

indirect object followed by a pronoun direct object is s~mehow quite awkward, and the alternative structure, 
with a PY goal argument is much prefer4 even without negation. 

(ii) (*) Han gav Sxafcn man det. preferred: (iii) Han gav det till en man. 
he gave S. /a man it he gave it to a man. 

('He gave Sarafa mansit.') 'He gave it to a man.' 
(notes Sf28.3.95: 1-2) 

The same contrast obtains in English: 

(iv) (*) He gave Sarafa man it. 4 He gave it to Sapafa man. 
5 1  Note that both in Icelandic and apparently in Swedish, adjunction of the sententid adverb to this lowest 
VP appears to trigger some markedness for the sentence in question. 
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assumptions which must be made on the'leapfrogging hypothesis are highly suspect - the 

leapfrogging hypothesis must posit shift of indirect objects when they are elements which 

otherwise may not undergo shit;. Moreover, for the Swedish cases at least, this shift 

cannot even be suggested to have been forced by some interaction between indirect and 

direct object Agr heads, since whether or not the direct object shifts is irrelevant in these 

examples. 

3 Conclusion 

In the first part of this Chapter (9 I ) ,  I examined in carefill detail the arguments in 

favour of leapfrogging structures in the current literature. 

The first argument was that the leapfrogging architecture, combined with the correct 

characterization of the principle of Shortest Move including the "equidistance" clause, 

provided an elegant account of what has come to be known as Holmberg's generalization. 

The flaw in the argument is that Holmberg's generalization is not as general as the 

proponents of this analysis must claim. While it is a valid description of the Scandinavian 

(SVO) Germanic languages (and vacuously of English), the generalisation is not valid of 

the SOV Germanic languages (eg, Afrikaalis, Dutch, German), nor is it valid of Modern 

Irish, another language with relatively clear evidence of object shift, at least in nsn-finite 

clauses. The theoretical argument in favour of leapfrogging structures evaporated. 

The second argument was also apparently straightforward. We saw that subject- 

oriented floating quantifiers may occur to the right of a shifted object in Icelandic. It 

follows from the premise that floating qumtifers mark the positions of subject traces that 

there is a subject trace beneath the position of shifted objects, i.e., that the leapfrogging 

architecture is correct. This argument was shown to be flawed as well, making the wrong 

predictions concerning the distribution of floating quantifiers in double-object 



Bobaljik Chprer 111 - Leapfrogging v. Stacking 

constructions. Moreover, in the next chapter I will point out that the crucial premise, i.e., 

that floating quantifiers miark the positions of subject traces, is itself untenable for a range 

cif reasons. An alternative account, under which floating quantifiers are adjoined to 

projections of predicates, is at the very least plausible, if not superior. While this 

alternative view does a better job of accounting for the data, it not entail that there is a 

subject trace beneath the shifted object in accounting for the relevant structures. The 

second argument in favour of ieapfrogging also vanishes. 

In the second part of the chapter (52), I turned to possible evidence for the stacking 

hypothesis. Again, there was very little direct evidence in favour of the hypothesis. In 

sections 2.1-2.3 1 considered a number of arguments which showed that, accepting the 

evidence for two distinct positions for each of subject and object, we nonetheless find that 

the lower positions of the subject are higher than the higher positions of the object, as 

predicted by stacking. For the leapfrogging theory, this requires the postulatio~~ of 

additional positions and additional machinery, which have little if any independent 

motivation. Section 2.4 extended these observations to indirect object positions in double 

object constructions. In this section, it was shown that the leapfrogging hypothesis 

actually makes the wrong predictions in double-object constructions involving aclverbs 

adjoined to the lower VP projection. The additional assumptions required to avoid the 

problem created by the data presented there are quite surprising, and not obviously 

plausible. 

As always, it is possible to maintain virtually any analysis with extra assumptions. 

However, in the present case, Occam's Razor is applicable. The stacking and leapfrogging 

hypotheses can be made to account for the same range of empirical abservations. 

However, the stacking hypothesis does so on a proper subset of the assumptions required 

by the leapfrogging hypothesis. That is, both hypotheses posit base and derived positions 
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for subjects and objects in part in order to account for the range of phenomena falling under 

the rubric of object shift in the Germanic and Celtic languages. Further, adopting split 

VPs, both acco~..;ts must accept that certain adverbs, especially those which serve as 

diagnostic tools for object shift phenomena, must be allowed to adjoin to VP projections 

other than the highest VP (i.e. the projection containing the subject trace). For the stacking 

hypothesis, this is all that need be said to explain all the data in the present paper. For the 

leapfrogging hypothesis, the following extra assumptions are needed: 

(92) Extra assumptions for leapfrogging 

(i) subjects and indirect objects have three positions ea.ch, not two, of 

which the middle position is Diesing's lower position. 

(ii) subjects and indirect objects can never surface in their base positions. 

i.e. there will never be direct evidence for (i) 

(iii) indirect objects mzy/must shift in Icelandic even if they are indefinite 

even though indefintie NPs normally can't shift. 

(iv) indirect object NPs shift optionally in Swedish, even though shift in 

Swedish is otherwise never optional and NPs can normally never shift. 

Stacking requires no assumptions which leapfrogging does not, but leapfrogging 

requires a number of assumptions not required by stacking, and not independently 

mctivated. There is thus, to my knowledge, no reason at all to maintain the leapfrogging 

view of clausal architecture. 



Cha~ter  four 

Floating quantifiers are adverbs 

n this chapter.,] I sketch the rough shape of an alternative to the view advocated by 

Sportiche 1988 and others that floating quantifiers mark the positions s f  DP traces. H 

have in mind the proposal that has surfaced in various form in the literature, namely that 

floating quantifiers behave essentially like adverbs adjoined to certain m a M  projections. 

I argue that the floating quantifiers are adverb-like, occurring in standard adverb positions 

adjoined to the left edge of certain XPs (or perhaps X'), in particular predicates. In terms 

of construal, I suggest - adaptirig a proposal of Dowty & B r d i e  1984 - that floating 

This chapter owes a great deal to Kai von Fintel, Danny Fox, Heidi Harley and Uli Sauerland for 
discussions of floating quantifiers md their semantics, and from written comments on earlier versions. 
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quantifiers like all do not directly modify an DP, but rather modify the predicate in a 

predictable manner with respect to some DP. Restricting the range of elements which may 

modify the predicate, I will suggest the following: 

( I )  Quantifier-Floating Construal (QFC) 

Adverbial all adjoined to a predicate causes that predicate to 
be maximaE with respect to a group (or mass) argument of 
that predicate which is in an A-position and which 
c-commands the adverb. 

Below, I will make clzar what I mean by "maximal", and will refine the notions of 

argument and predicate. H wili henceforth refer to my proposal as the "adverb" view, and 

to the family of proposals related to Sportiche 1988 as the "trace" view of floating 

quantifiers. 

In the previous chapter (ch. In,  5 1.1. l), I showed that floating quantifiers are 

licensed only by A-movement - drawing on and extending observations of IXprez 1989. H 

will not repeat the arguments in this chapter, though they will come up again in $4. This 

observation is not directly relevant to distinguishing the two theoxies of floating quantifiers, 

and so I will focus instead here on the range of configurations in which the two theories 

make different predictions. As should be obvious, if specifiers a .  to the left of their heads 

and at the top of their projections, then the trace view and adverb view will make the same 

predictions about the linear distribution of floating quantifiers relative to other elements in 

most cases, ~rt least as far as subject-oriented floating quantifiers are concerned. The cases 

where the two theories do diverge fall into two classes. On the one hand arc those 

positions in which a DP trace is motivated by independent considerations, brat where there 

is no predicate projection to whish the quantifier could plausibly adjoin; in such cases, we 

will see that floating quantifiers are not permitted. The other class of differing predictions 

are those cases in which - although there is clearly the projection of a predicate - ahere is no 
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reason to posit a DP trace. I will consider relaxing the trace view enough to allow PRO to 

se,rve as an appropriate host for the quantifier, but will show that even this revision is not 

sufficient to account for dl the relevant data. 

The conceptual (and as far as I know, the only) argument in favour of the trace 

view of floating quantifiers, i.e. as opposed to the adverbial view, has the following fonn: 

(2) The conceptual argument for the trace view. 

i. We have independent reasons to posit VP-internal traces of DP arguments. 
ii. We know independently that all can occur as a part of a DP: 

e.g.: [ ~ p  all the students]. 

Given these two observations, it is supposedly superf9uous not only to posit that all 

can occur in positions other than tlmose of traces (such as P have claimed), but also to 

introduce interpretive rules such as (14) into the grammar, in addition to those necessary to 

interpret all as a part of the DP which it modifies. 

What I hope to show here are the following: 

(3) 
i .  All cannot occur in positions where there is no left edge of a 

predicate XP, but in which we have independent reason to posit an DP trace 

(92.11, 
. . 
11. All  can and does occur in positions oeher than those in which we posit 

subject traces (though these positions are all left edges s f  maximal 

projections of predicates) ($82.2-2.4), 
... 
111. Floated all can be associated with DPs with which it cannot have formed a 

single constituent at any level of representation (82.5), 

iv. Floating quantifiers like all behave like adverbs in terms of precedence 

relations (93.1) and weak-island inducing properties ($3.2), 
v .  Independently of the distribution of all we need interpretive rules of the 

form in (24) for subject-oriented adverbs with meanings similar to ~ l l  

($3.3). 
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To the extent that I can demonstrate these points, we have strong evidence that the 

adverbial view is conwt. 

I. On all and similar things. 

Until the mid-809s, there were two principal competing views of floating 

quantifiers, i.e. "Q-float9'. One view holds that "floating" quantifiers are base-generated, 

like adverbs, in VP- (also XP-, X'-, etc ...) adjoined positions and associated with some 

DP through an interpretive rule. This view was promoted by, for example, Klein 11974, 

Williams 1981? and Dowty & Brodie 1984 . The second view (exemplified by Postal 

1974., Kayne 1975, Fiengo & Lasnik 1976, Mding 1975, Baltin 11978, 1982, and others) 

has the quaiatifiers "fioating" away from some DP; that is, the quantifier is base-generated 

as a part of the DP with which it is construed, and then moves to a position adjained to 

some phrase. With the advent of the VF-internal subject hypothesis in the mid-198Os, a 

new family of analyses was made possible, more or less a variation of the second proposal. 

Sportiche 1988 suggested hat  a floating quantifier is base-generated as as part of a DF, but 

rather than the quantifier floating away from its BB host, it is the DP itself that moves, 

stranding the quantifier. This last view makes a very strong claim a b u t  the distribution of 

floating quantifiers: they may occur only in positions through which the. DP they are 

construed with has passed in the course of its wovemefit. h what follows, 1 will 

abbreviate the mouthful "the DP which the floating quantifier is construed with" as simply 

"the antecedent" or "the antecedent DP". (This label is intended solely for convenience, and 

is not necessarily intended to have theoretical implications.) Respite their differences, all 

three approaches regard the possible surface positions of reli in (4) as denoting the left 

periphery sf some W projection: 
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(4) All in the lefr edge of some VP: 

The children will (all) [vp have been stacking their VPs by the time they are three]. 
The children will have (all) [vp k e n  stacking their VPs by the time they are three]. 
The children will have k e n  (all) [vp stacking their VPs by the time they a e  three]. 

In this chapter, I will attempt to show that the first s f  thes'e views is comct; 

specifically, that floating quantifiers behave as adverbs; that they occur in positions which 

cannot plausibly be associated with a trace; that they can occur in positions where no trace 

is plausible; and that they may take as an antecedent a DP with which they could not form a 

single constituent at any level of representation. In such cases, the quantifiers could not 

have floated away from the DP, nor could the DP have stranded the quantifier. The main 

point of the chapter, then, is to demonstrate that the floating quantifier-as-trace view is 

untenable. This chapter thus provides the missing argument in the previous chapter, 

reinforcing the claim that there is an abundant lack of evidence for the leapfrogging view of 

clause structure. 

Before proceeding, I will flesh out a rough semantics of ~ l l  so that we have a 

concrete proposal to base the following discussion on. For present purposes, it should 

suffice to modify somewhat Dowty's 1986 proposal from the family of adjunction 

analyses: 

( 5 )  Dowry's semantics of all 

"Hypothesis: the effect of all on a collective predicate is to fully distribute the 
predicate's sub-entailments to every member sf  the group argument: Instead of 
merely holding of some (proper) subset ~f those members, as required by the 
predicate itself, all requires that these subentailments hold of every member of the 
group." 

(Dowty 1986: 102) 

By "sub-entailments" here, Dowty does not anem that the predicate need be true of 

every member of the group argument, i.e. it does not entail distributlvity. Rather, the 
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notion seems to be simply a restatement of the mawimalizing effect of all, noted earlier by 

Dowty & Brodie 1984, and attributed by them to rules of conversational implicature. That 

all does not enforce distributivity is clearly seen by the compatibility of all floating or 

otherwise, with truly collective predicates, such as gather (which cannot be true of each of 

the individuals), or those involving an additional collective modifier such as together, 

incompatible with m e  distributive readings. 

(6) Distributivity versus maximality 

a. The students all gathered in the hall. 
# 'dx (student (x) -+ gathered in the hall (x)) 
i.e. cannot mean [gathered in the halU is true of each student individually 

b. * The students each gathered in the hall. 

c. The students built this house together. 
(collective reading only) 

As an illustration of this maximalizing effect, consider the difference in meaning 

between (7a) and (7b), or more saliently that in (8) (a) versus (b) (the former pair based on 

examples in Dowty 1986, the latter after Link): 

a. The reporters harangued the candidate. 
b. The reporters all harangued the candidate. 

a. The Romans built this bridge. 
b. The Romans all built this bridge. 

For Dowty (and for me), the (a) examples may be true in situations where the (b) 

sentences are false. Taking Dowty's examples (7), at press conferences it is very rare that 

every reporter present asks a question, but this rare situation is the only one in wbch (b) is 

true. That is, (7a) means roughly that there was haranguing of the candidate, and that this 

haranguing was done by (a subset sf  the group of) reporters. By contrast, the a11 in the (b) 

example has the effect of forcing a maximal reading for the predicate with respect to the 
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members of the group denoted by the subject. Every reporter in the cvntextually relevant 

group must harangue the candidate for (b) to be m e  - this even though the predicate itself 

is happy to allow the collective reading, as in (7a). 

Here in particular, we can see again the difference between maximalify and 

distributivbty. Thus, there is a subtle contrast between (7b), and (9a) with a truly 

distributive quantifier, each. This is brought out more sdently by adding a further adjunct 

which is clearly incompatible with a distributive reading such as together or in one voice. 

(9) Distributivity versus rnaximalify. 

a. The reporters each harangued the candidate. 

b. The reporters all harangued the candidate 

c . The reporters * each harangued the candidate 

From these examples, we see that floated all dws not, in fact, enforce distributivity 

sf the predicate, which we can see by its compatibility with collective adjuncts. In this 

sense, the relevant notion does indeed seem to be maximality and not distributivity. With 

floated all, the sentence (7b) is true if and only if it is m e  of every member of the group 

[the reporters], however, it need not be true of each one as a separate event, as it must be in 

the case of a distributive quantifier such as each. In (9a), the reading which is at least 

strongly preferred is one in which there was a separate event of haranguing of the candidate 

for each reporter. Floated all is not incompatible with a distributive reading ~f the 

predicate, as each is incompatible with a mon-distributive reading, but all does not force 

this reading.2 

Commenting on earlier drafts of' this chapter, Uli Sauerland and Danny Fox have (each) suggested to me 
(personal communication) that perhaps looking at all as adding a meaning to the predicate is perhaps not 
the way to best understand it. Perhaps, they suggest, it is rather the case that the function of all is to 
disallow the weakening of the predicate which is possible in (7a). For ahat example to tie hue, in natural 
usage, it need not be the case at all thnt Parangued the candidate] be true of' every member of the group [the 
reporters], but only of some subset, not even nw-essarily true of most. This is in some sense a weakening 
of the predicate, which the addition of all as in ("l) does not tolerate. For present purposes, I believe this 
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A final point, smdl, but important in t e r n  of completeness, is that floated all cm 

rnaximdize predicates not only with respect to group aiguments, but may also do so with 

respect to mass noun arguments, such as water and data, and arguments referring to 

spaces, such as sky, Luke Ontario. 

(10) Floating all can modify rmss nouns. 

a. The cat has spilled [all the water 1. 

b . The water might all have k e n  spilled. 
c. This data has all been invented by the author. 

d . The sky might all have clouded over. 
e. Lake Ontario might all have been polluted by the government. 

In such examples, the maximalizing effect of a11 is quite clex, while mass nouns 

are consistently incompatible with a true distributive operator, such as each. 

(1 1) Each incompatible with mass nouns and spaces. 

a. * The cat has spilled [each (of) the water.] 

b. * The water might each have been spilled. 
c. "his data has each been invented by the author. 

d. * The sky might euch have clouded over. 
e .  * Lake Qmtario might each have been polluted by the government. 

Returning to the group-denoting subjects, let us consider one of Dowty's more 

complex cases such as (12a) on the one hand versus (12b,c) on the other. 

can be considered an implementation of what it means to have a "maximalizing" effect on n predicate, a sort 
of strengthening. 

Note that "maxinaal" all must be distinguished from "completive" all, as in: 
0) This house is all mauve. 
(ii) My homework is all done. 
(iii) Hubert lives all alone. 

This latter all cannot float, and is consistent with singular subject DPs: 
(iv) * This house might all have been mauve. 

I will return to "completive" a11 in section 3, below. 
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(12) [Ill the last elections ...I 

a. The Canadians have voted for Chitien. 
b. The Canadians have all voted for Chretien. 
c. All the Canadians have voted for Cl~itien. 

Again I share Dowty's intuitions, and most of the speakers I corasulted agree, dong 

the following lises.3 The (a) example reports on the results of the 1993 election, in which 

Jean Chrktien was victorious. Radically oversimplifying Canadian electoral law, we 

assume that a candidate wins if more than fifty percent of votes cast are in favour of that 

candidate's party. Thus, reporting on the 1993 elections, (12a) is true, even though the 

predicate need only be true of fifty-one percent of the group denoted by the subject DPS4 

That is, while the predicate [voted for Chrktien] may be false of forty-nine percent of the 

group denoted by [ ~ p  the Canadians], the sentence is nonetheless true. This contrasts with 

(12b,c) which are true if and only if the predicate [voted for Chdtien] is true of every 

member of the group [the Canadians], i.e. a unanimous victory. We return to some further 

subtleties below. 

3 David Pesetsky (personal communication) disagrees with a number of the jubgments reported here, 
noting that for him, (12b) has the same truth conditions as (12a); that is, (12b) can be true, even if the 
predicate is not true of the group [the Canadians], contrasting only with (12c). For a speculation on why 
this may be the case, see note 24 below. For me, the judgments become extremely clear if one stresses ~ 1 1 :  

(i> The Canadians have ALL voted for Chrdtien. 

With destressed all and stress on the VP, I can almost get Pesetsky's reading: 

(ii) The Canadians have VOTED FOR c&TEN. 

In a colloquial register, in my idiolect or dialect of English, all seems to be possible as a sort of 
intensifier, as in hz's all upset to mean 'he's very upset'. To me, this seems quite consisterit with the 
suggestion of Fox and Sauerland which I have noted in the text. On such a view, the "maximnlizing" effect 
is rather a form of strengthening, reducing the predicate's tolerance to weakening in the manner of the 
sentences with reporters, above. Such weakening is rather a vague notion, and inter-idiolectal and inter- 
register variation is not unexpected. 

It should go without saying that we assume some form of restriction from discourse, so [the Canadiaas] 
in (5) is restricted to those Canadians who voted, just as [every student] in a sentence like Every studerit 
passed the exam obviously does not refer to every past, present and hypothetical student, but rather just 
those who took the exam in question, 
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Let us assume that the maximizing effect noted by Dowty and brodie 1984 Is on the 

right track in describing the semantic effect of adding all to a predicate, even though we are 

far from a formalization of it. For ease of exposition, let us summarize the above few 

paragraphs as: "all makes a predicate maximal with respect to a group or mass argument of 

that predicate." Presaging a part of the discussion below, I propose the following informal 

statement of the semantics of all. 

( 13) Quantifier-Floating Construal (QFC) - all 

Adverbial all adjoined to a predicate causes that predicate to 
be maximal distributive with respect to a group (or mass) 
argument of that predicate, if 

that argument is in an A-position 
and that argument c-commands all. 

Adapting Dowty & Brodie's 1984 formalism, I suggest (14) as an approximate 

formalization of the meaning of all, as characterized in (1):s 

(14) [[ all I1 = f : D<~,u  + D<e,t> 
for all a E De , g E Dee,*> 
[[ all I1 (8) (a) = gm, (a) 

conditions: a c-commands g 
a is in an argument position 

David Pesetsky has pointed out (personal communication) that the definitions of 

predicate and argument that I will need are essentially those which Weinhart & Reulmd 

1993 require for their analysis of reflexivity6 

Note that this formal semantic description differs slightly from the informal syntactic definition. In 
particular, in order to account far A-movement which strands a floated quantifier, as in Chapter IUI, we 
would need a theory of movement which takes a movement to involve lambda-abstraction such that, though 
an object (type <e>) would saturate a predicate such as the verb (type <e,b), A-movement of that object 
introduces an abstraction on the saturated predicate, in effect de-saturating it. Thus, the shifted object could 
count as (a) in (14). Such an approach is discussed in Meim & Kratzer (class notes 1984), for instance. 

See also Williams 1983, 1994:25ff notion of an argument complex, yet another insuntiation of the 
same notion. 



(15)  Predicates and arguments 

a. The syntactic predicate formed of a head P is P, all its 
arguments , and an external argument of P (subject). 

b.  The syntactic arguments of P are the projections assigned 
€)-roles or case by P. 

(Reinhart 82 Reuland 1993:678) 

What we need is a definition of predicate which will allow projections of 

auxiliaries, modals and raising verbs to be sort of extensions of the main gredicate,7 and 

hence serve as suitable adjunction sites for a floating quantifier, which can modify, for 

instance, the subject DP the linguists i r~ (16). 

( 16) Extended predicates: 

a. The linguists have [vlp all left.] 
b. The linguists may [vp all have left.] 
c. The linguists may [vp all seem to have left.] 

Admittedly, these are rather loose n~tions of argument and predicate. That such 

notions are independently required for Reinhart & ReuIand's analysis of reflexivity (and for 

Williams's theory of predication) suggests that there is a valid generalhidon to be found in 

this: a notion of relatedness to a predicate. Thus, [vp leave 1, [vp leit 1, [vp h v e  left 3 

and [vp seem to have ley? ] are all in some sense projections of the predicate P of which 

the subject rhe linguists is predicated. This contrasts with, for instance, [ does Sam 

respect ( x )  ] or [ my sister really respects ( x )  1, as in the A'-movement contrasts in (17):B 

A son of Grimshavian enended projection of the predicate (Grimshaw 1991). 
Sponiche 1988 does note, in gassing, the fact that wh-traces in English cannot be possible sites for 

floating quantifiers (p.444), but offers no explanation. In Chapter III above, we saw that ALmovement 
generally does not license floating quantifiers, bat that this is masked in French by the possibility of local 
leftwards movement of tous, an observation and argument due to Ddprer 1989. This is another important 
argument against the subject-trace view, though the A versus A'-distinction is not obviously relevant on 
the adjunction theory either. 
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(17) C ', IP are not predicates. 

a. Whch linguistsi [c* does Sam respect tracei. ] ? 
(wh-movement) 

b.  These linguistsi [rp my sister redly respects tmcej. ] 
(topicalkation) 

Intuitively, the VPs in (16) are pxdicated of the subject, while the constituents 

bracketed in (17) are not predicated of the initial constituent in the same way. The 

definitions of argument and predicate in (15)  are inknded to express this difference. 

At this point, I have spelled out my analysis. We turn now to the data which 3: 

believe support the view I am adopting. 

2. The Distribution of Floating Quantifiers 

In this section, I will consider a range of cases where the empirical predictions of the trace 

and adverbial views of floating quantifiers differ. I begin ($2.1) with a discussion of 

positions in which traces are well-motivated but which do not cornspond to the left edge sf 

any predicate, especially the postverbal positions in passives and unaccusatives. As 

Sportiche 1988 himself noted, the sharp ungrarnmaticality of floating quantifiers in these 

positions is a serious problem for the trace analysis. Sportiche offered a solution which 

has subsequently been challenged on a number of grounds, and H will not repeat the 

arguments here, though I will add a new set of observations which I think dso  show that 

Sportiche's analysis of passives and urnaccusatives cannot be maintained. I next ($2.2) 

turn to another set of constructions where the trace and adverbial analyses of floating 

quantifiers make different predictions. This time, H investigate positions where a trace is 

implausible, but which constitute the left edges sf predicates, independently well-motivated 

adjunction sites for adverbs. Here, as shown by Fiengo & L a s d  1976 and Maling 1976, 
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floating quantifiers are grammatical. A possibility in order to mainpain something like the 

trace view of floating quantifiers would be to extend this view in such a way that floating 

quantifiers may mark both DP traces and PRO. However, I will show that there are a 

number of significant problems with this view as well (852.3-2.4). The conclusion will be 

that the distributional evidence points strongly against the view that floating quantifiers 

mark the positions of traces (and PRO). Finally, a major appeal of the trace theory of 

floating quantifiers was that the quantifiers may appear as part of the DP as well as in their 

floating positions. From this, the simpler proposal was that they are the same element in 

either position but when floated are simply dissociated from the DP. LI section 2.5 I will 

give examples where a floating quantifier is possible, but where the quantifier could not be 

a part of the DP. 

2.1 DP trace, no6 lefi edge of predicate = *FQ 

The basis for the trace view is the assumption that all subjects are base-generated internal to 

the VP. There is a long-standing debate concerning the motivation for these tracese9 A 

substantially more firmly established set of VB-internal traces of surface subjects are those 

in the complement-of-V position in unaccusatives and passives, the positions exemplified 

in (18): 

(18) VP-internal traces of the subjecr DB: 

a. The magiciansi have arrived tracei. 
b.  The votesi have been counted tracei. 

See Williams 1994 for counter-arguments to the standardly assumed motivations for the VP-internal 
subject hypothesis, then see Harley 1995 for arguments against Williams's arguments against arguments 
for VP-internal subject hypothesis, and additional arguments in favour of a form of the VP-internal subject 
hypothesis. 
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Strikingly, floating quantifiers (at least in English) are systematically excluded from 

the positions of these traces. Such examples are remarkably ungrmaticd: lo  

( 19) *FQ in passive/unaccusative trace position. 

a. * The magicians have arrived all. 
b. * The votes have been counted dl. 

The trace analysis of floating quantifiers is of dubious merit here; the positions sf 

subject traces which have the strongest motivation are exactly hose in which the quantifiers 

cannot occur. Those hypothetical VP-internal subject positions which are less clcarirly 

motivated, e.g., the traces of external arguments, are the positions which may host a 

floating quantifier - but in every case these are coextensive with the left edges of 

predicates. 

Sportiche 1988 notes this problem and bites the bullet, opting for the stance that 

passives and unaccusatives do not involve raising from complement psition, at least not in 

English.11 Nonetheless, on the trace story there must be some traces of the subjects of 

passives, as the following examples i l l~s t r a t e :~~  

(20) A11 sorts of places for all in passives 

a. The magicians (all) should (all) have (all) arrived before the show begins. 
b. The votes (all) will (all) have (all) been counted by midnight. 

Miyagawa 1989 extends Sprtiche's analysis to apparently floated numeral classifiers in Japanese. 
These, as Miyagawa shows, can in fact mark the position of traces in passives and unaccusatives. I will 
tbus not discuss the numeral classifiers here. They are a different kettle of fish frsm the Germanic and 
Romance floated quanlifiers, and just how different remains to be seen. Koizumi 1993 uses the psition of 
these elements in Japans? :o argue for the clause structure which I argued for in the previous chapter. 

See below for discussion and criticism of Sprtiche's French passivc and unoccusativr: examples. 
l 2  It is worth noting in passing that current assun~ptions, in particular Chomsky's 1W3 principle of 
Greed, or Lasnik's 1995 Enlightened Self-Interest, would require tkat every auxiliary has same feature which 
must be check4 against the subject DP, otherwise, the subject should not be permitted to move shmlagh 
that porition. This was not a problem on assumptions current at the time of Sprtiche 1988, but is a 
potential problem now, in that it is not at ail apparent what independent motivation them could be for allis 
claim. 
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Spartiche's suggestion (p. 144) is that the derived subject in passives and 

unaccusatives originates not in the complement position (where objects are base-generated), 

nor in the subject (i.e. external argument) position (adjoined to YP), but rather in between 

the two positions, in the specifier of the VP. The full schematic smceure of a VB, then 

- though it should not show all arguments in any one VP - is as in (21): 

Subject 0 VP 

~ n a c  J P- 
"Subject" v Direct 

Object 

This proposal, however, also makes the wrong predictions about the positions in 

which f oating quantifiers may appear, at least in lEnglish.l3 This Is not superficially 

obvious though, and a brief aside is warranted in order to exclude a potentia!ly 

complicating factor. In particular, it would appear that there ase two adverbial elements al& 

in English. In addition to floated all,  with the maximaEiring effect we have been 

discussing, there is also what I will call "completive" all, with a meaning Pike kentirely', 

which is illustrated in the following: 

(22 )  Completive all. 

a. Sam will be a11 alone. 
b. Your dog is a11 wet. 
c .  The carpet has been all dusted. 

cf. The carpet has been entirely dusted. 

l 3  See Baltin 1995 for independent arguments against this analysis of passives and unamusatives, based on 
the theory of argument structure developed by Levin & Rappaport-Hovav 1995. 



The meaning of this all is clearly cornpletiv~: (compare the paraphrase in (22b)). 

More importiantly, unlike true floated all, it is compatible with singular, count noun 

subjects. Finally, this completive all aappm before the adjective or participle, but caulnot 

appear in the c7tRer well-attested positions of floating quantifiers:l4 

(23) Completive all can 't float. 

a. * Sam will all be done. 
b. * Your dog might all be wet. 
c. * The carpet has all been dusted. 

I will return to this completive all in section 2, below. For the moment, it suffices 

to n ~ t e  its existence, and to be avme of it in considering the following examples. 

Returning to Sportiche's VP in (21), in a simple passive, where be is inflected, 

floated (all can occur between the verb be and the passive participle: 

a. The carpets were a11 dusted. 
b. The children were all scolded. 
c. The dogs were all petted. 

l 4  Similar facts obtain in French, with more leftward f r d o m  of the rout meaning "comple!dy", as 
observed by Kaynz 197556, undoubtedly another instance of E-tous. There is a reasonably clear 
dependence on the meaning of the predicate hsre, but no incompatibility with singular subjects: 

0) La tarte a bute dtt! mangk par Ics enfmts. 
the pie has all been eaten by the children 
'The pie has been completely eaten by the children.' 

(ii) * La pike  a bute ttt5 vue par les enfants. 
the play has all been seen by the children 
(The play has k e n  completely seen by the children.) 

(French, b y n e  1975:56) 
This contrast is especially telling. The quantifier frrutc 'dl' in these oonstmctions is clearly adverbial 

in nature, with the meaning "completely". Its distribution is unlike that of floated quantifiers, showing a 
clear sensi!ivity to the lexical choice of verb stem, a choice which does not obtain with true, floated 
quantifier tous. Nonetheless, the quaritifier shows agreement with the DP subject, as can be wen by the 
fact that it is obligatorily feminine, a p i n g  with the feminine DP subjects in these examples. 
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However, in environments where be is not the inflected auxiliary (for instance, 

when it is embedded under a modal or auxiliruy have), floated all is quite marked (to my 

ear) between the verb be and a passive participle or predicate adjective, t~ the extent that we 

can rule out the "completive" reading just noted. That is, real floated all can occur more or 

less anywhere in a string of auxiliaries preceding be, and it may intervene between be and 

an active (-ing) participle, (25), but when all occurs between Be and the passive participle, 

it forces the completive reading just noted. Thus, sentences containing predicates which 

shun the completive reading, as can be seen by the markedness of (26a-bj with single 

subjects, seem awkward also with floated all between be and the participle (c-d). 

(25) Wherefloated all can be. 

a. The dogs (all) should (all) have (dl) been petted. 
b. The proletarians (all) would (all) have (all) beem (?all) working. 

(cf. Bdtin 1982:6) 

(26) Where floated all can ' t  be. 

a. # This dog has been all petted / scolded. 
b. #Thisdoghasbeen entirely petted / scolded. 

c. # The dogs have been all petted. 
d.  # The child~ra have been all scolded. 

This position is exactly the one which Sprtiche suggests is the base position of the 

derived subjects in (21), yet floated (i.e. "maximally distributive") all is significantly 

degraded in this position; only "completive*' all is permissible there, hence the markedness 

of the string with predicates that do not easily allow completive modificadon.15 

While this is also surprising on the adverbial analysis of floating quantifiers ( i s .  

why can an adverb not appear in this position), I believe it is not as problematic as it is for 

I s  Baltin i995 fails to distinguish between the two types of all in English, lumping them both together 
as floated quantifiers. Certainly, the all in (22) cannot be the same as floated all, and hence care must be 
taken in delineating the positions in which floated all may appear as tI~ese are a subset of the positions in 
which the word all may occur in English. I return to this below. 
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the trace theory. Thus, the data here leads to the conclusion that an adjective or passive 

participle is not a predicate in and of itself, but only in conjunction with the verb be. 

Adjunction of a floating quantifier to the XP headed by a passive participle is 

ungrammatical (25c-d), but adjunction to the complex [ be participle ] is acceptable (25a). 

The grammaticality of (24) in contrast to these sentences could then be taken as evidence 

for raising of auxiliary be to Infl from a lower (W ?) projection, a familiar proposal since 

Emonds 1970, though one for which concrete evidence has begun to dissolve as 

assumptions have changed since then. 

Returning to passives and unaccusatives, Sportiche 1988 offers the following to 

suggest that floating quantifiers may be licit in the passive/unaccusadve trace position in 

French: 

(27) 
a. Les enfants ont t vus ?tous /presque tous. 

the children have been seen all almost all 
'The children have (almost) all k e n  seen.' 

b, Les enfants sont Venus ?tous 1 presque tous. 
the children are came all almost all 
'The children have (almost) all araived.' 

(French, Sportiche 1988:437) 

Mere again there are problems. First, as Sportiche himself notes (p. 437), the 

uaaccusati~ve in (27b), with a post-verbal trace, dues not contrast with an unergative verb as 

in (28), with no pst-verbal trace: 

(28) 
Ees enfants ont domi ?tous / presque tous. 
the children have slept dI almost all 
"The children have (alrr~ost) all s!cpt.' 

(French, Sportiche 1889:437) 

More seriously, it is doubtful that these quantifiers miirk trace positions at all. As 

has been described at least since Kayne 1975, Jaeggli 1982 as well as in Sportiche 1988, 
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quantifiers may appear sentence-finally in French, unlike English. Thus, Bowers 

1993:625 objects to Spontiche's analysis since alongside (27)-(28) we find:16 

(29) 
a. Les enfants ont vu ce film ?toms / presque tous. 

the children have seen th is  movie all idmost a41 
'The children have (almost) all seen this movie.' 

b. Les enfants verront ce film ?tous / preque tous. 
the children willsee this movie all almost a l l  
'The children will (almost) dl see this movie.' 

(French, Sprtiche 1988: 427) 

Furthermore, the effect of heaviness on clause-final position is exactly that noted 

independently for adverbs generally, as noted by Jaeggli 1982:65: 

(30) 
a. 11 aime bien Marie. 

he likes well M. 
'He likes Marie a lot. ' 

b. * 11 h e  M ~ e  bien. 
he likes M well 
(Me likes Marie well) 

c. I1 aime Marie vraiment bien. 
he likes M. really well 
'Me likes Matie really well.' 

(French, Jaeggli 1982:65) 

While we cannot exclude entirely the possibility that the floating quantifiers are in 

the post-verbal trace positians in (2'7)' this seems implausible. The quantifiers show 

exactly the same sensitivity to heaviness as phrase-final quantifiers generally. 

Furthermore, the bare floating quantifier tom is not marked in the positions in the left edge 

s f  VP, though it is sentence finally. There should herefore be a contrast between dlose 

sentence-final environments which coincide with a trace (passive, unaccusative (27)), and 

l6 For both these examples, Sportiche initially givcs the sentences with tous sentence finally, and with no 
question mark. Immediately aftenvds in the text, he notes that "this is less natural for a bare Q t11m ... 
for example, presque tous 'almost all."' @. 427). The effect of heaviness on the ~cceptability s f  aentcnce- 
final quantifiers is made by Jaeggli 1982:64-65, hnd the connection noted b low in the text to adverbs is 
drawn. 
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those which do not (unergative, transitive (28),(29)). Agdn as Bowers 1993 points out, 

there is no such contrast. The unergative and unaccusative examples do not vary in 

acceptability. 

Further, if there is a PB following the predicted trace position, then we rule out the 

effects of the possibility of sentence-find (presque) tous '(almost) dl.' Thus, a sentence 

like (31) requires a pause between invite's 'invited' and tous 'all.' Recalling Mayne's 

earlier observation, tous here is only licit to the extent that it can be construed 

- semantically and prosodically - as a part of the following PIP. The sentence is 

ungrammatical with no pause before the quantifier, inndicatkg h a t  the quantifier is not in the 

postverbal trace position. 

(31) 
Les enfants ont tt6 invites * (,) tour par msn oncle. 
the children have been invited <pauser all by my uncle 
'The children have all been invited by my uncle.' 

(French) 

I will not pursue this any further here. We have in this data a very strong strike 

against the subject-trace hypothesis.17 Floating quantifiers are not permitted in positions 

which have very well-motivated traces of the subjects such as passives and unaccusatives. 

More concretely, passives and unaccusatives are one range of data where the trace 

adverbial proposals make different predictions. The post-verbd position in passive and 

l 7  One possibility (pointed out by David Pesetsky), which we must exclude, is that the examples in 
(4128) are excluded for some prosodic reason, for example, that floated all cannot occur in sen tencdph t -  
final position in English. This docs not go through, though, as examples like the following, with material 
following the trace in complement of V, show {with thanks to Danny Fox for help constructing the 
relevant cases): 
0) * The men were told w e  [ that John left.] [passive] 
(ii) * The teachers were given all pme this apple. 
(iii) * The books were put all &me on this table. 
(iv) * I thought [that the men h v e d  dl trace 1 until 1 found out differently. [unacc.] 
(v) * The magicians have ~~ all we [pp (each) in a different place.] 

cf. The magicians have all rrappeard (each) in a different place. 
' 

[the relevant reading being that the magicians reappear as a group in a different place h r n  where 
they s t a t ]  

This is in most cases obscured for the reasons discussed in the next section. 
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unaccusative constructions is a well-motivated site of a DB trace, but it is not an appropriate 

position for left-adjoined adverbs, including floated all. The predictions of tks: subject-trace 

analysis are wrong on all counts, while those of the predicate-adjoined analysis are clearly 

borne out. 

2.2 kfi edge of predicate9 no DP trace = 4 FQ 

Another potential problem with the trace view of floated all comes from data 

originally noted by Fiengo B Lasnik 1976 and Maling 1976.18 Mding in particular 

observed that floated all cannot occur in the right p i p h e y  of the W unless there is a PP 

or secondary predicate or the like following the VP. That is, all seems 80 be able to "float" 

to the left edge of constituents other than VP (Maling 1976:708), positions where a 

(subject) trace would not be posited. However, float is possible only to the left edge sf  

these constituents. 

This is another place where the two approaches to floating quantifiers differ. The 

trace analysis would predict that floating quantifiers are ungrammatical in positions with no 

traces, while the left-edge adverbial hypothesis would predict gramaticality if the 

positions with no traces correspond to the left edges of predicates. In these cases, floated 

all is licit. Consider the following: 

a. Larry, Darryl and Darryl came into the cd15 * dl. 
b. Larry, Danyl and Danyl came into the cafC 4 all [pu at the same time.] 
c .  Larry, Danyl and Darryl came into the caf6 4 ail [lp very tired.] 

SimiIar observations can be made from passives and unaccusatives: 

l 8  Actually Maling's examples were somewhat different, and in a slightly different context, though the 
point to be made from them is made by the examples here. 
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a. The magicians disappeared all [pp at the same time.] 
b. The voters arrived all b p  exactly at six.] 
c.  The votes were cast all [pp in alphabetical order.] 

An account of this is of course trivial on the XP-adjoined view. The quantifier can 

only adjoin to the left edge of a predicate XP. Any PIP or secondary predicate will do, but 

in the absence of such a predicate XP (32a), there is no maximal projection for nil to adjoin 

to. Prosodically as well, this approach seems to make sense. Kaync 197549 suggests for 

a similar restriction in French that the acceptability of slach constructions depends on the 

possibility of the quantifier and phrase following it being "felt as a unit, at least with respect 

to intonation". This seems to be valid of English as well, as expected on the view that the 

floating quantifier is adjoined to the following predicate. The paradigm from PIP fronting 

also bears this out: 

a. All at the same time, the magicians began to appear. 
b .  * At the same time, the magicians bcgan to appear aI1. 

The requirement certainly also seems to Rave a semantic component as Maling 

observes (p7 16). Thus, the floating quantifier is licit on the left ed~t..  of an XP "only if the 

[XP] can be reasonably associated semantically with the DP that the quantifies [modifies]." 

On the trace view, an account of these distributional facts is less obvious. TI 

ungramrnaticality of (32a) is clearly predicted. For the granamaticd cases, a subject trace is 

highly implausible. The alternative, as suggested by Bowers 1993, is that the secondary 

predicates, such as [?p very tired] in (32), and PIP adjuncts, such as [pp exactly at six] and 
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the like, have a PRO in their specifier For true secondary predicates, such as 

drunk, or for gerundive adjuncts as in (35a,b), this is not implausible, as these may stmcl 

alone as predicates of the DIP ( is .  they can be complements of be) (35c,d). That Is, they 

clearly assign a theta-role to their subject positions, but no case - the standard position for 

PRO (e.g. Ckomsky 1986). 

(35) PRO in predicate-initial position 

a. The three friends came into the cafe [ all PRO veiy dn~mk.] 
b. The three friends came into the caf6 [ all PRO wearing red hats.] 

c. The t h e  friends were very b n k .  
d .  The three fiends were wearing red hats. 

This proposal is more curious for YPs such as temporal expressions [ exactly at 

six ] or [on Sunday] as in (32b), (33a,b) and (36a). As (36b) shows, the theta role 

assigned by these predicates is incompatible with the subject BP, i.e. the supposed PR0.20 

(36) Temporal adjuncts 

a. The three friends arrived [all PRO punctually at six o'clock.] 
b. # The thee friends were (punct~.~ally) at six o'clock. 

Even ignoring the problem posed by (3E) and other temporal adjuncts, the 

hypothetical ability of PRO to serve as a host for floated all requires that the trace theory 

allow floating quantifiers as part of [Dp PRO] as well as being stranded gafes of traces. 

Sportiche 1988 considers related cases and posits an empty category in the "subject 

positions" of the adjuncts (p.439), though he does not comment on the character of this 

empty category. Clearly, it is not case-marked, though it would appear to be theta-marked, 

l9 For Bowers 1993, the PRO occurs in the specifier of a Pr(edicate) Phrase which dominates all plvases 
which are to be interpreted grdicatively. Wherher there is another phrase as Bowers suggests, or not, does 
not play a large role here. 
20 Below, ($2.3) I will claim that all in these examples is modifying the predicate denoted by the PP with 
respect to the event argument of the matrix clause. To maintain this, and salvage the trace or PRO view, 
one would have to assert that PRO can be controlled by an event argument as well as the more canonical 
DP arguments of the verb. This would require a substantial modification of ?he PRO tatearern (Chonasky 
1986) or its descendam where PRO is stslndardly taken to be a theta-marked argument with no (or "mull" 
=I. 
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hence I zssunne he intends something like PRO. Nevertheless, I believe this move 

substantidly weakens one of the supposed conceptual arguments in favour of the trace 

theory of floating q~antifiers.~' This argument was that all was independently known to 

be able to form a part of the DP it modifies, as in [ ~ p  all {ofl she s?dcnbs 1. This formed 

the basis for the claim that the quantifier "floats" away from the DB (Postal 49'74), a d  is 

translated Into Sportiche's trace theory by the idea that all is simply a part of the DP which 

is simply stranded when the DF raises.22 Expanding the trace theory to allow all to modify 

PRO as well requires a substantial. modification of this theory such that parallel to the DP in 

(37a), we have that in (37b), again a point noted by Bowers 1993:23 

a. [ ~ p  all the students] 
b. [j-)pallPWO] 

This modification is possibly problematic on analyses where PRO receives "null 

case" (Chomsky 1993) or is caseless, since it would entail that all is masked for null case 

or is caseless. However, in languages which show overt agreement on the quantifier, the 

quantifier which should be receiving null or no case in (37), agrees with the subject DP. 

2 1  See Sigurdsson 1991 for evidence that PRO may serve as an antecedent to a floating quantifier in 
Icelandic, supporting at least the possibility of this line of reasoning. Note that for SigurBsson, PRO is 
the antecedent of the floated quantifier, while the quantifier itself is "adjoined" to the trace of PRO. 
22 Curiously, no attempt has been made in the literature, that I am aware of, to reconcile this view with 
the fact that extraction out of DPs stranding a determiner in the environments posited for Q-float is 
generally quite ungrammatical (i), even though such extraction is possible in some cases, such as 
topicalization (ii): 
(0 * Of these children, (there) seemed rnanylsome to be enjoying themselves. 
(ii) Of these children, many 1 some seem to be enjoying tkernselves. 
23 In many languages, the determiner (and floated) all, each, etc... may stmd alone, in which case they 
mean everyone, everything, ... : 
(i) Bce xypm r p a ~ y .  

vse kurjat travu. 
all-pl smoke grass 
'Everyone is smoking grass.' 

(Russian) 
(ii) Tout va bien 

all-masc goes good 
'Everything is going fine.' 

(French) 
This is clearly distinct f r o r  (37b), since these stnrctupes involve, if anything, pro, i.e. a case-marked 

category, and not PRO which by definition occurs in non-case marked positions. 
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(38) 
a. S~~ hafa kornii3 [allir me8 somu b6kina-j. 

boys.the.nom have come all.m.pl.nom with same book.the 
'The boys have arrived, all with the same book.' 

b. St~&unum hafa leibst [tillurn i siimu tirnunurm]. 
boys.the.dat have been.bored all.pl.clat in same class 
'The boys were bored, all in the same class.' 

(Icelandic) 

(39) 
a. II vaudrait d c u x  mettre ces crayons [ tous dans un seul tirob]. 

it wants better put these pencils(m) all.m.pl in one lone drawer 
'It would be better to put those pencils all into one drawer.' 

b. I1 ne fdlait pas mettre les pommes [toutes dms le mCme panier]. 
it neg must not put the apples(f) d1.f.pl in the same basket 
'It wasn't necessary to put the apples all into the same basket.' 

(French: Kayne 1975:48) 

7 restate the point, since it is important. In examples like (391, just as in the 

previous examples in this chapter, there is no plausible subject trace at the position of the 

floating quantifier. A theory could be envisaged which wonld posit PRO in the specifier 

(or subject position) of XP adjuncts, such as the PBs in these examples. This theory, 

would then maintain that all could modify PRO, as well as trace. viz., the structure in 

(37b). The morphological form of floating quantifiers in such positions speaks loudly 

against such a proposal. The benefit of the PRO proposal is that these positions are 

not case-positions (though they could plausibly be theta-positions), md so [ ~ p  PRO] is 

expected to bear null or no case. The form of all is that of the subject, agreeing in both 

agreement features and case. The default form is not licit in these constpuctions (see dso  

the next section below). Further, as we shall see, there are other problem with the claim 

that a floating quantifier may be adjoined to PRO. I turn to these now. 



Chapter. IV: Floating Quantifiers 

2.3 PRO and event modification. 

Following Maling 1976, I noted above that floated all may appear to the right of 

objects and other verbal arguments if there is some predicate to the left edge of which it 

may adjoin. How could it be interpreted in such a position ? 

Recall the preliminary version of the semantic-interpretive rule 1 proposed above for 

all: 

( 1) QuuntzBer-Floating Construal (QFC) 

Adverbial all adjoined to a predicate causes that predicate 
to be maximally distributive w.r.t. a group (or mass) argument 
of that predicate which is in an A-position and which c-commands 
the adverb. 

All the cases we have been discussing so far have involved subject-orientation of 

the quantifier. This should be entirely unspectacular with respect to the VP or auxiliaries. 

The subject is an argument of the predicate denoted by the V, or the VP, or the phrase 

[auxiliary plus VP]. Our semantic-interpretive rule will combine with either VP, and 

modify the predicate accordingly, with respect to the c-commanding argument, i.e. the 

subject. 

It has been argued at least since Davidson 1967 that predicates take not only DIP 

(i.e. individual ce>) arguments, but also take an event argument es> in order to form a 

sentence with a truth value (type <t>). VPs are therefore more accurately of type 

<e,<s,t>>. Consider now the case of the PP adjuncts, especially sgatio-temporal ones, 

such as in (40): 

(40) 
the same day The linguists deaned their apartments [all on ( 11. 
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In this example, it is not entirely clear exactly what all forces the predicate on 

Sunday/ on the same day to be maximally distributive with respect to. 1 suggest, 

following Parsons 1990 among others, that such adjuncts have an unsaturated event 

argument. That is, a representation of a temporal adjunct such as [pp on Sunday] would 

be that it introduces a conjunct to the logical form, modifying the event. An abbreviated 

logical form of (40) (without the quantifier) would then be something like (here 8 is an 

event): 

(41) 
(2) such that PAST &) & clean (apartments) (linguists) (S) & on Sunday (s) 

Our rule would predict then, that all should combine with t!!e predicate on Sunday 

to modify its unique unsaturated argument, i.e. thc event contributed by the matrix llnfl 

node. The prediction is that the maximal effect of all here should not be forced on either 

the group denoted by [the linguists] nor on that denoted by [their apartments] but rather on 

the group of events which are [linguists cleaning their apartments]. The reading is that all 

of these events took place on Sunday. Any implicatures concerning linguists or apatlnelats 

should be derivative of this basic meaning of event modification. The judgments arc: 

murky; it is quite difficult to distinguish between the two in most c&qcs.24 

z4 Salience of modification of the event argument may provide the key to some of the differences in 
judgments noted above between myself and Pesetsky. Thus, in (12b), repeated here as (i), the definition in 
the text would allow all to modify the predicate with respect to either the subject group [the Canadians] or 
the group of events, as in (i): 
(9 'The Canadians all voted for Clubtien. 

Perhaps the reading which Pesetsky allows, is one in which all enforces maximal distributivity ovcr rht 
events of Canadians voting, entailing that all such events were in favour of ChrCtien (or his party). This 
reading may be consistent with a non-maximally distributive interpretation of the group denoted by the 
Canadians, with respect to the predicate [vote for Chrbtien] as in (124, i.e. (ii): 
(ii) The Canadians vowl  for Chdtien. 

I have yet to devise or have suggested to me a clever test to tease apart these various possibilities. 
However, allowing direct modification of the event argument seems too powerfinl. That is, in the case 

of the adjuncts considered, especially the Icelandic case bclow, it is quite clearly the event argument which 
is at stake. But if all could rnodify an event argument of a main clause directly, then something like (iii) 
should be permitted, with multiple events, but a single subject and object. p i s  example is ungrammatical; 
all cannot be construed with the event argument. 
(iii) * Ayumi has aN read this book over and over / many times. 
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Certainly, modification of the event argument in such cases is at least possible. The 

test case involves multiple events, with all other arguments single. Thus, take a 

hypothetical situation in which Danny lives in a collective living arrangement and each 

member has a set of prescribed chores. The chores are performed more tha~i once over a 

span of time, let us say eight times per semester. Now, the following example: 

(42) Danny has cleaned the bathroom eight times this semester, dl on one day. 

The sentence, for me, and for (most of) those I consulted is perfectly acceptable 

from a grammatical standpoint, if not from the standpoint of social obligations. The 

meaning is that he cleaned the bathroom eight times on one day, trying to fulfill the 

obligation for the whole semester, but with nlininaaP effort.25 

Here, there are no plural arguments in the clause, and all obviously modifies the 

event argument. I maintain that this is also the case in other exanlgles discussed above 

where all is adjoined to the left-edge of an event modifying predicate. 

Though there are no plural arguments in (42), there Is a plural DP eight times, 

which also modifies the event. One could suggest that the floating quantifier all is licensed 

by that DP. Evidence from languages with obligatory agreement of quantifiers with the 

DPs they are associated with indicates against this. In 'Icelandic, the quantifier allur 

obligatorily agrees in gender, case and number with the DP it modifies (see also 52.2, 

above). In Icelandic the. equivalent of (42) is also possible with allur modifying the 

temporal adjunct a einlsm degi 'on one day', though it must occur in the neuter nominative 

(iv) * Ayumi has all cooked dinner every night this month. f 

25 Obeying, e.g. Richards 1995's Principle of Minimal Complimca. 
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(43a). The plural DF 8 sinnum 'eight times' is neuter, plural, dative, but agreement with 

this by the quantifier is ungrammatical (43b). The neuter, nominative form is the default, 

indicating that the quantifier is modifying the unsaturated argument of the predicate, i.e. the 

event argument of the clause, and not the DP 8 sinnum 'eight times.'26 

(43) Evenr modification in Icelandic 

a. Konan Pvd i  bilinn 8 sinnum [ allt i4 einum degi]. 
the.woman washed the.car 8 times d l  on one day 

neut.pl.dat neut.sg 
'The woman washed the car 8 times, all on one day.' 

b. * Konan bvoai bflinn 8 sinnum [ olkum i einum degi]. 
neut.pl.dat pl.dat 

(Icelandic.) 

Modification of the event argument is a problem for the trace theories of floating 

quantifiers, such as Sportiche 1988. In 82.2, E suggested that the trace theory would have 

to be extended to allow all to modify PRO, as well as traces, abandoning the stranding 

account of the association. Event modification may be a problem for even this extended 

view, since it entails that, not only can PRO be controlled by (tm) arguments in the matrix 

clause (subject, object, etc ...) and perhaps receive an arbitrary reading, but in addition, the 

discussion of this section would force the proponents of the trace + PRO theory to posit 

PRO controlled by the matrix event. This is quite a serious departure from stairdard 

assumptions, about theta-theory, argumenthood and PRO, and I will therefore hold event- 

oriented all as a problem for the trace-based theory of floating qumtifien. 

Intriguingly, the corresponding use of vsjo 'all' (neut,sg.nom) in Russian is trot fully grmmatical. 
(0 *  OH^  TO cnenana 8 paa, ~ c i !  e o ~ w n  A W ~ .  

ona &to sdelala 8 raz, vsjo v odin den' 
she this did 8 times, ail in one day 
'She did this 8 times, all on one day.' 

(Maria Babyonyshev, pc.) 
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?.-9 A;tother problem for [al; PROJ- case m h m ,  -l- 

In order to account for the weden of exqrnples which involve a floatimg quan2:fier 

occurring at the left edge of some adjunct or secondary predicate, including Mixling's 1976 

cxamples, it was suggested that the trace theory could have recourse to PRO. Thus, the 

analysis of (38) repeated here as (44) would be aslalysed as indicated with PRO in the 

specifier of the adjunct, coindexed with the subject. 

(44) =(38) repeated 

a. Str&miri hafa komi8 [alir PRBi me8 sanu b 6 b a l .  
boys.the.nom have come all.m.pl.norn with same bookthe 
'The boys have arrived, all with the same book.' 

b. S U & U ~ U ~ ~  hafa leibst [ ~ I P u I ~ ~  PROi sljmu tknunum]. 
boysthe dat Rave been.bored all.pl.dat in same class 
'The boys were hored, all in the same class.' 

(Icelandic, '1 1/05/95:2) 

Above, I noted one problem for such an approach, namely that the PRO theory 

would have to be expanded to allow PRO to be controlled by the event argument of the 

matrix clause in cases like: 

(45) 
a. Danny has cleaned the bathroom eight times, all last Sunday. 

b. Konan bvo6i bflinn 8 sinnlam [ allt 6 einum degi]. 
the.wornm washed the.car 8 times all on one day 

neut.pl.dat neut.sg 
'The woman washed the car 8 times, d1 on one day.' 

In the examples in (44) we see that.the floating quantifier in the adjunct phase 

agrees obligatorily in person, number and case with the subject of the matrix clause. 

Especidly on a theory involving "null" case (Chomky 1993), or case-fpet: PRO (Chomky 

1981), this poses an initial problem since all would be taken to be inside the DP 

[ ~ p  all PRO]. Hence, we have a potential cast-mismatch problem. But the problem is 
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muck deeper than this. Sigurdsstsn 1991 has shown that elements which typically show 

agreement with the subject of a clause (participles, predicate adjectives and floated all) 

show the case and agreement morphology which would be associated with 'hke finite subject 

of a clause, even when that subject is PRO. The examples in (44) show that the subject of 

leidust 'to be bored' is quirkicily marked dative. When a clause with lei&sr 90 be bored' 

as the main verb is non-finite, elements such as floating quantifiers still show dative 

agreement, as if PRO were marked with the case that it should bear in a finite clause. 

Similarly with other verbs assigning quirky genitive or accusative to their subjects. 

Following Sigurasson, I indicate in the gloss under PRO the case that the embedded 

subject would have were the clause finite. 

(46) agreement with PRO in embedded, noa-finite clauses 

a. Strkarnir vonast ti1 [p a0 PRO konnast dEir i skbla]. 
boys.the kope for to (nom) get ail.m.pl.nom to school 
'The boys hope to d l  get to school.' 

b. S t r d c a . .  vonast ti1 ad PRO leibast ekki iillluan i sk6la 1. 
boys.the hope for to (dat) be.boned not dl.pl.dat in school 
'The boys kope to not be all bored in school.' 

c. Strhkarnir vonast ti1 [rp ab PHQO vanta ekki alda I sk6lannl. 
boyshe hope for to (acc) lack not all.acc in school 
'The boys hope to not all be absent from school.' 

d .  Str&arnir vonast ti1 lrp a8 PRO vdra dlra geti6 i raeaunni]. 
boys.the hope for to (gen) be dl.gen mentioned in speech.the 
'The boys hope to all be mentioned in the s p h . '  

(Icelandic, Sigurdsson 199 1 :33 1-2) 

The case forms of the floating quantifiers are those which would agree with the 

finite subjects of the predicates, quirky or otherwise (i.e. the f i s t  one is nominative). 

Sigurasson concludes from this that PRO does in fact bear or check case. But here we are 

in a paradox, if we accept that the floating quantifiers are part of PRO. The floating 

quantifiers in the embedded clauses in (46) Rave their case and agreement controlled 

locally, by the predicate to which they are adjoined m d o r  the features of PRO. Note that 
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the matrix subject is nominative in all four examples. h (M), the Bbm of the quantifier is 

controlled by the matrix subject. Xf it were controlled by Imal elements in the adjunct 

phrase, then there should be no variation in case for the floating quantifiers in (44) 

dependent on the matrix subject. From this, we have another reason to reject the theory 

which would have the floating quantifier as a part of [Dp PRO]. In Icelandic, a floating 

quantifier adjoined to a predicate agrees with the subject of that predicate, or with what 

would be the subject if the clause was finite. If thepc is a &match in case features between 

the PRO subject of the local environment and the subject of the matrix clause (the contmller 

of PRO), then (46) shows quite clearly that the mismatch is always resolved in favaur of 

the local features. The conclusion is that the floating quantifiers on the left edge sf  

predicate adjuncts as in (44) and elsewhere in this chapter are king contfslled directly by 

an argumentof the matrix clause and without the mediation of PRO. 

Note fmally that I do not necessarily exclude a theory in which there is a PRO in the 

adjunct (i.e. the predication theory of Baltin 1995) or in which there is an invisible 

functional projection licensing the adjunct and containing PRO (i.e. the predication theory 

of Bowers 1993). The considerations above are compatible with those theories, if it is 

allowed that floated all be adjoined somewhere above the PRO. If it were adjoined below 

PRO, then it should agree with it, just as floated all agrees with its Iocd PRO in (46). 

2.5 All can't always Be a part ofthe trace. 

The second supposed conceptual argument in favour of the subject-trace view ((ii) 

of (3)) is that "we know independently that all can occur as part of an DP" as in 

[DP all the students]. Thus, Sportiche's analysis ;and related proposals assume that the 

DP raises, strcnding the quantifier. In 2.2, I noted one problem with this approach, 
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namely that floating quantifiers would have to be d o w d  in psitioms occupied by PRO a 

well, though there is no movement out of suck positions, to strand the quantifier, and 

further, that there is a casetagreement mismatch in languages which show agreement on 

floating quantifiers. There is, I believe, mother reason to question the validity of this 

conceptual argument. In particular, P suggest that there re DDPs which carnot have all as a 

part of them, but which nonetheless may serve as the antecedent for floated all. 

In (47aj, all is supposed to have been a part of the DIP [ ~ p  d1 the students] as in 

(47 b) : 

(47) 
a. The students might all have left in one car. 
b. [DP All the students ] might have left in one car. 

Intriguingly, floated all seems possible (for me, and most of those with whom I 

consulted) in (48a), though, as (48b) shows, it could not be a part of the DP which 

antecedes it. 

(48) 
a. Some (of the) students might all have left in one car. 
b. * All (of) some (of the) students might have left in one car. 

The (a) sentence is g m a t i c a l ,  with the partitive reading of some, i.e. there exists 

a group of students, every member of which group c r m d  together into a single car and 

drove off. This reading is not unexpected ander the semantics of cab1 proposed above. The 

subject DP some (of the) students denotes a group, and the adverbial all enforces 

"maximal distributivity" of that predicate with respect to the group. However, in the case 

of specifier all as in (48), though the intended reading cal he forced, it is quite sharply 

degraded. On the approach which takes all to be a part of the DP at some level, the contrast 

in (48) is unexplained. 
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A similar contrast is observed with conjoined DPs, as Heidi Harley Inas pointed out 

(personal comunication). In the following examples, there is a clear interpretive contrast 

between the examples with all as a part of the conjoined DP, in which case it has a 

quantificational force, and all in its floated position. Similar examples obtain with both. 

(49) Floating quant@ers a d  conjoined DPs 

a. All (the) students and professors came to the show. 
quantifies over students or students and professors. 

b. Students, professors and clowns all came to the show. 

c .  Students and professors both came to the show. 

The interpretation of the (b) and (c) examples are quite curisus here. It is certainly 

not the case that the (b) example has tlre same entailments or truth conditions as the (a) 

example. Rather, the preferred meaning for me is with existential quantification for the 

bare plural DPs: there were students who came to the show, and there were professors 

who did, and there were clowns who did. Qn the theory 1 am advocating, the force of all 

is redundant in (b), admittedly a potential problem unless all really is redundant in that 

position. On the trace theory, though, the force of all in (b) should bc the same as in (a), 

since in both cases it is a quantifier quantifying over tile subject DIP. A similar effect 

obtains with proper names, as noted by Danny Fox (personal comunication): 

(50) All with personal names 

a. ?? All (of) Seth, Pilau andl Diana have left in one cw. 
b. Seth, Pillar and Diana have (all) left in one car. 

The (b) sentence is certainly quite natural, whereas tine (a) sentence is not at dl so. 

Again, on the trace theory, these facts are at best quite surprising, as they p i n t  to instances 

in which the DB from which all is floated is not a legitirnatc host for nsn-floated all, and 

further, the interpretations of the sentences iuE strikingly diffe~nt. 



A final observation along these lines concerns again the adjuncts which above H 

suggested could be andyse8 on the mice theory as containing PRO (Sportiche, recall, 

analyses them as containing FQ el, i.e. Fiengs & hsnik's 1974 and h4ding's 1976 

~bsewations. Consider the fouowhg sentence: 

(5 1) The magicians have all ~~~, each at a different spot on ehe stage. 

As ail and each ape inc~nsrpatible with a single DIP, there clearly c m o t  be a subject 

trace which each is modifying in (51). There are too m y  ways to analyse this sentence 

for it to tell us much, though. 

3. The adverbid nature of floating quantifiers 

Having now seen a number of ways in which the trace view sf floating quantifiers is 

substantially inadequate, I will move to ;a range of phenomena where floating quantifiers 

display behavior characteristic of adverbs, but which would be quite unexplained if they 

were to be taken as indicating traces of DB arguments. In particular, the interaction of 

floated all with other adverbs is considered ($3.1) and we see that, making a distinction 

between all as floating quantifier artd "completive" all, both elements show quite similar 

orderiag restrictions to othei adverbs. Floated all is a modal adverb a d  completive all is a 

preverb. The interactions with other adverbs are quite typical. Additionally (#3.2), 1 note 

evidence from Mprez 1994 which shows phat at I a t  same floating quantifiers in French 

trigger semarmtic/syntactic effects typical of adverbs, which the same lexical elements (30 not 

induce as part of a DP. In the case of French chacun 'each9, ths effect is that of we& 

islandhood. Finally (93.3), I will counter the possible objection h m  the trace amp, noted 

above as a conceptual argument in its favour. That is, it has been suggested that the 

introduction of interpretive rules f ~ r  floating quantifiers in addition to those necessary to 
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interpret the quantifier as part of DP is the addition of exba miackinery, md hence should be 

dispreferred. The logic of this argument is sound, however its premise is flawed; h will1 

demonstrate that interpretive rules which constme an adverb with same other argument m 

independently necessary in English and thus the interpretive mlea introduced for akl in 

section I are at worst wrong, but not necessarily superfluous. 

The interaction of floating quantifiers with other adverbs, especidly in tern of 

permissible orders, is another source of information which should help us distinguish 

among differing proposals. Here, though, we are In somewhat of a quandary, lacking a 

well-worked out theory of adverb placement and its interaction with structures in the 

current model. 

However, there are some generalizations which emerge, and these are, ]I believe, 

instructive. In the first place, in order to control for effects of havebe raising and the 

vacuous projections on the IPNP boundaty, 1 will use many examples involving a string of 

auxiliaries, nesting the floating quantifier between the auxiliaries. 

Before considering the data, a word is necessary to bring to mind what I m trying 

to show. It is well known that there are reasonably fixed orderings mong different kinds 

of adverbs in English, and which serve to disambiguate cliffe~nt possible readings of the 

same adverb (see Jackendoff 1972, Travis 1988 mong others in the generative literature). 

For example, preverbal manner adverbs such as ccarefitlly precede preverbal completive 

adverbs such as entirely, as seen in (52). Postverbdly, the preferred order is reversed. 



(52)  Partial orderings of adverbs in English: 

a. Tony has carefully e n h l y  eaten the sandwich. 
b. * Tony has entirely carefully eaten the sandwich. 

c.  * Tony has eaten the sandwich cmhl ly  enpirely. 
d .  ? Tony has eaten the sandwich entirely cslrefuPly. 

Especially given the fact that the order of adverbs in inverted pst-vertrdly,27 it 

seems unreasonable to assume that grammars admit of explicit statements of precedence 

relations. Rather, structural relations seem to be at stake. It seems to be that adverbs enjoy 

relatively fixed positions in the structure, correlating with their interpretive properties. 

Assuming this to be the case, the trace theory and adverbial theory of floating quantifiers 

make once again different predictions. Assuming that trace positions are hierarchically 

fixed, floating quantifiers should have a consistent position among adverbs no the trace 

theory. For instance, if subject-traces are in Spec,YP theti subject-oriented all should 

follow VP-adjoined adverbs but precede V'-adjoined adverbs. Greater freedom might be 

expected on the adverbial view. While the various classes of adverbs are ordered with 

respect to one another, within each class of adverbs, ordering is relatively free. Thus, the 

adverbial view predicts that floating quantifiers should fall into one or another class of 

adverbs, varying freely in order with other with that class, but with a fixed order relative to 

other classes. The latter prediction turns out to be ronect: floating quantifiers pattern with 

modal adverbs. Note that the distinction between floated all and what li have called 

completive a61 above becomes imponant again here, since cornplietive all is not a modal 

adverb but rather a completive adverb. The two all elements thus show not only different 

distributional properties with respect to the possibility of a sirzg~3lar, count antecedent (as 

discussed above), and interpretive differences, but also quite regular differences in word 

order interactions with other classes of adverBs.28 

27 S,, for instance, Andrews 1983. 
28 In addition, note the order of adverbs and all in PP and adverbial adjuncts: 
(i) From every direction, the students converged [pp all exactly at six o'clock.] 
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David Pesetsky (personal comsnunicatioa) observes the folloaving facts about the 

interaction of floated all and adverbs with more than one possible ~ading.29 Consider 

(53). 

(53) The thief could have easily opened the safe. 

Easily in (53) is ambiguous between a manner reading ('The thief could have 

opened the safe without my difficulty') and a modal mading ('It is quite plausible that the 

thief could have opened the safe'). But as Pesetsky observes, tbis ambiguity is lost if 

easily occurs higher in the phaase. Orafy the m a  W g  is available for the sentences in 

(54). 

(54) 
a. The thief could easily have opened the safe, 
b. The thief easily could have opened the safe. 

Adding floated all into the quation, we find that both orders of ~ l l  and equally are 

possible in the position between have and opened (53). 

(55)  Manner and modal readings: 

a. These thieves could have all easily opened the safe. 
b . These thieves could have easily ell opened the safe. 

In the (b) example, the manner reading s f  easily is precluded, only the modal 

reading is available, just as in (54). This is relatively unsurpfising on the subject-trace 

(ii) +[pp exactly all at six o'clock.] 
The order is fixed: [ all - adverb - p d i w  1. There are many ways to derive Phis order, but ?he union of 

two common hypt!he:wn: subjects are in specifiers and adverbs adjoin only to maximd projsctions, makes 
exactly the wrong predictions on the subject-trace hypothesis. 
29 Exx (53) - (56) are drawn from notes which David Pestisky kindly lent mc. 1 have adapted his 
examples, and report here on much of his discussion. hfy conclusion, though, is at odds with his. 
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view, if manner adverbs are adjoined between the subject trace and the verb. If the subject 

(trace) is in Spec,VP, then manner adverbs must adjoin to V*. The lack of a manner 

reading in (55b) i s  straightforward - if easily is to the left of the floating quantifier, then it 

cannot be V'-adjoined and must receive the modal interpretation. The floating quantifier 

cannot intervene between a m e r  adverb and the verb. 

As Pesetsky hrtRer observes (attributing the observation to Carol 'Fenny), there is 

an ordering restriction such that completive adverbs must occur inside even manner adverbs 

(see Jackendoff 1972, Travis 1988 for discussion): 

(56) Modal, Manner > Completive: 

a. This thief can easily completely crack a safe in 5 minutes flat. 
b. * This thief can completely easily crack a safe in 5 minutes flat. 

Adding all into the equation once again, the floating quantifier unsurprisingly must 

occur outside the completive adverbs: 

(5?) All :- Completive adverb: 

a. These thieves could all comnpletely crack this safe in 5 nainuks flat. 
b. * These thieves could completely all crack this safe in 5 minutes flat. 

Thus far, we observe the following odering restrictions: 

(58) Adverb ordering in English, lefr edge of VP: 

( %",4p ) >> Manner Adverb >> Completive Adverb 

The ordering of floating quantifiers is thus determined relative to the sther two 

types of adverbs, but it is not ordered relative to modal adverbs. Either order is possible, 

even relative to a single projection. 
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(59) All A Modal Adverb (Freely ordered): 

a. The thieves could all easily have opened h e  safe. 
b. The thieves could easily all have opened the safe. 

There are two pints to be made here. The first is hat ,  as (56) shsv~s very clearly, 

any theory must accept relative ordering constraints on adverbs of different types adjoined 

to a single projection, e.g. VP. More impomfly, if these ordering constraints are stated in 

terms of projections to which adverbs may attach, then elements in a subject trace position 

should show a fixed order relative to adverbs. While all must pwcede manner and 

completive adverbs, in this it behaves like a modal adverb. Furthemre, just as there are 

no ordering restrictions within a single class of adverbs, all seem to be freely ordered with 

respect to modal adverbs. We saw this in (59), and further examples m given in (60): 

(60) All Sentential Adverb (Freely ordered): 

a. The thieves might all suddenly have got scared and left. 
b . The thieves might suddenly all have got scared and lefi. 

c . The thieves have all certainly k e n  apprehended. 
d . The thieves have certainly all beem apprehended. 

In terms of ordering restrictions d m ,  floating quantifiers behave like adverbs, and 

in particular like modal adverbs for the most part, though here are some subtlteties. At this 

point, what I called the "completive" a31 above (22) becomes relevant again. Consider the 

pair in (6 1). 

a. The carpet has been dl dusted. 
b. The carpet has been entirely dusted. 

c f. all done, aallcfinished, all gone, all alone, nM wet ... 

Recall that some adverbs are ambiguous between more &an one type, as illustrated 

with easiiy, above, which allowed a modal or a nlanner reading, The innernost class of 
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adverbs was what I called "compledve" adverbs, which seems to accord well with the 

meaning of this "completive" all. Thus, we have a prediction. If all is an adverb and, in 

addition to its modal use, it may be used as a completive adverb, then it should be freely 

ordered with respect to other completive adverbs, but must wcrar inside of manner and 

modal adverbs. This prediction seems to be borne out. The (b) and (c )  sentences sound 

awkward to me, but only to the extsnt that (d) does as wel ,  i.e. that they introduce a 

redundancy. These three contrast radically with violations of the ordering constpaint as: in 

(62) Completive all - completive adverbs: 

a. This thesis will (soon) be all finrished. 
b.  This thesis will (soori, :.: all entirely finished. 
C. This thesis will (soon) be entirely all finished. 
d .  This thesis will (soon) be entirely completely finished. 

(63) Mcmner adverbs > completive all. 

a. This thesis will be easily all finished by Monday. 
b. * This thesis will be all easily finished by Monday. 

C. This thesis will be surely a11 finished by Monday. 
d.  * This thesis will te all surely finished by Monday. 

A final subtlety. Completive adverbs appear very awkwardly above the first 

projection of the predicate they modify, and quite markedly if at all between the subject DP 

and the finite auxiliary. Thus, completive all should be awkward there, too. Care must be 

taken to distinguish completive all from all floated off a morphologically singular mass 

noun, though. 1 believe the judgments support the predictions of my theory: 

(64) Positions of comple~ive adverbs: 

a. This meeting will have been completely wrapped up in an hour. 
. ?* This meeting will have completely been wrapped up in an hour. 
c. * This meeting will completely have k e n  wrapped up in an homr. 
d.  * This meeting completely will hove been wwp@ UP in an hour. 
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(65) Positions of completive all: 

a. This meeting will have been all wrapped up in an hour. 
b . ?? This meeting will have all been wrapped up in an hour. 
c. * This meeting will all have k e n  wrapped up in an horn. 
d .  * This meeting all will have been wrapped up in m hour. 

Note that the count versus mass distinction, if that is the appropriate one, is quite 

hard to lnake in terms of many nouns. Thus, for me, agenda has a different feel if it is 

being written, in which case it is a count noun, or being discussed, in which case it has 

mass-noun like qualities. Compare also bode (singular, count) versus wine (mass): 

(66) Mass or space readings and alC: 

a. ?* This agenda has all been written by me. 
b. ? This agenda has all been discussed before. 

(67) Mass versus count nouns and all: 

a. This bottle has (*all ) been ( all ) drunk by Susi. 
b. This wine has ( all ) been ( all ) drunk by Susi. 

In the (a) examples, the noun is a singular count, noun and therefore Is compatible 

only with complet've all, which must occur innermost and adjoined to VP. In the (b) 

examples, the noun, though morphologically singular, is a mass noun and thus may license 

floated, manner all as well as completive all. A find test to distinguish between floated 

and completive all, as pointed out by Danny Fox, is compatibility with an inherently non- 

completive adjunct, such as to some extent. Completive adverbs, including all are 

semantically incompatible with this adjunct, whereas floated all is of course compatible 

with it: 



(68) Completive all a d  nun-completive adjurzct. 

if. # This box has been ! ] painteci to some extent. (completive) 

} pew to some extent. (completive) b . # This dog has been lenrirely 

c. These carpets have all k e n  dusted to some extent, (floated) 
d. These books have all k e n  written in to some extent. (floated) 

In sum, to the extent that the judgments have k e n  clear in the past section, floating 

quantifiers pattern quite regularly with adverbs in terms s f  the admittedly poorly 

understood ordering restrictions of English. This is, of course, quite difficult to explain if 

one wishes to rnaintain the floating quantifiers mark the positions of traces and perhaps of 

PRO. 

A common objection to the view that floating quantifiers are adverbs is that in marmy 

Indo-European languages, they, unlike the more canonical adverbs agree obligatorily in 

features like gender, number and case with the DPs with which they are associated. One 

could take a weak position and suggest that some floating quantifiers marked subject traces, 

while others are adverbs, and the two happen to have the same morphological shape in 

English. The "completive" all in (27) - (28) has the most adverb like prs~~rtiies. 

However, Kayne. 1975 has shown that French also has exactly this completive t m s  'all', 

and that as expected it is subject to semantic compatibility restrictions wit11 the predicate. 

Thus, it is compatible with an accomplish~nent like eat which can be completed, bur is 

much more marked with an activity like watch, which is muck less easily csrnpatible with 

the meaning of entirely, or completely. 
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(69) Completive all in French: 

a.  La m e  a toute Ct6 rnangde par Ies enfmts. 
the pie has all been eaten by the children 
'The pie has been completely eaten by the children.' 

b. * La pike a toute kt6 vue gar les enfmts. 
the play has all been seen by the children 
(The play has k e n  completely seen by the children.) 

(French, Kayne 1975:56) 

3.2 Floated and pretaomid c h c u r ~  'each'. 

There is potentially another source of an argument that floating quantifiers are not 

merely pieces of subjects, left behind in the trace position. This comes from the khaviour 

of at least one such element, floated chew 'each' in French. Though there is debate over 

some aspects of the data, a surprising fact seems to be that floated chacun, like many other 

adverbials, but unlike determiner chacun, creates a weak island for extraction (Ddprez 

1994). Further, prenominal chacun, but not floated chacun, induces the same pseudo- 

opacity effect as other quantificational elements, while adverbs do not induce this effect 

(Tellier & Valois 1993). Though I merely scratch the surface of the literature on this, there 

would appear to be converging evidence from two domains that the clwcun which occurs 

within a DP (prenominal chacun) and floated chacun are structurally different, and in 

particular that floated chucun is an adverb, 

Taking the weak-island inducing property first, Dkprez 1994, citing Szabolcsi 

1992, notes that certain adverbs in French induce a weak island, blocking extraclion of 

elements such as adjunct comment 'how9: 

(70) Adverbs induce weak islandhood: 

* Comment n'as tu jamais resolu de probl2mes ? 
how not-have you never solved of problems 
lit. 'How did you never solve problems ?' 

(Szablcsi 1992, cited in Dkprez 1994:fn5) 
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A standard test for extraction differences in French involves fronting of combien 

'how many* out of a DP, leaving the remainder of the DP behind (146prez 1994, and 

references therein). As Dkprez demonstrates, prenoanind, determiner-like chaclcn and 

floated chacun behave differently. In (TI), we see that, in the (a) example, where c k c u n  

'each' is a determiner-like element, at the left edge of the group DP, "split" combien 'how 

many' extraction is possible. However, when chacun is floated, as in the (b) example, 

such split extraction is not possible. 

(7 1) Chacun induces a weak island. 

a. Cambien est-ce que tu crois que [ ~ p  cbcun de ces enfants] cnverra de cartes pspsles a ses parents? 
how many do you believe that each of these children wili.send of l~ostcards to their parents 
'How many postcards do you believe each of these children will send to their parents?' 

b. * Combien est-ce que tu crois que ces enfants enverront cbcun de cams postales a ses parents? 
how many do you believe that these children will.send each of postcards to their parents 
'How many postcards do you believe that these children will each send to their arenu?' 

(~rencg. Deprez 1994:6) 

This fact alone is quite surprising on the subject-trace view. There is no clear 

reason why chacun when it is part of m DP as in (71a) should not create an inner island, 

while when it is stranded by the DP, but in the same structural configuration, as in (7 Sb) 

the islandhood surfaces. 

There is ansther range of differences which distinguish floated and determiner-like 

chacun one from the other. Tellier Br Vdois 1993 note a range of constructions which 

pattern distinctly from (7 1)' in which the prenomhd quantifier c k u n  blscb extraction of 

combien 'how many', while floated chacun - which Tellicr and Valois analyse as an 

adverb (p, 5770 - does not block sxtraction, patterning thus with other adverbs. Consider 

first the relevant contrast between quantificationid elements and adverbs. Obenauer 1984 

noted that the prenominal quantificational element beaucoup blocks extraction of cornhien, 
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whereas, as Tellier & Valois observe, adverbs do not generdly wigger this pseudo-opacity 

effect. 

a. * Combienj as-tu beaucoup eonsule bj  de lliv~s? 
kow.many have-you vepy.much consulted of books 

b. Combienj a-tu attentivement lu 9 ck l iws? 
how.rnany have-you carefully read of bks 
'How m y  books did you read carefully?' 

(French, Tellier & Vdois 1893:580- 1) 

Once again, there is a difference in behaviour between the p~nsnainai chacun and 

floating chacun. The former, but not the latter, dso triggers this pseudo-opacity effect, as 

(73) shows. 

(73) Pseudo-opacity with floated chucun: 

a. * Cornbienj les professeurs ont-ils lu c h m  9 de livres? 
how.many the professors have-they read each of books 

b. Combien, les professeurs ont-ils e k u n  lu tj de livres? 
how.many the professors have-they each read of books 
'How many books each did the professors read?' 

(French, Tellier & Vdois 1993576) 

Once again, we see a range of data in which floating quantifiers behave like 

adverbs, and unlike stranded determiner-like things. However, the caveat must be made 

that there is no consensus on why the effects discussed here arise. In the absence of a 

consensus on a theory of the causes of weak islands or of pseudo- pac city effects, we must 

take this conclusion with some caution. The point, though, is that on two independent 

counts, floated chcacurz 'each' behaves like an adverb, patterning distinctly from the DP- 

internal quantificational element. 



3.3 Adverbial interpretive rubes, all together. .. 

In the section above, we considead some interpretive consequences of the trace 

view of floating quantifiers. In particular, I pointed out a number of instances in which the 

interp~tation of the quantifier in floating position was different from, or even incompatible 

with the possibility of having the quantifier as a part of the DB it is associated with. This 

was one type of empirical argument against the claim that an intergretive rule for floating 

quantifiers separate from that for quantifiers which are part of a DP is sup@rfluous. There 

is another domain from which the necessity of adverbial interpreti re rules of exactly the 

sort I have proposed for a11 in 8 1 can be demonstrated. 

The first observation, pointed out by Kai von Fintel (personal communication), is 

that there are a number of elements which form a mugh class with ~ 1 1  in term of the nature 

of the modification they engender. One such element is each, which also floats, as is well 

known (though it's distribution is somewhat wider than all): 

(74) Floated each: 

The horses (each) have (each) eaten a ton of hay (each). 

Another such element is the advehial together. This latter is much more interesting 

for present concerns. Consider the following: 

(75) Together: 

a. The children built this sandcastle. 
b.  The children all built this sandcastle. 
c . The children built a sandcastle together. 



As Dowty 1984 notes, the meaning sf all here is not readily fomalizd, though it is 

intuitively quite similar to the rnaxirndity effect we have seen throughout this rhapter.30 

Just as in the cases of the Canadians voting or the reporten asking questions, the simple 

sentence (75a) is true even in situations where the predicate is not me of each member of 

the group denoted by the subject, but the sentence with the floating quantifies is true only if 

the predicate is in some sense true of every member of that group. Here, however, with 

predicates that denote collaborative effori such as rntsuild this house], the predicate seem to 

be true of an individual in case that individual was a participant in the action, but does not 

,xclude the possibility of other participants.31 So far, we are not in new territory. 

Consider now (75c), with together. 

Here, I have switched to the indefinite object a sandcastle since the indefinite in 

general allows a distributive reading of the predicate.32 That reading is blocked by 

togerher, which forces the collec~vdcollabrative reading. In this way, it seems to fall dl1 

with all (maximally distributive) and each (truly distributive) in that all three modiQ the 

subject or the predicate with respect to the subject along the collective/distA.ibutive 

dimension. Together, however, clearly cannot be in a subject trace position in (75c). 

Though it can appear marginally in pre-verbal psition (76a), it is gene.rally most acceptable 

in the VP-final position in (7%). Further, it cannot occur as a part of rn DF, hence we 

have no reason to associate it with DP-trace (76b). 

(76) Together is not a floating quuntifier: 

? The children together built a sandcasde. 

* I saw [Dp together the children]. 

30 The single definite object is important here. An indefinite induces the potential of me; disteibutivity 
with each child building a different sandcastle. 
31 Relevant in this regard may be (i), though discussion is way beyond the scope sf the present discussion: 
(i) The children have all built this sandcastle with help from their parents. 
32 Cf. The children each built a sandcastle. 



Now, for together at least, we obviously md inescapably require a semantic- 

interpretive rule which says something like: 

(77) Togetherness: 

together applied to a predicate 
entails that the predicate is collective 
with respect to some argument. 

Thus, semantic-interpretive rules which modify predicates with respect to the 

external argument, relative to the collective/distr-ibutive property are independently 

motivated. This removes that objection to the adjunction hypothesis. 

Note that a similar argnient can be made from subject-oriented adverbs, and in fact 

has been made.. Sportiche 1988:428ff s sole argument against analysing all as a VP- 

adjoined modifier develops m earlier argument by Jackendoff'. Sportiche supposes a 

principle which says that modifiers, including adverbs, must be sisters to whatever 

semantic type they modify (or sister to a headJ.33 Since floating quantifiers modify 

simultauneously bath subject and proposition (i.e. VP), they must be sister to both, which 

is, he claims, only possible on a structure in which the floating quantifier occupies the 

position of the subject trace, sister to VP (or equivalently specifier of VP). 

On the same page, in a footnote, Sprtiche snakes the following observation: 

"... It seems to me rather lausible to claim that subject orientation 
has nothing to do with subjtxts. f t might be a case of m adverb ~ndifying 
V[max] ..., where the appearance of subject modification is derivative: if 
Job's  answering the question was clever, the agent of amswering is clever. 
This would explain why .., a manner adverbial in a subject-oriented dverb 
slot can qualify the actor or agent and not the subject. A passive sentence 
like Jean u intelligemmnt dt4 si~weilft.? can be paraphrased as 'It was 

33 See Travis 1988 for a pmposarl in which odvtrbs may be &joined to heads. 
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intelligent (of whoever) to keep close tabs on John' but not 'It was 
intelligent of John to be kept close tabs on.' ..." 

. (Sp%tichel988:fnll) 

This view is of course, entirely consistent witb the view sf  tcgether md more 

importantly that of aEL which I have been promoting. 

Williams 1994:ch4 makes the same argunr?mt from adverbs likejoint~y/separ~teiy 

which have semantic effects very similar to all and togetkr. Thus, he gives the folllowhig 

examples as strong evidence for the claim that we need some kind of iaateqaetive rule which 

modifies the predicate along the lines of collective/distrib~1tive readings with respect to 

some externai group argument, and that we need this rule for VP-adjoined adverbs 

independent of tlie status of all. 

(78) Collective / distributive adverbs: 

a. They have jointly/separately c d d  out the order. 
b. They have carried out the order jointly/sepcarateIyY 

(based on Williams 1994: 149) 

We now have three sets of a$r;ments that interpretive rules of the type advanced in 

(14) for adverbial elements. They are needed for together, as hi von Fintel pointed out to 

me, for subject-ariented adverbs like intelligernmnt 'intelligently' as Spruiche himself 

observed, and for collective/distributive adverbs like jointly, collectively, as Williams has 

noted. 

We conclude this discussion by noting that just as distributional arguments in 

favour of the subject-trace view are coriously lack in^, so the principal conceptual argument 

against the alternative view is dso unfounded. 



The empirical evidence supports the adjunction view, and the necessary sernmtic 

apparavrls is independently necessary. In the next sections of this interminable discussion 

of floating quantifiers, I suggest hat  the semantic apparatus necessary for the discussion of 

floating quantifiers is not only necessary, but provides a superior account of the semantics 

of these constructions when one lmks beyond subject-oriented all. 

4. Conclusion: some final remarks on c-command and agreemema. 

In this chapter, P have presented a number of arguments to support the view that 

'floating quantifiers" are adverbs or adverb-like creatures. In the first place, 

distributionally they do not surface in positions where one would posit DP traces, except 

when those positions are coextensive with independently motivated adverb positions. 

Thus, the past-verbal position which is the trace of derived (passive, urnaccusative) subjects 

is not a possible position for floating quantifiers. Furthermore, floating quantifiers surface 

in a healthy array of positions in which one would not wish to posit a subject trace, though 

these are clearly potential sites for adverbs. These include the left edges of most adjuncts 

which are predicated of some c-commanding argument. An dternative is to have PRO 

occupy these positions ar~d allow floating quantifiers to modify PRO. This, too, is 

insupportable for two reasons. First, one must then posit that PRO, rather than being 

caseless or bearing a special case restricted to the subjects of infdtivals, can inherit case 

from its controller. But this cannot be either. In Icelandic, we find hat  allir 'all' in the 

position where Baltin would posit PRO does indeed agree for person, number and case 

with the DP it (indirectly) modifies. However, as Sipasson 1991 h a  shown, PRO itself 

may be an antecedent for a floating quantifier in an ernbedded clause, and in such cases, the 

floating quantifier bears the case features that would be assigned to PRO were it in a tensed 

clause, This indicates that the local environment determines the case on PRO, while a 

floating quantifier has its agreement features determined by sther mans. 
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Thus far, I have not developed a theory of what determines the features that a 

floating quantifier bears, i.e. what determines the range of possible antecedents for a 

floating quantifier in an adverbial position. 1 will not do so now, for reasons primarily of 

space, but I will detail same of the obsemmtions in order to provide what i believe is the 

relevant description of the appropriate environment. 1 leave it to future: research to answer 

thz question "why this environment?" 

4.6 Antecedent must be an A-position. 

In Chapter 1x1, 1 extended work by Dkprez and others, noting that floating 

quantifiers were, loosely speaking, licensed by A-movement but not by A9-1novement.3~ 

Taking English as perhaps the clearest case, DPs which have undergone passive or raising 

may be antecedents for a floating quantifier adjoined to a projection which they 

c-command, while DPs which have undergone A'-movement may not do so (although an 

A-trace m y  antecede the floating quantifier). This was one of the primary tests for the A- 

movement status of object shik in the SOV Germanic languages in that chapter. I repeat the 

relevant English examples from Chapter Ill (79)-(80): 

(79) A-movement licenses floating quantifiers. 

a. The children have all been invited to this party. 
b .  The children all seem to have understood Chin's insa~uctions. 

34 Moduio the local L-tous operation in French which obscures this somewhat. See Chapter ID, 

244 
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(80) A '-nzovement does not license floating qwntifiers. 

a. * [NEd the prdessors who Taylor will have all met before the end of ten111 
gaellafivbkion) 

b. * These professors, Taylor will have all met before &e end of Eeffn. 
(topical.ization) 

c. * Wkich professors will Taylor have all met &fore the end of tern? 
Qwh-question) 

Thus, one condition on the distribution sf floating quantifiers is that the antecedent 

DP kt: in an A-position (or have a trace in an A-psition). 

4.2 Antecetfend must precede or c-csmmarb FQ. 

Another conditi~n on the relation between a floating quantifier and its antecedent DP 

seems to be c-command or linear precedence, an observation due originally, 1 believe, to 

Baltin 1978. I repeat his English examples here, roundiag the paradigm out somewhat 

with the (c) example: 

(81) Floating quanr$ers must be preceded by antecedent. 

a. (The) portraits by Picasso all hung on the mantelpiece. 

b. There hung on the mantelpiece all the portraits by Picaseo. 

c. There hung on the mantelpiece portraits by Picasso, 
all from different periods. 

. * There all hung on the mantelpiece, portraits by Picasso. 
@ d t h  1978:25) 

In addition to there-insertion contexts, the s m  point mag, be made from locative 

inversion structures: 
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In today's mid, some new M e =  texts might have all arrived 
with their covers tom. 

In today's md, there might Rave anived some new IHngdstics 6exb 
all with their covers torn. 

* h today's mail, there might call have arrived mme rnew bpLBics texts 
with their covers torn. 

? On my desk today t h m  asipmcab have each 
a p p a d  at a Merent time. 

On my desk today there have appeared 
each at a different time. 

* On my desk there have each appeared three sassigwnea~ts 
at a Merent h e .  

The subject, in English, &nost always c-csmrrpands an element at the left edge of 

VP. The one notable exception is in locative inversion and there-insertion contexts. 

However, these contexts are generally restricted to indefinites and existential subjects, 

which make poor group arguments for floating quantifiers such as all. Nonetheless, the 

contrasts between the (a) and (c) examples in (82) and (83) indicate the relevance of the c- 

command condition. When the subject does not c - c o m a ~ d  the floating quantifier (at s- 

structure, if the subject raises to the expletive at LF), the sentences are utterly 

ungrammatical. 

As Baltin observed, the c-command or p d e n c e  requirement seems to hold well 

beyond English. Baltin gives additi~nal examples h m  Romanian, French and Bemian to 

suppat this claim. Paeggli 1982 observes that Baltin's p d e n c e  rule holds for Sgarnish 

as well. "Inverted" subjects are incompatible with a floating quantifier in an P-adjoined 

35 Virtually the same paradigm appears to hold of Italian, brought to my attention by 411m Barbosa. A 
floated quantifier tutti in Italian can be associated with a p x v c h l  subject, but is usgmmnatrtical with e 
pst-verbal subject. This paradigm is taken from Cardislaletti 2984, who in turn cites a 1987 workshop 
presentation by Luigi Riui  which I Rave been unable to obkn. 
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(84) Spanish floating gmntifiers: 

a .  Todos 10s estudimtes Plegmn muy tarde. 
all the students arrived very late 
'All the students awived very late.' 

b. h s  estudiantes Uegmn oodos muy tar&. 
the students arrived all very late 
'The students ali arrived very late.' 

c. * Llegaron tohs mluy t ack  10s sstu&antes. 
arrived all very late the studeats 
(The students al l  arrived very late.) 

(Spanish, Jaeggli 11982:84) 

Further the effect obtains in Icelandic and the other object shift languages: 

(85) C-commntP or precedence in object shift: 

a. A barnurn &akk stiidentinn b j d . r i ~  stundurn (?)allan. 
In bar.the drank students.the k r . t he  sometimes dl 
'In the bar, the student sometimes drank all the kr.' 

b. * A barnum hefur stiidentinan allan druME) bj6rh.  
In barhe has student.the all drunk beer.the 
(In the bar, the student has sometimes drunk all the b a r . )  

C. * A barnuan dr&k stlidentinn a l h  stundurn bj6Pim. 
In bar.the drank student all sometimes k r . t he  
(In the bar, the student sometimes drarak all the beer.) 

(Hcelmdic) 

These paradigms illustrate an important observation. The ticensing condition on 

floating quantifiers obtains in the cases just considered for the output string. That is, it is 

either precedence which is relevant or if c-command, Ohen c-comland at s-structure or 

some equivalent level. Coveri operations have k e n  posited in the literature which would 

raise the postverbal subject in English to the position s f  the expletive or the canonical 

(9 P solcfati sono tutti andati via. 
(ii) * Sono mtti andati via i soldati. 

the soldiers have all gone away the soldien 
'The soldiers have all gone away.' 

(Italian: Cardindctti 1W:64) 
Pending further testing, this observation must be taken as pure speculation on my pan. 
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subject position in examples (8 1)-(83). The result of these operations is that the subject W 

does c-cormand the floating quantifier at LF, but the ungrammaticdity of the examples 

shows that this covert movement is not sufficient to establish the required relation between 

the floating quantifier its antecedent. Similar considerations obtain for the object shift 

cases; there may well be a covert operation raising overtly unshifted objects to the derived 

object position (see Chapter VI). Like English covert raising s f  yostverbal subjects, this is 

also not sufficient to license a floating quantifier ovedy preceding the anteadent. 

Precedence alone, however, is not sufficient to block floating quantifiers in certain 

positions, as the following English examples of adjunct toyicalization and Heavy NP Shift 

i1iustrate:sb 

(86) Precedence alone does not sufJice to determine FQ distribution. 

a .  All in the one Volkswagen Bug, the 18 clowns became quite friendly. 

b. yesterday, I saw, dl in the same V W  Bug, 18 clowns with big red noses. 

At this point, I leave the conditions on floating quantifiers as underdetermined. 

There seems to be a tension between relations of c-command and those of precedence, as 

well as an A-versus-A' distinction. I believe I have delineated some of the relevant factors 

in determining the distribution of these elements, but leave the remainder of the topic for 

future research. 

36 For a very recent approach to mismatches between hicrbtrchical structure and word order, and an 
implementation ~f the idea that conditions on precedence may interact with conditions on hierarchy, see 
Bresnan 1995. 
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4.3 Predicted ambiguity of antecedents. 

Vnder the partial characterization of the distribution of floating quantifiers sketched 

above, we expect to find cases of ambiguity. That is, we expect cases in which there is 

more than one DIP in A-positi~ns which c-command or p d e  the floating quantifier, and 

expect that the quantifier should be ambiguous in such cases.37 This gives rise to the type 

of ambiguity in adjunct construd illustrated by the following, and preserved with a Woadslg 

quantifieli 

(87) I shot an elephant thas morning in my pyjamas. 
(exm~ple due to Grouchs f ~ l r n . ) 3 ~  

Predictably, addition of p l d  arguments and all modiQing the predicate introduced 

by the adjunct retains the ambiguity. A subject-interpretation is not f o r d :  

(88) The hunters shot many elephants today, all in their pyjamas. 

Our second expectation is that floating quantifiers in object shift csnstmctions 

should be ambiguous between subject and (shifted-) object orientation. This is indeed the 

case: 

(89) Die Miinner hakn &e WUrste nicht dle pmbiert. 
the men have the sausages not dl tried. 
'The people have not dl eaten the sausages.' 
or 
'The people have not eaten all the sausages.' 

( G e m :  UBi Sauerlmd, p.c.1 

3f Recall thzt floating quantifiers, as adverbs, modify a predicate with respect to some argument of that 
predicate (4 1 ). Thus, arguments of higher predicates which precede 1 c-command the floating qlaarltifier fmm 
A-positions related to the higher predicate are irrelevant: 
(i) * The students thought that Rob said that Paul thinks that Norvin has di left. 

In this example, the students is not an argument of the predicate [vp leave), which all mdifies, hence 
this construal is impossible. 
38 Actually, his writer, as David Pesetsky correctly p i n t s  out. I have not h e n  diligent enough to uack 
down the name of the writer yet ... :rx SJ. Perleman ?? 
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In Icelandic, this prediction cannot be directly tested, since the flosting quantifier, 

as discussed above, agrees obligatorily in number, gender and case with its antecedent, 

disambiguating between them even in object shift contexts. However, we observe that 

both subject-oriented and shifted object-oriented floating quantifiers are licit adjoined to the 

left edge of the VP: 

(90) 
a. f grer rn6h.18~ str&kamir hdsid [vp sllllir rautt 1, 

yesterday painted the.boys the.house all.m.pl.norn red 
'Yesterday all the boys painted the house red.' 

(Icelandic: =(Ma)) 

b . pad bo1-6~6~ margir strakar bjdgunj [w ekki oil [ ~ p  t j  11. 
there ate many boys the.sausages(f) not all (fem.acc) 
'Many boys didn't eat (all of) the sausages.' 

(Icelandic: Bobdjik & Jonas 1994:20) 

Obviously, we may state the condition on the morphologicaI form of the quantifier 

in terms of c-command (with event-orientation trigge.ing default agreeme:lt $2). A floating 

quantifier agrees with the DP argument that c-commands it from an A-position. 





Morphosyntax revisited 





Chapter five 

The free-agr parameter: 
NP positions, mo&hology and verb movement 

W e come now to a turning point in this thesis. The morlphosyntactic mdysis sf 

Chapter P presupposed the syntactic maljjsis of Bobdjik & Jsms 1994. That 

analysis d i e d  on the leapfiogghg structure, which we have now abandoned (Chapter I[FH). 

Further, I[ have thus far neglected the phenomena associated with verb raising in finite 

clauses, a process which clearly interacts with topics already considered. B intend to show 

now that the generatisations for which the S p , W  ~ ~ e t e r  provided an mount atad the 

patterns of verb raising in the Germanic languages have a cornon source. To t h i s  end, 1 

will introduce the Free Agr P ~ r m t e r  and show Row t&is simple parainetcr wxoonts for a 

wider range of data than previous mounts. The m u n t  will q u h  one assumption abut  



Bobaljik Chapter V: The Free Xgr P81.arneaer 

the characterization of checking configurations which is a deparaw from Chmoms8i;y 1991 el 

seq. I will propose, contra Chomsky, that d1 local relations to a head are potential 

checking relations with that head. Pn particular, I claim that both specifier,head and 

head,complement are potential checking relations. This departure is justified to the extent 

that it allows an account with greater empirical coverage than previous accounts, but I will 

attempt to show that this departure is also justified independently. 

In the first section of this Chapter, I show that the generalisations subsumed undcs 

the Spec,TP Paranieter may equally be accounted for if the languages are taken to vary as to 

whether or not they have Agr-phrases, in essence the proposal of ThSinsson 1994b. 

Below, I will introduce this as the Free Agr Parameter. Languages which have Agr 

phrases have two surface positions for subjects (Spec,AgrS-P and Spec,IP), two for 

objects (Spec,AgrO-P and complement of V), and two for indirect objects. This accounts 

quite straightforwardly for Bures's correlation (Chapter I). Languages which do not have 

Agr phrases (such as English) show only ote surface yosition for each argument. That is, 

the proposed parameter allows for languages with many Agrs (one per argument), or none, 

but not for variation for each Agr phrase. The morphological facts considered in Chapter I 

also follow to some degree. If a language has only one IP position, then it is not surprising 

that in such a language only one inflectional affix may appear on a finite verb. In this 

revised view, the morphology does not act as a filter on synketic derivations, as in Chapter 

I, but is simply a reflex of the syntactic representation. This view is more consistent with 

traditional approaches and also with the claims of Distributed Morphology and related 

proposals concerning the morphology-syntax connection (especially Baker's 1985 Mirror 

Principle and the work of Pesctsky 1985). 

Section 2, which makes up by far the bulk of the chapter, is devoted to showing 

that the same parameter, the Free Agr Parameter, predicts quite straightforwardly the 
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distribution of verb raising in the Gemmic languages considered most fully in Roltxbacher 

1994 and for Scandinavian by Jonas 1995a.l It is well known that all of these languages, 

save English, are verb second (V2) in main clauses and in some embedded environments. 

% r ~  non-V2 environments, the languages differ as to whether or not the finite verb raises to 

Infl, or remains in situ in the VB. Jonas 1995a notes further that this distinction overlaps 

within Scandinavian with what in our terns is now the Free Ags Parameter (extending an 

observation of Vikner 1991). The fact that the verb raising patterns c o v q  with the other 

effects of the Free Agr Parameter will be seen to follow from the union of two 

assumptions. First, 1 assume that the head-complement relation, like the specifier-head 

relatioq, is a checking relationship, contra Chomsky 1995, forthcoming. Secondly, with 

Chomsky, I assume that the features of a projection (i.e. a non-terminal node) arc, loosely 

speaking, those of its head. 

In a nutshell, the analysis is as follows. Given that VB is the complement of Infl, 

there is no syntactic motivation for verb raising in non-V2 environments in languages 

without Agr-phrases. The head hfl (more accurately, its features) are in a checking 

relationship with (a projection of) the verb, just as the (features of the) head hfl are in a 

checking relation with (a projection of) D in subject position. Raising and adjunction of the 

verb to Infl in this configuration is blocked by last resort, md the verb remains in V" in 

such configurations If, however, there is some Read above hfl which must check features 

with the verb, be it the V2-triggering head or Agr, ehen raising of the verb is necessary to 

check these features. In the languages without Agr-phrases, the verb must raise irk V2 

environments, but has no motivation to raise out of the W in non-V2 environments. In 

languages with Agr phrases, the verb must raise out of the VP in both '912 md non-V2 

environments, due to the presence of this additional inflectional head.2 This well known 

See also Johnson 1990, Roberts 1992, Falk 1993, Plauack & Holmberg 1989, and nrmy of the papers 
in Lightfoot & Hornstein 1994 for alternative analyses. 

Or rather, due to the presence of any additional inflectional heads. In transitive consauctions, as Colin 
Phillips points out (pc) either AgrO or ApS will suffice to force verb raising if A@ intervenes between 
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pattern of verb raising receives a straightforward account in terms of the Free Agr 

Parameter, encompassing as well Jonas's generalizabion. 

The account of Mohberg9s generlization in Chapter IH - the fact that Object Skk in 

the VO languages is possible only when the verb has raised - remains essentially 

unchanged. The theory developed in the present chapter is a theory of the distribution of 

verb movement in the Gemianic languages. In the VQ languages, when the verb does not 

raise overtly for reasons of feature checking, then object sbift is batred for exactly the same 

reason as in Chapter II. If the verb d ~ s  not raise out of the VP, then a shifted object will 

disrupt the adjacency relation between the inflectional (or participial) affix and the verb 

stem, blocking inflection of the verb via morphological merger under adjacency. If the 

verb raises, either to Agr or to C, then object shift is possible - obligatory for DPs denoting 

old information, and barred for those introducing new information. Object shift is 

dependent on verb raising in the VO langwages but not in the OV languages just as it was in 

Chapter II. Importantly, the dependency between verb raising and object shift is one-way; 

verb raising is in no way dependent on object shift. TRis can be seen with indefinite, non- 

specific objects (new information). These may never shift, yet the placeanent of the verb is 

the same as with objects which can, in principle, shift. In a language like Icelandic, the 

verb raises out of the VP in all finite environments - V2 or otherwise - regardless of 

whether or not there is object shift. 

Sections 3 through 5 follow up loose ends of the account in section 2. 'E?lus, in 

section 3, 1 discuss and dismiss two alternative motivations for movement. On the one 

hand, I consider the possibility that raising may be to satisfy affixd properties. Drawing 

- 
the VP and IP. On the split VP hypothesis adopted in Chapter III (after Travis 1992, Koizurni 1995), there 
is an open question about the interactions of ?he vatious V heads. The most appealing answer to this 
question from one perspective is that the verb r i ses  to the highest V projection, or mtber, that the verb is 
essentially a composite of the various V heads which instantiate its transitivity. 1 leave the matter open 
here. 
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on a discussion in Mospman 1984, ? show that the notion of "affix" required to motivate 

syntactic raising must be dissociated with the morphophonologicd notion of ''affix9'. If 

[affix] is a purely syntactic feature, then it may be checked without raising, as axe other 

features. Otherwise, the content of the notion "affix" in the syntax, is simply "'sonlethiag 

which triggers raising". While descriptively adequate, citing this as a cause for raising is 

uninformative. Next, I consider the possibility that verb raising to hfl may be triggered by 

a requirement that the verb check features with some element other than hfl. This P will 

exclude on the grounds of ehe lasr resort character of movement. The discussion will 

necessitate an excursus on checking configurations, including what I feel is motivation for 

the departure which I make in section 2 from Chomsky's assumptions. Section 4 

conriders the technical details of the movement of the vrPrious heads involved when the 

verb does raise out of the VP. Though there are many possible analyses of the head 

movement involved - and the choice among them is not clearly decided by the assumptions 

of this thesis - I will sketch one analysis which appears promising. I propose that 

movement should be defined as attracfion following Murasugi 1992 and adopting the km 

from Chomsky , forthcoming Furthermore, the c o m t  characterization of this process and 

the nature of feature checking will force the topmost head to attract all the inflectional heads 

in turn, down to the verb. Section 5 provides little insight into the nature of English 

auxiliaries, a class of elements which is recalcitrant under the mount developed here. 

1. The Free Agr Parameter 

In Chapter HI, I compared two views of the aschitctlure of clauses, the "stacked" structure 

akin to that proposed by Travis 1992 (and others) and the "leapfrogging" structure 

proposed in Chomsky 1991. Under the stacking view, the derived psition of the object 

(e.g. the specifier of AgflP) is lower than the base position of the subject (the specifier of 
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a VP shell, or perhaps even of P ) . 3  The conclusion of that chapter was that the stacking 

structure was to be preferred over leapfrogging. The main argument was Occam's Razor: 

leapfrogging adds a significant level of complexity to the computation, especially in the 

form of the equidistance clause of the definition of shortest move. Further, the 

arguments that have been offered in favour of leapfrogging were seen to be inconclusive. 

In addition, the leapfrogging hypothesis made h e  wrong predictions about word order in a 

variety of cases. Extra assumptions were required to obviate these fdse predictions. 

Finally, a small range of data was adduced in support of the stacking hypothesis. The data 

was suggestive, but not conclusive. 

Having adopted the stacking hypothesis, we lose the accounts of Blares's 

correlation offered in Bures 1993 m d  Bobaljik & Jonas 1994 (and related work). In 

particular, the Spec,TP Parameter relied crucially on the analysis in which the subject 

crossed the shifted object (in Spec,AgrO) to explain the correlation. The presence of an 

object in Spec,AgrO forced the subject to move tolthrough Spec,TP in the course of the 

derivation. If a language didn't license S p , T P  then the subject would not be able to get 

past a shifted object and the derivation would crash. In addition, Spec,TP was suggested 

by Bobaljik & Jonas 1994 as a second subject position - the position of the indefinite 

subject in transitive expletive and other constructions. If a language didn't license SgecJP 

then there would be only one subject position (Spec'AgrS) md derivations requiring two 

positions would be impossible. Thus, Bures's correlation: the availability of two subject 

As noted in Chapter Ill, the "VP"-shell here is called Pr(edicatc)-P by Bowers 1993, VoiceP by katzer 
1994, and (effectively) yP by Ckomsky forthcoming. This seems to be a quibble of notation as there are 
no strong arguments in favour of any one of these over any other, as far as I can see. There also seem to be 
su~risingly few arguments in favour of this pusition being anything other than IP at all. For recent 
discussion and summary of earlier proposals, fae Williams 1994 for the view that the subject is in Spw,W 
from the start and Harley 1995 for a defense of the hypothesis that the subject is in some VP-shell. As far 
as I can tell, the nature of this position will play no major role. in tRe remainder of this thesis. I will 
generally indicate subjects as base-generated in the specifier of IP from this p in t  on, unless this has any 
effect on the discussion at hand, though see $3.2, below. 
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positions, and the possibility of object slifi of full NPs covargr in the Gearmanic languages 

since both rely on the licensing of Spec,TP as a subject position.4 

This account is no longer available to us. If the subject does not cross the shifted 

object, then there is no reason for object shift to force the subject to do anything, andl i i ~  

particular, there is no reason for object shift to force a second subject position, given a 

cmss-linguistically invariant clause structure. But what if clause structure were no', entirely 

rigid amo~lg languages? Thriiinsson 1994b, tadring the bull by the horns, has proposed h a t  

whether or not the inflectional projections (IP, broadly construed) are separate (AgrS-B, 

TP, Agd-P) or a single projection (P) is a point of parmetric variation among languages. 

Related ideas have surfaced in work by Peggy S p a s  (see especially Speas 1991). P would 

like to adopt Thriinss~n's suggestion, and adapt it to fit the assumptions sf this thesis 

(since Thrdinsson 1994b assumes the leapfrogging architecture). I propose that the 

existence of Agr-phrases is a point of parametric variation within the Germanic languages. 

Some languages require a functional projection above IP and VP. For the sake s f  

familiarity, let us call this element, Agr. Again, since the position is a familiar one, I will 

Recall from Chapter I that, descriptively, Bures's correlation relies on the assumption that the leftwards 
movement of pronouns is of a different character or to a different position than the leftward movement of 
NP objects . That is, all the Gennmic languages except English show "pronoun shift", independent of the 
sub-ject-position effects. Bures's account and that of Bobaljik B Jonas 1994 both rely on this 
characterizatio~r, noting similarities between pronoun shift and cliticization (for chis view, v.x also B6prez 
1989, 1991, Mahajan 1990, Josefsson 1992, Bures 1993, Bobaljik t Jonas 1894, Jonas 1995a, and 
others). For these accounts, pronoun shift cannot be movement to Spec,.AgrO-P. If it were, it should 
pattern with NP object shift. In particular, it should require the subject to raise through Spec,TP and there 
wouid be no Spec,W Parameter and no Buns's Correlation. 

One property which pronoun movement does share with IW-movement to Spec,AgrC)-P is that it obeys 
Holmberg's Generalization. Thus, we can tell that pronoun shift is movement of the pronoun to some 
structural position between IP and VP (i.e. as opposed to adjunction), since it disrupts adjecerlcy in the 
same way as other structural elements: NPs and English not, net, so and too. 

The cliticization account for pronoun shift seems to be behe most promising at present, however it is not 
without its problems. For instance, in the languages with more familiar cases of cliticization (Romance, 
Slavic etc) clitics surface as part of a phonological unit with the verb (or some other element in the case of 
second-position clitics). In the languages under consideration, the pronoun need not be in any lxal relation 
with !he verb in the molyhophonology. Thus, when the verb has raised further to C as in V2 environments 
or questions, the subject (at least) intervenes between the: veeb (in C) and the clitic/pronoun (at the left 
periphery of the VP). The landing site of shifted pronouns remains a mystery: it is not Spec,AgrO-P, 
since if it were the otherwise robust clustering of proper5cs in the Germanic languages breaks down, nor is 
it some clitic position hosted by V, since the pronoun need not surface next to thc verb. 
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assume for now that this head / projection is implicated in case assignment / checking. 

Nothing beyond the exposition at the moment actually hinges on this characterization of 

Agr, and H will revise this view in Chapter VI.5 In such languages, phases associated with 

the case-assignment process (InWI', V, perhaps P...) will be immediately dominated by an 

Agr-phrase as in (la). I call these languages "Free Ags" languages, since Agr heads its 

own projection. Other languages do not make use of this element / projection for case 

relations. These languages have no Agr-phrases, case being checked internal to the phase 

(in specifier,head or Read,complement relations; see below) as illustrated in (1 b). As these 

latter languages have no Agr phrase, they could be called "Agr-free" languages. To avoid 

the potential confusion these labels could engender, 1 will only use the term "Free Agr" 

languages in what follows.6 

(1) The Free-Agr / Agr-Free Parameter 

a. Free Agr languages b . Agr-free languages 

x 
DP Agr' 

w 
trace 

c, NP 

similarly for IP, perhaps PP, etc... 

There, I will suggest that Agt phrase has semantic / interpretive ramifications. It is associated with 
something like specificity (Runner 1994, Diesing 1995), presupposition (Adger 1994), referentialicy 
(de Hoop 1992, Meinunger 1993) or indexicality and thus only elements which have these semantic 
characteristics raise. Again, nothing in this section hinges on the difference in opinion concerning the role 
of Agr, as far as I can see. 

In terms of Chomsky (1994 class notes, forthcoming) this would be closest to parameterimtion of 
multiple specifiers. However. the extra head afforded by the free Agr version has implications for the 
account of verb raising which constitutes the bulk of this chapter. Further, the morpkologisal correlations 
which appear to fit well in the theory which invokes an extra head when there is an extra specifier would be 
mysterious if the parameter were to do with multiple specifiers. Why should the possibility of multiple 
specifiers correlate with the possibility of multiple inflectional morphemes? I will return to these qucstion~ 
at the end of section 2. 
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1 assume that the choice of (a) versus (b) ranges over languages, and not 

constructions or projections - a language either has Agr-ph~ases or it doesn't. Ultimately, 

we would hope that a parameter of this sort might be derivable from some other property of 

the languages in question, but I have no clearly articulated thoughts on the matter at. this 

moment and leave the question open. 

The Free Agr Parameter ( I )  in a very straightforward manner unifies the sme. 

range of data as the Spec,TP Parameter (Bures 1993, Bobaljik & Jonas 1994, and 

subsequent work), and 'ThrGnsson's 1994b Split Infa para mete^ {on which my garmeter 

is based). First off, the Free Agr Parameter and the Split Xnfl Parameter almost trivially 

derive Bures's correlation between object shift of Ws (movement to Spec,Agr(p) and the 

availability of two subject positions {Spec,AgrS and Spec,IP). If a language does not 

have Agr phrases, then it does not have Spec,Agr positions either dominating VP 

(necessary for object shift of NPs) or dominating IP (the second subject position). Thus, 

for the range of facts considered by Bures 1992,1993 a d  Bobaljik $r Jonas 1993,1994, 

the Free Agr Parameter (or 7'hriIinsson's) are qudly  adequate in their empirical coverage.7 

The shift of pronouns in the Maidand Scandinavian languages remains a potential 

problem on the present account, one which I do not intend to solve. Recall from Chapter H 

and rzferences therein that Bures's Correlation concerns the distribution of object shift of 

full NPs among the Germanic lanjyages. All of the languages, with the exception of 

English, display pronoun shift. The conclation is between object shift of NPs and two 

7 Of course, this is not entirely true if one accepts the VP-internal subject hypothesis. That is, a VP- 
internal position for the subject allows an extra position for the subject, so this would predict two subject 
positions in languages without Agr phrases, and three positions for languages with Agr-phrases. In sinlple 
transitives and unergatives, this seems to be incorrect. There is one position for agentive gubjects in 
English, and two for passive and unaccusative subjects. An agentive subject may never surface in its VP- 
internal position. As Jonas & Bobaljik 1W3 have shown, the same considerations hold for what J am 
calling Free Agr languages. Thus, in Icelandic, there are exactly two subject positions for agentive 
subjects, and exactly one more for truly derived subjects, i.e. of passives and unaccusatives. See Jonas 6r 
Bobaljik 1993 for more discussion sf the relevant data. 
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LI 

subject positions: there are no parallel correlations with pronoun shift. For Bures 9983, 

for Bobaljik & Jonas 1994, and for the account in Chapter I, pronoun shift in the Mmidaad 

Scandinavian (i.e. [-Spec,TP]) languages could not be anaiysed as movement of the 

pronoun to Spec,AgrO-P. This view does not change under the Free Agr Pahameter. The 

languages without Agr phrasss have ody one subject position ( S p , P )  and they similarly 

lack the position which is the target of object shift of full W s ,  namely Sp,AgrO-B. With 

Dtprez 1989, 1991, Mahajan 1990, Josefsson 1992, Bures 1993, Bobaljik & Jonas 1994, 

Jonas 1995a and Chapter I of the present work, 1 maintain the analysis under which 

pronoun shift is not shift to Spec,A@-P but rather a distinct process involving a distinct 

process, likely akin to cliticization (see also note 4, above). The Mainland Scandinavian 

languages permit this process, independently of the presence or absence of Agr-phrases. 

In Chapter I, I proposed that the Spec,TP Parameter may be derived from 

morphological considerations. The specific account I proposed, relying on different head- 

movement configurations k i n g  available in different languages, ultimately for reasons of 

overt morphology, must be abandoned. I do not see how it translates into the present 

framework. However, the descriptive generalization is still as valid as it was in Chapter I 

(rephrased in t e r n  of Free Agr): 

(2) The morphological grounding statement. *om Chapter 1) 

If tense morphology blocks the appearance of agreement morphology, 
then the language is not a Free Agr language, i.e. it does not have Agr phases. 

Here, the obvious account may well suffice. A traditional view which has recently 

resurfaced in work of Marantz (1995 class lectures) i s  that there is nofusion ( h e  process 

discussed in Chapter I). Assuming this to be so, then there should be a rough one-to-one 

correspondence between syntactic terminal nodes (heads) and vocabuPary items 

(morphemes), much in iine with the assumptions underlying Baker 1385 and Pesetsky 
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1985. This correspondence is "rough in the sense that null morphemes must be admitted, 

hence in many environments a syntactic head will correspond to no overt piece of 

inflecticsn.8 The account, on  his view would be as follows: 

If a language docs not have an Agr phrase, then there is only one inflectional node 

(Infl). If there are two sets of morphemes, (i.e. vocabulary item) which could be inserted 

in this node, then they are in competition. The fact that tense wins out over agreement 

could be a language specific fact or it could follow £ism univend feature hierarchies of the 

type explored in Noyer 1992 and Harley 1993. Alternatively, it could simply follow from 

the fact that tense is an interpretable feature, having sen~antic import, in contrast to 

agreement which generally redundantly expresses information contained elsewhere in the 

clause. Hence, if only one of tense and agreement is to be expressed, then it will bs the 

interpretable one, i.e. tense.9 If a language has more than one node (i.e. hfl+ Agr) then it 

should allow up eo two inflectional morphemes to be inserted after the verb stem (or up to 

three if there is object agreement norphoiogy).io 

Fission may also be necessary, i.e. the process whereby the features of one node are split and reaiized in 
more than one place (Noyer 1992). McGinnis 1994 argues that fission should be seen as movement of 
features from one head to another. If she is correct, then fission is only superficially an exception to the 
one-to-one correspondence of X' nodes to vocabulary items. 

This last possibility was suggested by N o m  Chomsky, personal communication. See Chomsky, 
forthcoming, and Chapter 111 for a discussion of the difference between] interpreted and non-interprated 
features and suggestions of how these may differ In their syntactic import. See also Chapter I, fn. 16, for 
discussion. 
l o  Note that I do not consider participle agreement to be object agreement (see Bobaljik 1992? 94). 
Bobaljik 1992, Branigan 1992:46f, Siloni & bidemann 1993, Carstens 1W4, and others have observed 
that many languages use auxiliary be for transitive clauses. In such cases, the perfective participle 
generally shows agreement with the subject and not with the object. The following example is from Serbo- 
Croatian: 

(i> unaccusative (ii) uncrgaiive 

Marija je dog-la. 
M.(fem) is come-fem.sg 
'Maria came.' 

Marija je trh-la 
M.(fcm) is run-fem.sg 
'Maria ran.' 

(iii) transitive (iv) transitive 

Marija je vide-la / * vide-o Ivana. Mi smo Eita-li / * Eita-la kmjigu. 
M.(fern) is see-fem.sg / *-mas.sg I.(mas) we are read-mas.pl/ *fem.sg bcmk.fem 
'Maria saw Ivan.' 'We have read atthe book.' 
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Most of the discussion of Chapter 1 carries over, or can be refonilulated in these 

terms. As long as (2) is stated as the presence of tense blocking agreement, Afrikaans (a 

Free Agr language with no overt inflectional morphology) is no more of a problem thm it 

was in Chapter I. Importantly, Faroese inflection is still ambiguous between two possible 

analyses. This looseness in the formulation of the morphological correlation is at exactly 

the right place since Faroese splits into two dialects on the diagnostics of the Free Agr 

parameter, including verb placement as we shall see presently. 

These are the facts which followed from the Spec,TP Pwameter on a certain 

collection of assumptions. In abandoning those assumptions we do not jeopardize the 

possibility of an account of these facts, as I have just shown, since they may be captured 

by the Free Agr Parameter. I will now show that the Free Agr Parmetes makes pdictions 

beyond those which it shared with the Spec,TP Parameter, in particular deriving a range of 

. facts and generalizations in the realm of verb raising. 

(Serbo-Croatian, Bobaijik 1992: 54, p5) 

A more accurate generalization within Romance, Germanic and Slavic at least is that the participle 
agrees with the subject of auxiliary be, but a (preposed) object of auxiliary 'have'. This apgears to conflate 
with "object agreement" in languages like French since in French only subjects which are derived from 
underlying objects (passives and unaccusatives) occur with auxiliary &re 'W. Constructions with agentive 
subjects use auxiliary avoir 'have.' In Serbo-Croatian as in (i)-(iv), h e  auxiliary biri 'be' is used with 
agentive and nm-agentive predicates alike and the participle always agrees with the subject even when there 
is an accusative direct object. 

Even this generalization is only a tendency, at best. Bmwn 1989 and other papers in Beninca, ed. 1989 
show that most conceivable variations on the relation between auxiliary selection, grammatical role and 
triggering agreement are attested. The generalization regarding be and not that concerning grammatical role 
seems to be the most common. Hence, participle agreement should not be taken to be object sgmrnent. 

In addition, participle agreement in the Indo-European languages patterns with adjectival agreement (i.e. 
"concord") in the features it is sensitive to - a rather unsurprising fact given the close morphological and 
syntactic parallels between participles and adjectives. Thus, verbal agreement in French is for person (and 

, number) while adjective agreement is for gender (and number). Number is expressed quite differently in the 
two types of agreement. This contrasts sharply with languages that show true object agreement (consider 
the examples from Basque and Yup'ik in Chapter 11), where the two generally show the same range of 
features, or the object agreement features are a subsea of the subject agreement features (Murasugi 1994). 



Bobaijik Chapter V: The Free Agr Parameter 

Note also that the account of Holmberg's Generalization remains intact from 

Chapter 11. While it is unclear what structural position shifted pronouns occupy (recall 

from Chapter I and above that it is not Spec,AgrO-P), this position nonetheless intervenes 

between an affix in Infl and the verk stem in V. It is important to keep clear from the outset 

that the dependency between verb raising and object shift is asymmetrical. Object shifi is 

dependent upon verb raising in the VO Germanic Imguages -object shift (of NPs ancl 

pronouns) is blocked if the verb does not raise (Holmberg's Ge~ieralization). The reverse 

is not true - verb raising is not dependent on object shift. That is, there are ample cases of 

verb raising without object shift. In all the languages, the finite verb raises to C in verb 

second environments. Though this creates a configuration which allows object shift, the 

verb raises even if the object does not shift or if there is no object to shift. h what H am 

calling Free Agr languages, such as Icelandic, the verb raises to Agr even in non-V2 

environments. Again, this raising creates the environment which allows object shift, but 

the verb raising is not contingent upon object shift: if there is no object, or if the object 

does not shift, the verb raises anyway. The account of the following section is an account 

of when the verb does and does not raise. This raising is entirely independent of object 

shift. Whether or not the object shift (NP or pronoun) subsequently shifts depends on 

whether or not the adjacency requirement between the inflectional and the verb stem is 

met. The account of Holmberg's generalization in Chapter II (to be revised in Chapter VX) 

is dependent upon the account offered below, and not the other way round. 
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(i.e. fmnal) properties of this new thing y (i.e. a "VP" in terms of X'-theory), are assumed 

to be exactly those of the verb, the head of y (Chornsky 1995:395). To illustrate, consider 

he case of a DP subject in S.pec,H): 

I assume that the DP is occupying S p , P  in order to check the formal (D) features 

of the head Infl, in the locaI relation of specifier,head. Note that the head D is not in h e  

specifier,head relationship to M, but rather it is the DP which is in that relationship. If the 

features of DP are those of D, then there is no question - these features check the formal D 

features of Infl in the specifier,head configuration, a checking relationship. In this, I 

believe I do not differ from Chornsky i995 (cf. the discussion pp. 3 9 0 .  

Taking the two assumpeions together, this means that merger of Infl and QP, as in 

( S ) ,  establishes the configuration (head,complement) under which the features of (the head 

of) VP cheek the fonmal (V) features of hfl, in the same way that the features of (the head 

ofb DP check the formal @) features of M above: 
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In my view, (4) and (5) are two sides of the same coin. In both cases, the features 

which enter into the relationships specifi er,head and head,cornplernent are the features of 

the heads of DP and VP. Again, I suggest that both specifier,head and complement,head 

are checking relationships, and therefore there is no difference between (4) and (5) for the 

purposes of feature checking.ll 

If movement is driven by checking of formal features, then it follows that there is 

no syntactic motivation for (overt) movement of $I to Infl in the structure in (5). If 

head,complernent is a checking relationship involving the features of the head Infl and 

those of its complement V(P), then movement of V to Hrafl is movement from one position 

to another both of which are checking relationships with the same elements, namely Infl 

and V. No new checking relationships between these two heads are created by this 

movement.12 If movement is indeed of a last resort character - i.e. solely for the purposes 

of feature checking -then it should in fact be prohibited in (5) for this reason. 

The theory becomes more interesting if there is an additional head (E) dominating 

Infl which also must check features with the verb. In such a case, a different picture 

emerges: 

n 
F IP n 

subj I' 
A 
I VP 
A 

This could be expressed in terns of covert feature movement (Ciaomsky, forthcoming). h a 1  relations 
on this view would be those structural configurations in which a feature could legitimately move to acljoin 
to a feature of the head H. 
l 2  This observation, and its relevance for the theory of head movement, were first pointed out to mc by 
Alec Marantz, to whom thanks are thus due. 
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In (6) ,  the head IF must, by hypothesis, check features with the V.13 However, 

unlike Infl and V, the head F in (6) is not in a locd relation with (any projection of) V md 

thus the two are not in a checking relationship. Movement of \I to some checking 

relationship with F is forced by the requirements of feature checking. FOP the remainder of 

section 2, I will not discuss the techicd aspects of the movement. From what 1 have said, 

it would appear that V should move to IF, skipping I. In section 4 I will offer a sketchy 

mechanical solution to this problem. Since it adds complications, and especially since there 

are a number of different ways of resolving the technical question of the role of Infl iia the 

raising of V to F in (6) ,  1 will postpone this discussion until section 4. 

This, in a nutshell, is the analysis I will propose for the distribution of verb raising 

in the Germanic languages, laying aside the problematic case of Er~glish auxiliaries. If a 

language has only one head (immediately) above the VP which has V-features, then the 

verb should surface in VP. Since Infl and VP are in a local relationship in ( 5 )  there is no 

motivation for raising from the requirements of feature checking. If a language has two (or 

* more) heads above the VP both of which have V-features, then checking is not satisfied 

without movement; the verb will have to raise to the highest of these heads. 

Assume that the (C) head which triggers V2 has V-features. The theory thus far 

predicts that in the non-Free-Agr languages the finite verb should surface in C in V2 

environments, but should remain in V in non-V2 environments. That. is, in non-V2 

environments there is no F to attract the verb, and Infl and V are already in a checking 

relationship. If a language has only Infl - and sometimes C - dominating the VP, then the 

l 3  That is, the interesting case is the one in which F must check features with the verb. If we took F', a 
head which does not have to check features with the verb, then no question arises and we have the case in 
(5).  
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finite verb should never surface in hfl. B claim this is an accurate desciptioas of the non- 

Free Agr languages: Danish, English, Faroese II, Norwegian and Swedish. 

The interesting question then is the nature of the head Agr. If Agr has no 

V-features, then the Free-Agr languages should pattern with the non-Free-Agr languages. 

The verb would raise to C in V2 environments, but would remain in the VP in non-Br2 

environments. Just as in the languages which lack Agr, if Agr has no V-features, there 

would be no motivation for raising of the verb to Infl since the two are in a local - i.e. 

checking - relation. If, on the other hand, Agr has V-features, then the theory makes a 

different prediction. If Agr has V-features, then it will behave as F in (6) triggering 

movement. Even in non-V2 environments, there would be two heads with V-features 

above the VP, namely Agr and Infl. Thus, the verb in Free-Agr languages should always 

raise out of the VP, in V2 and non-V2 environments alike. In V2 environments, it would 

raise to C, whereas in non-V2 environments it would raise to Agr. 

Summing up, the prediction is that, in the mon-Free-Agr languages, the verb should 

never surface in Infl. If Infl is the only head with V-features dominating the VP, then the 

verb will remain in the VP. If tkere is another head (e.g. Cv2) above Infl also with 

V-features, then the verb will raise to that head. For Free Agr languages, we predict either 

exactly the same behaviour, if Agr does not have V-features, or more interestingly that the 

verb will never remain in the VP, i.e. if Agr has V-features. 

As we shall see, the latter scenario describes accurately the patterns of verb raising 

. in the Germanic languages. In all the languages, the finite verb raises to C in V2 

environments. In non-V2 environments, exactly the split is evidenced which is exjxcted if 

Agr has V-features. The languages which 1 argued above to have Agr phrases (the Free 

Agr languages) all show raising of the finite verb out af the VP in V 2  and non-V2 
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environments alike. In the languages without Agr phrases, the verb remains in the VP in 

non-V2 environments. We conclude that Agr not only exists in these languages, but also 

that it has V-features, triggering raising ir. non-V2 environments. By attributing the extra 

specifier positions jil these languages to Spec,Agr and the head movement to d ~ e  existence 

of an extra head ~ ~ i t h  V-features, we xconnt for Jonas 1995a's observation that there is a 

correlation bettween languages with verb movement to "hfl" in non-Q2 environments and 

the argument p i t i on  facts attributed to the Free Agr Parameter (see dso Vikner 1991). 

Let us begin with an investigation of the simple case, a simple declarative non-V2 

clause like English Sam ate lunch with the structure in (7): 

eat lunch 

The phrase marker in (7) contains the configuration in (3, with %I? the complement 

of Infl. Above, I claimed that tiJs configuration provides no feature-checking motivation 

for verb raising to Infl. Thus, the verb is predicted to remain in situ in the VP. 

This provides a concise account of non-V2 clauses in the Agr-free languages, i.e. 

those without Agr-Phrases: the Maidand Scandinavian languages, Faroese II, and English. 

Taking English first as the simplest case, we have seen in Chapter II that English main 
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verbs remain in the VP.14 The analysis of do-support from that chapter (i.e. exiending that 

of Chomsky 1955[1975] along the lines suggested by Hdle & Marantz 1993) was that, in 

the morphological component, after the syntax, a process of mohphologicall merger allows 

the inflectional affix to "hop" ontc the verb stem if they are adjacent (8). Otherwise, a 

default stern do is provided for the inflectional affix Fn MI@): 

(8) English main verb inflection: merger under adjacency. 

I eat lunch 

morphological 
merger under 
adjacency 

Sam ate lunch 

l 4  Auxiliaries will not be considered until the end of this chapter. 
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(9) English do-support: adjacency dismpted.15 

adjacency 
ww 

Sam did not eat lunch. 

For the Mainland Scandinavian languages and Faroese jlI, main clauses are V2 

environments, to which we return below. Non-%2 e n v k ~ m n t s  include most embedded 

clauses (except those embedded under ''bridge  verb^'^)). h non-Y2 clauses, we assume that 

there are no checking requirements between V and C. If this is the case, then these collapse 

together with the analysis of main verb inflection in English. There is a checking 

requirement holding between Infl and V, but this requirement is satisfied in the 

head,complement ~ l a t i o n  between Infl and V(P), hence the= is no syntactic motivation for 

movement. 

For the case of negation, it would seem that one could attribute the appearance of do not to st dismption 
of adjacency, but rather to the presence of an intervening phrase - NegP - which woilld block checkii~g 

. between Infl and the V(P). However, this would not generdizc to the other cases of do-support considered 
in Chapter 11. Recall especially section 2.1 of Chapter II - the discussion of subject versus non-subject nh- 
questions. This was the cl=cst case where there was no structural difference between the environments 
which trigger do-support (non-subject questions) and those which do not (subject questions). In both cases, 
IP intervenes between the head C and the verb, yet only in the former is adjacency between the two 
disrupted by the presence of m oven subject DP. Similar considcmions obtained for questions in locative 
inversion. In both of these casts, the factors triggering do-support ape not stsuctuaiil. The sme point 
recurs throughout Chapter II with W-ellipsis and the headdness effects in Germanic. All of i k $ e  analyses 
involve configurations where the crucial differences are morphophonological - whether or not the 
relationship of adjacency holds between two eianlents -the s ~ ~ c t u r e s  involved an genelally, apm from the 
case of negation, isomorphic. 
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(10) Scandinavian - inflech'on of main verbs via merger 
in non- V2 environments ((e.g. ernbedded clause)l" 

Jag tvivlar [cp att hm inte l&te den3 
1 doubt that he not read it ; 

'I doubt he hasn't read it.' 
(Swedish) 

- 

[past] 

I adv 

merger under 
adjxency 

This was the lynch-pin of the derivation of Holmberg's generahation in Chapter a. 

Taking only a limited set of the data, we see that the theory developed here predicts 

that verb raising to Infl should not occur in an environment where only features of these 

two heads interact. Since the features a£ V(P) are in a checking relationship with IInfl, 

subsequent adjunction of the V to Pnfl (Head raising) can satisfy no dditionai checking 

requirements. Two obvious counter-proposals come up at this point. First, one could 

imagine that raising of V to M might not immediately satisfy any property of either head, 

but that it could be a necessary precursor to some iater checking. Alternatively, it has often 

l6  Recall from the definition of adjacency in Chapter II, that adverbs do not disrupt this relationship, only 
structural material (specifiers, heads) does. Also in h e  Germanjc languages other than English, scntential 
negation is expressed adverbially. Thus, Swedish inte 'not' behaves for tha purposes of adjacency like 
English never, which does not trigger do-support: 
(9 Sam [-past] never eats lunch. 

(-j - - - - - - - ---- 0 
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k e n  suggested that raising could be triggered by a feature [+affix] on either the raised or 

targeted element. In section 3, I will show that both s f  these alternatives are excluded on 

. independent considerations. Movement which has no immediate consequences is to be 

excluded on general grounds (cf. Chornsky 1995: Greed, Collins 8995: Greedier-, Lasnilc 

1995: Enlightened Self Interest). Further, drawing in large part on observations in 

Koopman 1984, I will show that the notion of "movement to satisfy the feature [+affix]" is 

singularly uninfsmative. 1 thus exclude these alternatives, with a promissory note to 

return to them in section 3. 

2.3 Verb Second - Cy2 

Let us move now to a consideration of verb second (V2) effects. AS1 the Germanic 

languages aside from English show V2 effects in main clause declaratives. The verb is 

preceded by a topicalised constituent which may or m y  not be the subject DP: 

(1 1) The verb second effect. 

a. [XP Hew 1 hefir oft lesia &ssa b6k. 
H. has often read this book. 

'Helgi has often read this book.' 
(subject = XP) 

(Icelandic: Vikner 1994: 11 26) 

b.  [xp pessa b6k ] hefur Helgi oft lesi8. 
this book has H. often read 

'Helgi has often read this book.' 
(object = XP) 

(Icelandic: Vihcr 1994: 126) 

c. [xp f Mkasafninu ] hefur Helgi oft lesia bssa  b6k. 
in 1ibrary.the has H. often read this book. 

'Heigi has often read this book in the library.' 
(ad3unct = XP) 

(Imlmdc) 

In embedded clauses, the distribution of V2 is more variable. In anmy languages 

(including German, Danish, Swedish ... ) V2 is only permitted under the so-called "bridge9' 
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verbs (know, think, claim ...).I7 In ~ t h e r  languages (especially Icelandic and Yiddish) 

embedded V2 is far freer, occurring under other matxix verbs as well. 

I assume that V2 is movement of a topic cons~ituent (XP) to Spec,CP and that the 

verb in V2 environments is in the head of C.18 The large body of recent literature om the 

V2 pbenornena would suggest that this analysis is too simplistic, in particular that this head 

C is not the same head as the one hosting true complementizers, such as thut or its 

cognates in the other languages, nor is it the s m e  as the head C involved in wh-questions. 

For our purposes, we need only say that there are different elements which may occur 

. under the head C ,  including the feature driving the movement of both the verb and the topic 

in V2 constructions, and that these different C heads differ in their syntactic features. This 

is not, as far as I can see, in any relevant way different from the claim that V2 effects 

involve a heiid distinct from C, if for instance the theory admits of CP recursion as has 

often been suggested. The head in Y2 constructions is .~t,t the head that, nor the head in 

questions, but whether or not these are all of catcgory C seems an issue cf no immediate 

relevance to the analysis here. 

Assuming for convenience that the head involved in the V2 construet!sr. is C,  

choices for the head C can be one of at least three different elernents: (i) the V2 head 

(henceforth C V ~ ) ,  (ii) lexically overt complementizers (English that, Geman daJ eec ...), 

or (iii) an intearcgative C. In classifying the three heads in this way, I depart somewhat 

from assumptions current in the literature, and thus I will use this subsection to justify this 

position. Specifically, I will not provide an account sf why the V2 head has features which 

require raising of the verb, but I will show that the verb raising is indeed triggered by an 

l 7  Vikner 1994: 133-4 provides a list of bridge verbs in Danish and German. Thcre are clearly semantic 
factors at work, though it is not clear exactly what these facton are. 
l 8  1 am forced to assume also, contra Travis 1984 and Zwart 1993, thtt subject-initial main clauses also 
involve V2 topicalization, as Dianne Jonas points out (personal communication). This is a point of great 
debate within the relevant literature iind I will not consider the aegurnents on both sides in this discussion. 
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idiosyncratic syntactic property of this head and not by its status as a phonologicdly null 

head. 

English is ofiefi said to be '"residual V2", with "MZeffeets only obtaining in main 

clause interrogativesw.19 This view implicitly collapses the. distinctions between 

. complernentizer types (i) and (iii), above. Another cclmmon assumption is   bat V2 effects 

obtain simply from a "requirement that C be lexical" in languages like Dutch and 

German." This draws on an observed asymmetry in embedded clauses in these 

languages. If there is an overt, lexical complernentizer then there are no verb-second 

effects, and conversely, that verb-second obtains in the absence of a lexical 

complernentizer: 

( 12) embedded clauses 

a.  Watson bthauptete, clan Moriarty nur das Geld gcstolden hafte. 
W. claimed [cp that Ma only the money stolen Ilas ] 
'Watson claimed that Moriarty had only stolen the money.' 

b.  Watson behauptete, diwes Geld hsdts Moriarty gestohlen. 
W, claimed [cp this money had M. stolen ] 
'Watson claimed that Moriarty had stolen this money.' 

(Ge1man:Vikner 1994: 133) 

These common assumptions together suggest that "V2"-effects are derived from a 

simple property that the Plead C be lexically filled, e.g. an affix. But this is certainly not the 

case. In particular, there arc significant syntactic differences which separate the tlrree C 

heads I have distinguished. These differences have nothing to do with the overt versus null 

distinction, and in fact cut across this difference. I illustrate directly. 

l 9  And perhaps, as Colin Phillips points out, in certain inversion constructions typically involving 
negation or polarity items in certain diolecdregisters, for instance: 
(0 Never had Mutha read such a p d y  -written thesis as now lay before her. 
( i i )  Only a thesis of that caliber would I deign to show to M d i a .  
20 This is the analysis of V2 often discussed in introductory textbooks, cf. Haegeman 11)91:530f. 
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The point to be made is the following. The common analysis of V2 effects, 

especially the contrast in (12) is by appeal to the notion that C must be lexicalinxi, and. the 

idea that there are two means to satisfy this - a lexical complernentizer (c.g. daJ) or the 

raised verb. However tlis simple view I s  descriptively an insufficient characterization of 

the environments of verb raising. The head Cy2 is distinguished not only by being 

phonologically null, but also by a syntactic bekaviour distinct from other complementizers, 

null or overt. Phonological nullness is not a sufficient condition to define the head which 

triggers verb raising, as there are null complementkrs which do not trigger raising. In 

section 3.1, I will argue that the rnorpho-phonological notion of an affix cannot drive 

movement at all, but this stronger position is not necessaq for this section. 

Consider first the pair in (12), the standard examples cited in connection with verb- 

. second as movement to C, assigning the structures as folloi7~~: 

(1 3) structures of ( 1  2 )  

@ daJ Moriarty nur das Geld gestohlen b t t e  
dieses Geld hatte Moriarty gestohlen 

Putting the two sentences on a single tree, we note immediately that the two do not 

constitute a minimal pair which varies only in whether or not C is occupied by a 
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csmplementizer or the finite verb, but that there is an additional difference in the content of 

Spec,CP. If C is filled 'by the verb, as in the V2 construction (12b), Spec,CP is 

obligatorily filled by a topic constituent as seen by the ungrmaticality of (14b). On the 

other hand, when C is filled by a lexical complementizer such as daJ? 'that' in (12a), 

topicalization of a constituent to Spec,CP is sharply ungmuraatical(14a). 

a. * Watson behauptete, dieses GeM da$l Moriarty gestohlen katte. 
W. claimed [cp this money that M. stolen had ] 
(Watson claimed that Mo~arty had stolen this money.) 

b. * Watson behauptete, hatte Mokarty dieses Geld gestohlen. 
W. claimed [ ~ p  had M. this money stolen ] 
('Watson claimed that Mordartgr had stolen this money.) 

(German, after Viher) 

Put more simply, it is not the case that there is some head C which has the quirky 

property of requiring lexicalization - either an overi complernenthr or a raised verb. There 

is more than a simple phonological overt versus null difference between the cornplementizer 

heads in (12). There is an additional, purely syntactic difference between the two: the 

declarative complementizer daJ 'that' prohibits an XP in its specifier, while the V2 

complementizer, by definition, requires such topicalization. Note that many Germanic 

languages allow both complementizers in "embedded V2" constructions suck as (IS), 

where verb second occurs under a lexical comglementizer. 

(1 5 )  V2 embedded under a lexical complementizer 

J6n hamar ai3 bssa  b6k skuli Cg hafa lesia. 
%. regrets [ ~ p  that [cV2-p this book should [p J have read. I]] 
'Jon regrets (it) that I should have read this book.' 

(Icelandic: V b e r  1994: P 34) 

In the case of (12), there is a correlation between phonological content 

(complementizer versus verb) and topicalization properties. The "Q2 as affix" analyses 

could be saved if the (topicalization) property "requires a filled specifier" could in some 
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way be related to the phonological content of the head. For example, the claim could aFe 

that for whatever mysterious reason, a null head (to which the verb adjoins) requires a 

filled specifier. However, even this cornlation collapses when one extends the discussion 

to interrogatives. 

In all the Germanic languages, including English, rnafxix interrogatives involve 

raising of the finite verb (or auxiliary do) to a aosiaion like C.  In yedno qoesaions, this 

position is clause-initial, otherwise, a single b: .,:-constituent occurs before the verb, e.g. 

Spec,VP. In the Germanic languages, the intelrogative C has no phonological content, but 

only triggers raising, both of the finite verb and of some constituent to Sgec,CP. Hn this, 

main clause interrogatives pattern just as V2 clauses, the basis for the proposal of "residual 

verb-second" in English. 

(16) Who has Sam seen ? 

has 

seen 
*i 

If the analysis of embedded V2 did have to do with a lexical versus null 

alternation,21 then embedded questions with fronting of wh-words in English and German 

For example, one idea which has received some attention is the idea that null heads me inherently 
affixes. Tkis idea plays a significant role in Pesetsky 1995. See section 3.1 for reasons why this view is 
not entirely consistent with assumptions adopted here, in particular, why such a view could not be 
maintained if the syntax cannot "see" the phonology, a position I will advocate in Chapter VI. 
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. should have verb raising to C, just as in embedded V2 clauses. Alternatively, embedded 

interrogatives should prohibit movement of the wk-constituent so Spec,CP, just as this is 

prohibited with lexical c o m p ~ e m e n ~ r s .  This pdictiom is false. Embedded interrogatives 

pattern neither with embedded V2 nor with lexical CO. The finite verWauxi1ia-y cannot raise 

to C, but the wh-word must occupy Spec,CP.22 

(1 7) Embedded Questions: no inversion. 

a. * I wonder [cp who has Sam seen.] 
b. I wonder [cp who Sam has seen.] 

( 18) Embedded Questions: no inversion. 

a. * fig spurdi [ ~ g  af hve j u  hefdi [p Helgi [yp oft lesib bssa  b6k ]]I. 
I asked why had H. often read this book]]] 
(I asked why Helgi had often read this book.) 

b. E~ spur5 [ ~ p  d hverju Helgi hefai [ ~ p  oft lesi6 kssa  b6k HI. 
I asked why H. had often read this book I]] 
'I asked why Helgi had often read this book.' 

(Icelandic, Vkier 1 W4: 127) 

The behaviour of embedded questions shows that a s'ylple lexical versus null 

difference in C is not sufficient to predict when verb raising to C is triggered in Germanic, 

and further, these clauses show that the correlation between phonological content of the 

head, and the obligatoriness/ianpossibility of a filled specifier breaks down. 

To repeat the main point of this section, then: there are at least h e  syntactically 

distinct heads involved in the range of constructions just considered. All thee occur 

somewhere at the top sf the clause, and for our purposes group them dl under the category 

label C. However, the heads are quite clearly syntactically distinct, with the properties as 

surnmarised below. In particular, note that the status of a head as phonsPogically oveet or 

null does not correlate directly with either raising of the verb or raising sf a topic 

22 My thanks to Uli Sauerland for pointing out the relevance of enibeddcd interrogatives. 
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constituent to the specifier position. What is most relevant for our purposes is tb- f a t  that 

the property of Cv2 such that i t  triggers verb raising is not reducible to my other property 

of the head - syntactic or phonological - and thus it is simply an arbitrary property of this 

head that it must come to be associated with the f ~ t e  verb. 

(19) The content of C. 

i .  Cv2 - the V2 C. 
Phonslsgically null. 
Associated with raising of a topic constituent to Sp+;c,CB, 
Attracts the verb in main and ernWde8 clauses. 

. . 
11. overt complementizers such as English that, Geman cdcaJ.23 

Phonologically overt (deleted in certain environments in English) 
Prohibit raising of a constituent to Spec,CP. 
Prohibit raising of the verb to C. 

... 
111. interrogative C. 

Phonologically null. 
Associated with raising of a wh-word to Spec,CB. 
Attrzcts the verb (or hfl) in Main clauses, 
Prohibits verb raising in embedded clauses. 

2.4 V2 - the nnaly~is 

In the previous section, I have argued that we are at least abservationally justified in 

considering Cv2 as being an element with a distinct featural makeup and in particular 

having as an arbitrary property the property that it requires the verb to raise to it. We 

translate this arbitrary property as the equally arbitrary statement that the Read Cv2 has 

features which need to check with a verb in order to be licit.a 

23 There may be others, such as English "ECM" for, with still different properties. 
24 P am fully aware that claiming that the C has verb features does little more than to state the descriptive 
geneialization, i.e. that the verb must raise to C. I am, however, aware of no better alternative, and will 
continue to use this since it is a tool made available by the theory, assuming that it can be ultimnt*'.! 
reduced to some more primitive feature, perhaps to do with topic - comment struc~ure. Tine notion v 

has some verbal features in these languages is standard throughout the literature but I am aware 1, 77;: 

compelling arguments to prefer any one feature over another. See Rohbacher 1994: Ck.3 for a disc~lssirtn 
of previous accounts. 
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Restricting ourselves still to the languages which B have argued have only (simple) 

IP, we now expand the structure in (7) adding a CB: 

subj 

I w 
A 
V object 

If the head C has no V-features, for example lexical complementizers as in (19ii), 

then the verb is predicted to remain internal to the VP, i.e. in V. That is, if the C in (20) 

has no V-features, then it should be irrelevant to the checking relations which the verb 

enters into. Only Infl and V would have features which require checking against each 

other. The analysis of 92.1 would apply equally in the environment 420) if the C has no 

features which need to be checked with the v~*J.,. The ody head which must check features 

with the verb is the head Infl. The features are checked in the local relation of 

head,cornpiement which obtains without movement. We thus conclude that (20) -without 

verb raising - is the structure of non-V2 environments in languages which do not have an 

Agr-Phrase. The verb obligatorily remains in VP, to the right of W-adjoined adverbs in dl 

the non-FE~-Agr languages. I illustrate here with examples from Swedish: 

(2 1) A non-V2 environment. The verb remains in VP. 

a. Jag tvivlar [cp ate han [w ink liiste den 31. 
I doubt that he not red it 
'I doubt that he didn't read it.' 

b. * Jag tvivlar [ ~ p  att han ltiste [vg hte den I]. 
I doubt that he read not it. 
(same) 

(Swedish, cf. (18)) 
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However, if the C head is Cv2, i.e. the head which by hypothesis lras V-features to 

check, then C and V(P) are not in a checking relaticanslip in (20). This is the structure in 

(6),  above. The only way for the V and C to enter into a checking relationship is for the 

verb to raise. I lay aside the technical questions of the characterization of the raising 

(22) V2-environments. The verb raises to @. 

a. Denne film har [p bgmene [vp set 11. 
this film have children.the seen 
'The children have seen this film.' 

Main Clause 
(Danish, Vikner 1994: 128) 

b. Vi ved [cp at denne bog har Bo [vp W e  last 111. 
we h o w  that this book has B. not read. 
'We know that Bo has not read this book.' 

Embedded Clause, bridge verb 
(Danish: Vilu~er 1994: 130) 

Hence, we have the following scenario for a language with a simple IP (English, 

Mainland Scandinavian, Faroese 11). When there is a head higher than Infl which has 

V-features, such as Cv2,  then the verb must raise to this head as there is no other way for 

the feature:; to be satisfied. The verb will appear overtly in C. When no such head is 

present, then the verb will remain in situ in the (head of) the VP. 

25 Note that this characterization lends itself more easily to the analysis based on attraction as in 
Murasugi 1992, Qka 1993, Chomsky forthcoming. Until the Cv2 head is i n t r ~ d l ~ ~ d ,  there is no reason to 
move. This suggests that it is a property not sf the verb, but rather one of the head Cv2 which induces 
movement. In this way, we could characterize the movement as Cv2 attracting the closest head with 
relevant (e.g. V-) features. Qne possibility is that Cv2 amacts first the head InfE, creating the complex head 
[C Infl C 1. If Infl is not sufficient to check the features of C, then It attracts again. This time, Infl no 
longer counts as closest, having already been attracted, and the verb is attracted next, raisin? and adjoining 
to (complex) C = [C V [C Infl C ] 1. This multiple attraction is parallel to the st~ndard account of 
multiple LF artaction - "absorption" - of wh-elements to a single wh-head. The closest / topmost wh- 
element is attracted first, 2nd then subsequent ones are attracted top down. I will return to this in section 4. 
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The pattern predicted by this analysis is exactly the khaviour which is chwac~eristic 

of those I .~guages which for independent reasons I argued above have simple SP: namely, 

Faroese I1 and Mainland Scandinavian (dso English, though English lacks @v2 and hence 

the analpis is jacuous with respect to English). 

2.5 Complex HP = AgrP + IP 

We now turn to the languages which I argued above (section 1 )  have a complex BP 

projection - AgrP dominating I&. This allowed two specifier positions for subjects and 

was implicated in Bures 1993 and Bobaljik BL Jonas 1994's analyses of transitive expletive 

constructions and other things. What we are interested in here is the properties of this 

head. Recall from $2.1 that I[ noted an environment where we could potentially dietenmine 

some characteristics of the Agr head. If the Agr head has V-features, then we predict a 

difference between Free Agr and non-Free Agr languages in the placement of verbs in non- 

V2 environments. In the previous section we saw that the head Cvz, being a head above 

Infl with V-features, forced the verL to raise to Cv2. Likewise, Agr is not in a local 

relation with the V (or any projection of the V) and thus, if it has V-features, movement is 

triggered. The verb will surface either in C or in Agr, but will never surface in V. If Agr 

does not have V-features then it would not trigger raising and the Free Agr languages 

should show zhe same patterns of verb position as the non-Free Agr languages: the verb 

would be in V or C but never in Infl or Agr. The latter configuration would be 

uninteresting, since it would also be L ~nsistent with there being no Agr head. ?'he theory 

here is interesting then only if the Agr Read has V-features, since in that case it predicts a 

dlffererice between the T ,e Agr languages and the non-Free Agr languages in terns sf 

head movement as well as in t e r n  of the distribution of arguments in specifier positions. 

As is well known (see especially Vikner & Schwartz 1994, Rohrbacher 1994 and Jonas 

1995a) there is indeed a difference between tire two sets of languages a i d  it is exactly the 
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difference which is predicted by the presence of an Agr head with V-features (when 

testable). The inflected verb in the languages without Agr phrases (Mainland 

Scandinavian, Faroese Il and English) raises to C in matrix questions and V2 envkonmemts 

and remains in VP otherwise. It never surfaces in Infl. In the Free Agr languages, 

Icelandic, Faroese 1 and Yiddish, the verb raises out of the VP in all contexts including 

non-V2 environments. This then indicates that there is some head with V-features beneath 

C but above Infl in the Free Agr languages, a head which is not present in ?he languages 

which do not have Agr. I take this as strong evidence for the existence of the Agt head. 

The correlation between verb raising in non-V2 enviro~lrnents and the possibility of two 

subject positions was noticed as a difference between Icelandic and Mainland Scandinavian 

by Vikner 1991,  and for the wider range of languages including the Faroese dialects by 

Jonas 1995a.26 

26 This is different from the formulation of 'Jonas's generalization' given in Chomsky, forthcoming [at 
least in the widely circulated draft version, $91. Chomsky suggesis that the possibility of two subject 
positions (Chomsky's term is "Multiple Subject Constructions") "is contingent upon overt verb raising", 
thus that "Agr cannot have [a specifier] unless supported by V" (59, p.2). This reading of Jonas's work is 
not entirely accurate. The actual generalization noted by Jonas is the one attributed to her ie the text above. 
A language allows Spec,Agr, quite generally, just in case in non-V2 environments, ahe verb raises out of 
the VP. In V2 environments, all the' languages considered sho:~  overt verb raising, i.e. the V2 effect. Yet, 
though the Mainland Scandinavian languages have verb raising (to C) in all main clauses (i), just as 
Icelandic does (ii), only the latter allows what Chomsky calls "Multiple Subject Constructions" (iii) versus 
(i v) : 

(i)-(ii) Both languages require verb raising in matrix clauses, i.e. V2 effect. 

(1) [cp Denne film har [ ~ p  barnene set 13.  
this film have children.the seen 
'The children have seen this film.' 

(Danish, =(22)) 

(ii) [cp pessa b6k hefur [ ~ p  Helgi oft lesib 11. 
this book has H. often read 
'Helgi has often read this book.' 

(Icelandic, =( 1 1 b)) 

(iii)-(iv) Even with overt raising of V (Le. to Cy2) the languages vary 
regarding the grammaticality of Transitive Expletive and other Multiple Subject Constructions. 

(iii) * [cp Det At [lp mHnga tomtar korvarna I]. 
there ate many Christmas.trolls sausages.the 

(Many Christmas trolls ate the sausages) 
(Swedish (Chapter I)) 
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Of the Free Agr languages (i.e. Afrikaans, Dutch, Faroese I, Frisi,an, German, 

Icelandic and Yiddish), all have V2 effects in main clauses and wrtah embedded clauses: 

(23) Verb Second 

a. [ c p  f b6kasafninu hefur [ ~ p  Helgi oft lesia b s s a  Mk I]. 
In 1ibrary.the iaas PI. often head this book. 

'Helgi has often read this book in the library.' 
(Icelandic) 

b. [cp Mit Professoren in den Kkrn hiat [p Ranate den Hubert nicht gegviilila I]. 
with professors in the 60s has R. the M. not tormented 

'Renate has not tormented Hubert about professors in the 60's.' 
(Geman) 

Of course, this is uninformative for present concerns; regardless of the nature s f  

the Agr head, the property of Cv2 (i.e. that it has V-featlrns) is sufficient to force raising of 

the verb to C in V2 clauses, just as in the langua~es considered iil the previous section. In 

non-V2 environments, the verb is effectively final in Afrikaans, Dutch, Frisian and 

German (see Chapter II):27 

(iv) [cp pat! brZ)u8u (lp sennilega margiir j6lmveDnorr bjtigun 11.  
there ate probably many Christmas.trolls dic.sausages 
'Many Christmas Trolls probably ate the sausages.' 

(Icelandic, Bobaljik & Jorlas 1994: 1 ) 

A funher difference between Chomsky's statement of Jonas's generalization an3 Jonas's statement of the 
generalization concerns English auxiliaries. Neither Jonas's formulation nor mine make no reference to a 
direct connection between overt verb raising and the licensing of subject positions. For both Jonas and me, 
the correlation follows since both verb raising and two subject positions have a common source in a 
characteristic of the language. For me, this is the availability of Agr-P, for Jonas, a licensing rqlluirenncnt 
on the specifier of that phrase. For Chomsky, the connection is explicit. English iiuxiiiaries are ycrhaps 
more of a problem for Chomsky's description than for either Jonas's or mine. That is, these involve a verb 
in the highest functional head, but do not allow transitive expletive constructions. If verb raising to Agr 
was the factor which licensed MSCs, then we would expect them in English with auxiliaries, an 
expectation which proves falje: 

(v) * There have many trolls eaten the sausages. 

Chomskp ($9, p.3 and fn. 121) notes that the possibility of MSCs may relate to "other properties of the 
language[s]", in fact exactly Jonas's proposal and that which I am attempting to account for in terms of the 
Agr head in the text of this chapter. 
27 1.e. pace exuaposed elements. 
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(24) Embedded clause, non-bridge verb (German) 

... matrix clause [ ~ p  CBMP subject ... object ... V + hfl ] 

Holmes bewies, [m daB [ ~ p  Moriarty das Geld gestern gestolden hatte]]. 
H. proved tha.t M. the money yesterday stolen had 
'Holmes proved that only Moriarty had stolen the money' 

(German, after V h e r  1994) 

Since V, Infl and Agr are contiguous at the right periphery of the clause, current 

technology does not allow us to test for which of these heads the verb occupies. The 

prediction regarding Agr cannot be tested in the SOV languages due to their SOV nature, 

and so I wi!l not consider them further in this chapter. This leaves Faroese I, Ecelmdic and 

Yiddish. These languages are underlyingly V8.28 and the V and Infl positions are clearly 

den~arcated by VP adverbs, just as in the lsnguages with simple Infl considered in the 

previous sections. 

Now, the structure which we are interested in is one in which there is no V2 head. 

Thus, we consider only AgrP and below. (Again, 1 assume for convenience that the subjcct 

is introduced in the highest specifier - it could k introduced lower and move up.): 

AgrP 
n 

n 
V object 

28 See Deising 1994 for arguments that Yiddish is underlyingly VO. This is contra Vikner 1991, 
Santorini 1992 who argue that Yiddist 's underlyingly OV or allows an alternation ktwecn the two orders. 
While I find Diesing's arguments cornpalling, I will use data primarily from Icelandic to make the point due. 
to ttre debate as to the status of Yiddish VO word order. 
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If the Agr head has V-features, then in dl relevant respects this is parallel to the 

derivation in the last section, involving Cva. At no point in (2.5) are Agr and (any 

projection of) the verb in a checking relationship. Just as in the case of V2 environments, 

the verb must raise to check the features of a higher head. The prediction of the system if 

Agr hris V-features then is that languages which Rave a cvrnplex IP (IP e AgP) will require 

verb raising to Agr (the higher Infl projection) even in environments where there is no 

higher Cv2 head requiring raising. 

This prcdiction is borne out, quite nicely. Faroese 1: Icelandic and Yiddish, all 

display obligatory verb raising out of the VP in non-V2 environments. That is, in these 

languages, the finite verb never surfaces in the VP, occurring always in either a functional 

head above the VP (i.e. Agr) or in C (V2 environments and matrix questions). The 

contrast in (26) illustrates that the verb must be to the left of a VP-adverb (a) *and cannot be 

in VP (to the right of a VP adverb, as in (b)). The examples in (27) are V2 environments, 

in which the verb is in Cv2.29 

29 f have used embedded questions to make the point since these are the environments which most clearly 
disallow embedded V2 in Icelandic. Thus, embedded wh-movement is incompatible with verb movement to 
C, as (i) shows (this of course is the opposite to main clause wh-movement): 

(i) * E~ spurdi [cp af hverju hefdi Helgi oft lesia pessa b6k 1. 
I asked why had H, often read this book 
(I asked why Helgi had often read this book.) 

(ii) ~g spur& [ ~ p  af hverju Helgi hefdi oft lesi8 bessa b6k 1. 
I asked why H. had often read this book 
'I asked why Helgi had often read this book.' 

(Icelandic, Vikner 1994: 127) 

Further, V2 topicalization in embedded questions ranges from fully ungamrnatical with wh-questions 
(iii) to marked with complementizer hvorz 'whether'. It is never fully grammatical, as embedded V2 seems 
tc be in other contexts, as shown by ThrAinsson 1994, citing Magnusson 1990 (though speakers disagree 
on the grammaticality of embedded V2 under non-bridge verbs as well - HaildQ Sigurbsmi~, pc 1993). 

(iii) * 6 g  spurai Grim [cp RvaB [cV2-p [top i bessum kassa 3 hefdi harm geylnt I]. 
I asked Grimur what in this box had he stored 
(I asked Grimur what he had stored in this box.) 

(iv) ? 6 g  spurbi Gnlm [cp hvort [cV2-p itop i kssum bfl ] hefdu k i r  fundid hass 11. 
I asked Grimur whether in this car had they found pot 
(I asked Grimur if they had found pot in this car.) 
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(26)  Embedded question @on-V2 environment). V in Agr. 

a. gg sspurai [cp af hverju [agrp Helgi hif& [ k ~  oft lesii) k s s a  b6k]]]. 
I asked why H. had often rcad this Rook 
'I asked why Helgi had ofter, read this book.' 

b. * gg spur8 [ ~ p  af hve j u  ( ~ ~ ~ p  Helgi [w oft he&% lesia pessa b6k]]]. 
I asked why H. often had read this book 
(I asked why Helgi had often read this book.) 

(Icelandic, ViEtner 1994: 127) 

(27) V2 environment, verb in Cv2. 

a. pessa b6k hefir [Agrp Heigi [w oft lesiB ]I. 
this book has H. often read 
'Helgi has often read this book.' 

Main clause. 
(Icelan&c) 

b. J6n harmar [cp ail [cV2-p b s s a  b6k skuli h f l p  Cg [ ~ p  hafa lesia]]]]. 
J. regrets that this book should I have read 
'Jon regrets that I have read this book.' 

Emhdded clause. 
(Icelandic, Viher  1994: 134) 

We therefore have indirect - though reasonably strong - evidence for the existence 

of a head between Infl and @ in exactly those languages which have evidence of two 

suSject (and object) positions and which are not limited to a single morpheme after the verb 

stem. Further, vre have evidence that this head has V-features. The difference between the 

Free Agr languages and the non-Free Agr languages regarding the position of the filmi~e 

verb in non-V2 environxnents receives a straightforward account if there is such a 

functional head with V-features above hfl in the Free Agr languages but that there was no 

such head in the non-Free Agr 1anguag:s. In the SVO Free Agr ianguages, the verb always 

raises out of the VP, even in non-V2 environments. In section 2.1, we saw that checking 

theory provides no motivation for the verb to raise to the next head up. The head InR takes 

the VP as its complement and thus is, by hypotkesis, in a potential checking relatioqship 

(icelandic: ThrCnsson 9494: 157) 
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with the head of that projection. Motivation for verb raising must come from the presence 

of a higher head with V-features. Cv2 is one such head, implicated in V2 struct.ures and 

accounting for why the verb never surfaces En Infl in the languages without an Agr-phrase. 

Apparently, Agr is another such l1ead.3~ 

The theory then also predicts that the OV languages (Afrikaans, Dutch, Frisian, 

German) also have V to Agr in non-V2 environments. However, this movement will be 

string vacuous, if Agr, Infl and V are all on the right. Pending a more clever test to 

determine the position of the verb in head-final structures, this prediction is left sadly 

untested. 

Within the framework of Chomsky, forthcoming, Chapter 4, section 10, in which 

there are no Agr-phrases, the generalizations provided here would have to be stated as 

follows. The pruamet~ic variation involves some feature of T(ense = Infl) and v. T either 

forces verb raising or does not. Further, this correlates directly with the possibility of 

having a second specifier for every argument. If T in a lanyage has requires raising of the 

verb in non-V2 environments, then not only T, but also v and whatever head hosts the 

derived position of indirect objects dl allow multiple specifiers. Also, if T does not force 

raising of the verb, then the verb may host maximally one inflectional morpheme. 

30 A logical possibility is a language in which Agr is present but has no V-features. Such a language 
would have two positions for each argument, but would not have verb raising ou~side of V2 environments. 
Verb raising could not bp, triggered by Infl (the h a d  whose complement is VP) but rather only by a higher 
head with V-features. The parametric difference in the verb raising patterns discussed here (from Jonas 
19958 expanding on Vikner 1991) is explained only if there is a head between C and Infl which has V- 
features. 

Though I will not pursue it here, it is tempting to assume that V-features are inherently a propmy of 
inflectional heads generally. Thus, Infl must have V-features, though semantically it is no less plausible to 
assume this than it is for Agr. Likewise, could there be a language with a head Cv2' - a head like Cv2 
which farces topicalizatiorr but which does not have V-features? In the investigations here, it seems to be 
that the functional elements Cv2, i n f ,  and Agr all have V-feahlres. 
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For Chomsky, movement is forced by the presence of "strong" features on the 

target head. Thus, we would express the generalizations which I have discussed in the 

following manner. First, the strength of the V-features of T is parameterized, by language. 

T is always strong (my Free Agr languages) or always weak (my non-Free Agr languages). 

Further, we state that a language with strong V-features of T allows multiple specifiers of T 

and the light verbs associated with derived object positions. Note that this does not 

correlate with strong D-features of these heads, since object shift is dependent on other 

factors, including the specific versus non-specific coctrast and the morphological condition 

of adjacency. Rather, we must say that is a language has strong V-features of T, then It 

also allows multiple specifiers for other imeads and allows but does not necessarily have, 

strong D-features for all these heads. I see no way to capture the morphological 

generalizations. 

To a large extent, then, the Free Agr Parameter can be restated without Agr- 

phrases, if one admits of arbitrary parameterization of feature valences, as just discussed. 

However, it is unclear why the features and the possibility of multiple specifiers should 

correlate in exactly the manner just noted. On the theory wilich I am advocating, feature 

valences are not invoked and the reasons for the observed variation are more or less 

straightforward. The existence of an extra projection provides a partial explanation s f  why 

the facts should cluster the way they do. An extra projection per argument allows exactly 

one extra specifier per argument. The head of this projection admits of an account of the 

verb raising which subsumes it under a part of a larger generalization, encompassing the 

verb positions in V2 and non-V2 environments in non-Free Agr languages. Further, this 

account permits a stronger statement about morphology-syntax correlations, one which 

appears to be valid, at least for the range of languages considered, 
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The Germanic languages split into two groups on a range of syntactic phenomena, 

as summarised in Chapter I of the present thesis and in earlier work (for thc split h assume, 

see Bures 1992, 1993, Bobaljik & Jonas 1994, Jonas 1995a). In section 1 of this chapter, 

I suggested that the syntactic differences may be accounted for by a simpie parameter, 

. which I called the Free Agr Parameter, following in large part ThP6insson B994b. Some of 

the Germanic languages (Afrikaans, Dutch, Faroese I, Frisian, German, Icelandic, 

Yiddish) have a functional projection (Ags) immediately dominating (each) VP and IP 

projection, while the other languages (English, Faroese Il, the Mainland Scandinavian 

languages) do not allow these projections. This proposal accounted for the observation that 

in some of the Germanic languages there. are two overt subject positions (Spec,Agr and 

Spec,IP). The evidence for two subject positions comes from the correlations between 

advzrb placement and interpretation observed by Diesing 1990 et seq., extended by 

Bobaljik & Jonas 1994, and the distribution of transitive expletive constructions (Vikncr 

1994). In the other Germanic languages, those I have called non-Free Agr languages, there 

is no such evidence; none of the phenomena which are indicative of two subject positions 

are attested. The Free Agr Parameter also accounts for the tendency, noted originally by 

Bures 1992, 1993, for the availability sf  two subject positions to correlate with the 

availability of two positions for full NY objects - and two for full NP indirect objects - i.e. 

object shift effects.31 

The morphological correlations noted in Chapter 1 are not unexpected if terminal 

nodes in the syntax x e  the locus of insertion of vocabulary items. The strongest claim we 

can make is that no more than one vocabulary item (i.e. morpheme) can k. Inserted at any 

one syntactic node. In the languages with a single inflectional head, i.e. Infl, the 

31 Again, the correlation is between two subject positions and two positions for full NP objects (Bures 
1993). Pronoun shift must be considered a ddistinct pmess, not involving Spec,AgrO-P. 

294 



Bobaljik Chapter V: The Free Agr Pammeter 

occurrence of tense morphology blocks the occurrence of agreement morphology. That is, 

since there is only one node for the insertion of inflectional rnopk~mes,  tense and 

agreement affixes compete for insertion at this one node in these languages. No such 

morphological restrictions hold in d ~ e  Free-Agr languages. Ln such languages, tense and 

agreement morphemes freely cooccur on a single verb stem. 

Further, in this section I have shown that the Free Agr Parameter has implications 

for verb raising, on a certain set of assumptions concerning phrase structure, merge and 

checking theory. I showed in particular that there was no motivation for verb raising to hfl 

in the case where there is only a single projection above the verb phrase with verbal 

features, viz., IP. This followed from the assumption that the head,complemermt 

relationship is a checking relationship (just as specifier,bead is), and thai the features of a 

projection are the features of its head (roughly speaking, see below). If there is just a 

single head, immediately dominating the VP, which must check features with the verb, tRen 

it may do so without raising, and we preclude movement by any of the family ~f last resort 

constraints governing movement (Chomsky 1995: Greed, Collins 1995: Greedier, Lasnik 

1995 Enlightened Self Interest). However, my additional head with V-features above 

Infl will necessitate raising of the verb to check these features. In what we have considered 

above, there are two cases where this may arise. In the languages with a split Infl, the 

presence of the Agr head (whose complement is IP, not VP), triggers raising of the verb at 

least to Agr in all finite clauses ($2.6). In d l  the languages, with split or simple Inn, the 

presence of a V2 head in C will induce raising of the finite verb to C (52.5). 

'Thus Jonas's correlation is subsumed as a gat sf a larger generalization.32 The 

verb will have no syntactic motivation to raise to hfl if 'rB is the complement of hfl, since 

32 As is most of the account of Rohrbacher's 1994. Ro~acher ' s  account is discussed in Chapter I, 
above. In brief, he suggests that verb raising is dependent on a certain corrfiguration of' agreement 
paradigms: if a language has first and second person agreement markers distinct fronr other markers and 
from each other in some paradigm then it will have overt verb raising outside of V2 environments. The 
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features will be checked without movement. Movement is triggered by the presence of a 

second head above the VP which has V-features. In all the Germanic languages except 

English, the V2 head triggers movement in this way. The split in tlon-V2 environments 

which Jonas observed can thus be taken as corroborating evidence for a functional 

projection between Infl and C. If there were no such projection (and if the head of that 

projection did not have V-features), then there would be no motivation for the verb to raise 

out of the QP. Empi~ically, as Jonas notes (extending V h e r ' s  1991 observation) the verb 

in the (VO) Free Agr languages does raise out of the VP in non-V2 environments. 

I have thus introduced a single parameter: whether or not the languages have what H 

have been calling Agr-phrases. The ultimate source of this parameter is mysterious, but it 

underlies a wide range of properties in these languages: 

i) the position - interpretation correlations noted by Diesing, 

ii) the grammaticality of transitive expletive constructions, 

iii) the pssibility of object shift of NPs, 

iv) the complementarity between tense and agreement morphology, and 

v) asymmetries in verb raising in non-V2 environments. 

. theory here uses a slightly different morphological generalization, one which underdetermines the analysis 
somewhat, though in a way that seems necessary. The dialect split in Faroese noted by Jonas is 
unaccounted for, since the two dialects have essentially the same morphological paradigms. Rohrbacher 
treats Faroese I as having "residual verb raising" without commenting in derail on why this should correlate 
with Diesing-like adverb position / interpretation effects or the possibility of transitive expletive 
constructions. 

Though Rohrbacher does not discuss it, his theory predicts that the verb in German should raise to lnfl 
(in the singular present tense of regular verbs, 1st and 2nd person are distinctively marked), while in 
Afrikaans and Dutch the verb should remain in the VP (there is no tense in either of these languages where 
1st and 2nd person are distinctively marked in his terms). See Chapter I for presentation sf the relevant 
paradigms. Again, it is unclear where the verb is when it is clause-final. On my theory, there should be 
no difference in the verb placement among these languages, since they all pattern syntactically as Free Agr 
languages with respect to the distribution of arguments. In principle, the difference should ultimately be 
testable. 
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The distribution of these properties follow from this parameter for the most part 

directly on independently motivated assumptions. To this is then added the account of 

Holmerg's generalization in Chapter 11; once the position of the verb is determined by the 

requirements of checking theory, the possibi1it.j of object shift of NPs or pronoun shift can 

be evaluated. If the verb has raised out of the VP due to the demands of checking theory, 

. then the object may shift. In the environments in which feature checking is satisfied wit11 

the verb in situ in VP, the complement of Infl, an W object cannot raise to Spec,PoglO and 

a pronoun cannot shift to the position for shifted pronouns; such shift would disrupt the 

adjacency between Infl and the verb stem and the requirement for affixation would not be 

met. I have abandoned the account of the morphological correlations noted in Chapter I 

and no longer require that the morphology filter the syntax to account for the observed 

inflectional paradigms of the Germanic languages. The account of Holmberg's 

Generalization from Chapter II which is maintained here still invokes the filtering role of 

the morphological component. If the verb has not raised, adjacency in the morphological 

component becomes the deciding factor determining whther or not an object pronoun or NP 

may shift. The syntactic movement of pronouns or NPs is dependent upon the 

morphological configurations. In Chapter VI, I will suggest that even this may be recast 

with few changes in terms of a model of pronunciation and deletion of copies. This will 

avoid positing a filtering role for the morhology with respect to syntactic movement 

processes. There are still many loose ends to be worked out in the present chapter before 

proceeding to that account and I turn to hose in the next ahre sections. 

3. Extensions. Triggers for movements. 

The discussion above relies on the idea that the relationship sf a head and its 

complernent is a legitimate checking relationsflip, in combination with the assumption that 

the syntactic properties of a phase are those of its head (Chomsky 1995:396). The 
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combination of this view of phrase structure and the independently motivated Free Agr 

. Parameter (1) was shown in the preceding section '.o lead straightfowa~dly to a concise 

account of verb raising in the Germanic languages, unifying a broader range of phenonlena 

than have heretofore been unified (see also Jonas 1995a). 

The conclusians of the preceding section could be weakened if either of two lines of 

reasoning were to prove true. First, in addition to syntactic features if there was a feature 

[+affix] which could serve as a trigger for movement, even when such movement would be 

vacuous in terms of syntactic feature checking, then this would allow a quite different 

account from the one sketched here. Secondly, one could suppose that V may raise to hfl, 

not to check features with Infl, but to enter into a checking relationship with some other 

element, with which it would not be in a checking relationship if it remained VP-internal. 

In tl~is section, I will address each of these possibilities, and show that both are to be 

dispreferred for independent reasons. In the case of the feature [+affix], recapitulating a 

discussion from Kooprnan 1984, I will show that the notion of "affix" which will be 

necessary to enforce nlovement has no one to one cornlation with the morphophonological 

notion of an "affix", i.e. the traditional meaning of the term. h this, the notion of "affix" 

as a trigger for movement is divorced from the morphology and phonology. Rather, it 

must be an abstract syntactic notion, with it's defining characteristic being: "forces 

movement". While such a diacritic may be necessary (see $5 below), to say movement is 

forced by this featcre is tautological. This discussion will lead me to reconsider a claim of 

Zwicky 1969, Zwicky & Pullum 1986a, Marantz 1994 and others, namely, that the syntax 

cannot see the phonology. This will lead into the topic of the next chapter. The second 

possibility is more complex. The basic case will be excluded by the last resort principles, 

I believe, though not all cases can be thus subsumed. I will speculate on the interaction of 

merge, move and checking theory, proposing an alternative conception of this interaction 

which will achieve the desired results. 
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3.1 "Affik9' is not e syntactic feature 

The analysis sf  section 2 assumed that movement, or syntactic operations generally, 

are motivated by the need Po satis@ syntactic properties -to check syntactic features. Many 

recent analyses have offered the feature. [+affix] as an impetus for movement. Thus, even 

though the raising of the verb to Infl might not satisfy any purely formal feature in the 

configuration considered above, nonetheless it might be argued that: a rnorpko-phonological 

feature such as [+affix] could drive movement. Such is the content of Easnik's 1981 

proposal, and similar proposals at around the same time (see Koopman 1984 for some 

discussion). 

(28) The Affix Constraint (Lasnik 1981) 

A morphologically realized affix must be realized as a ssy ntactic 
dependent at surface structure. 

I believe that there is a serious empirical flaw to such a proposal, namely, that 

instances of movement where one would involve the feature [+affix] in the syntax do not 

show any correlation with phonological progerties.33 If this is correct md the feature 

[+affix] as a syntactic feature is to be dissociated from the rnorphophonological notion of 

an affix, then the content of the term "syntactic affix" reduces to the observation "thing 

which triggers movement". W e  there may well be a class of such elements, it is simply a 

statement of the facts. To say that this feature induces movement is to claim that things In 

the syntax which trigger movement trigger movement. As a final point, given the general 

absence of syntactic processes sensitive to phonological properties, 9 suggest that a 

proposal of Zwicky 1969 is accurate. The syntax cannot "peek" into the phonology and 

33 This discussion draws heavily on observations of Hilda Koopman in Koopman 1984. My thanks to 
Alee Marantz for (re-)directing me to Kaopman's discussion of this problem. 
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syntactic derivations p r m d  regardless of their implications for phonology. af thki claim is 

correct, then appeal to the notion [+affix] as a trigger for movement is, to the extent that it 

has any phonological substance, excluded afortiori. 

As a point of departure, take the case sf V to hfl raising, which 1 have shown is 

sy~tactisally superfluous in languages with a simple Infl, i.e. no Ag-phase. Consider a 

clear example of a language with raising of V to some Infl projection, without V2 

properties. French is a well h o w n  example of such a language. In French, the finite verb 

appears to the left of a VP adverb, contrasting with English: 

(29) 
Les lutins rnangent souvent du gateau. 
the goblins eat [vp often of cake 
'Goblins often eat cake.' 

(French) 

(30) Goblins [vp often eat cake.] 

On the theory I have outlined above, a language like h n c h  would have to have a 

. functional projection above IP which would trigger the verb movement in the manner 

described ab0ve.3~ The alternative I wish to exclude is that these facts could be accounted 

for equivalently by positing that French Infl was [+affix], and movement was therefore 

triggered to satis@ this property.35 

34 For evidence that this is indeed the case, i.e. that French has more than one inflectional h d ,  as can be 
seen by different relative orders of verb and adverb in non-finite contexts, see Pollock 1989. See Iatridou 
1990 for a discussion of some problems with Pollock's proposal. 

This functional projection does not seem to be the same as the one in the Germanic languages which I 
have labeled Agr. In the first place, Modem French shows neither object shift of full W s  (though Old 
French did, Roberts 1993) nor any of thc effects associated with two subject positions, such as the 
interpretive effects identified by Diesing, or transitive expletive constructions. We posit, then, a different 
functional category. 

One possibility is that this category is similar to the Germanic topic head, Cv2, but that it requires the 
subject to be a topic. This would go a long way to accounting for the well h o w n  difference between 
English and French such that French does not allow an adverb to intervene between the subject and the 
finite verb, while English does. The V2 languages seem to allow few, if any, adverbs to intervene between 
Spec,CP and C. These thoughts are on the fuzzy M e r  between speculation and conjecture, and I will mot 
pursue them any farther here. 
35 Lasnik's 1994 proposal, involving a difference between stems which concatenate with affixes in the 
syntax (as assumed here), and stems which arc inseated fully inflected, and raise merely to chwk features (as 
in Chomsky 1993 et seq.) will be considered briefly in the discussion of English auxiliaries in 84. 
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The first potential problem with such an approach, noted by Moopanan 1984, is that 

the property [+affix] as a trigger for syntactic movement does not seem to cornlate with the 

property of being an affix in the morphophonology. Thus Infl in French triggers 

movement unifornlly, independent of its morphophonological content. The regular first 

person plural inflection is the suffix - o m  1-61, clearly an affix, but there are a range s f  

inflections like the first, second and third person singular, and third person plurai, which, 

though distinguished orthographically, are none of them affixes in the phonology. All are 

(3 1) French inflection triggers movement 

a. Nous mange-ons du giteau. 
hfl = 1-61 
we eat INFL of.the cake 
'We are eating cake.' 

b. Elle mange du gzteau. 
Inn= 0 
she eat INFL of.the cake 
'She is eating cake.' 

(French) 

36 For instance, they are not pronounced under "liaison" even if the following word begins with a vowel: 

ti) JI  parle aux Ctudiants. /...parl.o.zetsudzjS.../ 
he speak.3~ to.the students 
'He speaks to the students.' 

(ii) Ils ~arle-nt aux btudiants. I...parl.o.xetsudzjii.../ not /...psr&.zetSu.../ 
they speak-3p to.the students 
'They speak to the students.' 

(French, Marie-Claude Boivin, pc) 

The third person singular is most clearly null of all the affixes. The third person plural does trigger 
syllabification of an otherwise extraprosodic coda consonant, indicating that it is not entirely irrelevant for 
the phonology. The third person singular is singularly null since the preceding final consonant can be 
cxtrapmdic: 

(iii) part = /par/ ct> (iv) partent = /pad-@ 
leave.3~ leave.3~ 

(French, Marie-Claude Boivin, pc) 
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Thus, some phonologically null elements must be syntactically [+affix] on this 

view, a first difference between the phonological and syntactic notions [+affix]. However, 

this is only a weak objection, since null affixes are common place in morphological and 

phonoIogical representations. 

The objection would evaporate if all pkoncslogicdly (inherently) null elements (e.g. 

not traces, PRO, etc ...) could be shown to be affixes, a suggesti~n which arises in 

Pesetsky 1995, passim. However, we Rave already seen reasons to doubt this. Thus, the 

complementizer system in Germanic involves two elements with distinct semmtic/syntactic 

properties which are phonologically null, namely the V2 head and the interrogative head. 

Neither ard ever expressed by overt morphology, either independent lexical iterns or 

on the elements (finite verbs) which they attract. The V2 head has a property consistent 

with the hypothesis that null elements are inherently affixes; it always triggers verb 

movement, like French Infl. However, as we saw in section 2.3, interrogatives show a 

clear main / embedded clause asymmetry with respect to this property. Main clause 

interrogatives attract the finite verb, consistent with the conjecture that they are affixes, but 

embedded interrogative C is incompatible with verb raising, though it does trigger wh- 

movement. Thus, interrogative C in Germanic is phonologically null, but has the property 

. of attracting verbs only in main clauses. This casts doubt on the claim that all 

phonologically null elements inre dfmes.37 

37 There is an alternative available, which involves incorporation of d~r: null C into the higher verb, an 
operation obviously impossible in matrix clauses, yielding the main I embedded asymmetry. Such an 
analysis is pursued for some embedded clause types in English by Peselsky (in prep b). However, this 
analysis is then faced with the problem of accounting for the lack of such an asymmetry in embedded V2 
constructions, especially in a language like Icelandic where embedded V2 d x s  not depend on she matrix 
predicate. If incorporation of C into a higher V satisfies the affix requirement of that C, then why should 
such a possibility be available, indeed obligatory, for embedded interrogatives, but excluded for embedded 
V2? 

Another potential (partial) analysis is also due to David Pesetsky (Pesetsky 1987:1200. Me suggests 
that movement of the wh-element to Spec,CP is suficicnt to satisfy the affixal nature of the embedded 
interrogative head C. If this proves to be on the right track, then it would weaken the objection to affix- 
driven movement from the Germanic complementizer system. However, there are potentially serious. 
problems for such ana analysis. hi paticular, it fails to account for the embedded versus main clause 
asymmetry in verb-raising. If movement of a wh-operator to Spec,CP is sufficient to satisfy the 
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This is strengthened by our observations concerning English. The finite main verb 

in English remains in situ in the verb phrase, hence we might claim that English h f l  is not 

an affix. Like French, English Infl is sometimes realized as /@I, but, also like French, 

English Infl is often realized as an overt inflectional aaffix, i.e. 3sg -s, past -d. Again, there 

is no difference, neither the null Jnfl nor the rnorphophonologically affixal Infl triggers 

raising of main verbs. 

Finally, there are cases discussed by Hilda Koopman (1984: 149ff) which provide 

the final piece of the objection to a phonologically-determined notion of affix. In addition 

to contrasts like English and French, where raising is triggered both by phonological 

affixes and 101, there are also phonolagically overt elements in Infl which trigger raising of 

the verb, but which are realized as independent words (particles) and not as msrpho- 

phonological affixes. In Vatz, a Kru language of Africa, there is a class of hfl elements 

- which are phonologically independent of the verb stem. For instance, they show no ATR 

("dominant") harmony with the verb, a process which is characteristic of affixes in these 

languages occurring within the domain of pllonological word (see b y e  1982), nor do they 

display the tonological properties of affmes, according to Koopman. Finally, if the process 

of predicate clefting applies, which copies and fronts the verb, then the tense particles nnay 

not occur on the fronted verb (for arguments that the verb in these constructions is raised 

from within VP to an Infl position, see Koopmm 1984). Thus, they are not phsnollogical 

hypothetical affixal properties of the C head in embedded clauses, then why is matrix wh-movement not 
similarly sufficient - why should there be verb raising in matrix questions? For that matter, if an element 
in Spec,CP is sufficient to check affixal features of a C head, why should there be verb raising in V2 
topicalization? Why does the topic in Spec,CP not satisfy these features? 

I do not claim to have an account of he matrix versus embedded asymmetry concerning verb raising in 
. interrogatives. The point which I am making is that the overt versus null distinction (and a concommitant 

notion of [affix]) is not all there is to the story. There are two phonologically null C heads in Germanic 
- the interrogative C and Cv2. The two have different properties regarding verb raising, Therefore, the 
property of attracting a verb cannot be reducd to phonological null versus overt. 
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affixes, though if movement is triggered by the syntactic property [+affix], then they must 

be syntactic affixes. I illustrate with K o o p m ' s  examples. 

(32) Predicate cleftiptg does not bring the tense particle. 

a. l i  a li-&a zuC t 
eat you eat-PT yesterday Q 
'Did you eat yesterday ?' 

b. * Ii-ba A li-cEi zuC k. 
eat-PT you eat-FT yesterday Q 
(Did you eat yesterday.) 

(Vata, Koopman % 984: 2 50) 

We see the full range of possibilities in this smdl sample. There are phonological 

affixes (the English Infl affixes) which do not trigger raising, and hence are not syntactic 

affixes. Further, there are syntactic affixes (elements which induce raising) which are not 

phonolcgical affixes. The properties of phonological affix and syntactic affix are doubly 

dissociated and thus are logically independent. 

It is, of course, always possible to posit a null affm in addition to tile overt particle, 

and ascribe the movement to the null affix. However, this seems to me to be a reductio ad 

absurdurn. The empirical observation is that there is no direct correlation Between overt 

affixes and movement. By positing a null ~ I X  to trigger movement in all cases where 

there is no overt affix, the claim that movement is triggered by the propeni "affm" h o m e s  

nearly tautological. I believe a more interesting direction to pursue is to question whether 

or not there are processes other than affutation at work to trigger head raising, and whether 

processes orher than syntactic movement may derive af5xation. I have claimed in Chapter 

II that the answer to the Iatter is "yes", invoking Marmtz 1984's morphological merger. 

here, I am claiming that the answer to the former is also "yes". 
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Summing up, if the syntactic feature [+affix] is not connected to the morpho- 

phonological property [affix], then what is the content of this term in the syntax? There is 

s d y  one answer sc far. A syntactic affix is simply "an element which induces movement 

in the syntax". But this is only a description of the faces, 7'0 propose it as an explanation 

(movement is forced due to the property [+affix]) is aauaological.38 One may propose that 

languages vary as to whether or not hfl is a "syntactic affix", but this is to simply state the 

descriptive generalization that verbs raise in some languages and not in others. Given that 

this syntactic property is doubly dissociated from the worphophonoIogica1 property, it is 

nothing more. In this Chapter, I Rave attempted to go one step further and explain the 

patterns of verb movement in the Germanic languages, not in terms of an iubi trq feature, 

but in terms of an independently motivated (though ultimately arbitrary) parmeter. 

A final speculation. Claims that syntactic processes such as head raising we driven 

by "the feature [+affix]" are not uncommon in the literature. In this, the double 

dissociation just noted is perhaps telling. Movement driven by the need to satisfy a feature 

[+affix] would be the cismst example I am aware of of syntactic processes being driven by 

overtly detectable rnorphophonological considerations.39 However, we see that th i s  feature 

is really often devoid of moqhophonological substance. The syntactic feature "affix" has 

nothing to do with morphophonologicd properties, such as whether or not something is an 

affix. This then reopens the question of "the autonomy of syntax". Can the syntax ever 

"pk" into the morphological and phonological cornponent(s)? Repbiasing things, if the 

grammar was constructed such that the syntax could "look ahead" into the phonology and 

38 To push the [affix] analysis to its limits, it becomes a notational variant of the feature analysis which I 
am proposing. The: is, (affix] becomes a syntactic feature which is devoid of morphop!ionologicnl content. 
Just as "V-features" are an ur;explained idiosyncratic syntactic property, with no obvious n~orphological or 
phonological reflexes, so would the feature [syntactic affix] be an irreducible syntactic property, related to 
the rnorphophonological praperty "affix" only by virtue of double use of the same word, "affix." 
39 Thus Chomsky 1995, forzhcoming discusses movement as being "morphologically driven", in his 
terms movement Is forced only in order to check features which will "cause problem?, at PF." However 
Chomsky's phonological and morphological properties are quite abstract; none of the properties he 
discusses have any connection to tangible, overt rnotphological or phonological properties, ill the common 
usage of these terms. 
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constrain syntactic processes on the basis of what output they would derive in the 

phonology, then we would expect (at an observational level) syntactic processes which 

were sensitive to the phonological characteristics of their parts, say a verb raising rule 

wlicb only applied to vowel-initid verbs, or a clefting process that was only possible with 

tri-syllabic words. Such processes are conspicuously absent from Given that 

the most clear-cut putative cases of such rules, namely movement forced by affixation 

requirements, turn out not to be driven by overt morphological or phonological 

characteristics, I believe we are justified, at least as a research programme, in followirlg 

40 One which has been suggested from time to time is the complex behaviour of French preposition i- 
article combinations. Thus, de 'of and le (masc., singular., definite) combine to form du, while de and la 
(fern. sg., def.) do not. Though syntactic (raising of D to P) accounts have been suggested, they are 
undermined by the importance of phonological environment. Thus, the masculine and feminine artjcles are 
both 1' =A/ before vowel-initial nouns or adjectives. When the masculine article is reduced in this way, 
contraction to du (or d') is impossible: 

(I du maitre * de le mdtre 
of.the master of the rnaster 

(ii) * du ancien maitre de I'ancien maitre 
of.the former master of the former master 

(French) 
For an analysis of these phenomena which does not require syntactic rules which can "pk" into the 

phonology, see Zwicky 1987. For a re-analysis of this data, and an account which is more directly 
compatible with the assumptions of this thesis, see Bobaljik (in prep$). 

Other apparent counter-examples exist in the literature. One common view is that phonological 
properties of verb stems determine whether or not a logically ditransitive verb in English enters into the 
double object construction, i.e. the difference between give (a book to Colin) and donate (*a book ;o 
Colit~). The relevant phonological properties have been various~y scribed to flatinate or the syllable 
count. However, as Pullum & Zwicky 1986b have shown conclusive8y, summarizing Green 1974, there 
are no phonological generalizations to be made when one considers the full range of verbs in English. For 
any single phonological characteristic, construing "phonology" broadly enough to include the difference 
between Romance and Germanic roots, there is at least one verb which allows the double object 
construction and one which disallows it. 

A more acute apparent counter-example Is the case of English aspectual come and go, which appear to 
be, sensitive to the phonological form of the agreement suffix, hence there are contrasts between 1st and 3rd 
person: 
(i) I go see my parents every Christmas. 
(ii) * Uli goes sees his parents every Christmas. 

See Carden & Pesetsky 1979, Pullum 1990, and Jaeggli & Hyams 1993 for some thoughts. I have 
nothirg to say a b u t  this at the present time. 

Another obvious counterexample is the "heaviness" effect in extraposition, for instance, English Heavy 
NP Shift. A direction to pursue is that such "movement" is a part of the morphophonological process of 
linearization, in cffect, a PF movement operation. Pursuing this, of course, runs the: risk of a reducrio ad 
absurdurn in the opposite direction of the one just considered in the text. Thus, just as it is uninrcresting 
to introdoce an otherwise unmotivated null affix simply in order to reduce all cases of movement to being 
driven by affixation, it would be similarly uninteresting to attempt to reduce all cases of movement which 
seem to be phonologically sensitive to morphophonologicai processes. 

Having opened a Pandora's box, I will move on... 
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Zwicky 1969, Zwicky & Pullum 1986a, Mdle & Mwmtz 1993, Marantz 1995 md others 

in claiming that the syntx is blind to phonology. 

Chapters I and I1 of this dissertation had a "'peeking" characteristic to them. 

Specifically, both required that syntactic operations (verb movement and object shift) be 

co~strained by nlorpkological factors, in particular, that the moplphoph~nological 

component filter the syntactic derivation. The data from Chapter I has h e n  reanalysed in 

section 1 of this chapter, the morphological correlations with possible argument positions 

now falling out as a result of the Free-Agr Parameter without my filtering effect by the 

morphology. There remains only the derivation of Holmberg's generalization in Chapter 

II. This then will be the topic of the next chapter. Before that, though, there are a number 

of ends which remain loose ... 

3.2 h s t  resort 

I argued above that the configuration in (S), repeated here as (33). is sufficient for 

feature checking between the verb and Infl. That is, I claim, contra Chomsky, that the 

head,complement relation is a sufficient relation for feature checking. 

From this, I concluded that verb raising was superfluous in such a configuration. 

This is true as far as the verb must check features with Infl. Mowaver, if it was also the 

case that the verb had features to check with some element besides Infl, then this 
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co~lclusion may be weakened. Consider in particular, the hypothetical situation where the 

verb has features to be checked with a Df sutject, base-generated in Spec,P. I do not 

wish to commit myself to the view that, if one abandons the VP-internal subject hypothesis 

(see Williams 199% for arguments why this may be a fruitful move), them the verb must 

check features with the subject in Spc ,P .  However, such a view is at least phausihle, and 

provides a concrete configurztion for the discussion. There are others as well. 

A. 
subj I' 
n 
I w 
n 
v NP 

An implicit assumption in earlier theories was that this configuration could be 

sufficient to force raising of the verb to Xnfl, in order for the verb to be in the specifier,head 

relation with the subject. However, I believe that this argument is inconsistent with the 

assumption that economy considerations, i.e. conditions on the derivation, are strictly locd 

(i.e not representational). Ultimately, I will suggest that this operation is barred by the 

principle s f  last resort, however it is ultimately formulated. For now, E will state it as: 

A syntactic operation (rnergedmove) involving two elemelits (a$) is 

licit only if it satisfies some property of either a or P (or both).41 

4 1  Compare Chomsky's 1995 Greed, Collins's 1995 Greedier, Lasnik's 1995 Enlightened Self 
Interest. Note that I am making a stronger claim in suggesting that this holds of merge as well. For this 
to work, satisfaction of thematic/selectional proprtics, in addition to checking of formal features must 
count as satisfaction of last resort. Compeae Collins 1995: Integration. 
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Consider first what happens if the verb raises to Infl in (36) (Let. the derivation s f  

(7924)) before the DP specifier is introduced. 

i. . . MergeV+D=VP 
11. Merge Infl + VP = IB ... 
111. Raise V to Infl (adjunction sf heads) 
iv. Merge DP + I' = IP (introduce subject in Spec,IP) 

Assuming that any member of a complex head (any sub-label of an XO in 

Chomsky's terms), may check features with a specifier on subsequent operations of 

merge42, then step (iv) will check the relevant features of the verb (as well as Infl and the 

DIP). However, step (iii) is already problematic. This step satisfies no features of either the 

verb or Infl. Rather, it only leads to the possibility cf subsen,uer.! checking of features at 

step (iv). If last resort is truly a condition on derivations, locally interpreted at each stage 

(as has been argued by Chomsky (forthcoming), Collins 1995, Ura 1995, Easnik 1995 and 

others), then step (iii) should be prohibited in (36) just as it is in $2 above. 

Consider next what happens if verb raising occurs after the subject has been 

introduced in Spec,IP in (34), i.e. counter-cyclically.43 

a 

step t 

step a = introduction of 
the subject, precedes 
step b = raising and 
adjunction of the verb 
to hn. 

42 I.e, in  this case, after the verb has raised to hfl crating the complex Infl Unfl + V), any clement in a 
checking relation with this complex head can chsck f a w s  of either Infl or V. 
43 Recall that head movement is standardly assumed to be non-cyclic (as in 36). See Chomsky 1995, 
Kitahara 1995, Watanabe 1895, etc. However, this derivation involves truly counter-cyclic movement of 
the verb, &US, the case may be ruled out on independent grounds. For a dissenting view, and a different 
approach to head movement, see Bobdjik i995b and 94 below. 
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If counter-cyclic movement is to be prohibited, then this would be ruled out a 

fortiori. However, it is not clear that counter-cyclic movement of heads is necessarily to 

be prohibited, or at least, we would hope that such a prohibition could be derived. In this 

subsection, I would like to explore z possible view of merge (and move) which will 

irnderlie the claims a) that the head,complement relation is a checking relation, and b) that 

the derivation in (37) is also to be excluded by last resort. 

The syntax, I assume with Chomsky 1995, has two operations, merge and move. 

The former, merge, is a binary operation, which combines two terms, creating a complex 

one. This complex term, I assume, again following CRomsky 1995396, has the syntactic 

properties (i.e. features) of its head, however the head is determined (see Collins 1995, as 

well as Chomsky, for thoughts). In the following diagram, I write VIP to refer to "the 

product of merger of V and D(P) which has the syntactic properties of (i.e. the head of 

which is) V".4 

(38) 
VP 

Merge (see + them) = A 
see them see = V9 them = D 

In addition, there is the operation move, This operation has two components. One 

component is merge: two terms are combined and the product has the syntactic prspefiies 

of one of the two. The second component of move is that, unlike merge, a copy of one of 

the terms affected is left in its original position. That is, while merge combines t w ~  terms, 

either, both or none of which may be complex (the product of earlier applllcations of merge 

44 For a view on the difference between an X' and an XP, see Canrie 1995a,b. 
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and move), move affects at least one tern which has already been merged, i.e. is a sub- 

term, or constituent of an existing, larger tern. Graphically: 

(39) Move 

Move: 
i. copy DP 
ii. merge DP, 1' 

In addition to the operations of merge andl move which arrange and remange 

elements involved in the derivation, there is also checking theory. Elements involved, as 

we have been assuming, carry formal features (e.g. case, and others) which, by 

hypothesis, need to be checked in the course of the derivation. Where I differ from 

Chomsky is in the definition of what configurations are admissible checking relations. 

Chomsky praposes (1995) that a head H is in a checking relationship with an %P in 

its specifier or with another head G adjoined to H, but that the relatians2:ig of a head H to 

its complement is not a checking relationship. The head,csrnplernent relationship is 

implicated in theta-theory, or selection, but not in the checking of formal featar~es. The 

special nature of a complement derives, apparently, fioni the fact that it is "the most local 

relationship of an XP to a terminal bead Y" as distinct from "all other relations within W 

[which are] head-specifier" (Chomsky, forthcoming: Ch. 4 93 p8). The dissociation of 

theta-theory and checking theory becomes sharper in Chomsky (class notes, 1994; 

forthcoming), where it is suggested, (Ch. 4, 86, pl ,  a d  elsewhere) that there i,s a 

complementarity between the two types of ~lations. 
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My proposal differs in that I accord the complement relation no special status for 

checking theory.45 For my purposes, all local relations of ain XP to a head (i.e. all 

relations to the head Y within YP) are potentially checking relations. That is, P believe that 

there is no structural or derivational complementarity betwee11 checking and theta ~Iations. 

Now, let us consider Chomky's proposed complementarity begween theta-relations 

and checking relations. As far as I can tell, this is the primary motivation for the claim that 

the head-complement relation is not a checking configuration. It is not entirely clear to me, 

though, how this disjunctivity is supposed to be expressed in the eyntax, or what the 

conclusion that head,complement is uniquely implicated in theta- relationships follows 

from. There seem to be two obvious candidates. On the one hand, one could assume that 

the difference between theta- relations and checking ~Ia t ions  is structural, expressed in 

terms of domains. The complement of a head H is, in Chomsky's terns, in the internal 

domain of H ,  which is disjoint with the checking domain, which latter includes the 

specifier position. Qn the other hand, the difference could reduce to the distinction between 

move and merge, the former being implicated in checkkg theory, and the latter introducing 

arguments into thetaconfiguratiol~s. I believe neither of these approaches can be correct, at 

least within the framework of the proposals set out by Ckomsky 1995, forthcoming, as I 

will show directly. 

Take the structural, domain-base8 distinction between case and theta- relations. On 

this view, the complement position would not be a checking psition, since it is a theta- 

position. But this reduction to structure cannot be right. In particular, the specifier-head 

45 Though I do not preclude that the specifier versus complement distinction may play a role in predication 
theory, and perhaps theta-theory if the two are distinct. Hale 1995 propscs that relations expressed as 
structural configurations are the canonical units of universal interpretation. He suggests that categorial 
labels such as N and V - which we generally kssociate with the heads of canonical configurations 
expressing relations such as causativity - reflect only tendencies. The structural relations, according to 
Hale, are invariant but the specific category labels associated with the heds  in these smctuws putentially 
vary across (or even within) languages. 
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relation is in some cases a checking relation (i.e. the DP in Spcc,IP to satisfy checking 

requirements of formal features), and in other cases, the same relation (specifier,head) is a 

theta (non-checlung) relation (i.e. the introduction of the subject in its base position, e.g. in 

Spec,VP). This is illustrated by consideration of the following structures ("v" in (b) is a 

light verb, responsible for theta-assignment to the subject): 

a. b. 
YI' VP 

DP 
n 

V ' DP 
n 

v ' 
subject subjext 

V DP v VP 
object A 

V DP 
object 

If complement is defined, as Chomky defines it, as the most local relation of an 

XP to a head, then there is no way a transitive subject can be a complement. It is either the 

specifier of VP, where the object is in the most local relation (complement), as in (Ma), or 

it is in the specifier of a light verb (v), the complement of which is the verb phrase 

introducing the object. Similar examples are easy to construct, the point being that 

structural configuration alone is not a sufficient characterimtiom of theta- versus checking- 

relations. At least the specifier,head relation is implicated in both, and there is thus no 

reason to suppose, a priori, that the head,complement relation is any different. 

Another possibility is that the difference between theta- relations and checking 

relations reduces to the difference between merge and move. That is, a position intraduced 

by merge is a "base-position" (to borrow familiar teminology), for theta-purposes only, 
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while a local relationship created by move is a "derived" relation, for checking purposes 

only. 

But this also does not seem to be the difference assunled by Ckomky. That is, in a 

number of environments, he proposes that "a checking relation can be established by 

merge ..." (forthcoming, Ch. 4, $ 5.4, p12). One such environment where this is 

proposed is the insertion of a comglementizer whether or if into Spec,CP or CO of an 

embedded interrogative, in order to check the "Q" (i.e. wh-) feature of the interrogative 

head, a feature which is explicitly treated as a formal feature (ibid.) Another such 

environment is the treatment of expletives, where expletive there (or its equivalent in other 

languages) is inserted by merge in afthe subject position in order to check the features 

(likely the purely formal EPP features) of the head T (= Infl) (Chomsky, fo'orehcomlng, 

especially $9 9- 10). 

Internal to the technical side of the framework laid out in Chomsky, forthcoming, 

the difference between specifiers and complements with respect to checking theory is 

unmotivated. The two possible motivations are a principled difference in structure, or the 

difference between relations created by merge and those created by m v e .  Neither one is at 

stake. Theta-relations can be determined in either complements or sp i f ie rs  and checking 

relations can be established by either merge or move. 

We conclude, then, that at Beast within Chomsky's framework the possibility s f  

checking in a head-complement relation (the underpinning of the analysis of this chapter) is 

not excluded for any principled reasons. In fact, we have seen that the theta- versus 

checking- relationship is neither a direct consequence of configuratioa (isomorphic 

relationships are independently required to be potentially checking or theta-relationships), 

nor is it a direct consequence of move versus merge, at least not in the direction crucial for 
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this analysis. Chomsky has independently demonstrated that relations created by merge 

must at least potentially be checking relations. 

Chomsky does make a distinction between arguments on the one hand, and non- 

arguments such as expletives and whether and 6 on the other. For the former, and only 

for the former, there Is a stipulated requirement that only the head of a non-trivia9 chain may 

enter into a checking relationship (forthcoming, 95, p36 and elsewhere). As 1 have shown 

though, this requirement follows from no independent aspect of the theory. Moreover, this 

requirement says nothing of non-argument relations such as the relation between Infl and 

the VP in (33). The VP is not an argument, and there is no reason then to expect that the 

verb must raise and that the features of Infl c m o t  be satisfied by the checking relation 

established with its complement, the VP, which, recall, has the f o m l  features of its head, 

the V. 

As Chomsky points out, allowing checking relations to be defined this way (though 

I see no non-stipulative alternative) encounters a potential problem if the subject is base- 

generated (i.e. inserted by merge) internal to the VP, for instance in either sf the 

configurations in (40). Why does the subject not check features with the verb, thus 

receiving accusative case and triggering object agreement ? 

Chomsky's claim that arguments can not check features where they are introduced 

by merge evades this problem. A consequence of this is that a11 arguments must raise, 

covertly if not overtly. It is not clear that this is a desirable consequence, though it may 

well be. 

There are many other ways of avoiding the gotentid problem posed by W-internal 

subjects. Many of these are compatible with the present proposal and do not require ail. 
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arguments to raise, allowing objects to check features in the head,complement relation. 1 

will mention a few, though I see no compelling reason to adopt my of these proposals over 

any other. 

The most obvious way ta avoid the problem would be to deny the VP-internal 

subject hypothesis outright. Nothing in this thesis hinges on the subject k i n g  inserted in 

the Spec,VB position, and in fact, I see few compelling arguments for this hypothesis 

generally (see Williams 1994 for a critical review of standard arguments in favour of it).& 

In particular, the main conceptual motivation for the hypothesis in the form adopted by 

Chomsky and in related work is a view of theta-theory as an interpretive reflex of s ~ c t w r ~ ,  

stemming in large p a t  from the work of Hale & Keyser (1389, 1941, 1993). Thus, in a 

discussion of the light verb as in (40b), Collins 1995 proposes that thematic roles be 

derived from the structure by means of interpretive rules such as the following: 

(4 1) Collins: Theta-theory as interpretive rule 

The DP specifier of a VP whose complement is an BPPP 

is interpreted as as individual that undergoes a change 

resulting in the state described by MPP 

(Collins 1995:8) 

Collins suggests that all of thcta-theory may be reduced to interpretive rules for 

configurations like this. Thus, replacing AP with W in (41) we have the definition of an 

agent or causer, and so on, with some more complication intraduced for roles such as goal 

and the like. I see no reason to reject this view of theta-theory, with the quibble that the 

occurrence of "VP" in the first lint: seems unmotivatedl. Let us replace it with "XP": 

46 Though see Harley 1995 for e defense of the hypothesis. 
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- (42) Revised theta-theory 

The DP specifier of an XP whose complement is an W/PP 

is interpreted as an individual that undergoes a change 

resulting in the state described by AP/PP 

The DP specifier of an whose complement is a VP 

is interpreted as the agent or causer of the event / state 

denoted by the W. 

The latter interpretive rules seem much more in line with (my reading of) Hale 

1985, where it is argued that the universal part of universal grammar is the configurations. 

The category labels which instantiate a given configuration may vary from language to 

language, though there is some sort of markedness or canonicity effect: a verb .is the 

canonical expression of an agent-patient relation, an adjective the canoraical expression of a 

state, etc ... However, with the replacement of "W for "VP" in (42). the motivation for 

the VP-internal subject hypothesis from (this) theta-theory disappears. 

Another solution, maintaining the 'UP-internal subject hypothesis, wcsuId be to add 

force to the Extended Projection Principle. One could imagine that the subject could in 

principle remain in situ in Spec,VP, checking features with the verb, but that such a 

derivation could not lead to convergence (in Germanic) due to a strong EPP. Hnfl would 

not be able to discharge its case feature. Some version of this underlies many theories of 

case systems, including the theory of Ergativity which I suggested in BobiaSgik 1993 
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extending ideas of Levin & Massam 15385.47 Another interpretation of this is the 

"Lemming" theory of case systems developed by Sauerland 1995. The essence of 

Sauerland's system is that all arguments check / are assigned case in their base position (i.e 

internal zo the VP), but that Infl introduces a wrenck into the theta-connected case patterns, 

attractir!~ (and thus suppressing) one of the cases. Effectively, transitive subjects in 

Nominative-Accusative languages like Efiglish check (abstract) Ergative case features in 

Spec,VP, but these features never receive overt realization since the case of rhe closest 

argument is always suppressed, the argument surfacing as nominative. In Ergative- 

' Absolutive systems on this story, abstract Accusative is the case attracted and suppressed 

by Infl, when there is an Accusative argument in the clause. Other related prsp~sals  

(Bittner & Hale, to appear; Bobaljik 1993) may play out in the same way. Obviously, 

these proposals are but the tip of an iceberg; my point in bringing them up is to suggest 

that an explanation of the failure of a VP-internal subject in Nominative-Accusative 

languages to surface with the same case as the object should undoubtedly take into account 

the range of attested case systems in the world's languages. 

In sum, Chornsky's proposal that arguments need to move to enter a checking 

relationship (in most cases covertly) is not by any means the only solution ta the, potential 

problem posed by VP-internal subjects as in (40). Nor does it seem to follow from any 

independent considerations. Finally, even if Chornsky's solution turns out to t, correct, it 

does not follow that the head,complernent relation is not a checking relation for non- 

arguments. 

47 ahis would have to be rethought in terms of a stacked W-structure, of course. It seems to me that the 
problem here is not a paucity s f  alternatives, but rather a plethora of them, aad it is unclear to me what 
direction is superior to the others. 
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Returning the discussion to its intended zourse, I have still not shown that (371, 

repated here, in which the verb raises countercyclically to ~heck~features with the subject, 

is excluded for any principled reason. 

a' 
&-step a 

DP I' 
subject /\ 

I w 

4,""'- 
step b 

D 
them 

step a = htduction ~f 
the subject, precedes 
step h .: raising and 
xljnnction of the verb 
to hfl. 

We are finally at a point where this derivation can be excluded by appeal to last 

resort, 1 believe. In fact, the claim is even stronger, as I will claim that this derivation does 

not create a checking relation between the DP specifier of IP and the verb. 

Recall that I have assumed that all local relaticinships me checking relationships, 

Let me now elucidate what I ~ntend by local relationships. Unlike Chomsky's 

representational characterization of the relationships specifier and complement, 1 would like 

to suggest that, for the purposes of constraints on the syntactic derivation, local 

relationships are defined derivationally. To be sure, post-syntactic interpretive 

components, such as the view sf theta-theory advocated by Hde & Keyse~ in much went 

work (Hale & Keyser 1989, 1993, and Hale 1995, and its interpretation by Collins 1995 

(above), and others, may W e  use of representational relations, but I believe that these are 

not necessary in the syntax per se. After elucidating the difference somewhat, H will show 

that this derivational definition of local relationships will exclude the counter-cyclic 

derivation (37). 
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Keeping in mind that move is essentially merge + copy, 1 define "local 

relationship" in the following way. 

443) heal relationship. 

a and $ are in a local reIQtionskip iff an operation of merge (or move) 

has a and as its kms. 

The case of hea8,comnplement is of course no different on this definition than it is 

on the standard, i.e. fepmsenbaticand defmitions. If V and N1P merge, then V and NP ase in 

a local relationship. Consider now the case of a LIP in Spec,P: 

IP 
a 

DP I' 
subject 

I VP 

Whether the subject is introduced directly into SpecVIP (i.e merge from the 

numeration), or whether it raises from some lower position, via move (e.g. an 

unaccusative, or the VIP-internal subject hypohjesis), "step a" in (44) involves an 

application of merge taking as its two term I* and DP. Of come, the features which are 

checked in th is  csdigumtisn are the features of the heads of both I' and DP (hfl and D), 

but on the hypothesis that the features of the projection are those of its head, this is not 

problematic. Thus, the features of D(P) a d  the features of I($) are in a llscd relation since 

there is an application of mergehove which takes these two elements as its tern. In this 

way, the specifier,hed relation is also a bcal relartion as d e f i  in (43). 
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This configsratisn in particular points to the necessity of asuming that the features 

of a projection of Y (i.e. YP) are those sf its head (Y). In (M), the operation combining 

the phrase marker headed by hfl (P) and the subject, combines only projections. Further, 

the structural relation specifier-head is between an XP and a head. That is, if this 

configuration is established for the purposes of feature checking, then the features which 

are being checked must be those of the maximal projection in the specifier position, i.e. 

DP, and only those of D by virtue s f  inheritance. 

For the most part, of course, the representational and the derivational 

characterizations of structural relationships will coincide. One point where there Is a 

difference with ramifications for the theory is in the hypothetical derivatisli in (37), 

repeated here: 

(37) (repeated) 

A - s t e p  a step a = introduction of 

DP I' the subject, precedes 

subject 
step b = raising and 

I VP adjunction of the verb 
to Lnfl. 

D t v -  step b them 

We assume that the head Infl has some formal feature which must enter into a 

checking relationship with the subject DP. This relationship is established in "step a" sf 

(37). The DP (a projection of D) merges with a projection of hfl (perhaps via Move). The 

projections, recall, have the relevant syntactic properties of their heads, includirrg the 

formal features which enter into the checking relation. In this way, as discussed above, 
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what is representationally Spec,Nead is derivationdly simply a by-product s f  the opradon 

merge. 

Consider now ''step b", raising of the verb to Infl. This operation, being move 

copies the verb and merges a copy with (the head) hfl. Though regresentationdly the V is 

now in a local relation to the DP specifier of hfl, BedvationdPy it is net. That is, there has 

been no o p r ~ t l o n  of merge suck that the V and the DP subject are terms of that operation. 

Merger of the subject h i d  (the projection of) I occurred prior to merger of V ahld hfl. 

He~icc, (this counter-cyclic) raising of the verb to Infl car1 only satisfy last re so^ if last 

resort is a condition on represeatations, and not on derivations. If checking is derivational, 

in the manner I have suggested (i.e. the specifier,head relationship is merely a by product 

of the operation merge with a projection of the head), then the need to check featuixs with a 

specifier cannot trigger raising after the specifier has been introduced. 

Thus, on the hypothesis that conditions on derivations are interpreted locally, we 

find that the conclusions of section 2 hold. To the extent that the analysis offered there is 

the most concise and empirically broad account of verb raising in the Germanic languages, 

it then lends support for pursuing the interpretation of lust resort and the reduction of 

checking relationships to local relationships, defined derivationally as above. The 

difference between the view proposed here and that advocated by Ghomsky is ultimately 

empirical; I leave the topic as a subject for further research. 

4. Attraction is Myopic: The mechanism of verb raising 

Thus far, I have refrained from a discussion of the mechanics of verb raising in those 

environments in which the verb raises. Above, I argued that there is no motivation for the 

verb to raise out of the VP if the newt head above V - i.e. Infl - is the only head 
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c-commanding V which has features to check with W. Thus, in the configuration in (453 

repeated from (5 ) ,  Infl is in a 1wd relationship with (a projection of) V asld all relevant 

featurechecking takes place in this c~nfigwation. 

I argued further that the presence of some head with V-features dominating lnfl 

would require the verb to raise to that head in order to check features (6), r e p k d :  

Two cases were given In section 2; F could be the V2 head (Cvz) or it could be 

Agr. The question which I postponed above was the mechanics of the verb raising. Does 

the verb raise directly to F, skipping the intermediate head, Infl? If the rnarjlsbological 

correlations are correct then the answer must be negative. For instance, in V2 

environments the inflectional flixes surface on the verb in @, not following the subject in 

Spec,IP. Moreover, morlphologicad merger is not a possibility in these cases, since the 

subject in Spec,IP intervenes between C and Infl, violating adjacency - a crucial part of the 

analysis of do-support in won-subject questions in English in Chapter II. 
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There are a number of ways in which one could proceed at this point, and it is not 

clear to me what direction is the most appropriate. However, I will take this section to 

sketch one approach which is, I believe, at least coherent. What 1 will propose >ere is that 

F first attracts the closest head, hfl, and then amcts  the head V, as in (47): 

The f i t  step in the analysis is the argument that movement is attraction. That is, it 

must be the features of the target which motivate movement, and not (or not solely) the 

features of the element which moves. This propusal is, in one form or another, put forth in 

Murasugi 1992, Oka 1993 and Chomsky, forthconning (the last attributing it to John 

Frarnpton). This much is natural in the cases considered in this chapter. Thus, the finite 

verb is presumably no different in its featural make-up in V2 and non-V2 enviranments. It 

is rather some property of F - in this case Cva - which triggers the movement. If 

movement was solely to check features of the element which moves, we wo111d have to 

posit that finite verbs have C features in V2 enviroments, while such features are lacking 

in non-V2 environments. But it is certainly not a p m ~ ~  of the verb which i s  at issue 

here, but rather a property of the head Gv2. I aake the position that it is in fact properties of 

the target which trigger raising, at least in the cases of V-raising under consideration. 

Moreover, these considerations lead us to the conclusion that the V-features of the 

verb are not erased by the checking procedure. Were ahis to be the case, then the verb 

could raise no further than one h a d .  Again, it seems to be a case of sinlply restating the 
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observation if we propose that the verb has a Cv2 feature which must bc checked just in 

case there is a Cv2 head doplni~atirag the verb. Rather, it seems that the verb has its inherent 

property of k i n g  a V and will check the V-features of my element which requires V- 

features. 

The next step in the analysis is to determine what the process asssaco attracts. 1 

assume, following Chomsky, forthcoming, that the operation atfaact Is constrained by 

some proper translation of Relativized Wabimdilty (Rzzi 1991) or the Minimal Link 

Condition / Shortest Move (Miyagawa 1993, Chomky & Lasnik 1993). One such 

translation - suggested by Murasugi 1992 and adopted by Chomsky, forthcoming - is that 

attract takes the closest potential source (Murasugi 199224). Somewhat metaphorically, 

if movement is viewed fsom the pokt of view of the element moving, then these constmints 

. require movement to proceed to the first potentid landing site c-connmmding the moving 

element (see Marantz 1995 and references therein, especially Bobaljik & Jonas I994 for 

detailed discussion). However, the operation attract proceeds from the opposite point of 

view. In the case at hand, still speaking metaphorically, F in (46) looks into the phrase 

marker which is its complement and attracts the closest elenlent with the relevant features.48 

Atrract closest seems to be relevant in wh-movement at least. Given more than one wk- 

word in a clause - and abstracting away ficm the effects of discourse-linking - it is well- 

known that the topmost wh-word must raise fmt: 

(48) superiority 

a. * m c h  bssk will who read 

Murasugi 1992 proposed that the two views of closest (target-oriented and source-nriented) are 
effectively in competition, and from a certain view of the interaction of these two develops a hmry of 
Ergativity. Some of Mursugi's ideas are extended in Phillips 1993. Discussion of these issues, though 
quite interesting, goes well beyond the confines of this thesis. 
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b. Who will read which b k ?  

Similarly, in the case sf verb movement to hfl, it is always the topmost verb or 

zuxiliary which raises: 

(49) topmost condition to deternine what verb / auxiliary is finite 

a. Andrew has occasionrrlly [vp trace [ ~ p  k e n  [yp seen [vp dancing in New Orleans 1111. 
I 

b . * Andrew was occasionally [ ~ p  had [vg mce [vp seen [vg dancing in New &!ems I]]]. 
I 

C. * Andrew saw occasionally [ ~ p  M [ ~ p  been [vp trace [ ~ p  dancing in New Orleans I]]. 
I 

d. . . . 

Attract closest will ensure that if both hfl and the verb are to be attracted by F, then 

Infl will be attracted frrst, as it is closest. Empirically, this seems to be the correct result 

when testable, viz., the Head-Movement Constraint of Travis 1984; the clearest cases 

being movement to Infl or C. Such movement never skips an intervening verbal or 

inflectional head. However, though we clearly desire this result, we have not yet seen how 

it may come about under the system developed here. 

The final step in the analysis is to ensure that the head F attracts hfl at all. If hfl 

did ngt have features which could be attracted by F, then F should attract the verb from V, 

skipping Infl. I will rely here on the fact that lM1 has V-features, but suggest that these 

features are insufficient to chck  the V-features of IF. One reason for th is  could be that hfl 

auxiliaries, modals, erc... are some sort of defective verbal eleme~ts. RecaIl that auxiliaries 

in English pattern sometimes as verbs (as in (49)) and sometimes like modals, which latter 

nay only surface in hfl. Another reason could be a sofa of myopic nature af the feature 

checking system, drawing on a suggestion of Bemuth and Qruber 1994 discussed in 
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Collins 1995. Their suggestion is put in terns of movement; roughly the idea is that 

movement must be to the closest position which is of the right type to check the appropriate 

features, even if such checking dms not actually take place (see Ura 1995 for related 

ideas).4"f we press Demuth & Grukr's myopia into service, but recase it from the point 

of view s f  attract, hen we have the following sketch of ail analysis: 

We assume that the verb, being of category V, has V-features. Further, these 

features are s-ufficient to check those af some other element which requhs V-features. We 

further assume that Infl has V-features. These features are of the type which require that 

they check with the V-features of some element. It is these features which me checked with 

49 I rely here on s draft of Collins 1995 for the interpretation of Dernuth and Chber. I apologise for 
misrepresentation of any of these authors. Demuth and Gmkr an concerned with the: appearance of subject 
agreement on more than one auxiliary in Bantu languages (see also Carstens 1994). They argue that the 
subject raises to the specifier of a functional projection above each auxiliary in turn until it reaches the 
highest one. Loosely speaking, at each introduction of an auxiliary and accompanying functional 
prajections, the subject DP sees positions of the right type for checking and moves there accordingly. This 
movement triggers agreement, but true checking of features occm only in the highest one, as in English. 

Collins 1995 makes use of this to account for the possibility of all occurring before any auxiliary in a 
string of auxiliaries in English, adopting the trace-view of floating quantifiers (since Sportiche 1988). This 
approach would invalidate the criticism of that view of floating quantifiers given in footnote 12 of Chapter 
iv. 

David Pesetsky points out (personal communication) that myopia shares a similar intuition with 
Obenauer's 1984 account of pseudo-opacity effects, extended by Rizzi 1990. Oknsmer's cases included the: 
interaction of extraction of a quantifier and a quantificational adverb in French. Extraction of the quantifier 
combien 'how many' is possible in general, as (i) shows. However, the presence of a quantificasional 
adverb beaucoup 'a lot' renders the structure ungrammatical, as in (ii): 

(i) Combieni a-t-il consult6 [tracei de livres] ? 
how.many has-ha consulted of books 
'How many h k s  did he consult?' 

(ii) * Combieni a-t-il beaucoup consulk? [tracei de livrcs] ? 
how.marry has-he a.lot consulted of books 
Wow many b k s  did he consult a lot?' 

(French, Obenauer 1984, cited in Rzzi 1990:3) 

Obenauer's central intuition, extended by &mi, is that the qumtificaeional adverb beaucoup 'a lot' is 
the "right type" of element to bind the trace of combien 'how marry' in (ii). Even though beaucoup does 
not actually bind the trace, it is a potential binder and is closer to the trnce than cornbier,. Thi? norion of 
"closest potential" as opposed to "actlid" is quite sira?ilar to the inmition behind Demuth gi Gruber's 
myopia. For all these analyses, it is sufficient for some Wng (position, head, binder ...) to be "of mc right 
type" in order to count as closest, even if that thing can not actually check the features, bind the trace, or 
whatever the relevant notion is. 
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its complement, the VP. Contra Ckomsky 1995, H do not assume that features disappear 

once checked. Thus, when F in (46) is soma head with V-features which must be checked 

(e.g. Cv2 or Agr), then there are two scck heads. Both hfl and the verb have V-features, 

though only the latter has the type of features (cdI them inherent features) which can 

actually check those of mother element. The question is whether attract can see this 

difference - i.c. the difference between the V-features of the verb and tile V-features sf 

hfl. The answer I suggest here is that attraction is myapic - mechanically, the head F 

attracts the closest head with V-features. This head is Infl, but these V-features - not being 

inherent - are insufficient to check those of F. The head F must thus attract again. This 

time, however, the features of Infl do not intervene. I assume that this must be due to the 

fact that hfl is now a sub-term of F. Since Infl has already adjoined to IF, forming the head 

[F Infl,F], 1 assume that the features s f  its trace are no longer rele~ant.5~ 

That this account is sketchy is an understatement. I have not tried to suggest 

otherwise. However, I offer it as the initial step towards plugging a hole in the analysis of 

section 2. Obviously, future research will determine whether or not this is the correct plug, 

or if we are even plugging the correct hole. For the moment, I have indicated only the 

shape the analysis might take, and sketched certain factors which may influence its 

motivation. I leave the implementation and thorough motivati~n of this approach as an 

open topic. 

5. Post Script - Auxiliaries 

In the above discussions, I have steered away from the behaviour s f  English msdals 

(might, can ...) and auxiliaries (have, be). As is well known, these behave differently 

50 Effectively, this is a form of quidistance. A head which has raised cannot re-attract its trace, but the 
closest for purposes of attraction must be those other than the trace of the head, or any of the sublabels of 
the head. 
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from main verbs. ]in particular, while main verbs surface in 8/ (SOa), auxiliaries surface in 

Infl (50b), as can be seen by their relative order with respect to VP I manner adverbs: 

(50) 
a. Churchill [vp vehemently cfenied the accusations. ] 

b. Churchill has [ ~ l p  vehemently denied the accusations. ] 

c. * Churchill [vp vehemently kas denied elmc accusations. ] 

Auxiliaries also raise to C in questions, while main verbs never do: 

(5 1) 
a. Why has Churchill denied the accusations ?] 

b . * Why denied [Hp Churchill the accusations ?] 

c.  Why did Irp Churchill deny the accusations ?] 

Of the Germanic languages, English is alone in displaying an asymmetry in adult, 

normal speech between auxiliaries and main verbs. I have no account s f  the khaviour of 

English auxiliaries at the present Pime. Before giving up completely, I will note converging 

evidence from different domains which displays quite deafly that auxiliaries are different 

from main verbs at a very deep level, which must be universal. Further, this difference 

manifests itself in a marked tendency among auxiliaries to raise when other verbs do not. 

The English pattern is but a small part of a much larger, and as yet unexplained 

generalization. 

The data of interest comes from three domains. There is striking evidence that 

auxiliaries and main verbs behave differently in the speech of children and German- 

speaking agrarnmatic aphasics. This data is especially revealing in that there are no 

auxiliary I main verb asymmetries in the grammars of normal, adult speakers 061 these 

languages. The Swedish data is by far the most striking since it would suggest that 
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children raise auxiliaries - but not main verbs - in m environment where neither wise in the 

adult grammars. 

The fist piece of data is from fmt language acquisition of Swedish. Recall that in 

Swedish main clauses, the verb is in second position (V2), but that in enikdded clauses, 

main verbs and auxiliaries alike are W internal, following VP-adverbs including inte 

(negation). H h s s o n  1989 reports on a series of imitation experiments with a 3 year old 

Swedish child. At age 3;6 years, the child reproduced all the subordinate clauses with the 

correct order inte + verb, i.e. with the verb in the W, for both auxiliaries and main verbs. 

The c o m t  reproduction was not a mimicking of the adult speech, since the child corrected 

token sentences which were presented to her with the ungrma t i cd  order (verb + 
negation). That is, when presented with a token with the ungrammatical order, she 

repeated the sentence with grammatical order. These results are significant in that they 

contrast sharply with the same child's performan= previously, at age 2;ll.  As that age, the 

child produced correct subordinate clauses with main verbs, giving the order kite + main 

verb, again giving the correct order even when the input adult sentence showed the 

ungrammatical order. However, with auxiliaries (one half of tRe token sentences), she 

consistently produd  the order auxiliary c Qtte, i.e. placing the verb in MI, outside the 

VP. This placement was consistent regardless of the order of the input - the child 

"corrected" grammatical adult strings with the sequence inre + auxiliary to the inverted 

order. 

H&anssonYs results are striking. The child, at age 2;B 1 consistently placed main 

verbs correctly, below negation (in VP), but with equal consistency placed auxiliaries 

above negation (e.g. in Infl). The child showed an exceptionless contrast &aween 



BoBo!jik Ckagrer V: The Free Agr Psrasraerar 

auxiliaries and main verbs, under which auxiliaries raised and main verbs did not. This in 

a language, Swedish, which has no such contrast in adult speech, not even in inflectional 

paradigms. She could have had no source for the distinction other than some property of 

universal grzumm which distinguishes main verbs and auxiliaries. 

Obviously, this data is very preliminary. H&msson's paradigm is taken from one 

. child. Further resemh with a larger sample size will be needed t~ validate or invalidate the 

conclusions. However, Mhnsson's data is significant in that the main verslas auxiliary 

distinction in children is corroborated by resent findings from Faroese. 

An "optional infinitives" stage in child acquisition is well documented cross- 

linguistically (see Wexler 1994 for an overview of relevant facts in &manic and French). 

At this stage, children apparently allow either the finite or non-finite foms of the verb in 

positions where the finite verb is used in adult grammar. In essence, children allow non- 

finite matrix clauses. What makes this stage so interesting is that children with striking 

regularity place the finite verb in the correct psition (e.g. second position in Q2 languages, 

like G e m ) ,  but with similar regularity leave the non-fsfnite verb in situ in the VP. This is 

most clearly discernible in V-final languages like @emam (Poeppel & Wexler 1993). What 

is even more striking is that children with almost total regularity do not use non-frraite foms 

of auxiliaries and modal verbs (though such f o m  exist and are used in the adult grammars 

of all the languages except English). Modal and auxiliary verbs in the &manic languages 

(including English) apparently always show up in finite form and in the correct position. 

51 Dianne Jonas, Howard Lasnik, Alec Marantz and Colin Phillips, all com~nenting on the defense draft s f  
this thesis have directed me to the growing body of research on optional infinitives stage in child language, 
for which I thank them. The. deadline for this thesis does not permit ma to investigate this M y  of research 
before the final version is due, but it scems to support the observation that auxiliaries are just different at a 
quite deep levtl. I leave tcfinemcnt of this observation to hrtker work. 
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Wcxler attributes this discovery for Dutch to de Haan 1987, and it is confmed for C ~ e m m  

(Boeppel & Wexler 1993) and Faroese (Jonas 1995b). Colin Phillips (pc) notes that a 

. similar state of affairs is well-attested throughout the Germanic languages and in French 

and Italian. 

Like H&msson's Swedish data, with the exception of English this data is dl the 

more striking in that there is no attested difference in adult speech between auxiliaries and 

main verbs. With no external evidence for such a contrast, the only source for a sysiernatic 

difference between auxiliaries and main verbs for clildren must be internal - i.e. from 

Universal Grannmar. 

4.3 German 

Perhaps the most striking example of a deep difference between auxiliaries and 

main verbs, with no external motivation, is in the speech of German-speaking agrammtic 

aphasics, reported by Martin Hackl (personal communication, see HacM %995).52 Hack1 

studied verb placement in agrammatic German-speaking aphasics. In a series of different 

tasks, subjects were presented with words on cards and were asked to mange them into 

sentences. In some cases, the experimenter gave the fust word, and in other CQSCS, the 

subjects were free to arrange all of the words. 

The general result, with main verbs, was that the verb occurred in second position 

after a wh-constituent, and often in third position if the fmt constituent w&q a locative or 

temporal BP or adverbial. However, with auxiliaries, the subjects consistently placed the 

verb in second position, regardless of the type sf the first constituent (wh-word or 

adjunct). This asymmetry between main verbs and auxiliaries was observed both in ehe test 

s2 I thank Martin HacW for discussing the results of his work and its theoretical implications wiah me. I 
thank him dso for providing an English synopsis as my reading ability in German is not what it might be. 
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where the first word was given, and in the free test, where subjects arranged the cards with 

no prior order given. Mere. "V3" occurs with main verbs, allowing the order [adverb 

(such as "probably") - subject - main verb....], while this order was eschewed with 

auxiliaries. Finally, Hackl notes that the order [subject - probably - main verb ...I occurred 

quite often, but that subjects were ucwilling to accept the crder [ subject - adverb - 

auxiliary ...I. 

Like the Swedish and Faroese acquisition data, this contrast between auxiliaries and 

main verbs shows up in a language which has no such contrast in normal adult grammars. 

. Hackl's experimental data from agramrnatics dovetails with, and ahus corroborates, the 

acquisition data. As HacM puts it: 

Whenever the damaged system shows properties that are not attested 

in the original system but are known in other languages, we takc those 

properties as indications for underlying LJG-mechanisms. [In the case at 

hand,] there is something about auxiliaries as opposed to main verbs that 

makes them much more likely to raise. 

(Hackl, p.c. April 1995) 

These three pieces of evidence have a certain cohesiveness to them. In all three 

cases, the children and aphasics show a systematic difference between auxiliaries and main 

verbs, which is-not present in the adult, nonna! grammar. The source of this difference can 

only be some dmp property of human language. Furthermore, the nature of this difference 

is that auxiliaries consistently raise, in environments where main verbs do not do so with 

any regularity. This asymmetry is not present in the normal adult grammars of all the 

Germanic languages studied above, except English. In English, this is the well-attested 

pattern. 
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Lasnik 1994 suggests an account of the auxiliary versus main verb difference in 

English (and extending this cross linguistically to French and Swedish), which is not 

uilrelated to present proposals. In particular he argues as 1 do that main verbs in English 

never leave the VP, but are inflected via morphological nierger (see the analysis in Chapter 

11). Thus, main verbs for him (in English) are inserted as bare stems, and inflect via 

concatenation with the inflectional affm in Infl. His proposal for auxiliaries is that they are 

not inserted as bare stems, but rather that they behave in the manner that Chomsky 1991 

proposed for all verbs: they are fully inflected and raise only to check that the features they 

bear are compatible with those in Infl.53 

The specific technical details of Lasraik's proposal are not directly compatibje with 

the present analysis (see Chapter I1 for some discussion). That is, I have arg~ed that the 

Infl and the verb, essentially by virtue of being in the head,complement relationship, cannot 

check any additional features by movement of V to Infl. But, as Lasnik's discussion and 

that above illustrate, there is clearly some aspect of auxiliaries which causes them to raise, 

over and above considerations which obtain for main verbs, e.g. based purely on srructure. 

I believe I have offered in this section compelling reasons to separate auxiliaries and main 

verbs at some deep level of universal grammar. In the next chapter, the account of raising 

of weak pronouns is somewhat ;ld hoc as well. So~ne extra mechanism is needed to ensure 

that English auxiliaries and Sca~dinavian weak pronouns raise in environments w h e ~  slain 

verbs and other arguments do not. As Gimne Jonas p in ts  out, it is this class of elements 

(auxiliaries and weak pronouns) which surface as secol~kpclsirion clitics in many of the 

world's languages. This is no accident, and there is obviously a great deal more to be said. 

53 See Hagstsorn 1994 for some discussion of Lasnik's proposal, and an interpretation of it within the 
Attract-F(eature) system developed in Chomsky (class notes, 1994). 



When I was one I had just begun. 
When I was two I was nearly new. 
When I was three I was hardly me. 
W e n  I was four I was not much more. 
When 3 was five I was just alive 
But now I am six; I'm as clever as clever. 
So I think 1'11 be six now for ever and ever. 

A.A. Milne And now we are six 

Cha~ter six 

Object shift as a morphological phenomenon 

n the preceding chapter, I suggested that the proposal that the syntax is blind to 

morlphophonological considerations be reintroduced. Chapters I and I1 ran exactly 

contrary to this proposal. That is, in both chapters, the morphology was seen to play a 

filtering role in the grammar, prohibiting ceitain syntactic operations if these vrould lead to 

undesired consequences in the phonology. In the case of the analysis of Chapter I, we saw 

reasons in Chapter DI to question the underlying assumptions of the syntactic proposals on 

which Chapter 1 rested. In recasting the analysis in a different vein in Chapter V, we no 

lct~ger appeal to a filtering role far the morphology. This leaves the analysis of 

Holmberg's generalization in Chapter II. I suggested there that the morphology played a 
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clearly filtering role in the case s f  object shift in the Scandinavian languages. The syntactic 

movement process of object shift was blocked in case it led to a disrwption of an adjacency 

relation in the morphophonology. 

In this chapter, I will recast that proposal as well, maintaining the assumption dlat 

the syntax is blind to phonology. The basics of the proposal are quite simple. If there is 

covert (i.e. invisible) movement in the cascs which do not allow overt object shift (h.e. 

those falling under Holmberg's generalization) then Holmberg's generalization does not 

describe the difference between object shift a d  no object shift, but rather between overt 

and covert shift. The syntactic operation always applies, but its results are not always 

directly visible. 

Given this, I propose that the difference between overt and covert movement may 

be recast not as a difference in the ordering of syntactic operations (i.e. relative to Spell 

Out), but rather as which of multiple copies created by movement are pronounced. This 

idea is not new; the question is obvious as soon as one adopts the copy theory of 

movement. Groat & O'Neil 1994 arid Pesetsky, in prep. a suggest an mdyscs dong these 

lines, and Brody 1992 presents related propasals. 

The analysis of Chapter EI is thus restated purely in terms of the 

morphophonoiogical component. In a line: the topmost copy of the object is pronounced 

unless pronouncing this copy would block the possibility of via morpkolsgical 

merger. 

This chapter is laid out as follows. In section 1 , I  refresh the reader's memory of 

the relevant parts of Chapter HI and of the basics of the analysis of object shift which 1 have 

been assuming. Section 2 then lays out the proposal. The copy theory of movement 
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requires a principle determining which copy is pronounced, and I suggest that this proposal 

interacts with the adjacency condition on idfixation In a principled manner. The result is 

that the top copy will be pronounced when possible; otherwise the lower copy is 

pronounced. The analysis in Chapter II, with surprisingly little modification, is recast as 

the interaction of two morphological operations: the determination of pronunciation and 

affixation under adjacency. The syntax does not need the power to peek into the 

morphophono~ogy. In section 3, I push this proposd in a few directions to see where it 

may lead. While it is well beyond the scope of this thesis to gush the prbpsal to its limits, 

I show that it is surprisingly successful at adopting the analyses of wh-in situ of Watmabe, 

199 1 and Pesetsky 1987, among other things. 

1. Holmberg's genesaPiz~tism again 

I .  I Object shift antf ordjacency 

Recall from Chapter II the observation which has come to be known as Holmberg's 

Generalization. Object shift in Scandinavian, both of NPs and of weak pronouns, is 

blocked in environments where the main verb has not raised out of the YP. In (I), the verb 

is in C (i.e. these are V2 environments) and the object in each case surfaces preceding the 

adverb which is taken to mark the lek edge of the W. 

(1) Object Shifr in V2 clauses (a. = pronoun, b. = W) 

a. lieste Peter deq [vp uden tvivl iklke trace, 1. 
yesterday read Peter it without doubt not 
'Peter undoubtedly read it yesterday .' 

(Danish: Vikner 199 1 : 3 0 )  

b. i gaer l u h  snidentarnu sennilega bJ6r iu  [vp alveg tracei 1. 
yesterday drank studentsathe probably k r . t h e  completely 
'The students drank the beer completely yesterday.' 

(Icelandic: Bobaljik & Jonas 1993) 
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In (2)' we see the generalization at work. In the maidand Scandinaviaa languages, 

the verb remains in the VP in non-V2 environments such as embedded clauses (Chapter V), 

and object shift is biocked (2a). Though Icelandic generally has verb raising (to hfl) in 

embedded, non-V2 environments, one environment in which there is no verb raising to hfl 

is non-finite complement clauses of modal verbs. As predicted by the descriptive 

generalization, object shift is blocked in these environments (Thrbsson 19931, (%).I 

(2) V in VP: Qbject Sh@ blocked in embedded clauscs 

a. * Jag tvivlar [e att hm den [jrp inte la te  I]. 
I doubt that he it nos read 
(I doubt that he did not read it.) 

(Swedish) 

b. * Rismir aettu ad rkisstj6~mas [ ~ p  &a 31. 
giants.the ought to govemments.the eat 
(The giants ought to eat the governments.) 

(PceEmdic, Thi4insson 1993:2M) 

Likewise in (3) we see that object skifi is blocked when an auxiliary occupies hfl 

and the main verb (participle) is, in effect, trapped within the VP. 

a. Hvorfor har Peter [w iPcke kgbe den I? 
b . * Hvorfor har Peter den [vp ikke kgbe I? 

why has Peter it not bought it 
'Why hasn't Peter bought it ?' 

(Danish, Q h e r  199 1 ) 

c. Hann hefur [vp aldrei lesi6 Mkinsa 1. 
d. * Hmn hefur Mkha [vp ddrci lesiP) 1. 

he has book.the never read book.the 
'He has never read the book.' 

(Icelandic, Thr&sson 199420) 

Contrast, e.g. non-finite complements of control verbs which do have raising of the non-finite verb and, 
predictably, do allow Object Shift. Hence, the relevant distinction is verb placement and not finiteness. 

(i> Risamir lofubu [lp a6 Cta rflrisstj6mina [vp ekki 31. 
giants.the promised to eat government.the not 
'The giants promised not to car the government.' 

(Icelandic: ThPainsson '1!?93:203) 
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Further, I noted in Chapter II that Holmberg's generalization characterizes only the 

SVO Germanic languages, and does not hold of the SOV la;: :ages. For example, object 

shift in Dutch is not b1wkd even if the main verb i s  in V, as it must be in (4) since tbac 

auxiliary is in 

(4) Holmberg's gerzeralimtion does not apply irz SOV Germanic. 

... dat veel rnensan [ k e p  dat boek [vp gis'teren gekocht ] ] heblben 1. 
that many people that book yesterday bought[p-q have 

'... that many people bough: that b k  yesterday .' 
(Dutch) 

The account of all of this which I offered in Chapter HII was that object shift is 

blocked if it would disrupt the relation of adjacency betwen the inflectional (or participial) 

affix and the verb stem. If the verb has raised out of the verb phase, no question arises 

and object shift is thus R O ~  blocked (5): 

( 5 )  Object ship permitted verb raises 

A 
subject C '  

I n 

0-a I I 

Jag 1%-te den inte 

* In Chapter III, 5 1.1.1,I  present evidence tlasu this example a d  similar ones do involve object shift, i.e. 
A-movement, as opposed to focus scrambling. 
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If the verb has not raised and the language has VO order h the W, then object shift 

would disrupt the adjacency relationship n d e d  for affiiatisn via morphological merger: 

(6)  Holmberg's Generabization: edjacency disrupted 

han 

. - . . . - 
i : - v -\ . " . . IveeI object 

~ $ 1  a i - 
han [+past] I&- den 

Finally, if the language has verb-final order in the VP, then object shift will not be 

blacked even when the verb has not raised, since the verb stem and infleciional / participial 

affix are string ad~acent on the right edge of the clause: 



(7) Head-final order, no effect on object shift 

dat veel mensen dat boek koop [+past] 

This account relies on the ability of the morpirology to act as a filter on syntactic 

derivations: object shift (a syntactic movement process) is blocked if it would lead to 

dlsrupti~n of a morphophonological configuration at a later stage. h the end of Chapter V 

($3) I suggested that such is not the nature of the g ~ m a e .  l'kat is, I suggested that the 

syntax is blind to morphoihonologicd considerations. I will now attempt to reformulate 

the account of Holmberg's generalization and its distribution within Germanic from 

Chdpter II in these tern. 

1.2 Object ~Priifl revisited 

The first step to take in developing the analysis is to consider the question of why 

objects shift In the first place. Throughout the dissertation, 1 have been assuming that 

movement is triggered solely by the need to check formal features. Further, 1 have 

assumed that such movement has a last resort character. Movement is only mandated to 
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check a feature which is not checked pkor to movement. 'Fhis set of assumptions Ieads us 

to posit that object shift serves to check some feature a d ,  further, that this feature is not 

checked when the object remains in situ. At first blush, this accords well witti the 

paradigms of pronoun shift. That is, if a weak pronoun remains in siru (in an 

environment where object shift is possible) the sentence is ungrmabical: 

(8) Shifr of weak pronouns is obligatory:3 

a. Jag liiste den ink. 
1 read it [vp net] 

'I didn't read it.' 

b. * Jag laste inte den. 
I read [yp not it ] 

'I didn't read it.' 
(Swedish) 

(9) Same point, SO V langwge 

a. Ons het dit gister gedrhk. 
we have it [w yesterday h n k  ] 
'We drank it yesterday.' 

b. * Ons het gister &t gedrink. 
we have [vp yesterday it drunk ] 
(We drank it yesterday.) 

With definite NPs, the questions are slightly trickier. Such movement has often 

been characterized as optional: 

(10) Shij? of definite NPs characterized us optional 

a. 96lasveinamir braudu bjiigunj eldti ti 
Christmas.Trolls.the ate sausages.the [vg not 1 
'The Christmas Trolls didn't eat ?he sausages.' 

(Icelandic: Bobaljik h$ Jonas: 1) 

b. J6lasveinarnir br6u6u e k i  bjrHgolan 
Christmas.Trolls.the ate [VP not sausages.the ] 
'The Christmas Trolls didn't eat the sausages.' 

(Icelandic) 

Exx. (8b) and (9b) are grammatical if the pronouns are strong, e.g. conjoined or contrastively stressed. 
See, e.g. Holmberg 1986 in the Scandinavian context, and Cardindeni & Starke 1994 for n much more 
thorough investigation of the systematic differences between weak and strong pronouns. In w l l ~ t  fallows, 
all pronouns in examples are taken to be weak pronouns unless otherwise indic~ted explicitly. 
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(1 1) Optional shifr of dtlfinite NPs (SOV language) 

a. Ons het a1 die bier [ ~ p  gider gedrirnk. 
we have all file beer yesterday h n k  
'We bank a l l  the Beer yesterday." 

b. Ons het [vp gister a1 die bier gedrink. 
we have yesterday all the beer dm& 
'We drank all the beer yesterday.' 

(Afrikaans) 

Diesing 1994, 1995 has challenged this characterization of object shift of definite 

NPs as optional, delineating a semantic / interprcfive difference between the (a) and (b) 

sentences in (lo), (1 1). In her characterization, there is a very strong tendency for 

referential, specific, non-contrastive, definite W s  to shift. Such NPs are marked in the 

VP-internal position. Thus, consider the differences in interpretation between (12a) and 

(12)  Referential definites must shift 

a. Hann les lengstu b6kina sjaldan. 
He reads longest book.the [vp seldom ] 
'He seldom reads the longest bk.' 

= There is a book which I know to be the longest, and I assert that 
he seldom reads that book. (de re) 

b. Hann les sjddan lengstu b6Brina. 
He reads [ \ ~ p  seldom longest book.tlhe 
'Me seldom reads the longest book.' 

= He seldom reads whichever book happens to be the longest. (de dicto) 
(Pmlandic: Diesing 1995: 15) 

The shifted object (12a) has a referential interpretation, i.e. a specific book is 

referred to, which happens to have the property of being the longest book. The unshifted 

object (12b) has an attributive - i.e. quantificationd - interpretation. h Chapter W / ,  section 

1.1.1, I showed that a definite DP shifts almost obligatorily if it represents old information, 

The contrast is repeated here: 
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(13) Definite NPs shfi if nod contras~ive2y stressed. 

context: Does he know Chomsky's bo~k, "Barriers?" 

a. Hmn les Barriers [ ~ p  alltaf 1. 
He reads 8. a1 w ays 
'Me always reads "Barriers."' 

b.  *? Hann Ies [w alltaf Barriers 
He reads always B. 
(He dways reads "Barriers".) 

(Icelandic: Diesing 1995: 14) 

As Diesing notes also, morphologicdly indefinite NPs may shift (in which case 

they must have a specific interpretation) and even pronouns may remain in situ, though in 

such cases they must be modified or contrastively stressed, i.e. like full W s .  Though the 

issues are far from resolved, if Diesing is on the right track, then the paradigm in (10) is 

misleading. Objects divide into two semantically delineated classes, one of which shifts 

. obligatorily, and the other may not shifi. The standard characterization (pronouns shift, 

definites shift optionally, and indefinites do not shift), is valid only to the extent that the 

morphological classes reflect the semantic classes, though this cumlation is not perfect, 

The true generalization, if Diesing is c o m t ,  is more that pronouns and specific, definite 

NPs are required to undergo object shift, but that this requirement may be obviated by 

factors such as contrastive focus indicated by stress, and the k. The apparent optiondity 

of object shift of definite NPs arises from the independent stress at the end of the YP 

dictated by phrase-level phonology. When this is controlled for, as in (13), shift of definite 

NPs patterns together with shift of pronouns. As a find piece of support for this, Diesing 

1995 notes that the nom-specific indefinite pronoun c m o t  shift, in contrast to the definite 

pronouns which must shift if shift is  permit^. 

As noted in Chapter W ,  this string of words is not ungramnmaticd, rather it is inappropriate when the 
object "Barriers" refers to old information, as in the context set up here. In mother context where "Barriers*' 
introduces new infonation, such PIS an answer to the question "Does be know my of Chsrnsky's work?', 
then the opposite preference obtains. See Chapter IV for moE discussion. 
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Nei, jeg har ingen paraply ... 
no I have no urnorella 
'No, I do not have an umbrella ...' 

a. men jeg kgper muligens en i morgen. 
but P buy [vp probably one tomorrow ] 
'... but I will probably buy one tomorrow.' 

b. *men jeg kgper en rnuligens i morgen. 
but f buy one [vp probably tomorrow ] 
(but I will probably buy one tomorrow) 

Diesing's work shows that the deciding factor in object shift is not morphology. 

There are pronouns, indefinite and definite NPs which shift, apparently obligatorily, md  

pronouns, indefinite and definite W s  which do not shift, again apparently obligatorily. 

The generalization seems to be semantic / interpretive. The morphological form of 

arguments tends to reflect the semantic classes, but not entirely, accounting for the apparent 

fuzziness in the patterns. Assuming this characterization of the data, we find that shift of 

new information (non-specifics and indefinites) is generally prohibited, and shifi. of olld 

information (definites, specifics and pronouns) is obligatory. 

On the generd assumptions adopted here, i.e. that movemeni is driven by the need 

to check features which are not checked in situ, the paradigm in (27504) shows that 

whatever feature drives object shift can not be checked in the objects' base position 

((27504b). This line of reasoning encounters its first challenge when the effects of 

Holmberg's generalization are brought into consideration: 

(1 5 )  Holmberg's generalization: shift burred in certain environments 

a. Jag tvivlar [ ~ g  at& han [vp inte liistc den I]. 
I doubt that he not read it 
'I doubt that he did not read it.' 

(Swedish = (2)) 
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b. Hanr hefur [vpaldrei lesi6 kikim]. 
he has never read book.the 
'He has never read the book.' 

(Icelandic, 'fflhPZiinsssn 1994:20) 

Note that elements of both classes are permissible in the in situ position in (15). 

. Thus, weak pronouns are grammatical in the complement of V in (15a), in sharp contrast to 

(27504), and similarly with  he definite NIP bbkina 'the book. 01.1 general assumptions, 

we were forced to the csnclusisn that feature checking was impossible for the objece in 

situ, yet (15) on the surface appears to be exactly a case of this configuration. The logical 

escape from this quandary is an appeal to an invisible (i.e. covert) movement operation. 

That is, we assume that the objects of the shifting class in (15) shift to check features, just 

as in (27504), only that in (15), this movement is not visible. In this, 1 do not differ 

substantially (if at all) from previous accounts within a set of common assumptions. 

Where I wil! differ (and here only marginally) is in tlhe characterization of covert movement 

that I will offfer. 

Now, on my account (Chapter II), the factor which determines between overt 

raising of the object (27504) and covert raising of the object (15) is morphophonologicd - 
the adjacency condition on morphological merger. In Chapter V, I suggested that the 

syntzx is blind to rnorphophonology, a view dating at least to Zwicky 1969. The 

conclusi~n from this is quite straightforward - the difference between overt md covert 

movement in (27504) and (15) is morphological and not syntactic. 

2. Copy Pronunciation: Single Output Synhx 

The more or less standard account of 'kcovert" movement operations is that they are 

syntactic movement operations which occur after the split in the g r m m  which takes a 

single input and leads to separate phonological @fl and semantic (LF) representations: 
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(1 6) Model T Giamnsar 

LEXICON 

Chapter Vl - Single Ourput Syntax 

Logical 
Phonology Form 
Phonetics 

The considerations of Chapter II, I believe, lead in a siightly different direction. In 

particular, I will argue that the account I will provide leads us to a model of grammar where 

the syntax produces a single output representation from a given input, and that this output 

representation is then interpreted by semantic and morphophonological components. In 

Chomsky's terms, what I am proposing is that Spell Out is after LF movement operations 

(as noted, see Groat L O'Neil 1994 for an hplernentation of this idea within a framework 

of assumptions very close to Chomky's; see also Pesetsky in prep. a. and Brody 1992 for 

related ideas in different frameworks). 

(17) Novel T: Single Output Syntax (SOS) 

LEXICON 

more 
syntax 
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Consider, in particular, the notion of move as an operation which creates or leaves 

a copy (Chomsky 1933). Bbviomsly, we generally see I hear only one copy of an element 

which has been moved. That is, in the event that there is more than one copy of a sin@ 

element in a given syntactic representation, only one copy is pronounced in the general 

case.5 The remaining copies, visible in the syntax, receive no rnorphsphonological 

realization. For discussion of these ideas, and in particular an extension of this to VP- 

ellipsis, see Chomsky & Lasnik 1993 and Tancredi 1992. 

The question which is left hanging, though, is what principle determines which one 

of multiple copies is pronounced. Let us take the naive view and assume that c-commmd 

and/or linear precedence are the key factors involved in this, acknowledging that this is an 

idealization. I express this as the rnorphophonological principle Speak Up: 

(18) Speakt'p 

Pronounce the topmost I leftmost copy of each element. 

This is, in essence, the principle of Minimize Trace or Silence Trace s f  Pesetsky 

in prep.6 Off the bat, we note that (1 8) interacts with other factors, especially in the case of 

VP-ellipsis. In such cases, c-command does not suffice, and linear precedence seems often 

the deciding factor: 

It would not be correct, as Noam Chomsky points out @c), to say that one member sf  every chain is 
pronounced (as in Bobaljik 1994b) since under the definition of chains in Chomsky 1993 er seq. (contrast 
CHAIN in Chomsky 1986), something like a question of a passive in (i) involves two chains: aia A-cham 
created by movement to subject position and a subsequent A'-chain created by wh-movement. 

Who did Sam think <who> had been amsted <who> 

(j) -u 
If it was the case that one copy of each chain that was pronounced, we would predict two occurrences of 

who in (i), contrary to fact. Rather, it seems to be the general case that maximally one copy of a single 
element is pronounced, regardless of the number of chains in which it occurs. See Fox 1994 for an analysis 
of resumptive pronouns in these terms, which builds on earlier ideas, especially, e.g. Doron 1982, Sells 
1984, and Shlonsky 1992, arguing that resumptive pronouns involve the pronunciation of (parts of) more 
than one copy of a single element. 

To the extent that c-command is the deciding factor in the case of mvc,  this is a logical reinterpretation 
of Pesetsky's 1989 Earliness principle, i.e. as opposed to Chomsky's 1989 Procrastimre. 
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(19) Arm has [vp hit a home mn], and Jen has [vp 'j too. 
* Aran has [v-p ] and Jen has [vp hit a home run ] too. 

In (19), the VP in the first conjunct does not c-command that in the second 

conjunct, though the choice of wkich copy is pronooad and which deleted does not seem 

arbitrary. Nevertheless, here are cases where even hear gmedence is not sufficicnt:7 

(20) 

Even though last week Aran did [w 1, ahis week J ~ I I  might [v-p score the winning run]. 

To the extent that these observations lead anywhere, the principle in (18) has an 

economy flavour to it. It seems that the procedure determining which copy is pronounced 

is subject to interaction with various constraints, at least some of which (i.e. the ones 

relevant in (20)), are poorly understood. 

I propose that (18) also interacts with the adjacency condition on morphological 

merger. Concretely, my proposal is that object shift always involves movement in the 

syntax. Pronunciation of the top copy is preferred, however the bottom copy may be 

pronounced in case pronunciation of the top copy will lead to a disruption of the adjacency 

relation necessary for inflection of the finite verb via rnorphologicd merger. This proposal 

A possible analysis to maintain the precede~rcc aspect of (18) in  the face of (20) would be the suggcstiotl 
that the claus-5 introduced by even though is at some ievcl an adjunct to the right of h e  clause introduced by 
this week ..., as in (i). At some late level, the even rhough clause is fronted, perhaps even by a 
phonological process, such as the extpaposieion processes studied by Tmchnbrodt 1 9 5 .  
0) This week, Jen might score the winning run even though last wegk Aran did. 

Note that these are the environments where backwards binding is also licensed: 
( i i )  Even though he hit only a double 1st week, this week Amn might hit a home run. 

Note, however, that mismatch is licensed, indicating that the two do not have a common source and 
questioning the preposing analysis of the even rhough clause. In (iii), there is forwards binding, with the 
pronoun in the second clause, but W-ellipsis in the first clause, and in (iv), there is backwards binding of 
the pronoun, but ellipsis of the second VP. 
(iii) Even though Araa didn't [vp ] last week, this week be might [ ~ p  tut a home run. ] 
(iv) Even though he [vp scored the winning run: last wcek, A m  might noe this week. 

As always, the issues here are interesting, but must be left for future investigation. 
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resolves the apparent tension in my assumptions noted at the end of the last section. The 

feature-checking requirement is absolute. Thus, there is always movement of the pronouns 

and definite NP objects, and the ungrammaticdity of (27504b) follows from failure of 

feature checking (or unforced violation of (18)). Pronunciation sf  the object in siru in (15) 

is licit only when pronunciation of the top copy would lead to more serious problems in the 

morphophonolcsgicd component. 

I illustrate this schematically, in the following (with some details of the structure 

omitted). Here, I adopt a notational convention of Pesetsky (in prep), using s+&&mq$ 

to indicate those copies which are not pronounced (i.e. these receive "copy intonation" in 

the theory of Tancredi 1992). 

First, the case where the verb raises. Here, the trace (lower copy) of the verb is not 

pronounced (by 18) and the trace of the object is dso not pronouncd: 

(21) Object Shift with verb raising: 

a. [cp I gh laste [p Peter h t e  [ den [vp uden tvivl ikke hste d t ~  1111 /-' 
b. I giir llaste Peter den uden tvivl ikke. 

yesterday read P. it without doubt not 
'Peter undoubtedly didn't read it yesterday.' 

(Danish: =(la)) 

Next, a case where the verb has not raised overtly. Recall from Chapter V that I do 

not analyse these as covert movement of the verb (as in Chomsky 1991-1995);* instead the 

verb simply does not raise in the syntax in these constructions. Inflection thus takes place 

under morphological merger. Thus, in this example, the pronoun raises in the syntax 

8 I do not exclude, in principle, the possibility that features of the verb raise at EF, though the verb itself 
does not (Chomsky forthcoming, ch. 4), except to the extent that the possibility of pied-piping in the 
syntax being driven by the phonology is incompatible with the centrai claim that syntax is blind to 
morphophonology. Notc that this claim may be restatable in other ways. 
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leaving a copy in its base position. Here however, pronunciation of the topmost copy 

would lead to a violation of the disruption of the adjacency condition so the lower copy is 

pronounced. Since pronunciation (and deletion) of copies and morphological merger are 

morphological processes, we avoid the problem faced by the Chapter II analysis: syntactic 

movement is not sensitive to later levels of representation. 

(22)  Holmberg's Generalization at work: 

a,  Top copy of object pronounced: 

*.. [CP att [P ban [[+past] -teI [ den [W inte [V I 1111 

-%-- 
adjacency 
disrupted 

* Jag tvivlar att han den inte late. 
I doubt that he it not read 
(I doubt that he didn't read it.) 

(Swedish: =(2)) 

b . Lower copy of object pronounced: 

... [cp att [p han [[+past] -te] [ dm [ ~ p  inte [v las- ] den ]]I] 

merger 
under 

adjacency 

Jag tvivlar att han iitte I&te den. 
I doubt that he not read it 
'1 doubt that Re didn't read it.' 

(Swedish: =(15)) 

The analysis, then, is not significantly different from that s f  Chapter H. However, 

by recasting the overt versus covert movement distinction, at least in tbis case, as a 

difference not in the syntax but in the pronunciation of different copies, we maintain the 

assumption that the syntax sees only the syntax, and the morphology sees only the 

morphology. The requirement ultimately underlying Holmberg's generalization is 

morphophonological - adjacency. This interacts only with the mrphological principle 
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Speak Up (18), the principle determining what copy of an element is pronounced. Below 

($3.3) I will refine this somewhat, but this is the essence of the idea which I am advancing. 

At this point, we Rave two f o d  mechanisms for capturing covert movement. The 

one just considered involves pronunciation of different copies of an element. 

Pronunciation of the highest copy corresponds to "overt" movement and pronunciation of a 

lower copy corresponds to "covert" movement. h addition, though I have made no use of 

it, the standard notion of covert (i.e. LF) movement remains. On this view, covert 

movement is movement after the "branch" to phonology, as in (16). The two 

characterizations of covert movement ase not incompatible, though they me in a very large 

part redundant. 

On the assumption that syntactic operations cannot "peek" into the 

. morphophonology, we have seen reasgn in this section to have recourse to the 

pronunciation characterization of covert movement. The question, then, is whether the 

"post-Spell Out movement" characterization is ever necessary. I turn to some introductory 

remarks on this now, though I do not pretend to resolve the issue in this dissertation. 

3. Extending the system - some speculations 

As the discussion of the previous sections indicates, a certain set of assumptions 

dictates that morphophonology detemhes, among other things, which copy of an element 

will be pronounced in the event that there are multiple copies of an element in the outp~lt 

representation. That is, at least in the account of Holmberg's generalization, we see that a 

. lower copy (i.e. trace) of an element may be pronounced, in the event that pronunrciation of 

the higher copy would lead to disruption of the adjacency required for the application of 

morphological merger. In this way, we have a formal device for capturing "invisible" 
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movement. The question at this point is whether this one device (i.e. pronunciation) will 

suffice for all cases of supposed invisible movements. That is, do we need both variable 

pronunciation and post-Spell Out syntactic operations, or will just the variable 

pronunciation suffice ? 

For the most part, it is obvious that the pronunciation mechanism will suffice, i.e. 

the two approaches differ primarily in notation. However, there is in principle one source 

of arguments which could decide the issue. That is, suppose it can be shown that 

movement post-Spell Out obeys different constraints than pre-Spell Out movement and that 

these constraints are syntactic, i.e. they are not representational constraints OR strings of 

copies which could be expressed as conditions on pronunciation. In that case there wodd 

be an argument for the necessity oh LF-movement as gost-Spell Out movement, in addition 

to the variable pronunciation mechanism proposed bere. P will consider perhaps the best 

known case of such an argument, coming from ~vh-in situ languages like Japanese and 

Chinese, and show that arguments from Pesetsky 1987 and Watanabe 1991 suggest that 

the pronunciation condition is sufficient here too. To the extent that the approacl~ bears 

fruit we have potentially an answer to the question s f  where Spell Out is determined in the 

syntactic derivation. The answer is that it is at the end sf the derivation. The pronunciation 

mechanism is necessary for the case of Holmberg's generalization. If there are no 

arguments for LF-movement which cannot be reduced to pronunciation in th is way, then 

there are no arguments which suppd  any syntactic operations past-Spell Out. 

3.1 64'-movement at LF: Apparent subjasency viohtions 

Huang 1 982,1995 and Lasnik & Sd to 1984, develloping ideas kom ChornsRy 199 6 

suggest that constructions or languages which do not display overt fronting of wh-words, 

i.e. to Spec,CP (e.g. Chinese and Japanese) involve the same movement operations as 
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overt wh-fronting constructions, but that the wh-phrase moves to the specifier of CP at EF. 

Further, they present a range sf  evidence which is p u p r i d  to show that LF movement, in 

contrast to overt movement, is not subject to Subjacency effects. In the English sentences 

in (23) movement of the wh-phases to the specifiers of the CPs crosses two bounding 

nodes, the effects of the familiar Complex NP constraint (23a) and extraction from an. 

adjunct (ab). The sentences are therefore deviant. No such deviancy is evidenced by 

parallel constructions in, say, Chinese or Japanese, as (24)-(25) show? 

(23) a. * W h t i  did Sam meet [wp the man [ ~ p  who gave ti to Pat I] ? 
b . * Whati did Sm leave [ before Pat read ti ] ? 

(after Peseasky 1987) 

(24) a. 4 ni xihuan [ ~ p  [cp piping shei de ] shu ] ? 
you like criticise who E L  book 
'Who do you like books fiat criticise ?' 

b. 4 ni xiang-zhidao [cp shei mai-le shenme ] ? 
you wonder who bought what 
'What do you wander who bought ?' 

(Mandarin, Watanabe 199 1 : 3) 

(25) a. .'I Mary-wa [pp  [ ~ p  John-ni mni-o ageta ] hito-ni 1 atta-no ? 
M. -Nom J. -Dat what-Acc gave man-Dat met-Q 
= (23a) 

b. 4 Mary-wa [John-ga nani-o yomu mae-ni ] dekaketa-no ? 
M. -Nom J. -Nom what-Acc read before left -Q 

=(23b) 
(Japanese, Pesetsky 1987: 110) 

This is exactly the type of argument which, if i t  held, would be fatal for the SO$ 

view. If there is a structural principle such as Subjacency which does hold of overt 

movement but fails to hold of covert movement, then reducing the two sets of phenomena 

to one cycle of movement and deriving the cross-linguistic difference from the point of 

pronunciation would seem impossible. 

1 follow thc transliterations common in the literature, omitting tones for Chinese. 
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Nishigauchi 1986 and Pesetsky 1987 consider a broader range of evidence from 

Japanese and other languages, which suggests that the contrast in (23) versus (24) cannot 

be explained by the assumption that Subjacency constrains only s-structure movement and 

not EF-movement. In particular, they demonstrate that Subjacency constrains movement 

uniformly, both overt and covert. The difference &tween (23) and (24) then is not reduced 

to possibilities of Subjacency violations due to differing levels of movement, but rather it 

has to do with the possibility of large scale pied-piping in Japanese, unavailable in English 

(Nishigauchi 1985, Watanabe 1981), or with asymmetries between d(iscourse3-linked md 

non-D-linked wh-phrases which cut across the languages in (23) and (24) (Pesetsky 1987). 

To take an illustrative sample sf the relevant evidence, Pesetsky 1987 f i s t  sets the stage by 

showing that in situ wh-phrases in English do not ah1 behave dike with respect to a range 

of phenomena, including the well-known superiority effects. Thus, there is a contrast as 

illustrated in (26) such that if a single clause contains two wk-phases, then the one "'higher 

up" in the clause must generally be the one which moves overtly, i.e. to Spec,CP. 

(26) a. Sam asked who read what. 
b. * Sam asked what who read. 

This contrast disappears however if the wh-phrases are linked to entities previously 

salient in the discourse. Such D-linking can be achieved by substituting which x phrases 

for the generic wh-words (27) or, with perhaps a slight markedness, by introducing tlre 

relevant entities into the immediate discourse (28). h either case, the superiority effects 

disappear. 

(27) a. Sam asked which students read which books. 
b. Sam asked which books which students read. 

(28) h b g  at the children and the empty plates which had only minutes earlier 
held an enticing may of cakes ... 
(?) Sam asked what who ate. 
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Besetsky's conclusion is that there are two strategies for interpreting wh-phrases 

which are in situ in the overt syntax. Non-D-linked phrases (who, what in (26))  must, for 

him, raise at LF to the specifier of CP and are thus subject to conditions on movement, 

such as the Nested Dependency Conditionlo which forces the Superiority effect. On the 

other hand, D-linked phrases in situ do not move at EF; rather they are bound by the wh- 

operator in C" by a process of unselective binding, an approach which Pesetsky traces back 

to Baker 1970. The details are not directly relevant for present purposes, what is relevant 

is Pesetsky's proposal that only non-D-linked in situ phases move at LF. 

Armed with this conclusion, Pesetsky ventures forth into wh-in situ languages 

such as Japanese. If wh-in situ is a uniform phenomena, he argues, then Japanese wk- 

phrases should behave like their English in situ counterparts. Non-ID-linked phases (and 

only non-D-linked phrases) should be subject to general conditions on movement, 

Subjacency for example. There are two pred! :tiom, then. On the one hand, Subjacency 

effects should show up in constructions formally similar to (25) if the wh-phrase caw be 

forced to be non-D-linked. Secondly, given that Subjacency appears to be violated these 

examples, Pesetsky's story would predict that the wh-phrases in (25) must be D-linked and 

thus do not in fact move at all. The second prediction turns out to be much harder to test, 

for reasons having to do with pied-piping which we will return to shortly. However, there 

does seem to be a way to test ahe first prediction. 

Pesetsky notes that the particle ittai in Japanese serves much the same discourse 

function as English the hell in a phrase like: Where the Izell did you get that? 

SgeciScally, it seems to presuppose a non-D-linked reading of the wh-word. Thus we find 

examples like (29) 

lo "If two r~h-trace dependencies overlap, one must contain the other." Pesetsky 1987: 105. 

356 
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d Mary-wa John-ni inai nani-o ageta-no ? 
M. -Nom J. -Dar ITTM what-Acc gave-Q 

'What the hell did Mary give to John ?' 
(Japanese: Peseisky 1987: 1 % 2) 

Adding this particle to the exmples in (25), as predicted, leads to uagrmaticality 

- evidence that Subjacency is indeed relevant for (LF-)movement of in situ, nun-ID-linked 

wh-phrases in Japanese: 

(30) 
a. * Mary-wa [ ~ p  [cp John-ni imi m i - o  ageta ] kito-ni ] atta-no ? 

M. -Nom J. -Dat m ~ l  what-Acc gave mm-Dat met-Q 

b. * Mary-wa [John-ga ittad nani-o yomu mae-ni ] dekaketa-no ? 
M. -Nom 9. -Nom ~ A I  what-Acc read before: lefi -Q 

(Japanese, Pesctsky 1987: 1 B 2) 

Nishigauchi 1986 and subsequently Watanabe 1991 have offered a different 

analysis of the same data. They argue that Japanese allows for pied-piping s f  an entire 

clause along with the wh-word, i.e. pied-piping of larger constituents than is available in 

English. If this is the case, then there is an alternative to Pesetsky's account of (25) versus 

(30). For Nishigauchi and Watmabe, the phrases in (25) involve pied-piping of the entire 

relative clause (25a) ar of the entire adjunct (25b) along with the wh-word to the specifier 

of CP at LF. Since ittui attaches to the largest wh-phrase which moves at LF, such large- 

scale pied-piping is blocked in examples Ue (38). When pied-piping of ttme entire island is 

thus blocked, the Subjacency effects surface. 

For our purposes, it is not important to distinguish between the D-linking and pied- 

piping approaches. The key point to observe is that, even in languages with general tvh-in 

situ, like Japanese, LF and overt movement do obey the same restrictions. On bath 
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Pesetsky's and Nishigauchi's approaches, LF-movement, like overt movement, is subject 

to Subjacency. 

The next step in the chain of logic which will alIaw us to reduce the two stages of 

movement (overt and LF) to a single cycle is presaged by Watmabc's (1991) analysis of 

these facts. Building on the conclusions noted that Subjacency holds of wh-movement 

both in languages where it is visible and where it is invisible, Watanabe argues that wh- 

movement in Japanese (and Chinese) is overt. However, what moves in these languages, 

as opposed to languages like English, is a phonetically null, "pure" wh-operator. 

Recasting Waeanabe's proposals in our terms, ]I do not posit a null, wh-operator, but rather 

that W~L-movement in Japanese proceeds just as it does in English, leaving a copy in its 

base position. The difference between English and Japanese then is that English is 

analogous to Pseudo-English I (1 1.) - the head of the chain is pronounced and the tail 

Meed in PF - while Japanese is like Pseudo-English I1 - the tail of the chain is 

pronounced and the head deleted at PF. Since the difference is relevant only at PF, there 

should be no syntactic differences which distinguish wh-movement in the two languages 

except those which can plausibly be derived from independent principles. Wk-movement 

uniformly obeys Subjacency, but there are differences in legitimate pied-piping structures 

between English and Japanese and universal differences in how D-linked and non-D-linked 

phrases are interpreted at LF.11112 

There remains, of course, the question of how it is that in English one wh-chain must have its head 
pronounced, while in Japanese wh-words generally cannot. Moreover, this question must now be one of 
morphophonology, since I[ have argued that the two languages are identical in the syntax. While an 
investigation of this question is the subject of another paper - or perhaps a few boob - a logical direction 
in which to proceed has been offered in Pcsetsky 3987:120f. He suggests that the Q(uestion) morpheme in 
Comp is an affix, and therefore the requirement that it be "supportrd' by an appropriate host is one s f  
morpho/phonology. In English, the only available means of supporting this affix if there. is no 
interrogative C (if; whether) is by pronunciation of the head of h a  w h - c h ~ n  in Spec,CP. In head-final 
Japanese, the Q morpheme (-no, -ka...) may simply affix to the verb, with which it is adjacent. See 
Chapters I and V for discussion s f  related issues. 
l 2  There is also some residue of the argument if Watanabe 1981 is correct. Watanabe reintroduces the 
claim that overt movement is subject to Subjacency while LF movement is not. That is, he captures 
Nishigauchi's and Pesetsky's insight tliat wh-movement obeys a set of common restrictions in English and 
Japanese by arguing, as I do, that it is oven in both language types. However, Watanabe suggests that an 
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There are other examples of apparent LF-movement, but I take this as a starting 

point, and will predict that they, too, will be amenable to the same account. To the degsee 

that this approach is on the fight track, we find that the arguments from A'-movement in 

favour of LF-movement as a ''second chance" at syntax after Spell-Out disap~ear.I3 

Throughout this thesis, Agr-phrases have played a significant role in the Qiscussian 

of object shift, especially sf  NPs, and also in the analysis of verb raising in Chapter V. In 

the present chapter, I provided somewhat theory-internal argunlewts for invisible, i.e. 

covert, movement of definite NPs (and perhaps pronouns) to the specifier of this phrase. I 

have consistently abstracted away from the specific role of Agr-phrases, beyond making 

use of them as convenient landing sites in the Free Agr languages: AgrO-? for shifted 

objects, and AgrS-P for the second subject position. Before winding up the thesis, it is 

worth considering two of the leading characterizations of this phrase in the current 

literature. 

anti-superiority effect in Japanese derives from W-movement of the reminder of the wh-phrase (still in 
situ) to adjoin to the "pure" wh-operatsr which moved overtly to Spec,CP. Clearly, to the extent that there 
is an anti-superiority effect in Japanese, it wants an account however a reasonable alternative seems 
plausible from different strategies for interpreting the variable component of an owrator-variable chain, such 
as a wh-chain. I will not pursue the question here. 
13 A definition of Spell Out - i.e. of the end of bhc syntactic derivation - eouid be as follows: 

(9 The end of the derivation 

When a single node dominates all the terms of the derivation (those from the numeration, 
and those created by operations of merge (and move)) then the derivation terminates and is 
evaluated relative to feature checking, arid fed to the morphophoncrlogical component. 

A similar definition is proposed as a local econonly condition -integration in Collins 1995. There are 
other definitions which would suffice equally. 
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Chomsky 1991 originally proposed that the specifier positions of Agr-phrases are 

universally the locus of case-checking for both subjects and objects, merging ideas of 

Pollock 1989, Kayne 1989 and Koogman 1992. If this proposal is accurate, then all 

objects raise to the specifier of AgrB in Free Agr languages. The theory of covert 

movement above will have to be revised accordingly. 

In Bobaljik 1994b I developed such a tack. In place of the principle, speak up 

<18), or Pesetsky's (in prep) Minimize Trace, 1 suggested that the rnorphophsnodogicd 

condition on pronunciation was Minimize Mismatch: 

(3 1 )  Minimize Mismatch (adapted from Bobdjik i 994b) 

Pronounce the copy of an element which is mapped to the quantificakional structure. 

This proposal presupposes something like the Mapping Hypothesis of Diesing 

. 1990, 1992 as extended by Tsai 1994, (see also Percus 1995). That is, if the mapping of 

an argument from syntax to tripartite quantificational structures of the type developed by 

Kamp 198 1, md Heim 1982 is dependent upon syntactic psition, then one could imagine 

a system in which the optimal pronunciation of a syntactic representation involves the least 

mismatch between the morphophonological and the quantificational representations. Each 

representation interprets only one copy of an element, and the claim of (31) is that 

mismatch between these representations is dispreferred. 

I will not pursue this direction here. However, it is worth noting that an approach 

of this nature is necessary if Agr-phrases are associated with case checking, and in 

particular, that casechecking is always in a relationship with an Agi- head. 
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Another proposal which has received some currency since Chomsky' 1991, is that 

the derived object position has little or nsAfing to do with cae ,  being rather aswiated with 

semantic or interpretive characteristics, such as Aspect (Travis 1992), or Specificity (Adger 

1994, Runner 1994, and others). This latter view is more directly consistent with the 

analyses throughout the latter half of this thesis. In this interpretation, raising to Spec,Agr 

does not serve to check case features, but checks some semantic / interpretive feature of the 

arguments which raise. Indefinite, non-specific arguments would then remain in situ, 

throughout the derivation. 

There is nothing in the proposals of this chapter or of this thesis which depends on 

the approach to Agr taken. In particular, nothing requires that Agr be implicated in case 

relations, and hence the name is perhaps misleading. Still, I maintain it for the, sake of 

familiarity. 

3.3 Null affixes ~ n d  pronunciation 

Consider that the system I have outlined in this section requires not only that the 

syntax be blind to morphophonological features, but in addition that the mechanism 

determining pronunciation does not see the actual phonological make-up of the items in 

question. It can see the [affix] vs. [non-affix] disti~iction, and makes a binary Qistinctiori 

[f, pronounce], but does not make reference to the actual phonological form of the 

elements. 

To see this, consider the case of English main verb inflection and the triggering sf 

do-support. The insertion of dummy do is triggered when the adjacency between the. 

affixal features in Infl and the verb stem is disrupted, e.g. by not: 
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a. .. . [I' [ ~ n f l  affix I [VP Kv' verb I II 
-0 affixation OK 

b.  . . . [IS [Infl affix ] not [ ~ p  [vl verb ] .. . J] 

This mechanism is independent of the phonological form of the affix. In English, 

the phonological form of the inflectional is determined in part by its featurd nnake up 

(-S, -ed, -0) and in part by the verb stem on which it occurs. For example, the past tense 

form of many verbs in English involves the null mo~pherne, (hit, sang, dug) though this 

choice is determined solely by the verb stem. 

Null morphemes, be they regular, such as non-3rd person singular present tense, or 

irregular, such as the past tense forms selected idiosyncratically by some verb stems, 

trigger do-support, just as overt morphemes do. Thus, the morphological mechanism 

triggering do-support, must be able to see that the element in Infl is an affix, regardless of 

its phonological shape. Even if it is to be realized as /a/, it still can not be separated from 

the verb stem without triggering do-support. Furthermore, consider the interaction of do- 

support with VP-ellipsis, as in (33) 

Sam eats green eggs and ham, and I *(do) too. 
[QP 0 1 

Even though the verb stem and the regular inflectional affix (1st sg, pres) are 

ultimately phonologically null, do-support is triggered in this environment. Why ? 
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The answer must be bat  the rnon~hological condition which triggers do-support is 

- blind to phonological form, and sees only [kpronounced]. In the VP ellipsis case, 

regardless of the end phonological sb.ape of the affix in Infl, the morphology sees an affix 

in Infl, which is [+pronounced], arid a verb stem In the VP which is [-pronounced], i.e. 

elided. In such a configuration, the morphology sees that the affix has no adjacent 

[+pronounced] host and dummy do is inserted. Likewise in the case of a regular, 

phonologically null affix, such as 2nd psn sg, pres. 'Rne morphology sees the affix in hfl, 

and that it is [+pronounced]. If the affix is not adjacent to a [-t-pronounced] verb stem - if, 
for instance, negation intervenes - then the affix must be supported with do. 

These considerapions lead us to refine a little more the mechanism of pronunciation 

introduced in this chapter. Specifically, the mechanism does not actually deal with 

. phonological matri7.e~. Rather, it sees syntactic constituents, and copies of them, and 

assigns to one copy (in the general case), the feature [+pronounced], assigning 

[-pronounced] to all others. It would appear that the mechanism prefers to assign 

[+pronounced] to the highest copy when there is more than one, but that this preference 

interacts with the adjacency condition (which also sees only [@renounced]) and processes 

such as VP-ellipsis (the assignment of [-pronouncedJ to a VP under identity, see Tancredi 

1992). Specific phonological shapes, then, including 101, are associated with elements 

marked [tpronounced] after this mechanism. We are led, in sllort, to the view of late 

insertion of vocabulary items advocated by Distributed Morphology (Halle & Marantz 

1993, FAarantz 1994). 

There is one final reason to believe that this is on the right track. Just above, 1 

notcs that the fonn of a1 inflectional affix is in many cases dependent on the verb stem it is 

attached to (and in some cases the opposite holds). However, the relationship of the stem 

to its affix is logically determined after the process triggering do-support. Irregular forms 
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of both stems and affixes only surface when there has been ratorpkologicaI merger. If do- 

support is triggered by the disruption of an adjacency relation, then the default form sf both 

stems and affixes surface, always: 

a. I went to schcsol (* go-ed) 
b. I did not go to school (* I did not wend, I dit not ...) 

c .  You are on y o u  best behaviour. (*be) 
d.  Do not be an idiot. * Do-re not be; * Do not are... 

Thus, the specific phonological shape of both stem and affixes is determined by 

both syntactic configuration and rnorphologicd configuration. If affixation md merger 

u,der adjacency are niorphological processes and not syntactic ones, as I am arguing here, 

then the syntax is blind to these. This being the case, the syntax has no way of knowing 

what the phonological form of the affix will be, especially in the cases of do-support just 

discussed. The phonological form must be determined post-syntactically. If tlae syntax 

cannot look ahead into the morpho-phonological component, then vocabulary insertion 

(assignment of specific phonological matrices to [+pronounced] t e d n d  nodes) must be 

l4 A standard objection to the motion that W-ellipsis is "deletion under identity" is that Negative Polarity 
hems may be licit in one VP but not in the other, but this does not effect the possibility of ellipsis: 
(0 I didn't [vp see anyone] but Sam did. 

VP = [see someone] 
VP $ [see anyone] 

Many languages, including English, show strong morphological similarities among indefinite 
pronouns, including Negative Polarity Items, and in many cases, indefinite tvli-pronouns. On the late- 
insertion story, an account is straightforward. The eiement in the syntax is simply [D indefinite pronoun]. 
At the point of vocabulary insertion, if the element is in a polarity itern licensing configuration, such as c- 
commanded by negation, it receives the phonological shape of anyone, and otherwise of someone. 

Such an account could also be extended to the Genitive of Negation in languages like Russian (see 
Pesetsky 1982, Neidle 1982 for syntactic accounts in different frmeworks), and French (Kaynr, 1982). The 
morph~logical form of existentially quantified (i.e. norr-specific indefinite) underlying object NFs is in 
some cases determined by environment, just as NF'Is. Thus, an object may surface with genitive case if :- 
commanded by negation, where it would otherwise receive structural nominative or accusative. On I ie 
reasoning of this footnote, the specific phonological form of the structural case marker for indefinites, like 
that of English indefinite pronouns, is determined late, with reference to whether or not the element is c- 
commanded by negation. 
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