Ab Initio Study of Dynamically Tunable Catalysis for Carbon Dioxide Reduction

by

Babatunde O. Alawode

S.M., Mechanical Engineering, Massachusetts Institute of Technology (2015)

S.M., Material Science and Engineering, Massachusetts Institute of Technology (2015)

Submitted to the Department of Mechanical Engineering in partial fulfillment of the requirements for the degree of Doctor of Philosophy at the MASSACHUSETTS INSTITUTE OF TECHNOLOGY

September 2017

© Massachusetts Institute of Technology 2017. All rights reserved.

Signature redacted

Author .................. Department of Mechanical Engineering June 5th, 2017

Certified by .......... Alexie M. Kolpak

Assistant Professor, Department of Mechanical Engineering Thesis Supervisor

Certified by ...... Signature redacted Betar M. Gallant

Assistant Professor, Department of Mechanical Engineering Thesis Supervisor

Certified by .... Signature redacted Ahmed Ghoniem

Professor, Department of Mechanical Engineering Thesis Supervisor

Accepted by ........ Signature redacted Rohan Abeyaratne

Chairman, Department Committee on Graduate Theses
DISCLAIMER NOTICE

Due to the condition of the original material, there are unavoidable flaws in this reproduction. We have made every effort possible to provide you with the best copy available.

Thank you.

The images contained in this document are of the best quality available.
**Ab Initio Study of Dynamically Tunable Catalysis for Carbon Dioxide Reduction**

by

Babatunde O. Alawode

Submitted to the Department of Mechanical Engineering on June 5th, 2017, in partial fulfillment of the requirements for the degree of Doctor of Philosophy

Abstract

Catalytic conversion of CO$_2$ into useful chemicals is an attractive alternative to expensive physical carbon sequestration methods. However, this approach is challenging because current chemical conversion methods employ high temperatures or pressures, thereby increasing cost and potentially leading to net carbon positive processes. Our work presents a novel materials system for dynamic modification of catalytic behavior via polarization reversal in a ferroelectric substrate (i.e. tunable catalysis) in order to reduce the energy required for these reactions.

Dynamically Tunable Catalysis (catalysis enhanced by real-time changes in the surface chemistry of the catalyst) has been gaining ground recently as a way to go beyond the limits of Sabatier’s principle. However, it is not clear whether the catalytic activities of proposed schemes are really better than simply finding a good material close to the top of the volcano in a static catalysis scheme. In this thesis, we study the tunable catalysis scheme of ZnO supported on a ferroelectric. We demonstrate that the physics and chemistry at the surface of the ZnO film can be tuned via the polarization direction of the PbTiO$_3$ substrate and the thickness of the ZnO. Using Density Functional Theory (DFT), we evaluate the effect of the number of layers and ZnO film orientation on the film’s surface chemistry. By characterizing the adsorption and reduction of CO$_2$ on the different surfaces, we show that a tunable catalysis scheme can significantly increase the rate of CO$_2$ reduction by several orders of magnitude with less energy cost than simply increasing reaction temperatures and pressures.

In addition, we develop a scheme to induce ferroelectricity in ZnO films. If proven in the lab, this will be the first scheme to induce ferroelectricity in ZnO without relying on the involvement of dipole-inducing dopants. In addition, we show that this scheme allows for consistent surface chemistry in tunable catalysis which is important for practical applications. Finally, for the first time, we develop an approach to screen for new tunable catalyst candidates that can potentially be applied to oxides. Our work opens new doors for the catalysis of CO$_2$ reactions.

This work provides a quantitative indication of the promise of tunable catalysts.
and also their limitations. It thus represents an important contribution to both interface physics and surface catalysis.
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Chapter 1

Introduction

A short part of the first section of this chapter was published in a previous work [6].

1.1 Global warming and \( \text{CO}_2 \) conversion

The world currently meets most of its energy needs by burning fossil fuels. [7] Beginning from the industrial revolution, this has resulted in increasing concentrations of greenhouse gases in the atmosphere and concomitant rise in atmospheric temperatures (Fig. 1-2). In an ideal world, switching to renewable energies is desired, but renewable energies are limited by the storage capacity of existing batteries. For example, Fig. 1-1 compares the specific energies of gasoline and diesel to that of Li ion batteries. We see that the fossil fuels are far better for energy storage, both when volume or weight is considered. This advantage, combined with the ease of transportation and low cost, means that we cannot expect to completely end our reliance on fossil fuels in the next few decades. This presents a unique dilemma, as we cannot afford the environmental cost of continuous usage of fossil fuels. This means we have to consider means of harnessing the advantages of fossil fuel use (cheap and reliable energy) while avoiding the side effects (global warming).

There are currently three approaches to this: direct usage, sequestration and conversion. In the first case, carbon dioxide has some interesting but rather limited uses in beverages, fire extinguishers, oil recovery, etc. [8] Perhaps a better-studied
Figure 1-1: Specific volumetric and gravimetric energies of fossil fuels compared to Li-ion batteries.
The third approach, chemical or biological conversion, may be the best option yet if we are able to find cheaper ways to achieve the fixation. Since carbon and oxygen are both key elements in organic chemistry, there are a wide range of chemicals (Fig. 1-4) that can at least theoretically utilize CO₂ as a feedstock for production, including organic acids, alcohols, esters, and sugars which have important commercial uses. [14, 9] For example, methanol, which is the basic chemical building block of paints, solvents and plastics, has innovative applications in energy, transportation fuels [15] and fuel cells. It had a global demand of 45.6 million metric tons and generated $36
Another potential large scale use of CO₂ is the production of cyclic carbonates. These have several commercial applications due to their use as chemical intermediates (e.g. for dimethyl carbonate production) [17] and as aprotic polar solvents. [18] A particularly important and growing application of cyclic carbonates is their use as electrolytes in lithium ion batteries. [19] Practically, however, CO₂ is utilized to a very limited extent in industrial production processes. Fig. 1-3 shows some trends in actual CO₂ use. We see that scale of conversion to methanol is comparable to that of the technological uses (primarily enhanced oil recovery) though the former has a much greater demand than the latter. This is partly due to the fact that the most efficient reactant for the conversion is frequently not CO₂. For example, in the industrial production of methanol, a mixture of CO and H₂ (syngas) is the primary feedstock as these are much easier to obtain (by secondary conversion from natural gas) and a relatively small amount of CO₂ is only fed into the reactor to ensure conversion of any unreacted H₂. Another stumbling block to the adoption of CO₂ as a choice reactant is the high energy and financial cost of the conversion process itself. For example, commercial production of cyclic carbonates relies on quaternary ammonium or phosphonium salts as catalysts which require the use of high

Figure 1-3: Annual industrial use of CO₂. Note the vertical axis is logarithmic. Adapted from Ref. [1].

billion in economic activity in 2010 [16].
temperatures and pressures. Under these conditions, CO₂ fixation is a net producer rather than consumer of CO₂ due to the energy required to heat and pressurize the reactor and reactants. [20] These challenges explain why the current industrial usage of CO₂ is only 0.5% of the 24Gt/yr total anthropogenic CO₂ we produce.[1] This obvious gap has led many researchers to investigate ways to improve the CO₂ fixation process. Since the rate of any chemical process can be increased in theory by utilizing a catalyst, we will next explore why a good catalyst has not been found for CO₂ conversion processes.

1.2 Introduction: Sabatier’s Principle and Dynamically Tunable Catalysis

Efficient solid state catalysis requires materials that can facilitate both the adsorption of reactants and the desorption of products. However, for the same static surface,
strong binding of the reactants, which leads to a fast first step is generally correlated with strong binding of the products, leading to a slow last step - see Fig. 1-5(a). Since the rate of the reaction is determined by the slowest step, the best catalyst for a given reaction for a given class of materials will have an intermediate level of interaction with reactant, intermediate, and product species. This principle, known as Sabatier’s principle, is illustrated by the schematic “volcano plot” in Fig. 1-5(b). Based on this conception, the goal of most catalysis research is to find the least expensive material that is as close as possible to the top of the volcano. [21, 22, 23]

The key objective of tunable catalysis is to combine the advantages of both strong and weak interactions with the various species involved in a reaction in order to overcome Sabatier’s principle and obtain rates that are better than those accessible by simply compromising on the catalyst-species interactions. This is illustrated in Fig. 1-6, in which the gas dissociation process $AB \rightarrow A^+B$ is carried out in two steps, each at different states of the catalyst. In the illustration, the adsorption of the gas $AB(g)$ and the dissociation to adsorbed $A$ and $B$ species on the surface of the catalyst all take place at the same surface state. Then another state of the catalyst is induced. This state is assumed to be more favorable for the desorption of gases.
Figure 1-6: Tunable catalysis illustration. Changing the surface chemistry of a catalyst to achieve varied surface states for the dissociation of gas AB to gases A and B.

A(g) and B(g). Fig. 1-7 shows how switching between the reaction pathways that occur on two different states of a catalyst can lead to faster reaction rates (higher catalytic activity), shifting the activity of the tunable catalyst above the top of the volcano curve, which is not accessible to a static catalyst. The varied state of the catalyst could be achieved in a number of different ways, for example, by applying a cyclic electric field across a ferroelectric such as a perovskite, which is the focus of this work, or by temperature modulation.

1.3 Objectives of this thesis

To design a tunable catalysis system for a specific reaction, it is necessary to consider the following:

1. The material of the ferroelectric substrate.
2. The material of the film.
3. The orientation of the film.
4. Strain level in the substrate and/or film.
Figure 1-7: Tunable catalysis illustration. In (a), the arrows show the pathway for the dissociation of a gas AB to mono-atomic gases A and B. The adsorption of AB and dissociation to adsorbed A and B take place on one state of the catalyst (red lines) and the desorption of the product occurs at the other state of the catalyst (blue lines). Fig. (b) illustrates the expectation that the activity of the reaction on a tunable catalyst should be higher than the top of the static catalysis volcano.

Given such a rich parameter space, there is a lot of research to be done to fully understand tunable catalysis. As we will show in the next chapter, researchers simply select one point in this space and focus on the application of the selected catalyst to potentially promote a selected reaction. The knowledge gaps inevitably created by this approach inspired our work. In this thesis, we seek to answer the following questions:

1. What is the mechanism for the changing surface chemistry in a material (the film) when there is an underlying ferroelectric substrate?
2. Is there any limit to the thickness of the film for tunable catalysis to be possible?
3. What are the necessary conditions for tunable catalysis to be possible?
4. How can we extend the influence of the substrate to enable tunable catalysis on thicker films?
5. Can we identify a useful figure of merit for tunable catalysis?
6. What are the guiding principles for material screening in tunable catalysis?

An additional goal of our work is to find possible applications of tunable catalysis to \( \text{CO}_2 \) conversion processes, so we select zinc oxide as the film material and will test all hypotheses using the \( \text{CO}_2 \) dissociation reaction, which is frequently the first step in \( \text{CO}_2 \) conversion processes. ZnO was selected because it is commonly used as a catalyst for the industrially and environmentally important CO and \( \text{CO}_2 \) conversion reactions, frequently in conjunction with a copper co-catalyst [24, 25]. We choose to study hetrostructures of epitaxial non-polar ZnO(1120) and polar ZnO(0001) films on PbTiO\(_3\), as similar systems have previously been grown experimentally [4].

This thesis is laid out as follows. This chapter introduces the work and our objectives. Chapter 2 is a literature review of tunable catalysis. Chapter 3 explains the methods used in this work: Density Functional Theory (DFT) and Micro-kinetic Modeling (MKM). In Chapter 4, we evaluate the effect of a PbTiO\(_3\) substrate on the surface of thin-film non-polar ZnO. Chapter 5 explores the possibility of tunability of ZnO polar surfaces, which is in effect a quest to induce ferroelectricity in the material. We show that this is possible and calculate the energetic requirements. In Chapter 6, we explore the tunable catalysis of \( \text{CO}_2 \) reduction on supported ZnO surfaces. We show an important criterion for tunable catalysis to happen and discuss the extension of our results to other oxides. In Chapter 7, we show that tunable catalysis can be applied to more complex \( \text{CO}_2 \) reactions, including the synthesis of methanol and the addition of epoxides to \( \text{CO}_2 \) to form cyclic carbonates. We summarize the thesis in Chapter 8 and suggest follow-on research.
Chapter 2

Literature review of dynamically tunable catalysis

Portions of this chapter were published in the author's master's dissertation [6].

2.1 Introduction

Systematic analysis of tunable catalysis has only recently begun: so far, only three groups have published any work on it in the past 10 years. In 2007, Kolpak et al. [3] showed that the surface chemistry of Pt can be tuned by growing a thin layer on a ferroelectric. However, the applicability of the proposed Pt/PbTiO$_3$ catalyst is limited because such thin layers of metal agglomerate rather than form thin films on oxides [26]. Therefore, other researchers have looked into the use of oxides as the active catalyst instead. Lee and Selloni [27] showed that polarization of the perovskite substrate determined whether or not the reaction efficiency for the oxygen evolution reaction was improved on TiO$_2$/SrTiO$_3$. Kakekhani and Ismaili-Beigi [28] proposed a NO dissociation mechanism on electric field-actuated tunable CrO$_2$/PbTiO$_3$ catalyst. Later, they also proposed that temperature actuation is possible for H$_2$O dissociation on PbTiO$_3$ [29]. In this chapter, we will examine these and related papers and the foundations of polarization-influenced catalysis. We will particularly focus on research on materials that are appropriate for dynamically (real-time) tunable catalysis.
2.2 Ferroelectric materials as catalysts - early research

The direction of the ferroelectric polarization has been demonstrated to have an effect on the surface chemistry of ferroelectrics. The first to demonstrate this for a ferroelectric was Parravano in the early 1950s who showed that the rate of CO oxidation over KNbO$_3$ and NaNbO$_3$ significantly increased around the Curie temperatures of the catalysts [30]. In the 1960s, it was demonstrated by Stadler and co-workers that ferroelectric polarization of a substrate can influence the physical properties of a supported metal films [31, 32]. Inoue and co-workers et al. extended this result in the 1980s by studying the chemical properties of the surface of palladium supported on LiNbO$_3$ [33, 34]. They found that the oxidation rate of CO over the negatively poled structure was higher than on the positively poled structure. Also, in the 1980s, some work was done on the chemical properties of the surfaces of polar ZnO, which has polarization perpendicular to the surface, but this polarization is not reversible. By using temperature programmed desorption (TPD) measurements, Vohs and co-workers studied the adsorption and/or decomposition of formaldehyde, ethanol, 1-propanol, acetic acid and formic acid on the positively polarized Zn-terminated ZnO surface and the negatively polarized O-terminated surface [35, 36, 37]. They found that the Zn-termination is reactive to all the species but the O-termination is not. This insight will be shown to be important later in this thesis.

2.3 Tunable catalysis on bare perovskites

The simplest dynamically tunable catalysis scheme utilizes the different surface chemistries on the surfaces of perovskites. The necessary electronic and structural reconstructions [38, 39, 40, 41] on both the positive and negatively polarized perovskite surfaces account for the change in surface chemistry upon polarization switching. The reconstructions are mostly due to the need to constrain the divergence of the internal electric field with increasing thickness of the slab.
An experimental study of catalysis on bare ferroelectric surfaces is that of Yun and co-workers. They measured the TPD data for different kinds of molecules and showed that 2-propanol has a desorption peak temperature 100K greater on the negatively polarized surface compared to the positively polarized one [42]. This means that the adsorption energy is much greater on the negatively polarized surface.

The internal electric field in ferroelectric catalysts and the polar surface terminations can mitigate electron-hole recombinations when used for the photocatalysis and this has resulted in several studies on the possibilities of using ferroelectrics as solar cell materials and photocatalysts [43]. Another interesting catalytic application of bare ferroelectrics such as BaTiO$_3$ and PbTiO$_3$ is the combustion of methane[44]. An exciting phenomenon on these materials for hydrocarbon-related catalysis is the difference in adsorption properties of ethanol and methanol on oppositely poled surfaces. It was found that ethanol adsorbs more rapidly on negatively poled BaTiO$_3$ [45] in contrast to methanol which adsorbs more rapidly on positively poled BaTiO$_3$ [46]. This highlights the intriguing possibility of tuning the surface of the catalyst for selectivity towards methanol or ethanol.

However, the picture is not all-rosy for the case of dynamically tunable catalysis. Several researchers have attempted to use the quite different surface chemistries at the different polarization states of the perovskite catalyst to experimentally design dynamically tunable catalysts. Some of the work includes BaTiO$_3$ and SrTiO$_3$ tunable catalysts for H$_2$O adsorption [47], H$_2$O dissociation [2, 48] and CO oxidation [49]. It is found that the progression of the surface adsorption or reaction significantly screens the polarization, degrades the surface or pins the polarization of the ferroelectric slab. Through first principles calculations, it is shown that the polarization pinning is caused by the formation of oxygen vacancies which stabilizes an inward pointing polarization [50]. In effect, the progression of the tuned catalysis on the surface of the catalyst itself degrades the catalyst. An example of this phenomenon is shown in Fig. 2-1, adapted from Ref. [2] which clearly shows the degradation of the ferroelectricity in barium titanate (BTO) when the surface is treated with water. Therefore, bare surfaces of perovskites are ineffective as tunable catalysts.
Figure 2-1: (a) Schematics showing the as-grown BTO thin film. Au/Co was used as the top metal electrodes. (b) Piezoresponse Force Microscopy (PFM) amplitude and (c) phase hysteresis loops measured in the structure. (d) Schematics showing the structure based on a water-treated BTO thin film. The chemically induced surface polarization in the top passive layer is depicted by blue arrows. Panels e and f show its PFM amplitude and phase signals, respectively. Adapted from Ref. [2].
2.4 Tunable catalysis on perovskite-supported metal films

Since it has been shown by Inoue and co-workers [34] that the tunable catalysis effects are maintained on ferroelectrics even when a thin metal film is grown over them, researchers turned towards this system for inspiration. Inoue and co-workers reported that activation energy (hence kinetic behavior) for CO oxidation over a LiNbO$_3$-supported Pd catalyst significantly changed depending on the polarization of the support and the thickness of the Pb layer. They found that the energy barrier varied over Pd on the positive polar surface changed from 126KJ/mol when the Pd thickness was over 0.2nm to 96KJ/mol at 0.02nm, whereas the Pd deposited on the negatively poled surface showed a constant energy barrier of 128KJ/mol irrespective of thickness. They also showed that the adsorption energy of CO and H$_2$ on NiO deposited on oppositely poled directions of LiNbO$_3$ [33]. This phenomenon was explained using a band bending model in which the polarization of the substrate modifies the electronic distribution on the NiO surface.

Other researchers have also shown similar results. In 1990, Roberts and co-workers carried out CO adsorption on ZnO-supported Pt films [51]. Depending on the polarization direction of the ZnO support, the adsorption energy of CO (determined via a TPD characterization) is greater when the support is positively polarized than when it is negatively polarized. Yun et al. [52] also carried out CO adsorption via TPD but this time on Pd clusters supported on LiNbO$_3$. Their results showed no difference in adsorption properties of the molecule when the polarization direction is different. This suggests that the surface chemistry on supported metal structures depends on the thickness of the film.

Based on this idea, Kolpak and co-workers carried out theoretical research on the surface chemistry of Pt layers deposited on oppositely poled PbTiO$_3$. Their results showed different chemisorption strength and site preference for the adsorption of CO, O, C, and N, altering the reaction pathways for the dissociation of CO, O$_2$, N$_2$ and NO, but this difference is significant only for very thin Pt films (1-2 layers) [3] - see Fig.
2-2, in agreement with the experimental results discussed in the last paragraph. The researchers explained that the polarization-induced changes in the surface chemistry effects are mitigated by the small electronic screening length of Pt, so that only atomically thick films exhibit significant effects. Since it is also challenging to wet oxide surfaces with catalytically active transition metals [26], manufacturing reliable perovskite supported catalysts will be a significant engineering challenge, thus we expect that the aggregation of the metal into nanoparticles will suppress the effects of substrate polarization on catalytic activity in real catalysts of this design.

2.5 Tunable catalysis on perovskite-supported oxide films

Recently, researchers have begun to explore the possibility of replacing metals in the supported tunable catalysis schemes as described above, with binary oxides. This removes the surface degradation effects on the bare ferroelectric and the coagulation effects of metallic films on the perovskite support. Moreover, consistent thin films of oxides have been reported grown experimentally on perovskites (e.g Ref. [4]) through advances in epitaxial growth methods such as Atomic Layer Deposition [53] and Molecular Beam Epitaxy [54]. We now report on recent research on binary oxide-perovskite heterostructures.

Inoue and co-workers [55] studied H$_2$ and O$_2$ adsorption on LiNbO$_3$-supported TiO$_2$ and NiO films respectively. On the supported TiO$_2$ film, the adsorption energy of H$_2$ was 0.15 eV higher on the positively polarized structure. On the other hand, for O$_2$ adsorption on the supported NiO film, the higher adsorption energy, by 0.57 eV, was observed on the negatively polarized structure. A few decades later, they showed that varying the polarization of the LiNbO$_3$ support influenced the surface chemistry of NiO enough for them to obtain four to seven times increase in oxidation rates of CO, when compared to the oxidation on a static structure [56]. This was the first clear case of dynamically tunable catalysis in an experiment.
Figure 2-2: (a)\(\Delta E_{\text{chem}}\) Chemisorption energies \(E_{\text{chem}}\) for CO, O, C, and N as a function of polarization direction and Pt thickness for the PbO/Pt interfaces. Red plus signs indicate the P+ interface, and blue minus signs represent the P- interface. The zero of energy corresponds to \(E_{\text{chem}}\) on unsupported Pt(100). (e)\(\Delta E_{\text{site}}\) Site-preference energies \(E_{\text{site}}\) for CO, O, C, and N. The solid black lines give \(E_{\text{site}}\) for the adsorbates on unsupported Pt(100). Points above the dotted lines represent a change in the preferred bonding site relative to Pt(100). Adapted from Ref. [3].
Theoretical work support the conclusions from the experimental studies. In 2013, Garrity and co-workers showed that the binding energy of \( \text{O}_2 \) on the surface of PbTiO\(_3\)-supported RuO\(_2\) is 1 eV greater on the positively polarized structure compared to the negatively polarized structure [57]. Two years later, the same research group showed that the binding energies of NO\(_2\), NO, O\(_2\), CO and CO\(_2\) on PbTiO\(_3\)-supported TiO\(_2\) were quite different on the positively and negatively polarized structures [28]. Lee and Selloni [27] explored the oxygen evolution reaction (OER) on epitaxial heterostructures of TiO\(_2\) on polar SrTiO\(_3\) perovskite. They show that the reactivity of the TiO\(_2\) surface is tuned by polarization of the substrate and also the extent of the reaction. Compared to the OER on unsupported TiO\(_2\), the positively poled surface reduced the thermodynamic barriers and significantly improve the efficiency of the OER reaction. This is similar to the result obtained by Kakekhani and Ismail-Beigi [28] for NO\(_x\) decomposition and CO oxidation on CrO\(_2\)/PbTiO\(_3\). Their model required switching the polarization of the ferroelectric \textit{in situ} by an electric field at roughly the turn-over frequency of the reaction. The same group later designed a catalytic cycle for water splitting that is actuated by cyclic temperature modulation [29].

### 2.6 Summary

We have examined the history of tunable catalysis and showed the recent advances in the field. We explored the catalytic activities on bare ferroelectric surfaces, ferroelectric-supported metal surfaces and ferroelectric-supported oxide surfaces. We see that the polarization of the ferroelectric support in each case affects the adsorption energy and reaction rate of several types of molecules and reactions. The parameter space for the exploration of tunable catalysis is rich, and so far, the approach by researchers has been to select an arbitrary point in the rich parameter space that represent tunable catalysis. This is sub-optimal, and we know that adding a predictive theory for static surface catalysis based on the d-band model and Bronsted-Evans-Polanyi relations [58, 59] led to significant advances in the development of new catalysts. This calls for
a more systematic approach to understanding and designing tunable catalysts. This thesis aims to fill this gap.
Chapter 3

Methods

*Portions of this chapter were published in a previous work [6].*

3.0.1 Design of the dynamically tunable catalyst

As discussed in Chapter 1, tunable catalysis is necessary to obtain catalytic rates beyond the limitations of Sabatier's principle. One way to achieve this is to perform catalysis on the surface of a perovskite tuned by a constantly changing electric field. As discussed in Chapter 2, this approach is not practical, as the participation of the atoms of the catalyst quickly degrades the ferroelectric properties of the material. Our catalyst is designed to have the strong difference in surface chemistry induced by a perovskite but without the reaction taking place on its surface. This is achieved by the epitaxial growth of a thin film of an oxide on the surface of the perovskite. This scheme is illustrated in Fig. 3-1. Lead titanate (PbTiO₃) is chosen as Component 1, and zinc oxide (ZnO) is chosen as component 2. Since both of these materials are earth-abundant, the catalyst is expected to be both effective and cheap if our work is successful.
3.1 Materials modeling

In this dissertation, we build material, electrostatic and reaction models of the tunable catalyst (as described in Chapter 1 and the previous section) to simulate its performance for carbon dioxide conversion. In this section, we discuss in general terms, the modeling of materials.

In the early 20’s materials were modeled by simple spring-like pair potentials holding together atoms in a specified lattice. The holy grail of this method was to figure out the best interatomic potentials for certain systems and improvement of computational times. Lennard-Jones model [60], force-field potentials (e.g Ref. [61]), embedded atom model [62] and the more recent Morse potential [63] were among the most successful approaches. The methods were able to reproduce bulk properties of the materials including lattice constants, bulk modulus, crack propagation, etc and are used in molecular mechanics and dynamics simulations. However, these methods failed when applied to process which had significant involvement of electrons or had changing or complicated potential fields such as in bond-breaking, solid diffusion, epitaxy and chemical reactions.

Gradual developments in Computational Quantum Chemistry beginning in the late 30’s eventually solved this problem. Schrodinger’s equation (Equation 3.1), a linear partial differential equation which accurately models the behavior of quantum systems, is the starting point for these methods. [64]

\[ E\Psi(r) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \Psi(r) \]  
(3.1)
where $E$ is the total energy in the quantum system (collection of atoms, molecules or fundamental particles), $\Psi(r)$ is the wavefunction (a probability amplitude whose square is the probability density) at a point $r$, $\hbar$ is the reduced Planck’s constant, $m$ is the mass, $\nabla^2$ is the Laplacian and $V(r)$ is the potential energy.

Erwin Schrodinger showed that this equation can be exactly solved for the hydrogen atom. He was able to reproduce the experimental hydrogen spectral series and the energy levels of the Bohr model. However, the equation becomes quickly complicated when more electrons are introduced, per modeling of heavier elements. The many-body Schrödinger Equation,

$$E\Psi = \left[ \sum_i^N \frac{-\hbar^2}{2m_i} \nabla_i^2 + \sum_i^N V(r_i) + \sum_{i<j}^N U(r_i, r_j) \right] \Psi$$

(3.2)

where $U(r_i, r_j)$ is the interaction energy between electrons $i$ and $j$ becomes complicated for more than one electron.

Methods to solve this equation include Perturbation theory, the variational method, Quantum Monte Carlo, the Wentzel-Kramers-Brillouin (WKB) approximation, the Hartree Fock Method and Density Functional Theory (DFT) method. Of all the listed methods, Density Functional Theory is the most widely used because it provides a way to solve the Schrödinger equation with reasonable computational cost which scales well with system size without sacrificing too much accuracy. We briefly describe the development of DFT next.

### 3.2 Density Functional Theory

Density Functional Theory is a computational method used to calculate the ground state properties of many body systems. It is an implementation of the Schrödinger equation with appropriate approximations that promotes accuracy at reasonable computational costs. DFT approaches the difficult-to-solve interacting electrons problem by mapping it exactly to the easier-to-solve non-interacting electrons problem. The
computational tractability comes from using functionals of the electron density rather than direct calculation of the wavefunctions.

The step that signaled the birth of DFT was the formulation of the two Hohenberg-Kohn (H-K) theorems [65] in 1964. The first H-K theorem proved that the ground-state properties of a many-body electron system are uniquely determined by the electron density that depends on the three spatial coordinates x, y and z. This makes it possible to reduce the problem of solving the N-electron Schrodinger equation having 3N coordinates to that of solving the N-electron equation having 3 coordinates.

To prove the one-to-one mapping between the ground state wavefunction and density, Hohenberg and Kohn used the variational principle: that the expectation value of the Hamiltonian $H$ obtained with the true ground state wavefunction must be less than that obtained with any other wavefunction. We have, for two wavefunctions $\Psi$ and $\Psi'$:

$$E_o = \langle \Psi | H | \Psi \rangle$$  \hspace{1cm} (3.3)

and

$$E_o = \langle \Psi' | H | \Psi' \rangle$$  \hspace{1cm} (3.4)

By the variational principle,

$$E_o < \langle \Psi' | H | \Psi' \rangle$$  \hspace{1cm} (3.5)

and

$$E_o > \langle \Psi | H | \Psi \rangle$$  \hspace{1cm} (3.6)

Equations 6.1 and 3.6 can be rewritten as

$$E_o < E_o + \langle \Psi' | H - H | \Psi' \rangle$$  \hspace{1cm} (3.7)

and

$$E_o < E_o + \langle \Psi | H' - H | \Psi \rangle$$  \hspace{1cm} (3.8)
In real space, \( \langle \Psi | H - H' | \Psi \rangle = \int \rho_o (V - V') \, dr \) and \( \langle \Psi | H - H' | \Psi \rangle = \int \rho_o (V' - V) \, dr \) if we assume \( \Psi \) and \( \Psi' \) to give the same ground state density \( \rho_o \). Therefore if we assume \( T \) and \( T' \) to give the same ground state density \( \rho_o \), we obtain:

\[
E_o + E'_o < E_o + E'_o
\]  

(3.9)

The falseness of Equation 6.4 shows that \( \Psi \) and \( \Psi' \) cannot give the same ground state density \( \rho_o \).

The second H-K theorem defines an energy functional and proves that the correct ground state electron density minimizes this functional. Kohn and Sham[66] in 1965 combined these two theorems to develop a method of finding the ground state energy from the electron density. They showed that the energy can be written as the sum of the kinetic energy of a non-interacting electron gas, energy from an external potential, a Hartree energy and an exchange-correlation energy, viz:

\[
E = T + V_{\text{ion}}(r) \rho(r) \, dr + \frac{e^2}{2} \int \frac{\rho(r) \rho(r')}{|r - r'|} \, dr \, dr' + E_{XC}
\]  

(3.10)

The exchange correlation part of the energy is however not known and various approximations are employed. In addition, we need to find the density in order to use the above expression. Kohn and Sham’s idea to obtain these is depicted in Fig 3-2. The steps in the DFT scheme are:

1. Construct the nuclear potential given the atomic types and positions in the system.

2. Calculate the Hartree and exchange correlation potentials.

3. Solve the Kohn-Sham equations to obtain the wavefunctions.

4. Use the new wavefunctions to calculate updated values of the spatial electron densities and the total energy.

49
Construct $V_{\text{ion}}$, given atomic number and position of ions

Guess a density $n(r)$

Calculate potentials $V_{\text{H}}(n)$ and $V_{\text{XC}}(n)$

$V_{\text{H}} = V_{\text{xc}} + \int \frac{e^2 n(r')}{|r-r'|} \, dr' + V_{\text{xc}}[n(r)]$

Solve for $H$ in KS equation

$H \psi = \left[ \frac{-\hbar^2 \nabla^2}{2m} + V_{\text{xc}} + V_{\text{H}} + V_{\text{xc}}[n(r)] \right] \psi = E \psi$

Calculate new $n(r)$ and $E$

$\rho(r) = \sum |\psi_i(r)|^2 \to E_{\text{xc}}(\rho(r))$

Converged?

Output quantities $\rho(r), E_{\text{xc}}(\rho(r)) \to$ Forces, stresses.....

Figure 3-2: DFT self-consistency scheme.
5. Stop the self-consistent field calculation when the difference between the old and new energies are sufficiently small. If only the ground state energy and density of the system are required, the calculation should end here.

6. If calculating the optimized atomic positions of the atoms in the system, also calculate the forces on each atom in step 4. Move the atoms based on the magnitudes and directions of the forces and calculate the new electronic densities and forces. Repeat this until the forces are almost zero.

7. If calculating the optimized lattice parameters and positions of the atoms, also calculate the forces on each atom and the stresses in the cell. Move the atoms and change the lattice parameters based on the forces and stresses respectively and calculate the new electronic densities, energies, forces and stresses. Repeat until the forces and stresses are sufficiently small.

A plane wave basis set is usually used to describe the Kohn-Sham orbitals (wave-functions) of Equation 3.2. Though other functions are possible, plane waves are the most commonly used to to their simple mathematical nature and that they allow a high numerical accuracy. Plane waves are written as:

\[
\psi_i(r) = \sum_{G < G_c} C_i e^{iG_\mathbf{r}} e^{i\mathbf{k} \cdot \mathbf{r}}
\]  

(3.11)

### 3.2.1 Exchange Correlation Functionals

A compromise in the computational tractability in the DFT method is having to approximate the electron-electron exchange correlation energy \( E_{XC} \) in Equation 3.10 since we do not know its analytical form. The simplest possible approximation of \( E_{XC} \) is the local density approximation (LDA) developed by Kohn and Sham. [67]. Here the exchange-correlation energy functional depends solely on the values of the electron density and not on its derivatives. The functional is written as

\[
E_{XC}^{LDA}(\rho) = \int \rho(r) \epsilon_{XC}(\rho) d\mathbf{r}
\]  

(3.12)
where \( \epsilon_{XC} \) is the exchange-correlation energy of a homogenous electron gas (a quantum mechanical model of interacting electrons in a field of uniformly distributed positively charged nuclei) with charge density \( \rho \). In this approximation, the correlation energy is treated as purely local.

When it is necessary to include spin polarization in the system being modeled, the local spin density approximation (LSDA) performs better than the LDA. Here two spin densities \( \rho_\alpha \) and \( \rho_\beta \) representing up and down directions respectively are employed, where the total density \( \rho \) is \( \rho_\alpha + \rho_\beta \). The form of the LSDA is

\[
E_{XC}^{\text{LSDA}}(\rho_\alpha, \rho_\beta) = \int \rho(\mathbf{r}) \epsilon_{XC}(\rho_\alpha, \rho_\beta) \, d\mathbf{r}
\]  

(3.13)

From the foregoing, it is clear that the LSDA and LDA will be most accurate when the density changes slowly with position. When this is not the case, it is better to include nth-order variations in the density. A logical first improvement on the LDA is the generalized gradient approximation (GGA) which takes into account the gradient of the electron density at each position. That is, the exchange-correlation energy is written as a function of both \( \rho \) and \( \nabla \rho \), viz

\[
E_{XC}^{\text{GGA}}(\rho_\alpha, \rho_\beta) = \int \rho(\mathbf{r}) \epsilon_{XC}(\rho_\alpha, \rho_\beta, \nabla \rho_\alpha, \nabla \rho_\beta) \, d\mathbf{r}
\]  

(3.14)

This improves the accuracy of many types of calculations. Further improvement can be achieved by including higher derivatives of the density but the improved accuracy comes at a disproportionate computational cost. Therefore in this work, the generalized gradient approximation will be employed.

### 3.2.2 Pseudopotentials

The pseudopotential method replaces the complicated behavior of the core electrons and nucleus of each atom with an effective potential. Since the core of the atoms (compared to the valence electrons) are not involved in the bonding properties of the
atoms in the system, approximating the effect of the core by some potential should reduce the computational cost of DFT calculations even further without significant effects on accuracy when optimized for the problem at hand. The highly localized core orbitals, which are normally sharp functions mathematically represented by a large number of plane waves, are replaced with a smoother function so that the electrons in the orbitals are not treated explicitly in the calculation.

A pseudopotential is constructed by first performing an all-electron calculation to determine the potential, wavefunctions and eigenvalues of the atomic reference state. The pseudo-potential is then chosen such that the eigenvalues match that of the reference state and the wavefunction outside some cut-off radius \( r_c \) exactly matches that of the reference.

The most common forms of pseudopotentials are the norm-conserving [68] and the ultrasoft [69]. In this dissertation, we will use pseudopotentials of the later type which are less computationally expensive.

### 3.2.3 Dispersion Correction (DFT-D)

Density Functional Theory is yet unable to properly describe intermolecular interactions, especially van der Waal’s forces. New DFT methods have been developed to overcome this problem. Among these, the Grimme dispersion correction [70] is the most widely used since it can easily be incorporated as a correction on existing functionals and so does not significantly affect the other properties for which the functional was designed.

For the dispersion correction, the parametrization of the density functional is restricted to short electron correlation ranges and longer ranges are described by damped \( C_6 \cdot R \) terms. This correction is added to the usual Kohn-Sham energy, viz:

\[
E_{\text{DFT-D}} = E_{\text{KS-DFT}} + E_{\text{disp}}
\]

The dispersion energy \( E_{\text{disp}} \) is given by
\[ E_{\text{disp}} = -s_6 \sum_{i=1}^{N_{\text{at}}-1} \sum_{j=i+1}^{N_{\text{at}}-1} \frac{C_6^{ij}}{R_{ij}^6} f_{\text{damp}}(R_{ij}) \]  

where \( N_{\text{at}} \) is the number of atoms in the system, \( C_6^{ij} \) and \( R_{ij} \) are the dispersion coefficient and interatomic distances for the pair \( ij \), \( f_{\text{damp}} \) is a damping function and \( s_6 \) is a functional-dependent global scaling factor. This method has been found to be very successful. Several studies have shown that the performance for non-covalently bound systems including many pure van der Waals complexes is exceptionally good, reaching on the average the level of accuracy of quantum chemistry (e.g CCSD(T)) methods.\[71,72\]

### 3.2.4 Density of States

The density of (energy) states describe the number of states available for electron occupation at each energy interval in a system. It is frequently of interest to know the density of states in a system since it provides a key insight into the material’s properties, for example, its band gap, electronic effects due to an interface, metallicity, etc. We can also infer or predict bonding interactions between molecules or between a molecule and a surface.

The density of states in a DFT calculation can be computed when the ground state charge density is known. It is formally defined as

\[ n(\epsilon) = \int n(r, \epsilon) d\mathbf{r} \]  

where the local density of states, \( n(r, \epsilon) \) is defined as

\[ n(r, \epsilon) = \sum_i |\psi_i(r)|^2 \delta(\epsilon - \epsilon_i) \]  

### 3.2.5 Nudged Elastic Band Calculations

The Nudged Elastic Band (NEB) is a method of calculating the energetics of chemical processes including chemical reactions, solid diffusion, adsorption and desorption and
vacancy formation. The rates of these reactions are estimated by finding the transition states between the initial and final states using the harmonic transition state theory[73]. The minimum energy path (along which the reaction energetics are calculated) is defined as the path that has the greatest statistical weight on the potential energy surface. At any point along this path, the force of the atoms is tangential to the path.

The NEB method is one of the most robust ways of finding the minimum energy path (MEP) and has been used in conjunction with classical potentials and density functional theory. [74] In the method, images of the system between the initial and final states are constructed and 'rubber-bands' are added to adjacent images. Minimizing the force on these bands results in a path that is the MEP.

Consider a system having \( N+1 \) images including the start and end states, resulting in the use of \( N \) bands \([R_0, R_1, R_2, ..., R_N]\) with \( R_0 \) and \( R_N \) fixed. The total force acting on an image is the sum of the forces in the elastic bands along the local tangent a 'true' force perpendicular to it.

\[
F_i = F^x_i \| \| - \nabla E(R_i) \| \perp \tag{3.19}
\]

We then apply an optimization algorithm to move the images according to the magnitude of the force using for example a Verlet algorithm. From this, we can obtain a reaction or process pathway and hence reaction rates for any system.

### 3.2.6 Limitations of DFT

Even though DFT is in principle an exact reformulation of the many body Schrodinger Equation, approximations are required for the exchange-correlation energy functional. The error in the correlation part results in the local nature of LDA and GGA type functionals. This has been found to explain why common DFT methods tend to underestimate the band gaps of materials, barriers of chemical reactions, dissociation energies of ions and charge transfer ionization energies, and overestimate the bind-
ing energies of charge transfer complexes and material behavior under the action of electric fields. Several methods have been devised to correct these errors. The DFT-D method [70] accounts for long range interactions using a $1/R^6$ correction term and the DFT+U adds an on-site Coulomb repulsion to (usually localized $d$ and $f$) orbitals of specified atoms so as to correctly account for electron-electron interactions. Understanding the limitations (and possible remedies) of DFT is important in evaluating the results and comparing to experiments.

3.3 From DFT to reaction rates: microkinetic modeling of heterogenous catalysis

Through a robust body of work in the literature (e.g Refs. [76, 77, 78, 79, 80]), it has been shown that it is possible to correlate the energetics of elementary steps of a reaction to the macroscopic rates and yields of the final products in a reactor. First principles calculations are used to build kinetic models and give a better understanding of reaction mechanisms. The scheme for this process is shown in Fig. 3-3

3.3.1 Thermodynamics

After determining a pathway or set of possible pathways, one calculates the total energies of species and their absorbed species on the catalyst surface. The binding energy of each species is given by

$$E_B^X = E_T^X - E_T^*$$

where $X$ is the molecule and $*$ represents the energy of the slab. $E_B$ and $E_T$ are the binding and total energies respectively.

The heat of reaction, $\Delta H$ is given by
$\Delta H = \sum_{i=1}^{n} E_{B}^{\text{products}} - \sum_{i=1}^{m} E_{B}^{\text{reactants}} + \Delta H_{\text{gas}}$  \hfill (3.21)

where $n$ and $m$ are the number of product and reactant species respectively. $\Delta H_{\text{gas}}$ is the heat of the reaction in the gas phase.

The activation energy $E_a$ is given by

$$E_a = E_{B}^{\text{trans*}} - \sum_{i=1}^{m} E_{B}^{\text{reactants*}}$$  \hfill (3.22)

where trans* and reactants* represent the total energies of the transition and initial states of the species for that reaction step. The transition state is usually calculated in DFT using the nudged elastic bank (NEB) method [74].

The rate of the forward or reverse reaction for an elementary step is now given by

$$r = A_0 \exp \left( -\frac{E_a}{k_B T} \right) \prod_{i=1}^{n} a_i^{2i}$$  \hfill (3.23)
where $A_0$, $E_a$, $k_B$ and $T$ are the frequency factor, activation energy, Boltzmann constant and reaction temperature respectively. $a_i$ and $x_i$ are the activity and stoichiometric coefficient respectively of the $i$th specie. $A_0$ can be determined from transition state theory [81] which requires the calculation of the vibrational modes of the transition state using DFT.

### 3.3.2 Thermodynamic corrections

The ground state energy calculated from DFT assumed no temperature effects and ignores the error due to the classical nature of the Born-Oppenheimer potential energy surface. The latter is corrected by calculating the zero point energy using the harmonic oscillator approximation. This energy is given by

$$ZPVE = \sum_{i}^{\text{modes}} \frac{1}{2} \hbar w_i$$

(3.24)

where $\hbar$ is the Planck constant and $w_i$'s are the vibrational frequencies of the molecule.

For temperatures that are greater than 0 K, entropy contributes to the energy. There are translational, rotational and vibrational contributions to the entropy. The formula for these contributions can be found in standard textbooks.

### 3.3.3 Approximations for modeling reaction rates

The formula for the overall rate of reaction depends on the approximation we choose. Where it is reasonable to assume that a particular elementary step is rate-limiting, the rate of all other steps is assumed to be zero. This greatly simplifies the calculation of the coverages. The overall rate of reaction in this case is the rate of progression of the rate limiting step. This is the quasi-equilibrium approximation (QEA).

Where the rate limiting step is unknown, the steady state approximation (SSA) is used. In the SSA, it is assumed that there is no accumulation of any adsorbed species. This means the sum of the rates of production of an adsorbate is equal to
the sum of the rates of consumption of the adsorbate. The rate of reaction is the net rate of reaction of the elementary step(s) that leads to the production of the desired product. Solving the equations that result from the steady state approximation is more involved but should lead to more accurate results.

3.4 Conclusion

This chapter introduced the methods we employ in this dissertation. A short introduction to the mostly widely used computational method for materials, the Density Functional Theory, is presented. The self consistent scheme for the implementation is described and the meanings of functionals and pseudopotentials are explained. Some of the methods for calculating material properties (e.g Density of States) or improving DFT (e.g DFT-D) are also presented and the general limitations of DFT are discussed. Finally, we discuss the microkinetic modelling of chemical reactions.
Chapter 4

Evaluation of non-polar ZnO grown on PbTiO$_3$ as a tunable catalyst for CO$_2$ conversion

A version of this chapter was published in a previous work [82].

4.1 Introduction

Catalytic conversion of CO$_2$ into fuels or other materials that can be used on an industrial scale is an attractive alternative to expensive carbon capture and sequestration (CCS) methods currently under consideration. As CCS is only feasible when large quantities of CO$_2$ are generated, preferably close to a suitable geological formation [83], this option cannot be used to address the emissions sources with the greatest collective impact: vehicles and small industrial plants. In contrast, since CO$_2$ can be used a precursor for the synthesis of numerous, industrially relevant carbon based compounds, chemical sequestration approaches could in principle be tailored to smaller scale applications, with implementation costs offset by the production of value-added chemicals. Although conceptually appealing, chemical conversion approaches are challenging due to the exceptional stability of the CO$_2$ molecule. As a result, CO$_2$ conversion reactions are performed under energetically costly conditions
Figure 4-1: Computation supercell and relaxed atomic structure for (a) ZnO(1120)$_n$/PbTiO$_3$ and (b) ZnO(1120)$_n$/PbTiO$_3$ slabs for $n = 4$. The dashed circle represents the position for oxygen insertion at the interface. Fig. (c) shows the parameters and orientations for matching ZnO(1120) to PbTiO$_3$. Grey, red, cyan, and black atoms are Zn, O, Ti, and Pb, respectively.

(i.e., high temperature and/or high pressure) that mitigate the effects of chemical sequestration; in fact, this can lead to some reactions being net carbon positive, generating more CO$_2$ than they consume [20]. In order to make chemical sequestration feasible, new catalysts that can operate under low temperature and pressure conditions need to be developed.

Various studies have shown that the polarization of a substrate can affect its surface properties [31, 30], and this effect has been applied to studies of molecular adsorption [84, 28, 85, 86] and the modulation of the carrier density in conductors [87]. Kolpak et al. suggested the possibility of using dynamical control of surface structure and reactivity in the coupling of ferroelectric PbTiO$_3$ with Pt [3]. Performing density
functional theory (DFT) computations of molecular and atomic adsorption to the surface of ultrathin Pt(100) films supported on ferroelectric PbTiO$_3$, they showed that switching the polarization direction of the substrate dramatically changes the chemisorption strength and site preference of CO, O, C, and N, potentially altering the reaction pathways for dissociation of CO, O$_2$, N$_2$ and NO. However, polarization-induced changes in the surface chemistry effects are mitigated by the small electronic screening length of Pt, so that only atomically thick films exhibit significant effects. Moreover, it is challenging to wet oxide surfaces with catalytically active transition metals [26]; thus, aggregation of the metal into nanoparticles is expected to suppress the effects of substrate polarization on catalytic activity. In this work, we attempt to mitigate these challenges by considering the use of a ferroelectric substrate to tune the surface properties of thin films of an insulating catalytic oxide. In particular, we use DFT to investigate the surface chemistry of thin ZnO(1120) films supported on ferroelectric PbTiO$_3$.

Zinc oxide is commonly used as a catalyst for the industrially and environmentally important CO and CO$_2$ conversion reactions, frequently in conjunction with a copper co-catalyst [24, 25]. Therefore the properties of the various ZnO surface terminations have been extensively studied [88, 89, 90, 91]. We choose to study the epitaxial interface of non-polar ZnO(1120) films with PbTiO$_3$ (PTO), as similar systems have previously been grown. Wei et. al. [4] reported heteroepitaxial growth of ZnO(1120) on SrTiO$_3$(001) and BaTiO$_3$(001)/SrTiO$_3$(001) surfaces, suggesting that PbTiO$_3$(001), which has the same crystal structure and very similar in-plane lattice constant, will also provide an experimentally feasible substrate for ZnO(1120) films. In the rest of this Letter, we use the notation (ZnO)$_n$/PbTiO$_3$↑ and (ZnO)$_n$/PbTiO$_3$↓ for ZnO(1120) grown on positively polarized (“up”) and negatively polarized (“down”) PbTiO$_3$(001) slabs, respectively, where $n$ is the number of ZnO(1120) atomic layers.
4.2 Computational Methods.

4.2.1 Effect of adding an electrode.

An electrode or some kind of support is necessary for most applications involving perovskites. Electrodes have been demonstrated to have significant effects on the perovskite properties. For example, Sai et al. [92] reported that the Pt electrodes cancel 97% of the depolarizing field in thin PbTiO$_3$ thin films and thus help to maintain some polarization even in films one lattice unit thick. The grounded electrodes provides metallic screening that compensates the polarization charge. Arras et al. [93] carried out an interesting study on the effects of metal electrodes on the LaAlO$_3$/SrTiO$_3$ interface. They showed that changing the type of metal greatly affects the Schottky barrier, carrier concentration and lattice polarization at the interface.

In the light of these, it is imperative to understand how adding a metal electrode in our model of the ZnO/PbTiO$_3$ affects the ZnO surface (hence catalytic) properties. If the electrode has an effect, we will have a better understanding of phenomena at the surfaces. If it does not, then we can get away with modeling a ZnO/PbTiO$_3$ system with fewer atoms hence less computational costs.

We use two ZnO layers, four lattice parameter thick PbO-terminated PbTiO$_3$ slab (bottom three fixed) and four layers of Pt at the bottom. We calculate the ZnO binding energy PbTiO$_3$/Pt and PbTiO$_3$, density of states of ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$, and CO$_2$ adsorption energy on ZnO/PbTiO$_3$/Pt and ZnO/PbTiO$_3$. With the Pt and ZnO layers and the topmost PbTiO$_3$ layer relaxed, we calculate the binding energy of ZnO to PbTiO$_3$ in the presence and absence of the electrode. We find that the electrode has no effect of the ZnO binding or CO$_2$ adsorption. The results are presented in Fig. 4-2.

Finally, we examine whether an electrode affects the electronic structure of the surface. As seen in Fig. 4-3, there is no significant change in the electronic structure of the layer both for the up- and down- polarized catalyst when the platinum electrode is removed.

From the foregoing, it is evident the electrode is not important to consider. There-
Figure 4-2: (a) Determining the effects of platinum electrodes on surface properties. Calculations were carried out with an electrode support and without an electrode support. (b) Comparing the ZnO binding energy on PbTiO$_3$ and CO$_2$ adsorption energy on ZnO/PbTiO$_3$ with and without a Pt electrode.
Figure 4-3: Projected densities of states for the topmost five layers of a) (ZnO)$_2$/PbTiO$_3$/Pt and b) (ZnO)$_2$/PbTiO$_3$. 
fore, in this work, we model ZnO/PbTiO$_3$/Pt as ZnO/PbTiO$_3$.

### 4.2.2 DFT parameters.

To investigate the ZnO(1120)/PbTiO$_3$(001) heterostructure, we perform DFT computations using the plane-wave pseudopotential code Quantum Espresso [94] with ultrasoft pseudopotentials [69] and wavefunction and charge density cutoffs of 35Ry and 280Ry respectively. The Wu-Cohen GGA functional [95] is used to describe exchange correlation; this functional has been shown to have equivalent or better performance to the ubiquitous PBE GGA functional for the prediction of structural and energetic properties of ferroelectric perovskite oxides, as well as a range of other solids, surfaces, and molecules [96].

To model the heterostructure, we use the experimentally reported ZnO(1120)/SrTiO$_3$(001) epitaxial relationship [4]. The PbO-termination of the PbTiO$_3$(001) slabs is selected, as this has been demonstrated to be the thermodynamically favored slab termination under relevant conditions [57]. The supercell geometry is illustrated in Fig. 4-1. A PbO-terminated cell with nine alternating PbO and TiO$_2$ atomic layers stacked in the (001) direction is used to represent the ferroelectric PbTiO$_3$ substrate. For calculations without CO$_2$ adsorption or dissociation, we use a c(2x2) PTO cell for which a 4 x 4 x 1 k-point mesh is sufficient. For other calculations, we use a (2x2) PTO cell. A 20Å vacuum was added between periodic images in the z-direction and a dipole correction [97] is applied in the center of the vacuum region to remove artificial fields between periodic images in all calculations.

### 4.3 Results and Discussion

An inspection of the relaxed configuration of the heterostructures show changes in the surface Zn-O displacements with respect to the unsupported slab. The mechanism for this is shown illustrated in Fig. 4-5(a) and (b). The attraction of the Pb atoms on the substrate side at the interface of the positively-polarized structure to the O atoms in the ZnO film causes an increase in the Zn-O displacement in that layer.
Figure 4-4: Adsorption energies of (a) CO$_2$, and (b) CO+$\frac{1}{2}$O$_2$, on (ZnO(11\overline{2}0))$_n$/[2 x 2]PbTiO$_3$ as a function of $n$. Diamonds and circles represent adsorption on the positively and negatively polarized structures, respectively. Horizontal dashed lines represent the adsorption energy of the molecules on an unsupported ZnO slab. Structures on the right show the adsorption configurations for the corresponding molecule on stoichiometric structures with $n = 1$. Oxygen atoms in the adsorbates are colored magenta for clarity.
The next layer however experiences a decrease in its Zn-O displacement, and so on. The opposite effect explains the trend for the negatively polarized structure. The effect of the interface mediation gets weaker as the surface layers gets farther from the surface. The data plotted Fig. 4-5(c) suggests that the interface mediated mechanism is correct.

However, we do not suggest that the surface chemistry on the surfaces is entirely determined by the positioning of the ZnO atoms. Since the surfaces of the polarized surfaces of PbTiO$_3$ are charged, we expect some distortion in the electronic density in the ZnO layer even if the relative atomic positions do not change. A calculation of the
redistribution of charges in the ZnO layer due to the presence of the PbTiO$_3$ substrate is visualized in Figure 4-6. This calculation is done by first separately calculating the electronic density in 3D for the ZnO and the perovskite and substractiong the results from a the electronic density of the combined system. We interleaved the atomic positions with the electronic density information to obtain the figures. We see that the surface of the ZnO is primarily electron deficient or has an electron surplus depending on whether the substrate is positively or negatively polarized respectively. In addition to the atomic positions, these charges will invariably have some effect on the surface chemistry.

We perform calculation of the adsorption energies of CO$_2$ and CO+$\frac{1}{2}$O$_2$ on the surfaces using a coverage of one molecular adsorbate per 2×2 PbTiO$_3$ surface cell, starting from a range of initial adsorbate positions and geometries. The reported adsorption energies in Fig. 4-4(a) are for the minimum energy adsorption geometry on the indicated surface. As the figure demonstrates, changing the polarization direction of the substrate leads to a difference of ~ 0.6eV in the CO$_2$ adsorption energy for the thinnest ZnO film. The results demonstrate the changing surface chemistry as a function of substrate polarization and film thickness. The difference tapers off, with
the heterostructure behaving very similarly to the unsupported ZnO slab for \( n \geq 4 \) ZnO layers. Similar behavior is seen for CO\(_{2}\), as shown in Fig. 4-4(b).

The flip-flop pattern in the adsorption energies in the plots in Fig. 4-4 can be directly correlated to the cation displacements at the slab surface, which has the same form with respect to number of ZnO layers and substrate polarization (see Fig. 4-5). We find that the magnitude of the displacement in each ZnO layer depends on the distance from the PbTiO\(_3\) surface and its polarization, becoming approximately the same as that in surface of the unsupported thick ZnO after the third layer for both substrate polarization directions. In other words, the magnitude and degree of decay of the surface zinc-oxygen displacements away from the substrate are directly related to the dipole at the interface. Therefore, by changing the magnitude of the displacement at the interface, it may be possible to modify the displacement at the ZnO surface and thus the sensitivity of the tunable catalyst. To confirm this hypothesis, we perform calculations using the less stable \[[57]\] TiO\(_2\)-terminated surface, which exhibits smaller displacements than the PbO termination. We find that CO\(_2\) adsorption on one-layer of ZnO supported on the TiO\(_2\)-terminated substrate is \(~10\%\) (\(~54\%) as strong as that on the positively (negatively) polarized PbO-terminated substrate, suggesting that an important design principle for a tunable catalyst with ZnO is to find substrates with reversible polarizations and large surface displacements. We predict, for example, that the ferroelectricity-induced ZnO surface chemistry changes will be greater for BiMO\(_3\) (where M is for example, Fe) than BaTiO\(_3\) or PbTiO\(_3\) substrates.

### 4.3.1 Detailed adsorption properties of adsorbed CO\(_2\) on (ZnO)\(_1\)/PbTiO\(_3\) and ZnO slab.

We examine in detail CO\(_2\) adsorption as shown in Figure 4 in the main paper. Figure 4-7 shows the bond lengths and CO\(_2\) angles for the chemical adsorptions on ZnO slab and (ZnO)\(_1\)/PbTiO\(_3\).
Figure 4-7: CO$_2$ adsorption geometry on (a) ZnO slab (b) (ZnO)$_1$/PbTiO$_3$ (c) (ZnO)$_1$/PbTiO$_3$.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>$l_1$ (Å)</th>
<th>$l_2$ (Å)</th>
<th>$l_3$ (Å)</th>
<th>$\Theta$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO slab</td>
<td>1.28</td>
<td>1.24</td>
<td>1.41</td>
<td>130.5</td>
</tr>
<tr>
<td>(ZnO)$_1$/PTO†</td>
<td>1.29</td>
<td>1.31</td>
<td>1.30</td>
<td>121.8</td>
</tr>
<tr>
<td>(ZnO)$_1$/PTO↓</td>
<td>1.26</td>
<td>1.28</td>
<td>1.37</td>
<td>126.0</td>
</tr>
<tr>
<td>(ZnO)$_2$/PTO†</td>
<td>1.18</td>
<td>1.18</td>
<td>2.83</td>
<td>176.6</td>
</tr>
<tr>
<td>(ZnO)$_2$/PTO↓</td>
<td>1.26</td>
<td>1.28</td>
<td>1.39</td>
<td>128.9</td>
</tr>
<tr>
<td>(ZnO)$_3$/PTO†</td>
<td>1.26</td>
<td>1.27</td>
<td>1.39</td>
<td>126.8</td>
</tr>
<tr>
<td>(ZnO)$_3$/PTO↓</td>
<td>1.25</td>
<td>1.26</td>
<td>1.43</td>
<td>128.8</td>
</tr>
<tr>
<td>(ZnO)$_4$/PTO†</td>
<td>1.25</td>
<td>1.28</td>
<td>1.39</td>
<td>129.5</td>
</tr>
<tr>
<td>(ZnO)$_4$/PTO↓</td>
<td>1.25</td>
<td>1.28</td>
<td>1.39</td>
<td>129.5</td>
</tr>
</tbody>
</table>

Table 4.1: CO$_2$ adsorption geometries on the substrates. $l_1$ and $l_2$ are the lengths of the C-O bonds in the CO$_2$ molecule and $l_3$ is the length of the bond between the carbon atom and the nearest O atom on the surface. $\Theta$ is the O-C-O angle in the adsorbate.
Figure 4-8: Projected density of states (PDOS) of C and the two O atoms of CO$_2$ after adsorption on (a) ZnO slab (b) (ZnO)$_1$/PbTiO$_3$↑ and (c) (ZnO)$_1$/PbTiO$_3$↑.
4.4 Conclusion

In conclusion, we have shown that the configuration at the interface is dependent on the growth conditions and polarization of the substrate. We also show that the surface chemistry of stoichiometric (ZnO(11\dot{2}0))\textsubscript{n}/PbTiO\textsubscript{3} is dependent on both the polarization direction of the PbTiO\textsubscript{3} substrate and the number of ZnO(11\dot{2}0) layers \(n\), with the effect of the substrate polarization becoming negligible for \(n \geq 4\). The large changes in CO\textsubscript{2} adsorption energy with polarization switching reported in this work suggest the possibility of controlling reaction energetics and pathways of CO\textsubscript{2} reactions, as indicated by the proposed dynamic polarization-switching scheme for a CO\textsubscript{2} dissociation reaction on ZnO(11\dot{2}0)/PbTiO\textsubscript{3}. Finally, we note that this approach can be applied to many other reactions in heterogenous catalysis, potentially opening new avenues for controlling reaction energetics.
Chapter 5

Reversible Polarization in Thin-Film ZnO

5.1 Introduction

ZnO is one of the most well-studied metal oxides, with technological importance as a gas sensor [98], a transparent electrode [99, 100], and a co-catalyst for methanol production from syngas [101]. ZnO has a permanent spontaneous polarization of 0.057 C/m² [102, 103], one of the highest among III-IV oxides. On the other hand, ABO₃ perovskites such as PbTiO₃, BaTiO₃, and BiFeO₃, can exhibit a large, reversible ferroelectric polarization, and also generally have piezoelectric, pyroelectric and electro-optical properties that allow for many applications, including thin film capacitors, displays, memory devices and pyroelectric detectors. Creating ZnO-perovskite heterostructures has the potential to lead to new, multi-functional materials that exhibit a variety of interesting new physical phenomena.

Due to their increased gas sensitivity [104], morphology-control characteristics [105], and photocatalytic [106] and catalytic [107] activities, the polar (0001) surfaces of ZnO have received special attention in recent studies compared to the non-polar (1120) and (1010) surfaces. Furthermore, the lack of inversion symmetry in ZnO(0001) slabs gives it piezoelectric properties and a spontaneous polarization.

However, polar ZnO does not undergo any phase transitions at atmospheric pres-
sures and its polarization cannot be switched with an electric field until its melting temperature of 2248 K [108], making it impossible to use the intrinsic polarity in ZnO in a ferroelectric device. Successful attempts to induce reversible polarization in ZnO at mild temperatures [108, 109, 110] have included Li-doping, resulting in a ferroelectric transition at 330-360K at 6-10% Li concentration. In this method, the smaller dopant atoms substitute Zn and occupy off-center positions, forming local electric dipoles which lead to ferroelectric behavior. However, the largest remnant polarization obtained with this approach has been only 0.008 C/m$^2$ [111, 112, 113], which is seven times less than the calculated spontaneous polarization in ZnO.

In the present work, we investigate a different approach, showing that it is possible to attain reversible polarization in ZnO thin films without doping by making use of a ferroelectric substrate. In addition, we discuss the potential applications of this system as a tunable catalyst.

Normally, thick c-axis ZnO(0001) slabs have an intrinsic electrostatic instability due to the presence of macroscopic electric fields induced by the electric dipoles [114]. This instability is counteracted by surface reconstructions [115], surface metallization, or surface passivation [39]. When the slab is sufficiently thin, however, another compensation mechanism becomes more important. Results from theoretical [116, 117, 118, 119] and experimental [120, 121] studies show that the dipole moments in each ZnO bi-layer disappear when the slab is sufficiently thin, thereby requiring no compensation mechanism; instead, the Zn and O atoms in each bilayer align so that they form one graphitic layer in ABAB formation with respect to other layers.

The spontaneous transition from a graphitic slab in thin ZnO(0001) films to a polar slab when more layers are added suggests there is a low energy pathway between the graphitic and polar states in thin films. The expected mechanism for this process is the buckling of Zn$_3$O$_2$ rings, as proposed by Claeyssens et al. [120]. In this work, we explore how a transition from one ZnO polarization to another can be achieved by inducing the buckled phase $\rightarrow$ graphitic phase $\rightarrow$ reverse buckled phase transition in thin films using a ferroelectric substrate (see Fig. 5-1).
Figure 5-1: (a) ZnO epitaxy on c-axis oriented ZnO ((i) and (iii)) and an arbitrary lattice-matched non-polar substrate ((ii)). (b) Expected ZnO epitaxy on (i) positively polarized ferroelectric, (ii) neutral ferroelectric (iii) negatively polarized ferroelectric. (c) Scheme for switching the polarization of thin-film ZnO. The doping of the ZnO is to enable its use as an electrode.
5.2 Computational Methods

We model ZnO(0001) epitaxy on PbTiO$_3$ assuming the epitaxial relationship obtained in the experimental work of Wei et al. [122]. DFT computations are performed using the plane-wave pseudopotential code Quantum Espresso [94]. A PbO-terminated centered $3 \times 3$ cell with 9 alternating PbO and TiO$_2$ layers stacked in the (001) direction is used for the PbTiO$_3$ substrate, with 1-4 layers of ZnO oriented in the 0001 or 000$\bar{1}$ directions. All the ZnO layers and the topmost PbO and TiO$_2$ layers were fully relaxed; the other PbTiO$_3$ layers were fixed to the bulk atomic positions to simulate a thick substrate. All calculations were performed with an energy cutoff of 35 Ry and a $k$-point mesh of $1 \times 1 \times 1$. Heterostructures composed of ZnO(0001)$_n$ and ZnO(000$\bar{1}$)$_n$ epitaxial layers on PbTiO$_3$ positively and negatively polarized slabs with $n = 1, 2, 3$ and 4 were considered, for a total of 16 systems. For each system, the different starting configurations for ZnO(0001) epitaxy on the perovskite were considered, as represented for $n = 4$ in Figure 5-2. In addition, we calculated the ground state structure for freestanding ZnO starting from a bulk-like configuration was determined. In all calculations, the starting configuration did not include a graphitic ZnO phase; however, as shown below, such phases were observed upon relaxation to the ground state or as one of the states along a polarization switching path.

5.3 Results and Discussion

5.3.1 Ground States

To test our hypothesis that, in the ground state, the polarization of the ZnO film will be aligned with that of the ferroelectric substrate, we first consider two initial configurations with the polarization of epitaxial ZnO in parallel and anti-parallel direction to that of the substrate. For each substrate polarization and each film thickness. The starting configurations are illustrated for the case of $n = 4$ in Fig. 5-2 (see pairs [(a), (b)] and [(c), (d)] in the upper panels). The lower panels in the figure show the final
Figure 5-2: Starting (top) and final (bottom) configurations for the calculation of the ground states of ZnO(0001)\textsubscript{\textit{n}}/PbTiO\textsubscript{3} for \textit{n} = 4. For each direction of substrate polarization, we did relax calculations with the polar ZnO film in the same ((a) and (c)) and opposite ((b) and (d)) polarization directions.
Table 5.1: Free energy $|\Delta G|$ and upper bound of activation energy $E_a$ for the relaxed configurations of Fig. 5-2(b) and (d) to reach absolute minima. $n$ is the number of layers. The energy values are normalized per ZnO pair.

| $n$ | Transformation | $|\Delta G|$ (eV) | $E_a$ (eV) |
|-----|----------------|------------------|-----------|
| 3   | (b)$\rightarrow$(a) | 0.005 | 0.037 |
|     | (d)$\rightarrow$(c) | 0.013 | 0.009 |
| 4   | (b)$\rightarrow$(a) | 0.015 | 0.030 |
|     | (d)$\rightarrow$(c) | 0.030 | 0.038 |

Figure 5-3: Absolute value of the average buckling in the ZnO bi-layers.

relaxed configurations. As hypothesized, the polarization of the epitaxial ZnO layer aligns with that of the substrate irrespective of the initial configuration. The two final positively polarized configurations (a) and (b) are essentially identical, as are the two final negatively polarized configurations (c) and (d), as confirmed by calculation of the activation energy $E_a$ and the free energy $|\Delta G|$ for interpolated pathways between structures (a) and (b) and structures (c) and (d) (see Table 5.1). Therefore, in the rest of this work, we use the lower-energy ground state in Fig. 5-2(a) for the positively polarized case and Fig. 5-2(c) for the negatively polarized case.

Figure 5-3 shows the magnitude of the average difference between the $z$-positions of the Zn and O atoms in each bi-layer of ZnO for films with 1-4 layers. We compare these to corresponding values for the freestanding ZnO films. We can clearly infer that the polarization of the perovskite substrate induces a similarly oriented polarization in the thin film which would have been in a graphitic phase without the influence of the substrate.
5.3.2 Energy Considerations

Because some of atoms in the perovskite layers are fixed to simulate a thick substrate, the full, relaxed ZnO/PbTiO\(_3\) heterostructures are not at their minimum energies. Therefore, traditional nudged elastic band calculations cannot be used straightforwardly to determine the additional energy for switching the ZnO polarization. To determine this energy, we perform a series of calculations optimizing the atomic structure of the interfacial PbTiO\(_3\) and ZnO thin film layers with the atoms in the bottom layers of the simulated PbTiO\(_3\) substrate fixed at fractions of the PbTiO\(_3\) polarization transformation vector between the positively and negatively polarized states. We then subtract the energy of the PbTiO\(_3\) layers calculated in a separate self-consistent field calculation.

If we define \(\delta\) as the matrix of total differences between corresponding atomic positions of any two end states, and \(0 < x < 1\) as a fraction denoting how far the switching has progressed, then the energy at each point along the transition pathway is given by

\[
E(ZnO)_{\delta x} = E(ZnO/PbTiO_3)_{\delta x} - E(PbTiO_3)_{\delta x} \tag{5.1}
\]

The energy cost for switching the ZnO film is thus given by the difference between \(E(ZnO)_{0\delta}\) and \(E(ZnO)_{0.5\delta}\). We find this value to be 0.065 eV/Å. Normalized to the same surface area, this energy is of the same order as the computed energy required to switch the perovskite bulk (0.067 eV/Å). This shows that the ZnO film does not introduce a significant additional energy cost if, for example, the ZnO/PbTiO\(_3\) heterostructure were to be used in a ferroelectric device.

5.3.3 Application to Tunable Catalysis

One interesting potential application of the reversible polarization in ZnO thin films is in tunable catalysis. In a switchable ZnO polar slab, the surface will switch between Zn-terminated (0001) and O-terminated (000\(\bar{1}\)), which are known to have very different chemical properties [123, 124]. Figure 5-4 shows the projected density of
states of the atoms in the top ZnO layer in each orientation of the substrate polarization and ZnO film thickness. Due to the similarities in the electronic structures of the terminations for each polarization direction, we can infer that polar ZnO grown on positively polarized PbTiO$_3$ will display characteristics similar to that of a Zn-terminated ZnO(0001) slab. In contrast, polar ZnO grown on negatively polarized PbTiO$_3$ will display characteristics similar to that of an O-terminated ZnO(0001) slab. Based on our previous work, we hypothesize that if the different surfaces can be cyclically switched to interact with the chemical species, the rate of reaction may significantly increase. [3, 82]

As a simple test, we calculate CO$_2$ adsorption energies on ZnO(0001)$_n$/PbTiO$_3$ and compare these to adsorption energies on ZnO(0001) slabs (Fig. 5-5). The difference in adsorption energies for the different polarizations is as high as 1.65 eV and
Figure 5-5: Adsorption energies of CO$_2$ on ZnO(0001)$_n$/PbTiO$_3$ for $n=1, 2, 3$ and 4. Lines denoting the adsorption of CO$_2$ on ZnO(0001) slabs are added.

shows remarkable consistency as the number of layers increases. This is important for tunable catalysis because it relies on predictable but very different surface chemistry at the different states of a catalyst.

5.4 Conclusion

In conclusion, we have investigated the ZnO(0001)/PbTiO$_3$ heterostructure and showed that it is possible to switch the polarization of the ZnO film when the polarization of the underlying perovskite is switched. The ZnO film does not introduce any new energy requirement for polarization switching. Finally, we showed that the polarization reversal is sufficient to enable a consistent surface chemistry depending on the polarization, providing an excellent basis for a dynamically tunable catalyst.
Chapter 6

The development of a framework for the analysis of dynamically tunable catalysis of CO$_2$

6.1 Introduction

In the last two chapters, we saw that the CO$_2$ adsorption energy, CO$_2$ adsorption geometry and the surface charges (dipoles) change between the polarization states of perovksite-supported ZnO. These properties have been shown to affect reaction pathways and energetics [125, 126, 127]. Therefore our results strongly suggest that the polarization-induced changes in these properties will affect CO$_2$ conversion processes in some way, leading to tunable catalysis as the polarization is cycled. In this chapter, we investigate this idea by determining the reaction pathway and energy barrier for a simple conversion process, thermally-activated dissociation of CO$_2$(g) into CO(g) and O$_2$(g), over a reversibly tunable surfaces of ZnO/PbTiO$_3$. 
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Figure 6-1: Parameters calculated in the reaction pathway for CO$_2$ dissociation.

6.2 Methods

6.2.1 Computational methods

The reaction pathway and energy barriers for CO$_2$ dissociation to CO and O$_2$ can be completely mapped by calculating adsorption energies of CO$_2$, CO and O$_2$ and the pathway for the formation of CO+O surface species from adsorbed CO$_2$ species. The adsorption energies are taken from previously reported results. To compute the energy profile for the formation of the CO+O intermediate, we use nudged elastic band calculations [74, 128] or the fixed bond length method which when carefully calculated are equivalent for this simple one degree of freedom process.

The energies we calculate for are shown in Fig. 6-1. All energies are relative to the free CO$_2$ molecule. $E_{ads}$ is the adsorption energy of CO$_2$. The adsorbed molecule dissociates to CO and O on the surface. The activation energy for the dissociation is $E_a = E_{TS} - E_{ads}$. The dissociative adsorption energy is the energy of adsorbed CO+O relative to the CO$_2$ molecule. The energy change of the overall reaction, $E_{rxn}$ is taken from the thermodynamic tables for CO$_2$, CO and O$_2$ at 300 K in the NIST Chemistry Webbook [129].
6.2.2 Microkinetic model

We build a microkinetic model assuming that the CO$_2$ binds strongly to the surface in a tridentate manner, occupying three sites per an area equivalent to the 2 x 2 PbTiO$_3$ surface. Similarly, the CO molecule occupies two sites and the O atom occupies one site when adsorbed. The microkinetic model steps are as follows:

Step 1 (CO$_2$ adsorption): $\text{CO}_2 + 3 \ast \rightarrow \text{CO}_2\ast\ast\ast$

Step 2 (CO$_2$ dissociation): $\text{CO}_2\ast\ast\ast \rightarrow \text{CO}\ast\ast + \text{O}\ast$. This is the rate limiting step

Step 3 (CO desorption): $\text{CO}\ast\ast + \text{O}\ast \rightarrow \text{CO} + 2\ast\ast + \text{O}\ast$

Step 4 (Oxygen desorption): $\text{O}\ast \rightarrow \frac{1}{2}\text{O}_2 + \ast$

We apply quasi-static approximation (all steps except the rate limiting step are in equilibrium). We define the rate constants at equilibrium for each step except the rate limiting one.

$$K_1 = \frac{\theta_{\text{CO}_2}}{P_{\text{CO}_2} \theta_{\ast}^3}$$ (6.1)

$$K_3 = \frac{\theta_{\ast}^2 P_{\text{CO}_2} P_{\ast}}{P_{\text{ref}} \theta_{\text{CO}}}$$ (6.2)

$$K_4 = \frac{\theta_{\ast} \left( P_{\text{O}_2} P_{\ast} \right)^{1/2}}{P_{\text{ref}} \theta_{\text{O}}}$$ (6.3)

The coverages $\theta$ are related by:

$$\theta_{\text{CO}_2} + \theta_{\text{CO}} + \theta_{\text{O}} + \theta_{\ast} = 1$$

which gives

$$K_1 \left( \frac{P_{\text{CO}_2}}{P_{\text{ref}}} \right) \theta_{\ast}^3 + \frac{1}{K_3} \left( \frac{P_{\text{CO}}}{P_{\text{ref}}} \right) \theta_{\ast}^2 + \frac{1}{K_4} \left( \frac{P_{\text{O}_2}}{P_{\text{ref}}} \right)^{1/2} \theta_{\ast} + \theta_{\ast} = 1$$ (6.4)

We can find the coverages by solving this equation.

The overall rate of reaction, in number of CO$_2$ converted per site per second, is
given by the rate of the limiting step

\[ R_{overall} = R_2 = k_2 \theta_{CO_2} - k_2 - \theta_O \theta_{CO} \]

\[ = k_2 \theta_{CO_2} - \frac{k_2}{K_2} \theta_O \theta_{CO} \]

\[ = k_2 \theta_{CO_2} - \frac{k_2 \theta_{CO_2}}{K_2 \theta_{CO_2}} \theta_O \theta_{CO} \]

\[ = k_2 \theta_{CO_2} (1 - \beta) \]

\[ = k_2 K_1 \left( \frac{P_{CO_2}}{P_{ref}} \right) \theta_\ast^3 (1 - \beta) \]

where \( \beta \) is the approach to equilibrium for the rate limiting step.

In the final expression, we note that:

\[ \beta = \frac{\theta_O \theta_{CO}}{K_2 \theta_{CO_2}} \]

\[ k_2 = v_2 e^{-E_a/kT} \]

\[ K_1 = e^{-\Delta G_1/kT} \]

\[ K_3 = e^{-\Delta G_3/kT} \]

\[ K_4 = e^{-\Delta G_4/kT} \]

where \( v_2 \) is the attempt frequency, \( k_2 \) and \( E_a \) are the rate constant and activation energy of the forward reaction for the RLS respectively, and \( K_1 \), \( K_3 \) and \( K_4 \) are the equilibrium constants of the corresponding steps. With reference to the notation in Fig. 6-1, we note that \( G_1 = E_{ads} \), \( G_3 = a(E_{rxn} - E_{diss}) \) and \( G_4 = b(E_{rxn} - E_{diss}) \), where \( a \) and \( b \) are such that \( a + b = 1 \) and are separate calculated or estimated.

The rate of reaction, in g/s is then given by:

\[ R_{mass} = M_{CO_2} * R_{overall} * A_s * N_s / N_A \] (6.5)

where \( R_{mass}, M_{CO_2}, A_s, N_s \) and \( N_A \) are the mass flow rate in g/s, molar mass of CO\(_2\), number of sites available per area and the Avogradro number respectively. Solving
Table 6.1: $E_{ads}$, $E_{TS}$ and $E_{diss}$ values for CO$_2$ dissociation on all surfaces considered.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Notation</th>
<th>$E_{ads}$ (eV)</th>
<th>$E_{TS}$ (eV)</th>
<th>$E_{diss}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnO(1120) slab</td>
<td>Non polar slab</td>
<td>-1.00</td>
<td>5.55</td>
<td>5.64</td>
</tr>
<tr>
<td>ZnO(1120)$_1$/PbTiO$_3$↑</td>
<td>1L +</td>
<td>-2.95</td>
<td>-0.25</td>
<td>-0.57</td>
</tr>
<tr>
<td>ZnO(1120)$_1$/PbTiO$_3$↓</td>
<td>1L -</td>
<td>-2.38</td>
<td>3.76</td>
<td>3.53</td>
</tr>
<tr>
<td>ZnO(1120)$_2$/PbTiO$_3$↑</td>
<td>2L +</td>
<td>-0.90</td>
<td>4.06</td>
<td>3.89</td>
</tr>
<tr>
<td>ZnO(1120)$_2$/PbTiO$_3$↓</td>
<td>2L -</td>
<td>-0.96</td>
<td>5.15</td>
<td>5.15</td>
</tr>
<tr>
<td>ZnO(1120)$_3$/PbTiO$_3$↑</td>
<td>3L +</td>
<td>-1.47</td>
<td>4.23</td>
<td>4.33</td>
</tr>
<tr>
<td>ZnO(1120)$_3$/PbTiO$_3$↓</td>
<td>3L -</td>
<td>-1.04</td>
<td>5.64</td>
<td>5.27</td>
</tr>
<tr>
<td>Zn-terminated ZnO(0001)/PbTiO$_3$↑</td>
<td>Polar +</td>
<td>-1.10</td>
<td>1.77</td>
<td>1.53</td>
</tr>
<tr>
<td>O-terminated ZnO(0001)/PbTiO$_3$↓</td>
<td>Polar -</td>
<td>-0.23</td>
<td>4.70</td>
<td>4.58</td>
</tr>
</tbody>
</table>

these equations at fixed values of effective surface area $A_s = 2 \times 10^7$ m$^2$, CO$_2$ partial pressure of 10 atm, a frequency factor of $5 \times 10^{13}$ and $\beta = 0.1$ yields the results reported in the paper. Varying these values over a wide range do not significantly affect the results since we are concerned with the ratio of the rates.

### 6.3 Results

Figure 6-2 shows the computed reaction pathways for CO$_2$(g) adsorption and conversion to CO(g) and O$_2$(g) over the ferroelectric-supported one-layer ZnO(1120) films and on the unsupported ZnO(1120) slab. The rest of this section applies to these surfaces but a similar analysis can be done for the rest. The values of the energies corresponding to the parameters in Fig. 6-1 for all the other surfaces considered are shown in Table 6.1.

In Fig. 6-2, the first step of the reaction, CO$_2$ adsorption, is a spontaneous process on all three surfaces. The dissociation of adsorbed CO$_2$ into adsorbed CO and adsorbed O is endothermic for all three surfaces, but is significantly more favorable on the positively polarized structure (red line), with an activation energy barrier less than half that of the reference unsupported ZnO slab (dashed line). The last step, desorption of CO + $\frac{1}{2}$O$_2$, however requires a large energy input for the positively polarized structure, but occurs spontaneously for the reference surface and requires only minimal energy for the negatively polarized structure.
Figure 6-2: Reaction pathway for CO$_2$ dissociation over unsupported ZnO (gray stars) and ZnO supported on positively and negatively poled PbTiO$_3$ (red diamonds and blue circles, respectively). The vertical axis is energy with respect to an isolated CO$_2$ molecule. The vertical arrow indicates switching of the substrate polarization from P+ to P-. Atom colors are the same as in Fig. 4-1, with adsorbate O atoms shown in magenta for clarity.
Our results suggest a possible approach for increasing the rate of CO$_2$ dissociation on ZnO surfaces: grow a ZnO thin film on a positively polarized substrate, on which the first few steps of the reaction take place, switch the polarization (depicted by the arrow in the figure) to induce the desorption of the products, then switch back and repeat.

In the rest of this section, we will discuss how rate of the CO$_2$ dissociation reaction and how it is affected by a static or cyclically polarized substrate. Using data from Table 6.1, we calculate the rate of reaction (turn-over frequency) $R$ of the dissociation reaction on each of the surfaces (see Equation 3.15). In Fig. 6-3, we plot the reaction rates against the dissociative adsorption energy $E_{\text{diss}}$ defined as the energy of adsorbed CO+O relative to an isolated CO$_2$ molecule. This choice of parameter is made because it has been shown that an appropriate proxy for the strength of the interaction of a surface with the species is the dissociative adsorption energy of the key species [130], in this case CO$_2$.

It is of interest to compare the rate in a tunable catalysis scheme as depicted in Fig. 6-2. We assume that the first two reaction steps (CO$_2$ adsorption and dissociation) proceed on the positively polarized surface. Afterwards, the polarization of the heterostructure is switched and the desorption of the adsorbates proceeds on the negatively polarized surface. The rate of reaction for this tunable catalysis scheme on each of the structures considered is shown in Fig. 6-4 as magenta points. The red and blue points correspond to the catalysis rates on the static positively and negatively polarized structures respectively. We see that the rate of catalysis is significantly improved for the supported one-layer non-polar ZnO and polar ZnO films. For the two-layer and three-layer non-polar ZnO structures, there is little improvement in the catalysis rate by using a tunable catalysis scheme. This result is important as it shows that a difference in adsorption properties of the species on the differently polarized surfaces is not a sufficient condition for a tunable catalysis scheme to enable an increase in reaction rates.

If we draw a volcano plot on the points in Fig. 6-3 as shown in Fig. 6-5, we see that only two structures have points on both sides of the volcano. These are the
Figure 6-3: Reaction rates for CO$_2$ dissociation over thin-film ZnO supported on positively and negatively poled PbTiO$_3$ (red and blue points, respectively). The notations correspond to the surfaces listed in Table 6.1. The rates are plotted against the dissociative adsorption energy (energy of adsorbed CO+O relative to an isolated CO$_2$ molecule). The point corresponding to the unsupported non-polar slab is not shown in this plot for simplicity, but its value is close to the "3L -" point.
Figure 6-4: Reaction rates for CO$_2$ dissociation over one, two and three-layer non-polar ZnO and polar ZnO. Red, blue and magenta points represent reactions on positively poled, negatively poled and dynamically poled structures respectively.
Figure 6-5: Volcano plot drawn over the plot of Fig. 6-3 to develop a hypothesis for the prediction of tunable catalysis.

Supported one-layer non-polar and the polar ZnO structure and these are the same points that showed dramatically increased rate of reaction in the tunable catalysis scheme. This leads us to an hypothesis:

**Hypothesis 1.** A sufficient condition for tunable catalysis is to have the two points corresponding to the activity on the two static surfaces on different sides of the volcano describing the reaction.

We expound on this hypothesis in detail below.

First, we attempt to understand why the volcano slopes are able to predict the increase in rates in a tunable catalysis scheme. We start with finding a Bronsted-Evans-Polanyi [131, 132] linear relation between the transition state energy $E_{TS}$ and the dissociative adsorption energy $E_{diss}$ for all ZnO surfaces considered, irrespective of the underlying polarization or surface orientation. This BEP plot is shown in Fig. 6-6. We see that there is a near perfect relationship between these quantities, and the relationship is given by $E_{TS} = 0.96E_{diss} + 0.30$. Since the rate of catalysis is a function of only three parameters ($R = R(E_{ads}, E_{TS}, E_{diss})$) of which we can
Figure 6-6: Bronsted-Evans-Polanyi relation for catalysis on supported ZnO. The inset shows a definition of the quantities $E_{TS}$ and $E_{diss}$. 
relate two of the parameters through a BEP relation. Therefore, we can write \( R \) as a function of just two parameters, \( E_{\text{ads}} \) and \( E_{\text{diss}} \) which are the easiest to calculate of the three parameters. A plot of \( R = R(E_{\text{diss}}, E_{\text{ads}}) \) is shown in Fig. 6-7. We see that this is a 3-D volcano having an absolute peak at around \((E_{\text{diss}}, E_{\text{ads}}) = (2.65, 0)\) which is the point at which there is zero barrier to desorbing the products after dissociation (i.e \( E_{\text{diss}} = E_{\text{rxn}}, \) see Fig. 6-1) while minimizing the value of the activation energy \( E_a = E_{\text{TS}} + E_{\text{ads}} \). This is precisely a statement of Sabatier’s principle. The rate of reaction (directly correlated with \( E_a \)) is a competition between the adsorption energy of \( \text{CO}_2 \) and the dissociative adsorption energy, which are both proxies for the activity of the catalyst surface.

For each value of the \( \text{CO}_2 \) adsorption energy \( E_{\text{ads}} \), there is a value of \( E_{\text{diss}} \) that results in a peak reaction rate. These series of points are connected by the dashed line in Fig. 6-7(b). The dashed line is the locus of points \( E_{\text{ads}} = 2.86E_{\text{diss}} - 7.57 \). When points on the left of this line \((E_{\text{diss}}, E_{\text{ads}}) = (E^+, E^+_\text{ads})\) are combined with points on the right of the line \((E_{\text{diss}}, E_{\text{ads}}) = (E^-, E^-\text{ads})\) to obtain a rate \( R_{TC} = R(E^-_{\text{diss}}, E^+_\text{ads}) \), the rate is several orders of magnitude greater than both of \( R_+ = R(E^+_{\text{diss}}, E^+_\text{ads}) \) and \( R_+ = R(E^-_{\text{diss}}, E^-\text{ads}) \). When the two points are on the same side of the line, the tunable catalysis rate \( R_{TC} \) is not significantly greater than \( R_+ \). This means that the dramatically increased reaction rates associated with tunable catalysis occurs only when the two points are on either side of the volcano plots, that is, \( E^+_{\text{ads}} > 2.86E^+_{\text{diss}} - 7.57 \) and \( E^-_{\text{ads}} < 2.86E^-_{\text{diss}} - 7.57 \) for two points \((E^+_{\text{diss}}, E^+_\text{ads})\) and \((E^-_{\text{diss}}, E^-\text{ads})\) corresponding to the adsorption properties on the positively and negatively polarized substrates respectively. These conditions are fulfilled by the supported one-layer non-polar ZnO structure and the supported ZnO structure as shown in Fig. 6-7(b), proving our hypothesis 1.

In Fig. 6-8, we show that, for the supported ZnO structures, a relationship between adsorption properties at the two different polarization states of the catalyst is possible. While we do not currently have an explanation for why the relationship should be linear (indeed, we found a quadratic fit to be more appropriate for our data), we do expect a positive correlation between adsorption properties on two structures.
Figure 6-7: 3-dimensional plot of the rate of reaction for all values of $E_{\text{ads}}$, the energy of adsorbed CO$_2$, and $E_{\text{diss}}$, the energy of adsorbed CO+O. These parameters are depicted in (a) and the rate plot is in (b). The dashed line in (b) is the locus of peak rates for each $E_{\text{ads}}$ and is given by $E_{\text{ads}} = 2.86E_{\text{diss}} - 7.57$.

Figure 6-8: An assumed linear relation between $E_{\text{TS}}^+$ and $E_{\text{diss}}^-$. These quantities are defined in (a) where the red and blue lines represent reaction pathways on positively and negatively polarized structures respectively. The "non-polar slab" point is the special case of a sufficiently thick or non-supported ZnO(1120) slab for which the substrate polarization has no effect on surface properties, i.e $E_{\text{TS}}^+=E_{\text{TS}}^-$ and $E_{\text{diss}}^-=E_{\text{diss}}^-$. 
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when the only difference between them is the polarization state. As established in the previous chapter, the difference is surface chemistry on the surfaces at the same polarization is driven by the polarization at the interface, and charges therefore increase or decrease in the epitaxial ZnO thin film layer, relative to a free-standing ZnO film, depending on whether the polarization of the underlying ferroelectric is negative or positive respectively.

As stated, we find a relationship between the transition state energies for the positively polarized and negatively polarized structures, $E_{TS}^+$ and $E_{TS}^-$ respectively. Since at each polarization state, there is the same BEP relationship between the transition state energy $E_{TS}$ and dissociative adsorption energy $E_{diss}$, this means there is a relationship any two of the parameters in the set $(E_{TS}^+, E_{TS}^-, E_{diss}^+, E_{diss}^-)$ for the same structure. For simplicity, we show the assumed linear relationship between $E_{TS}^+$ and $E_{diss}^-$ in Fig. 6-8. This is a dramatic result, as it means the tunable catalytic properties of a structure for CO$_2$ can be completely determined by the adsorption energy of CO$_2$, $E_{ads}$, and the dissociative adsorption energy, $E_{diss}$, on only one of the polarization states. This is illustrated in Fig. 6-9. We see the likelihood of a structure to be good tunable catalyst can be predicted by which side of the dashed line (which is the same as in Fig. 6-8) the point falls. That is, improved reaction rates occurs only when $E_{ads}^+ > 2.86E_{diss}^+ - 7.57$.

### 6.4 Energy considerations

Below, we perform an analysis of the energetics of the switching process in lieu of increasing the temperature to achieve the same rate of reaction. This analysis builds on the discussion in the previous section.

We define $f_{switch}$ and $E_{switch}$ as the switching frequency and energy required to obtain a rate of reaction $R_{mass}$ respectively:

$$f_s = k_2$$
Figure 6-9: Prediction of tunable catalysis rates by calculating adsorption properties on just the positively polarized structure. The definitions of $E^+_{ads}$ and $E^+_{diss}$ are shown in (a) and the calculated reaction rates using the relationship discussed in Figs. 6-6 and 6-8 is shown in (b). The dashed line is the same as in Fig. 6-8. Improved reaction rates occurs only when the point $(E^+_{diss}, E^+_{ads})$ is to the left of the line.

because there is no need to switch the slab faster than the rate (turn-over frequency) of the forward reaction.

$$E_{switch} = f_s * d_w * (A_s/a_s) * n_l$$

where $d_w$ is the "well depth" or the energy cost of switching one unit cell thickness of the $2 \times 2 \times n_l$ PbTiO$_3$ substrate, the surface area of which is $a_s$. $n_l$ is assumed to be 4, a very reasonable value since it is theoretically possible to maintain the polarization in a perovksite film of one unit cell thickness [92].

We calculate the mass flow rate $R_{mass}$ at the given temperature using Eq. 6.5 and the values of $G_1$, $G_3$, $G_4$ and $E_a$ corresponding to the dynamic switching scheme. Instead of using the dynamic switching scheme to achieve this mass flow rate, we can raise the temperature for the reaction chamber and use unsupported ZnO as the catalyst. This temperature can be calculated by fixing the value of $R_{mass}$ and using values of $G_1$, $G_3$, $G_4$ and $E_a$ corresponding to the reaction on the unsupported...
Figure 6-10: Temperatures required to achieve the same rate of reaction on the unsupported ZnO slab (left y axis) and the supported switchable slab (horizontal x axis). The temperature range of the horizontal axis was chosen so that the substrate is always below its Curie point. The reaction rate (right y axis) is shown on a logarithmic scale and normalized so the rate calculated at T=300K is 1.

slab. The temperature for the reaction on the unsupported slab is always higher than on the supported switchable slab, the difference varying between 157K and 339K at corresponding supported switchable slab (“Dynamic Scheme”) temperatures of 300K and 650K respectively. The relationship between the two temperatures are shown in Fig. 6-10.

Next, we calculate the extra energy $E_{\text{heat}}$ required to keep the reactants at the higher temperatures on the unsupported ZnO catalyst. Note that we ignore the heat taken up by the catalyst itself and any supporting structures in a real-life reaction chamber.

$$E_{\text{heat}} = R_{\text{mass}} \times c \times \Delta T$$

where $c$ is the specific heat capacity of CO$_2$ as obtained from Ref. [133] and $\Delta T$ is the temperature rise required.

We define $F$ as the ratio of $E_{\text{heat}}$ to $E_{\text{switch}}$. The variation of $F$ with temperature
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Figure 6-11: Ratio of heating energy to switching energy, $F$ as a function of temperature of the supported switchable slab ("Dynamic Scheme Temperature").

on the dynamic catalyst is shown in Fig. 6-11. We see that there is an advantage in using a dynamic switching scheme in the temperature range considered.

6.5 Conclusion

Using a quasi-equilibrium approximation, we show that the dynamic switching scheme will result in several orders of magnitude increase in reaction rates compared to the dissociation on the unsupported slab only for the one-layer non-polar structure and the polar structure. We show that this is because of the points describing the catalysis on those tunable surfaces are on either side of a volcano plot. In addition, we show that it might be possible to reduce the parameter space for evaluating a tunable catalysis scheme from six to two, potentially enabling faster screening of tunable catalysts. Finally, we show that at a given rate, the reaction on the unsupported slab proceeds at 1.5 times the temperature and up to 37 times the energy requirement as that on the unsupported slab. These results clearly demonstrate the potential advantages of dynamically switching the surface properties of a catalyst to enhance the turnover of
a product.
Chapter 7

Tunable catalysis of CO$_2$ conversion to methanol and cyclic carbonates

7.1 Introduction

As had been explained elsewhere in this thesis, a large energy input is generally required to transform CO$_2$. We could achieve a lower energy requirement for the CO$_2$ conversion by utilizing a high energy co-reactant (e.g. H$_2$ rather than H$_2$O) and optimize the reaction towards a low-energy product such as methanol. This is precisely one process we will be studying in this chapter. Even with a careful selection of the reaction, there might be some barrier for the process and the use of a tunable catalysis process as described in previous chapters might be necessary to reduce the activation energy of the reaction. In addition, certain CO$_2$ conversion processes do not have a simple pathway that involves H$_2$ as a reactant. One of these is the cycloaddition of epoxides to CO$_2$ to form cyclic carbonates. However, we find that CO$_2$ is frequently not used in industrial processes. For example, in the industrial production of methanol, a mixture of CO and H$_2$ (syngas) is the primary feedstock. These are are higher in energy and are obtained by secondary conversion from natural gas. Another stumbling block to the adoption of CO$_2$ as a choice reactant is the high energy and financial cost of the conversion process itself. For example, commercial production of cyclic carbonates relies on quaternary ammonium or phosphonium salts.
as catalysts which require the use of high temperatures and pressures. This means that CO$_2$ fixation is a net producer rather than consumer of CO$_2$ due to the energy required to heat and pressurize the reactor and reactants. [20].

We will be exploring the tunable catalysis of both processes, methanol and cyclic carbonate synthesis. Methanol is a basic chemical building block of paints, solvents and plastics, and has applications in energy, transportation fuels [15] and fuel cells. It had a global demand of 70 million metric tons and generated $55$ billion in economic activity in 2015 [16]. Cyclic carbonates on the other hand are used as chemical intermediates (e.g for dimethyl carbonate production) [17], as aprotic polar solvents [18] and as electrolytes in lithium ion batteries [19].

### 7.2 Methanol synthesis

Previous research has shown experimentally the difference in adsorption properties of methanol on oppositely poled surfaces. Methanol adsorbs more rapidly on positively poled BaTiO$_3$ [46] compared to the negatively poled surface. This is a promising indication of the possible tunable catalysis of the methanol synthesis process. We also know that methanol synthesis can be catalyzed by Cu/ZnO based catalysts [134], which provides a strong reason to attempt tunable catalysis on the tunable ZnO surface. The chemical equation for the synthesis is:

$$\text{CO}_2 + 3\text{H}_2 \rightarrow \text{CH}_3\text{OH} + \text{H}_2\text{O}$$

where $\Delta H^\circ$ for this reaction is $-137.8\text{KJ/mol}$ [135]. However, the formation of methane ($\text{CO}_2^+ + 4\text{H}_2 \rightarrow \text{CH}_4 + 2\text{H}_2\text{O}, \Delta H^\circ = -259.9\text{KJ/mol}$) is even more favorable, methane evolution is almost always a competing process in methanol synthesis from CO$_2$ depending on the conditions [136]. Another competing process is the reverse water-gas-shift reaction ($\text{CO}_2 + \text{H}_2 \rightarrow \text{CO}^+\text{H}_2\text{O}, \Delta H^\circ = 41.2\text{KJ/mol}$) which may be favorable at high temperatures and pressures. In this work, we will be exploring the tunable catalysis of methanol synthesis from CO$_2$ and H$_2$ on tunable
ZnO(0001)/PbTiO$_3$ catalyst and the competing reverse water-gas-shift reaction.

### 7.2.1 Computational methods

As shown in Chapter 5 the surface of ZnO(0001)/PbTiO$_3$ is chemically the same as that of a ZnO(0001) slab. Therefore, in our calculations, the catalyst is modeled using an eight-bilayer ZnO slab. Our DFT computations are performed using the plane-wave pseudopotential code Quantum Espresso [94]. Zn- and O-terminated (positively and negatively polarized respectively) $2a \times 2\sqrt{3}a$ surface cell were simulated with 20 Å of vacuum separating the repeating units in the z-direction and a dipole correction [97] is applied. The first two ZnO bilayers are fully relaxed and the rest fixed to simulate a thicker slab. For adsorption of molecules on the surface, the adsorbate is placed on several different high-symmetry sites as an initial guess and the minimum energy site is taken. All calculations were performed with an energy cutoff of 35 Ry and a $k$-point mesh of $4 \times 2 \times 1$. We did not passivate the O-termination of the ZnO slab as has been done elsewhere [90, 137, 138], as our calculations with and without the passivation are exactly the same for the surface densities of states and adsorption of all intermediates considered in this work. This can be explained by the self-passivation of the slab as reported in Ref. [139].

We consider the adsorption of CO$_2$, CO, O, COOH, OCH$_2$O, OH, H, H$_2$O, CH$_3$OH, HCOO, HCOOH, OCH$_2$OH, CH$_2$O, CH$_3$O, HCO and CO$_3$. These are the expected intermediates in the CO$_2$ conversion process to methanol or syngas.

### 7.2.2 Results and discussion

**Adsorption properties on Zn- and O- terminated surfaces**

As expected, we find differences in energy and molecular orientation or configuration of the adsorbed species on the Zn- and O-terminated surfaces. Figure 7-1 shows the configuration of the CO$_2$ molecule adsorbed on either surface. We see that the molecule maintains its linear form when adsorbed on the O-terminated surface, compared to its buckling when adsorbed on the Zn-terminated surface. This indicates
stronger adsorption on the Zn-terminated surface. The values of the formation energies for all adsorbed species is shown in Table 7.1, where $E_f$ is defined as:

$$E_f = E_{slab+ads} - E_{slab} - \sum n_i \mu_i$$  \hspace{1cm} (7.1)

where $E_{slab+ads}$ is the ground-state energy of the surface and adsorbate, $E_{slab}$ is the ground state energy of the surface slab, and $n_i$ is the number of atoms of species $i$ in the adsorbate. The reference energies, $\mu_i$ are given by:

$$\mu_C = E_{CO_2} - 2 \times \mu_O$$

$$\mu_H = \frac{1}{4}(E_{CH_3OH} - \mu_C - \mu_O)$$

$$\mu_O = E_{H_2O} - E_{H_2}$$

where we obtain the $E_{mol}$'s from the DFT energies of the isolated molecules.

In our calculations, we ignore all entropy corrections for simplicity.
<table>
<thead>
<tr>
<th>Species</th>
<th>( E_f (\text{eV}) )</th>
<th>Zn-ZnO(0001)</th>
<th>( E_f (\text{eV}) )</th>
<th>O-ZnO(0001)</th>
<th>Difference (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{CO}_2 )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CO} )</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{H}_2 )</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{O}_2 )</td>
<td>4.89</td>
<td>4.89</td>
<td>4.89</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{H}_2\text{O} )</td>
<td>0.55</td>
<td>0.55</td>
<td>0.55</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CH}_3\text{OH} )</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CO}_2^* )</td>
<td>-2.17</td>
<td>-1.07</td>
<td>-1.07</td>
<td>-1.10</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CO}^* )</td>
<td>-0.72</td>
<td>-0.11</td>
<td>-0.11</td>
<td>-0.62</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{O}^* )</td>
<td>-0.06</td>
<td>3.37</td>
<td>3.37</td>
<td>-3.44</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{COOH}^* )</td>
<td>-1.46</td>
<td>-2.33</td>
<td>-2.33</td>
<td>0.87</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{OCH}_2\text{O}^* )</td>
<td>-2.22</td>
<td>-0.28</td>
<td>-0.28</td>
<td>-1.94</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{OH}^* )</td>
<td>-0.74</td>
<td>3.26</td>
<td>3.26</td>
<td>-4.00</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{H}^* )</td>
<td>0.05</td>
<td>-1.70</td>
<td>-1.70</td>
<td>1.75</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{H}_2\text{O}^* )</td>
<td>0.34</td>
<td>0.69</td>
<td>0.69</td>
<td>-0.35</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CH}_3\text{OH}^* )</td>
<td>-0.79</td>
<td>-0.39</td>
<td>-0.39</td>
<td>-0.41</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{HCOO}^* )</td>
<td>-2.69</td>
<td>1.35</td>
<td>1.35</td>
<td>-4.04</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{HCOOH}^* )</td>
<td>-0.70</td>
<td>-0.60</td>
<td>-0.60</td>
<td>-0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{OCH}_2\text{OH}^* )</td>
<td>-1.48</td>
<td>0.87</td>
<td>0.87</td>
<td>-2.34</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CH}_3\text{O}^* )</td>
<td>-1.64</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-1.63</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CH}_3\text{O}^* )</td>
<td>-1.52</td>
<td>0.55</td>
<td>0.55</td>
<td>-2.07</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{HCO}^* )</td>
<td>-1.01</td>
<td>-2.36</td>
<td>-2.36</td>
<td>1.35</td>
<td>0.00</td>
</tr>
<tr>
<td>( \text{CO}_3^* )</td>
<td>-3.23</td>
<td>3.52</td>
<td>3.52</td>
<td>-6.75</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 7.1: Formation energies of all species with respect to the two surfaces (Zn-terminated ZnO(0001) and O-terminated ZnO(0001)).
Surface thermodynamics

The configuration of exposed surfaces depend on the environment, or more specifically, the chemical potentials of species interacting with the surfaces. In environments containing water, for example, it has been shown that the Zn-termination will be covered by hydroxyl ions [140]. For methanol synthesis however, the surface configuration will be different as there are C species in addition to O and H species. In Figure 7-2, we show the surface phase diagram depicting the most stable adsorbate at varying potentials, directly correlated to pressures, of H\textsubscript{2} and CO\textsubscript{2}. The temperature is 300K and all gases have pressure of 1 bar. The chemical potentials of C, H and O are related to those of CO\textsubscript{2}, H\textsubscript{2} and H\textsubscript{2}O by:

\[
\begin{align*}
\mu_C &= \mu_{\text{CO}_2} + \Delta\mu_{\text{CO}_2} - 2 \times \mu_O \\
\mu_H &= \frac{1}{2}(\mu_{\text{ceH}_2} + \Delta\mu_{\text{H}_2}) \\
\mu_O &= \mu_{\text{H}_2\text{O}} + \Delta\mu_{\text{H}_2\text{O}} - 2 \times \mu_H
\end{align*}
\]

which are plugged into the earlier equations to obtain the formation energy for each surface. The relationship between \(\Delta\mu_j\)'s and pressures is given by:

\[
\Delta\mu_j = k_B T \ln \frac{P_j}{P_0}
\]

(7.2)

where \(k_B\) is Boltzmann’s constant, T is the temperature and \(P_0\) is the reference pressure.

Fig. 7-2 shows that at low CO\textsubscript{2} pressures the Zn-terminated surface will be terminated with adsorbed oxygen, or hydroxyl while the O-terminated surface will be terminated with H or H\textsubscript{2}O. As expected, species containing all of H, C and O, such as CO\textsubscript{3}, CH\textsubscript{3}O and CHO are stabilized at higher CO\textsubscript{2} and H\textsubscript{2} pressures. This is consistent with experimental work which show the presence of these species on ZnO surfaces [141, 142, 35, 143]. We use this information to guess the most likely pathway for methanol synthesis on the surfaces.
Energy profiles and tunable catalysis analysis

The pathway for methanol synthesis on metals and oxides is quite involved. We have chosen pathways that have been shown to be feasible on Zn-terminated ZnO [138]. The intermediates along the pathways are also preferred surface species at reasonable reaction temperatures and pressures as shown in Fig. 7-2. The reaction steps are:

\[
\begin{align*}
    & H_2 + 2 * \rightarrow 2 H* \\
    & CO_2 + * \rightarrow CO_2* \\
    & CO_2* + H* \rightarrow COOH* + *h \\
    & CO_2* \rightarrow CO*+O* \\
    & HCOO* \rightarrow HCO* + O* \\
    & HCOO* + H* \rightarrow HCOOH* + *h \\
    & HCOOH* \rightarrow CH_2O* + O* \\
    & HCOOH*+H* \rightarrow CH_2OOH* + *h \\
    & CH_2OOH* \rightarrow CH_2O* + OH* \\
    & CH_2O* + H* \rightarrow CH_3O* + *h \\
\end{align*}
\]
Figure 7-3: Reaction pathways for methanol synthesis over Zn-terminated ZnO(0001). The x-axis denote the pathway along the solid line.

\[
\begin{align*}
\text{CH}_3\text{O}^* + \text{H}^* & \longrightarrow \text{CH}_3\text{OH}^* + \text{h}^* \\
\text{CH}_3\text{OH}^* & \longrightarrow \text{CH}_3\text{OH} + * \\
\text{OH}^* + \text{H}^* & \longrightarrow \text{H}_2\text{O}^* + \text{h}^* \\
\text{H}_2\text{O}^* & \longrightarrow \text{H}_2\text{O} + *
\end{align*}
\]

where * is a regular surface site and h is a special site for H adsorption.

Three pathways are shown in 7-3 and 7-4 for the Zn-terminated and O-terminated surfaces respectively. The energetics for the expected dominant pathway in a tunable catalysis scheme is shown in Fig. 7-5. We see that the energetics are very different on either surface, and a tunable catalysis scheme (denoted by the upward arrow) can be designed. The effective pathway for the dynamically tunable catalysis scheme is shown in Fig. 7-6. The net effect of the scheme is to present a downhill pathway that reduces the free energy of the overall reaction by an impressive 14.5 eV. For a regular non-tunable catalyst, such a change in the free energy of a reaction is achieved by increasing the temperature and pressure of the system. As discussed in Chapter 6, this could be energetically unfavorable, undesirable or both.
Figure 7-4: Reaction pathways for methanol synthesis over O-terminated ZnO(0001). The x-axis denotes the pathway along the solid line.

Figure 7-5: Comparison of the energetics of a selected pathway for methanol synthesis over Zn- and O-terminated ZnO(0001) surfaces, and the minimum-energy dynamically tunable catalysis (DTC) pathway when the surface states of the ZnO are constantly switched.
7.3 Cyclic carbonate synthesis

A fairly large number of catalysts have been studied for the conversion of CO$_2$ to cyclic carbonates. These can be roughly classified into ionic liquids (such as 1-n-butyl-3-methylimidazolium [144] and solid catalysts such as magnesium oxide [145]. In the latter, the conversion process is a simple adsorption and addition, as shown in Fig. 7-7. We assume that the reaction is similar on ZnO surfaces. The scheme relies on the activation of CO$_2$ which is better on the Zn-terminated polar surface than the O-terminated surface on which the CO$_2$ molecule is still linear. We therefore expect more favorable energetics on the Zn-terminated surface as we have found for CO$_2$ dissociation and methanol synthesis.

7.3.1 Computational methods

The DFT calculation setup for the cyclic carbonate synthesis is similar to that described for methanol synthesis in the previous section. We perform adsorption cal-
Figure 7-7: Scheme for the synthesis of cyclic carbonates from epoxides and CO$_2$ on a MgO catalyst.

culations for CO$_2$, (CH$_2$)$_2$O (ethene oxide) and (CH$_2$O)$_2$CO (ethene carbonate) and compare the energetics at each step to that of the isolated reacting molecules. In our calculations, we ignore all entropy corrections for simplicity.

### 7.3.2 Results and discussion

#### Adsorption properties and energy profiles on Zn- and O- terminated surfaces

As expected, we find differences in energy and molecular orientation or configuration of the adsorbed species on the Zn- and O-terminated surfaces. The pathway for ethene carbonate synthesis is as follows: CO$_2$ + * $\rightarrow$ CO$_2$*

(CH$_2$)$_2$O + * $\rightarrow$ (CH$_2$)$_2$O*

CO$_2$* + (CH$_2$)$_2$O* $\rightarrow$ (CH$_2$O)$_2$CO* + *

(CH$_2$O)$_2$CO* $\rightarrow$ (CH$_2$O)$_2$CO + *

where * is a surface site.

The energetics for the expected dominant pathway in a tunable catalysis scheme
is shown in Fig. 7-8. We see that the energetics are different on either surface, and a tunable catalysis scheme (denoted by the upward arrow) can be designed.

### 7.4 Conclusion

We have demonstrated the potential utilization of tunable catalysis to enable faster reaction rates for methanol and cyclic carbonate synthesis at mild conditions. Further work needs to be done to correct the energies for accurate calculation of reaction rates comparable to expected experimental measurements.
Chapter 8

Summary, limitations and outlook

A few paragraphs of this chapter were published in a previous work [82].

8.1 Summary

CO$_2$ is a very stable molecule and does not partake in reactions without some form of activation, usually on a catalyst. Chemical conversion of CO$_2$ is however important to avoid global warming as we continue to rely on fossil fuels for some of our energy needs. Like for other chemical reactions, the selection of a catalyst for CO$_2$ conversion processes is limited by Sabatier’s Principle.

We proposed a dynamically tunable catalyst for CO$_2$ conversion which should enable catalytic activity beyond that predicted to be the maximum based on Sabatier’s Principle. Tunable catalysis is not a new concept, but it is not well understood and most already-proposed tunable catalysts are not practical. We design around the limitations of the proposed catalysts. Our ZnO/PbTiO$_3$ catalyst is practical and the growth has even been demonstrated experimentally. In our work, we evaluated the possible configuration of ZnO on PbTiO$_3$. We find that the catalytic activity on non-polar ZnO supported on PbTiO$_3$ is dependent on the thickness of the oxide thin film and the polarization of the perovskite support. Unfortunately, beyond four atomic layers of the ZnO film, we find no potential for tunable catalysis for the orientation of ZnO.
We next evaluated the potential of polar ZnO grown on PbTiO$_3$ as a tunable catalyst. We show that the surface chemistry of the film consistently follows the polarization of the substrate. This is effectively the first theoretical demonstration of ferroelectricity in ZnO, which has important implications for device applications. For both the polar and non-polar films, we evaluated CO$_2$ reduction to CO and to CH$_3$OH to demonstrate the utility of tunable catalysis to improve reaction rates at mild conditions.

Finally, we proposed criteria and methods for evaluating a priori the effectiveness of a proposed tunable catalyst using just two DFT calculations. This contribution is important for the acceleration of tunable catalysis research, reducing the time taken to evaluate a particular catalyst from 2-3 years to just a month or two.

8.2 Limitations and implied approximations

8.2.1 Rate and effect of polarization reversal in the perovskite

In our work, we took it for granted that the polarization of the catalyst can be switched as fast as we need it to. This was for mathematical convenience but it cannot be ignored in practice. Another area for further exploration is the effect of the fast polarization reversal on the integrity of the ZnO film. Does the film deform by "lift off" or agglomeration on the substrate during fast switching of the electric field? How fast is "fast" for the deformation to happen? These are largely experimental questions which we hope our experimental colleagues can work on.

8.2.2 Effect of the non-stoichiometric composition of the catalyst

In our work, we assumed that the ZnO film and the PbTiO$_3$ substrate are pristine, and do not have interstitials, vacancies or atom substitutions. This is of course unlikely in practice. Since we expect that there will be excess oxygen during growth and operation of our catalyst, below, we evaluate the case of the non-stoichiometric
ZnO(1120)/PbTiO₃ catalyst where there is an oxygen interstitial at the interface between the film and substrate.

We first investigate possible thermodynamic ground states of the heterostructure. Figure 8-1 is a plot of the free energy of formation for inserting an oxygen into the space created at the interface by the unmatched stacking of atomic layers. Our results show that under growth regular conditions (T=400-700 °C and P=10⁻⁵Pa [4] at which \( \mu_O \approx -1.1 \) - -1.5eV) an extra oxygen will remain at the interface when the substrate is positively polarized. On the negatively polarized structure, this non-stoichiometric structure is only stable at lower temperatures.

In order to decide whether or not the structure with an extra oxygen is relevant for our CO₂ dissociation calculations, we perform calculations for the energy required to have an oxygen vacancy in each ZnO layer in the 4-layer-thick supported-ZnO case. Figure 8-2(a), which shows the O vacancy formation energy in each layer for this film, suggests that after a number of layers have been grown, the configuration at the interface will be maintained irrespective of the thermodynamic stability of the structure. If an oxygen is already trapped at the interface (for example, if the film is grown over a positively polarized substrate and the polarization was later switched), its removal will involve a series of steps that include the removal of one of the topmost oxygen atoms. Given the high vacancy formation energies of ∼3.5eV, this process will be kinetically limited. Conversely, if there is no oxygen at the interface (for example, growing the under a negatively polarized substrate and the polarization was later switched), oxygen insertion will involve one of the oxygen atoms in the lowest ZnO layer moving to the interfacial O location and leaving behind a vacancy. In our calculations, we do not observe a stable system with this configuration.

However, the above considerations do not take into account the effect of other gas phase molecules in the environment. For CO₂ dissociation, for example, CO adsorption also occurs. Our calculations show that if an oxygen atom exists at the interface, it can be easily removed by adsorption of a CO molecule, as illustrated in figure 8-2(b) for \( n = 1 \) and 2. This suggests an interesting application of non-stoichiometric \((\text{ZnO})_n/\text{PbTiO}_3\) for small \( n \): catalytic oxidation of CO to CO₂, since...
Figure 8-1: (a) Possible configurations in an oxygen-rich environment. (b) Oxygen chemical potential as a function of temperature and pressure. (c) Free energy versus oxygen chemical potential for \( n = 1 \) and \( n = 4 \). Shaded regions represent the range of \( \mu_O \) under the growth conditions reported in Ref. [4] is \( 10^{-5} \)Pa (highlighted line) and \( 400 < T < 700 \). \( \mu_O \) can be decreased by reducing pressure and increasing temperature.
interface stability dictates that the non-stoichiometric interface will exist as long as there is O₂ gas in the atmosphere at most conditions encountered in practice, and this structure easily oxidizes CO.

The foregoing also suggests that it is possible to obtain a stoichiometric interface if the ZnO thin film is grown at the negatively-polarized structure under conditions of lower oxygen partial pressure and/or higher temperature (i.e., lower oxygen chemical potential, µO). This configuration will be trapped when the polarization of the substrate is switched with an electric field. In the following, we perform calculations to
explore CO$_2$ dissociation on the surfaces of this structure as a function of polarization direction and ZnO film thickness. We then show that a dynamically tunable scheme using this heterostructure can enable a much lower overall activation energy for the CO$_2$ dissociation process.

Therefore, we conclude that even though the presence of a single oxygen interstitial in a centred 2 x 2 cell is sufficient to give dramatically different results from that reported in Chapter 4, there is a way to ensure stoichiometric growth in practice.

8.3 Outlook and future work

Our work is just the beginning of deep explorations into the potential applications of dynamically tunable catalysis. To expand the body of work, we suggest the following directions for future researchers:

1. The evaluation of other oxide-perovskite systems, to determine the universality or otherwise of the results obtained in this thesis, especially those of Chapter 6.

2. Experimental work to determine the effect of fast polarization reversal on the integrity of the oxide film.

3. A more rigorous address of the question of impurities in the oxide-perovskite catalyst system. In this chapter, we evaluated the case of the presence of oxygen interstitials. In real systems, the imperfections in the system will be largely dependent on the method of growth of the catalyst and the environmental conditions. This creates a wide variety of possibilities for the catalyst configuration.

4. Theoretical and experimental work to extend our results to other important chemical reactions.

We explore the first item, the evaluation of thin-film oxide-perovskite systems, in some detail. Obvious systems to explore are 1. Bare surfaces of PbTiO$_3$ slabs which are effectively single layer TiO$_2$ or PbO supported on PbO- or TiO$_2$-terminated PbTiO$_3$ substrates respectively, and 2. 1, 2 and 3-layer non-polar ZnO and few layer
Table 8.1: Sample binary oxides which have epitaxial matching to the surface of typical tetragonal perovskites. Hexagonal perovskite have a fairly wide range of lattice constants and can be matched to even more oxides.

<table>
<thead>
<tr>
<th>Material</th>
<th>Lattice constant (Å)</th>
<th>Space group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nickel oxide</td>
<td>4.17</td>
<td>Fm3m</td>
</tr>
<tr>
<td>Niobium (II) oxide</td>
<td>4.2</td>
<td>Pm3m</td>
</tr>
<tr>
<td>Lead oxide</td>
<td>4.0</td>
<td>P4/nmm</td>
</tr>
<tr>
<td>Magnesium oxide</td>
<td>4.2</td>
<td>Fm3m</td>
</tr>
<tr>
<td>Germanium dioxide</td>
<td>4.1</td>
<td>Pbcn</td>
</tr>
<tr>
<td>Molybdenum oxide</td>
<td>3.9</td>
<td>Pbnm</td>
</tr>
</tbody>
</table>

polar ZnO supported on TiO$_2$-terminated PbTiO$_3$ substrate. (Recall that all the calculations reported in the previous chapters had PbO-terminated substrates.) By performing CO$_2$ adsorption and dissociation calculations on the suggested surfaces, we add another 12 points to the graphs in Chapter 6.

The research can be extended by considering binary oxides that can be grown on perovskites, as shown in Table 8.1. The choice of the perovskite substrate depends on the desired polarization and the expected feasibility of the epitaxial growth on the substrate. More oxide-perovskite epitaxial pairs can be found by considering hexagonal perovskites (e.g BiFeO$_3$ or ZnSnO$_3$) and matching oxides.
Appendix A

Appendix for Chapter 7

A.1 Adsorption geometries on Zn- and O-terminated ZnO(0001)

All the atomic geometries are presented in Figures A-1-A-15. Energies of all structures are provided in Chapter 7. In all the figures, the oxygen atoms are colored magenta to differentiate them from oxygen atoms in the substrate which are colored red.
Figure A-1: Atomic geometry of CO$_2$ adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and (b) O-terminated ZnO(0001).

Figure A-2: Atomic geometry of CO adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and (b) O-terminated ZnO(0001).
Figure A-3: Atomic geometry of O adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-4: Atomic geometry of COOH adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-5: Atomic geometry of OCH$_2$O adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-6: Atomic geometry of OH adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-7: Atomic geometry of H adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-8: Atomic geometry of H₂O adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-9: Atomic geometry of CH$_3$OH adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-10: Atomic geometry of HCOO adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-11: Atomic geometry of HCOOH adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-12: Atomic geometry of OCH$_2$OH adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-13: Atomic geometry of CH₂O adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).

Figure A-14: Atomic geometry of CH₃O adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and b) O-terminated ZnO(0001).
Figure A-15: Atomic geometry of HCO adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and (b) O-terminated ZnO(0001).

Figure A-16: Atomic geometry of CO$_3$ adsorption shown with side and top views of all unconstrained atoms for (a) Zn-terminated ZnO(0001) and (b) O-terminated ZnO(0001).
Appendix B

DFT study of remote epitaxy through graphene layers

*Portions of this appendix were published in a co-authored paper [146].*

B.1 Introduction

Epitaxial growth of materials has traditionally been carried out on cleaved 3D structures, as the dangling bonds present anchors for the flux of atoms forming the epitaxial layer [147, 148]. The chemical bonds at the interface force each atom of the epitaxial layer to be paired with a distinct atom of the substrate: the pairing of atoms is responsible for the crystalline ordering in an epitaxial growth, causing the epitaxial layer to mimic the crystalline symmetry and orientation of the substrate, especially in the case of homoepitaxy (growth of one material on another sample of the same material). However, this presents a limitation since the lattice of both the substrate and epitaxial layers must closely match for the anchoring to occur. Any deviation greater than 2-3% in lattice parameters usually result in strain of the epitaxial layer. When the lattice mismatch is relatively small, the first few atomic layers of the epitaxial layer can be coherently strained. The amount of the strain energy increases with the thickness of the epitaxial layer throughout the growth process. When the thickness of the thin film exceeds a certain critical value, it is energetically more favorable for
the system to nucleate defects, such as dislocations, vacancies and stacking faults, to relax the strain energy [149, 150]. These defects negatively impact the performance of semiconductors grown as heteroepitaxial systems.

Van der Waals (vdW) epitaxy [151] provides a way to circumvent the lattice match requirement. vdW epitaxy can be realized on materials having no dangling bonds on their clean surfaces, on which epitaxial growth proceeds by the van der Waals force. These materials are usually layered materials such as transition metal dichalcogenides (TX₂, T - transition metal, X - chalcogen, such as MoS₂ [152] and MoTe₂ [153]) and graphene. Being able to grow three-dimensional (3D) epitaxial films on 2D materials allow the transfer of single-crystalline semiconductor films since the epitaxial layer can be easily taken off the 2D substrate [154].

Van der Waals epitaxy also comes with its own disadvantages, however. The suppressed nucleation of the flux of atoms on the surface of the substrate limits the formation of a consistent single-crystalline layer of a sufficiently large area for practical applications [152, 153, 155, 156]. This means the 3D materials agglomerate on the surface of 2D materials rather than form consistent thin films [155, 156]. One way to solve this problem is to use interfacial buffers between the 3D epitaxial layer and the 2D substrate to promote nucleation of 3D materials [157, 158, 159]. However, the presence of the interfacial buffer layer does not bring the quality of the epitaxial film to that of one grown on a 3D material [160, 156].

Moreover, the presence of a buffer layer can be undesirable, for example in a case where device functionality relies on the contact between epitaxial layer and substrate, or when it is absolutely important to control the quality of the film. In 2014, J. Kim et. al. [5] demonstrated a process for the epitaxial growth of high-quality 3D GaN on graphene that overcome the challenges of the use of buffers and also produces higher quality films. The process is described in Fig. B-1. In addition to growing consistent films, their method could also be used for multiple growths and transfers of the GaN films on/from the original graphene/SiC substrate.

It has been assumed that the 2D materials are the only seed layers for van der Waals epitaxy [155, 161, 162] and no effort has so far been made to explore any
Figure B-1: Schematic of a method for growing/transferring single-crystalline thin films on/from epitaxial graphene. (a) Graphitization of a SiC substrate to form epitaxial graphene. (b) Epitaxial growth of GaN on graphene. (c) Deposition of a stressor layer (Ni). (d) Release of GaN from the substrate with a handling tape. (e) Transfer of the released GaN/Ni/tape stack on a host substrate. (f) Removal of the tape and Ni by thermal release and wet etching, leaving a GaN film on the host substrate. Reprinted with permission from Ref. [5].
Figure B-2: Experimental method of multiple layer graphene transfer. This figure was produced by the Jeehwan Kim Group at MIT.

Influence of the substrate support which can be a 3D material. This is important because the potential field applied from the underlying substrate support could be strong due to the dangling bonds on its surface. Therefore, the substrates below 2D materials may still interact with the epitaxial layers grown during epitaxy, as in the case of the wetting transparency documented for graphene [163, 164]. In this work, we explore the influence of the substrate on van der Waals epitaxy and make predictions for certain materials. We will be exploring a semiconductor of commercial interest: GaAs.

### B.2 Methods

#### B.2.1 Graphene formation and transfer

GaAs films were grown on CVD graphene or epitaxial graphene transferred on GaAs(001) wafers without precise alignment. CVD graphene was synthesized on a Cu foil using low pressure CVD. Cu foil was annealed in a quartz tube furnace at 1,000 °C for 30
min under 10 standard cubic centimetres per minute (sccm) of \( \text{H}_2 \) flow. Graphene growth proceeded under 4 sccm of \( \text{CH}_4 \) and 70 sccm of \( \text{H}_2 \) flow for 30 min at 1.90 torr. Graphene growth was terminated by a self-limiting process, yielding a monolayer of polycrystalline graphene. For the transfer process, poly(methyl-methacrylate) (PMMA) was spin-cast onto graphene coated Cu foil and baked at 80 °C for 10 min. Using the PMMA as a "handle", the Cu foil was dissolved in FeCl\(_3\) copper etchant solution for 15 min. While the graphene\(\sim\)PMMA stack was held on the water surface by surface tension, the stack was transferred onto a GaAs substrate after its oxide was removed by 10% hydrochloric acid solution. The substrate was dried at 80 °C for 10 min and then the PMMA \(\sim\)handle was dissolved in acetone. Annealing of transferred CVD graphene on GaAs substrates was performed at 350 °C for 30 min in ambient \( \text{H}_2 \) to remove the process residues at the interface and promote better adhesion. Epitaxial graphene was grown on a Si-face 4H-SiC(0001) wafer. Graphitization of SiC was performed at 1,575 °C for 1 h to form monolayer graphene in ambient Ar. The graphene was completely exfoliated using the LRGT process, in which a Ni stressor layer was deposited on epitaxial graphene and the graphene\(\sim\)Ni stack was removed from SiC using a thermally released tape handling layer. The graphene\(\sim\)Ni stack was immediately transferred to HCl-treated GaAs substrates followed by the removal of the thermal tape by annealing just above the release temperature of 90 °C. Then the Ni stressor layer was removed by dipping into acids.

B.2.2 Epitaxial growth

Epitaxial growth of GaAs was performed on CVD graphene transferred onto GaAs(001) substrates in a close coupled showerhead MOCVD reactor. For GaAs growth, arsine and trimethylgallium were used as the precursors for As and Ga sources. The growth was divided into two parts. First, the growth proceeded at a relatively low temperature of 450 °C at 100 torr for a short time to encourage the nucleation of GaAs islands on graphene to initiate the growth. The reactor temperature was then ramped to 650 °C for normal growth of GaAs. For GaP and InP growth, phosphine, trimethylgal-
lium and trimethylindium were used as P, Ga and In sources, respectively, the growth conditions proceeded in the same manner as the GaAs growth in the MOCVD reactor. The LED device stack was regrown on a 4 µm thick n-GaAs buffer layer in the MOCVD reactor, with 800 nm of Si doped n-AlGaInP, 100 nm of GaInP, 800 nm of Zn doped p-AlGaInP and 100 nm of p-GaAs as a capping layer. The device was grown at 650 °C under N₂ flow as ambient carrier gas.

B.2.3 Computational model

As-termination of GaAs(001) slabs was selected for computational modelling as the growth conditions of the epitaxial layer imply an As pre-layer terminating the ends of the slabs. DFT computations were performed to determine the interaction of As- and Ga-terminated layers of GaAs(001) on the As-terminated substrate. The computations were done using the plane-wave pseudopotential code Quantum Espresso [94]. We found the convergence of the number of layers of GaAs(001) slab to be 12. In all our calculations, all atoms (Ga, As) were relaxed. A k-point mesh of $4 \times 4 \times 1$ was selected. For the local exchange correlation functional, the Perdew-Burke-Ernzerhof general gradient approximation was used [165]. The spacing between periodic images of the superstructure in the z direction was varied between 5 Å and 30 Å. The in-plane lattice constant was fixed to $1 \times 1$ times the calculated lattice constant (5.63 Å) of bulk GaAs. An ideal case of a $1 \times 1$ system was modelled for the simulation as surface reconstructions do not significantly affect the behaviour of the surface at the interface [166, 167]. The relaxation calculations were set to complete when the forces on the relaxed layers were less than $1 \times 10^{-3}$ a.u. We employed wavefunction and charge density kinetic energy cut-offs of 50 Ry and 350 Ry, respectively.

B.2.4 Exfoliation of GaAs from graphene surface

Deposition of a 100 nm Ti adhesion layer and a high stress Ni stressor layer on the GaAs epilayer surface induces strain at the GaAs-graphene interface. By applying the thermal-release handling tape, fast release of the GaAs epilayer occurs from the
graphene surface.

**B.2.5 Light-emitting diodes**

After remote epitaxy, the front contact is patterned by photolithography using an LOR 3A and SPR 220 bilayer photoresist process. Then, a Pd(5 nm)/Ge(20 nm)/Au(100 nm) metal contact is deposited by e-beam evaporation. The 100 μm diameter contact pad is patterned at the centre of the device. After the metal layer is lifted off, 200 μm × 200 μm mesas are defined by photolithography using SPR 220 and chemical etching using HCl:H3PO4 (3:1) solution. The LEDs are annealed for 1 h at 200 °C for ohmic contact formation. For 2DLT processed LEDs, 50 nm of titanium is deposited by thermal evaporation on the as-grown sample then nickel was sputter deposited to a thickness of 6 μm with argon plasma. Thermal release tape is applied to the metal stressor/as-grown sample heterostructure, followed by pulling the thermal release tape from the substrate edge to obtain exfoliation from the graphene interface. For thin films transferred to silicon, polydimethylsiloxane (PDMS) was spin-coated onto a Si(001) wafer at 2,000 r.p.m. for 30 s, followed by baking in an oven at 80 °C for 2 min. The exfoliated film is then placed on the PDMS and pressure is applied. The thermal tape holding the film is then removed by heating the entire structure on a hot plate at 125 °C until the tape is thermally released. The bonded stack is left to cool at room temperature for 30 min. Nickel and titanium are removed by FeCl3 solution (20% w/v) and dilute HF. After the film transfer, the same fabrication method is applied for the substrate-based LED described above. The LEDs are tested under continuous-wave (CW) conditions.

**B.3 Results**

To experimentally verify if remote homoepitaxy of GaAs through a graphene interlayer is possible, we prepared epitaxial templates by transferring monolayer, bilayer and tetralayer graphene onto GaAs(001) substrates. Native oxide on the GaAs substrates was etched away in HCl solution prior to immediate graphene transfer to
Figure B-3: (a), (b), Main plots, results of DFT calculations of averaged electron density along separated slabs of GaAs for AsâŠ£Ga interaction (a) and AsâŠ£As interaction (b). Periodic boundary conditions were imposed along the dashed lines of the simulation model (shown at top). Both plots show the existence of significant electron charge density between the separated slabs within a gap of about 9 Å. (c)âŠ£(e), EBSD maps of GaAs grown on and exfoliated from âŸµmonolayerâŽ grapheneâŠ£GaAs(001) substrate (c), showing (001) single-crystallinity, and of GaAs grown on and exfoliated from âŸµbilayerâŽ (d) and âŸµtetralayerâŽ (e) grapheneâŠ£GaAs(001) substrate showing (111)-dominant polycrystallinity. On the left is the inverse pole figure colour triangle for crystallographic orientations.
ensure a pristine interface between graphene and GaAs. Next, epitaxial growth of GaAs films on the various graphene stacks on GaAs(001) substrates was performed (see Fig. B-4 for the topology of GaAs epilayer surfaces). To characterize the crystallographic orientation of the GaAs epilayer independently from that of the GaAs substrate, the GaAs epilayer was exfoliated from the graphene\(\text{\textregistered}\)GaAs substrate using a metal stressor. Because the graphene interlayer completely separates the GaAs film from the GaAs substrate and allows precise release of GaAs films from the weakly attached graphene surface, the surface of the released side of GaAs presents a smooth finish after exfoliation (see see Fig. B-4). This flat morphology enabled the use of electron backscatter diffraction (EBSD) mapping to identify domains of unique crystalline orientations in the GaAs epilayer. We found that the exfoliated GaAs epilayer grown on \(\text{\textregistered}\)monolayer\(\text{\textregistered}\) graphene\(\text{\textregistered}\)GaAs(001) substrate exhibits (001) orientation, as indicated in red by the inverse pole figure (IPF) colour triangle (see Fig. B-3(c)). This (001) orientation imprinted by the substrate disappears when GaAs films are grown on bilayer or tetralayer graphene (see Fig. B-3(d), (e)). X-ray diffraction using \(\text{\textregistered}\)\(\text{\textregistered}\)\(\text{\textregistered}\) scans of exfoliated GaAs epilayers also indicates that (001) single-crystallinity, present in GaAs grown on monolayer graphene, disappears for GaAs grown on bilayer and tetralayer graphene (see Fig. B-5). These observations indicate that remote epitaxy through the gap created by monolayer graphene is possible. Moreover, the large-scale view of an EBSD map of the exfoliated side of a GaAs film grown on graphene\(\text{\textregistered}\)GaAs(001) substrate in Fig. B-6(a) shows (001) single-crystallinity. A high-resolution X-ray diffraction \(\text{\textregistered}\) scan of the same exfoliated GaAs films (see Fig. B-6b) shows four-fold symmetry of the diffraction peaks corresponding to GaAs(224) with 90\(\text{\textdegree}\) intervals, indicating that the GaAs grown on the GaAs(001) substrate through monolayer graphene is a single-crystalline zinc-blende phase without azimuthal rotations. Taken together, these observations confirm that the single-crystalline substrate is capable of transferring its epitaxial registry through a single graphene layer remotely to the epilayer, in good agreement with our critical gap calculation.

We note that merely placing monolayer graphene on the substrate does not guar-
Figure B-4: (a) The front surface of the GaAs epilayer grown on monolayer graphene GaAs substrate is generally smooth but also contains impinging marks which need to be addressed by further optimization of nucleation and growth. Inset, 1 μm non-contact AFM scan; the epitaxial layer appears to be growing via step flow growth. The r.m.s. roughness of the AFM scan is 0.3 nm. (b), (c), Three-dimensional growth was observed for films grown on thicker graphene substrates owing to limited registry from the substrates. Scale bars, 4 μm. Top and bottom panels of (c) indicate front and released surfaces, respectively.
Figure B-5: (a) Diagram of exfoliated stacks of GaAs released from a graphene-GaAs(001) substrate. (b) Ω-2θ scan of GaAs exfoliated from monolayer graphene transferred on a GaAs(001) substrate showing (001) single-crystallinity as indicated by XRD peaks of the (002) and (004) lattice labelled in red. (c) Ω-2θ scan of GaAs exfoliated from bilayer graphene transferred on GaAs(100) substrate showing polycrystallinity with dominant (111) orientation, as indicated by the XRD peak of the (111) lattice labelled in red, and d. Ω-2θ scan of GaAs exfoliated from tetralayer graphene transferred on a GaAs(001) substrate showing polycrystallinity with dominant (111) orientation, also indicated by XRD peak of the (111) lattice labelled in red. The Ω-2θ scans also picked up XRD peaks from the Ni stressor film and the Ti adhesion layer that was used to exfoliate the GaAs films (Methods). The presence of these films are shown by the XRD peak of the (111) Ni lattice and the (101) lattice of anatase TiO2 from the Ti layer.
Figure B-6: Characterization of GaAs grown on the monolayer graphene-A\textsuperscript{S}-GaAs(001) substrate. (a) Large-scale EBSD map of exfoliated GaAs. (b) High-resolution X-ray diffraction azimuthal off-axis \( \phi \) scan of the same exfoliated GaAs layer, representing a single-crystalline zinc-blende structure without in-plane rotations. (c) EBSD map of an exfoliated GaAs layer grown on a monolayer graphene-A\textsuperscript{S}-GaAs substrate without H\textsubscript{2} annealing after transfer. (d) High-resolution STEM images showing excellent remote alignment of the GaAs(001) lattices through the graphene. Convergent-beam electron diffraction patterns from the epilayer (top inset) and the substrate (bottom inset) show identical zinc-blende (001) orientations. (e) Low-angle annular dark field STEM image showing no dislocations.
antee perfect registry of the epilayer to the substrate. During the wet transfer of graphene grown on Cu foils via chemical vapour deposition, process-induced adsorbates can reside at the graphene surface and at transfer interfaces [168, 169] and need to be removed via annealing [170, 171] to enhance the proximity of graphene to the substrate. As shown in the EBSD map of GaAs grown on annealed monolayer graphene transferred on a GaAs substrate, the resulting GaAs films are not epitaxial to the substrate (see Fig. B-6(c)). To ensure a clean interface in the graphene transfer, we use a layer-resolved graphene transfer (LRGT) process whereby a metal stressor is used to exfoliate monolayer epitaxial graphene from a SiC substrate immediately followed by dry-transfer onto the GaAs substrate. The LRGT process ensures single-crystalline growth via remote epitaxy without the need for annealing. We find that regardless of the type of graphene and its alignment to the substrate, GaAs epilayers are registered to the GaAs substrate through monolayer graphene.

The remote epitaxial alignment between a GaAs(001) epilayer and a GaAs(001) substrate was atomically resolved by performing cross-sectional scanning transmission electron microscopy (STEM). Figure 2d shows STEM images at different magnifications which reveal that the GaAs(001) epilayer is epitaxially aligned with the GaAs(001) substrate through the gap created by monolayer graphene. The measured gap between the GaAs epilayer and the substrate is about 5 Å, which is below the critical gap calculated with DFT. In Fig. B-6(d), the monolayer graphene is visible between the epitaxial layer and the substrate (indicated by the arrow). Identical convergent beam electron diffraction patterns from the epilayer and the substrate also confirm the epitaxial relationship. We also investigated the dislocation density using low-angle annular dark field imaging of the GaAs graphene GaAs sample at low magnification in cross-sectional STEM (see Fig. B-6(e)); we found no evidence for strain contrast at the substrate graphene interface which typically appears when dislocations are present in these images. This implies that no dislocations are present, at least not in the inspected area. Moreover, no anti-phase domains appeared to have nucleated at the graphene interface. Although the TEM inspection covered only a limited sample area, corresponding to the conventional size of TEM
samples prepared by a focused ion beam, it does confirm that remote homoepitaxial growth of GaAs through flat graphene on GaAs substrates does occur.

Steady-state room-temperature photoluminescence spectra of exfoliated GaAs, grown on graphene-GaAs substrates, are comparable to spectra recorded for GaAs wafers, indicating no degradation in material quality during growth/transfer processes. This motivated us to grow AlGaInP-GaInP double heterojunction light-emitting diodes (LEDs) on graphene-GaAs substrates (see Fig. B-7(a) for cross-sectional scanning electron microscopy of heterojunction LEDs). Such devices exhibited $I-V$ curves and turn-on voltages of 1.3 V that are comparable to those of LEDs directly grown on a bare GaAs substrate (Fig. B-7(b), with the inset illustrating red light emission from LEDs grown through remote epitaxy). Electroluminescence spectra of the LEDs grown on GaAs, either through remote epitaxy with graphene or conventionally without graphene, confirmed their nearly identical performance, with very similar full-width at half-maxima of 45 Å and peak electroluminescence intensities at an injection current of 250 mA (see Fig. B-7(c)). The insets of Fig. 3c show photographs of functioning LEDs grown on GaAs with and without graphene. The LEDs were exfoliated and transferred to the Si substrate, which minimally degrades the LED performance as indicated by the comparable $I-V$ curves and light emission before and after the transfer.

To investigate if remote homoepitaxy can be applied to other general material systems, we have performed epitaxial growth of InP and GaP on InP(001) and GaP(001) substrates, respectively, with an overlayer of monolayer graphene. As shown in Fig. B-8, single-crystalline GaAs(001), InP(001) and GaP(001) films were successfully grown via remote homoepitaxy and exfoliated. Characterizations based on high-resolution X-ray diffraction and EBSD measurements (shown in Fig. 4d and 4e, respectively) confirm the single-crystal nature of GaAs, InP and GaP films grown by remote epitaxy that support the feasibility of our 2D material-based layer transfer (2DLT) technique for general material systems. In addition, the crystalline orientation can be manipulated by changing the orientation of the substrate. Single-crystalline GaAs(111) films have been grown on monolayer graphene-GaAs(111)B. Graphene
Figure B-7: AlGaInP$_x$GaInP double heterojunction LEDs on a graphene$_x$GaAs substrate. $\text{AlGaInP}_x$GaInP double heterojunction LEDs on a graphene$_x$GaAs substrate. a, Cross-sectional SEM image of heterojunction LEDs. b, I−A−V curves of LEDs grown on graphene$_x$GaAs substrates and directly on GaAs. Inset, emitted red light from the LEDs grown on the graphene$_x$GaAs substrate. c, Electroluminescence spectra of the LEDs grown on graphene$_x$GaAs substrates and directly on GaAs, Inset, photographs of functioning LEDs grown on both substrates.
is known to remain pristine during epitaxy without dissolving into substrates or epilayers owing to its high thermal stability thus all epitaxial materials investigated in this study were successfully exfoliated by a Ti/Ni stressor as shown in Fig. B-8(a)â€š(c). Epilayers failed to exfoliate when epitaxy was performed on a substrate with a graphene overlayer that had been pre-damaged by Ar plasma treatment. The smooth morphology of the exfoliated epilayer surface suggests precise release from pristine graphene. Note that rough spalling marks observed in very limited areas originated from direct epitaxy through localized defects/holes in the graphene which remains to be addressed by improving the yield of graphene transfer. The ease of applying this 2DLT technique to a multitude of systems will allow less common semiconductors such as InP to see common use in various applications.

B.4 Conclusion

Our results indicate that remote homoepitaxy is possible due to the interaction between substrate and epilayer through monolayer graphene, which is sufficiently thin and electrically penetrable to guide the epitaxial orientation of overlayers. Since the epilayers grown by remote homoepitaxy can be released from the graphene surface, this 2DLT technique offers the potential to grow, transfer and stack any electronic and photonic materials on 2D materials without the lattice matching limitation. This will open a pathway towards defect-free heterointegration of dissimilar materials while saving the cost of expensive and exotic substrates.
Figure B-8: Single-crystalline III-V(001) films exfoliated from graphene-ÅIII-Å(001) substrates after remote epitaxy. Single-crystalline III-V(001) films exfoliated from graphene-ÅIII-Å(001) substrates after remote epitaxy. a, GaAs; b, InP; c, GaP. Schematic illustration (top left) shows the exfoliation process of thin-film sample preparation for high-resolution X-ray diffraction and EBSD characterizations. a-Ac, Photographs of single-crystalline GaAs(001), InP(001), and GaP(001) films exfoliated from graphene-ÅIII-Å(001) substrates. d-Af, High-resolution X-ray diffraction ÎLúÅ2Åy scans of the exfoliated semiconductor/stressor stack that includes GaAs(001), InP(001), and GaP(001) epilayers. g-Åi, Large-scale EBSD maps of GaAs(001), InP(001), and GaP(001) epilayer surfaces.
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