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Abstract

This thesis explores ways in which single particle mass spectrometry can be extended,
whether through hardware improvements, or through the use of advanced data pro-
cessing techniques to provide new kinds of aerosol chemistry measurements. Most
of this work has been carried out using the Particle Analysis by Laser Mass Spec-
trometry (PALMS) instrument, an aircraft deployable mass spectrometer that uses
intense (~10i Wcm- 2 ) UV laser pulses to vaporize and ionize single particles and
measures their mass spectra using a time-of-flight mass spectrometer. Near-term and
long-term hardware improvements as well as advanced data analysis techniques are
explored in order to extract new chemical information from the thus obtained sin-
gle particle mass spectra. Hardware improvements to PALMS are explored, such as
the use of a high-powered femtosecond laser to obtain single particle mass spectra
and a new high resolution compact mass analyzer. Also, a new commercial mass
spectrometer LAAPToF is characterized and compared to PALMS. In addition to
hardware improvements, novel data analysis techniques for analysis of single particle
mass spectra were developed as a part of this work. In particular, a new method to
identify biologically-derived particles is presented and used to derive vertical profiles
of bioaerosol from near-surface to the upper troposphere.

Thesis Supervisor: Daniel J. Cziczo
Title: Associate Professor
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Chapter 1

Introduction

1.1 Aerosols, chemistry and climate change

Climate change is often discussed in the context of greenhouse gases that are emitted

into the atmosphere and subsequently change the Earth's radiative balance (Boucher

et al., 2013). However, the effects of small particulates (aerosols) and clouds that they

produce are a far less well understood influence on climate (Boucher et al., 2013). The

2013 report of the Intergovernmental Panel on Climate Change (IPCC) estimates that

the total effective radiative forcing due to aerosols and clouds is between -1.9 and -0.1

Wm- 2 (Boucher et al., 2013). This estimate includes two effects: (1) the direct effect,

where aerosol particles in the upper atmosphere scatter the incoming solar radiation

and (2) the indirect effect, where aerosols influence the formation and persistence of

clouds, which then in turn modify the radiative properties of the upper atmosphere.

The effective radiative forcing due to the direct effect is currently estimated to be

-0.45 0.5 Wm- 2 by the 2013 IPCC report, based on earlier estimates by Lohmann

and Ferrachat (2010) and Ghan et al. (2012) (Boucher et al., 2013). Direct scattering

by aerosol particles is related to their optical properties, which in turn are determined

by their size, shape and composition. Figure C-1 shows the IPCC estimates of direct

forcing by aerosol composition for some common aerosol species. Sulfate particles

scatter radiation very effectively, while black carbon aerosols absorb it. However, the

total effect of those aerosols depends on their altitude: black carbon in the troposphere
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warms the planet, but cools it in the stratosphere (Ban-Weiss et al., 2012; Yu et al.,

2016).

The 2013 IPCC report adopts a 90% uncertainty range of 1.2 to 0 Wm 2 for the

indirect effect, noting that the indirect effect is very difficult to estimate (Boucher

et al., 2013). Aerosols contribute to cloud formation in the atmosphere. For example,

cirrus clouds, which are especially relevant to radiative budgets due to their high

altitude of formation and wide spatial coverage, are composed solely of ice crystals,

which often heterogeneously nucleate on pre-existing aerosol particles (Lynch, 2002;

Cziczo et al., 2013; Hoose and Mdhler, 2012). Those particles, known as ice nucleating

particles (INPs), have been shown to often be chemically distinct from background

aerosol and very low in number concentration (Cziczo et al., 2013; DeMott et al.,

2003; Ebert et al., 2011). Ice nucleation is a very active area of research and many

kinds of efficient INPs have been identified in field and laboratory studies over the

past two decades (Hoose and M6hler, 2012). In field studies, the composition of

evaporated ice crystals (ice residuals) can be analyzed both on- and off-line (Cziczo

and Froyd, 2014). For cirrus clouds, those studies usually point to mineral dust or

anthropogenic metallic composition, although sea salts, organics and other aerosols

have also been reported (Cziczo et al., 2013; DeMott et al., 2003; Froyd et al., 2010).

However, sub-visible cirrus cloud residuals at the tropopause were found to be pri-

marily composed of sulfate and organic particles and not necessarily distinct from

background aerosol (Froyd et al., 2010). Efficiencies of individual INPs vary with

temperature and relative humidity and while mineral dusts are good INPs for high

altitude ice clouds, lower altitude mixed phase clouds are thought to nucleate on INPs

that are more efficient at lower temperatures. Biological aerosols have been hypoth-

esized to play that role, but reliable field-based observations are scarce (Hoose et al.,

2010; M6hler et al., 2007). One study of mixed phase cloud residuals conducted at

a high altitude research station (Jungfraujoch, Switzerland) reported no biological

particles (Ebert et al., 2011), while another, conducted from a research aircraft flying

over Wyoming, reported over 30% biological ice residuals for one cloud (Pratt et al.,

2009). The formation of lower altitude liquid clouds can also be influenced by aerosol

24



particles, in particular their hygroscopicity. Hygroscopic particles, such as salts that

promote the formation of cloud droplets are referred to as cloud condensation nuclei

(CCN) (Petters and Kreidenweis, 2007). Populations of both INPs and CCNs can

be influenced by anthropogenic particle emissions. In a polluted atmosphere, larger

concentrations of INPs and CCNs are available, which results in thinner clouds with

longer lifetimes (Lohmann and Feichter, 2005). Additionally, chemical composition

of anthropogenic particles can have an effect on the ability of those particles to act as

INPs-it has been shown that many ice cloud residuals observed in field studies had

lead inclusions directly attributable to industrial lead use (Cziczo et al., 2009; Ebert

et al., 2011).

In order to better describe the direct and indirect aerosol effects on climate, obser-

vations of particle compositions are of utmost importance. While satellites provide

some insight into bulk particle compositions, many climate-relevant microphysical

processes, such as cloud formation, occur at a single-particle level and are therefore

best studied in situ. In addition to climate, heterogeneous aerosol chemistry plays an

important role in the fate of certain gaseous species, like halogen radicals (Solomon

et al., 2016).

1.2 Measuring aerosol chemistry: experimental chal-

lenges

Atmospheric aerosols demonstrate significant chemical diversity: their diameters can

span nanometers to tens of microns, they can be solid or liquid or exist as a solid/liquid

mixture and their chemical composition can be completely inorganic, completely or-

ganic or anything in between (Seinfeld and Pandis, 2006). The initial composition

of an aerosol particle is constrained by the emission source and sometimes the emis-

sion mechanism. There are various natural particulate sources. For example, dust

productive regions, such as deserts, emit mineral dust aerosols via a process known

as saltation (wind-driven dispersal) (Kok et al., 2012), wildfires are a source of both
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completely combusted elemental carbon (soot or black carbon aerosols) as well as in-

completely combusted aerosols collectively known as biomass burning aerosol (Capes

et al., 2008; Cubison et al., 2011; Adler et al., 2011; Hudson et al., 2004), and forests

emit volatile organic compounds, such as isoprene, which oxidize in the atmosphere

upon contact with UV radiation and condense into liquid particles known as sec-

ondary organic aerosol (Kroll and Seinfeld, 2008). Oceans produce large quantities

of sea salt particles during wave breaking, which can be often enriched in marine

organics (Cochran et al., 2017). In addition to the natural sources, many aerosols

emitted into the atmosphere are anthropogenic: vehicular emissions and industrial

activities such as fossil fuel burning can be a source of sulfate aerosols (Nabat et al.,

2014), elemental carbon (Ramanathan and Carmichael, 2008), as well as ash enriched

in heavy metals (Reff et al., 2009). In addition, human activity modulates some of the

natural aerosol sources: for example, land use changes and deforestation contribute

to mineral dust budgets in the atmosphere (Tegen and Fung, 1995). Once emit-

ted into the atmosphere, aerosols can undergo a wealth of chemical transformations

including reactions with atmospheric gases to form surface coatings (Usher et al.,

2003), coagulation with other aerosols, and aqueous processing by condensed water

phase (McNeill, 2015). Those changes are referred to as aging or atmospheric pro-

cessing and they can drastically impact the properties of the initial aerosol particle.

For example, there is evidence that sulfate and organic coatings decrease the ability

of mineral dust to act as efficient INPs (Cziczo et al., 2009).

Because of their diversity, there are many analytical challenges in characterizing

aerosol chemical composition. Some unique attributes of aerosol-specific analytical

techniques include:

(1) Single or near-single particle resolution to differentiate between internal and

external particle mixtures. As illustrated schematically in Figure C-2, internally

mixed particles contain multiple components mixed together in a single particle, while

externally mixed particles consist of different types of pure particles. An analytical

technique that does not sample single particles cannot resolve those two types of mix-

tures. Particles that are internally mixed can have different atmospheric properties
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than their pure counterparts. Mentioned previously, organic and sulfate coatings can

alter properties of INPs such as dust (Cziczo et al., 2009). As an additional example,

illustrated in Figure C-1, soot particles are very good absorbers of radiation, while

sulfate particles tend to reflect radiation well. However, their optical properties are

not additive: a mixed soot-sulfate particle can become an even better absorber due

to the so-called lensing effect (Liu et al., 2017).

(2) Ability to characterize both volatile and refractory components. Due to their

chemical complexity, atmospheric aerosols often contain both volatile (organics, sul-

fates, nitrates) and refractory components (soot, mineral dust) (Seinfeld and Pandis,

2006). Sensitivity to one but not the other can leave an incomplete picture of aerosol

to be characterized.

(3) Sensitivity to a range of different particle diameters. It is challenging to

use a single optical detection technique for aerosols from fine (<100 nm) to coarse

(>1 pm) mode because particles of different diameters can interact with light very

differently, i.e. the differential scattering cross-sections are proportional to the sixth

power of particle diameter in the Mie theory of light scattering. Therefore, it can

be very challenging to detect particles smaller than 100 nm optically and if they

cannot be detected, analysis becomes impossible. In addition, for single particle

characterization, sensitivity to very small analyte masses is required: mass of a 200

nm aerosol particle is on the order of femtograms.

(4) Ability to measure aerosol particles in situ from a wide variety of platforms.

Because of volatile sample losses in storage and transport it is not advantageous to

analyze aerosol samples off-line (Chow, 1995). Most modern aerosol instrumentation

is rugged and portable enough to be deployable on aircraft, ships, mobile vans and

high altitude research stations.

The earliest aerosol analysis methods involved collection of ambient atmospheric

aerosols on filters and off-line analysis to extract the filters and measure the chemical

composition with a variety of standard analytical techniques (GC-MS, LC-MS, ICP-

MS and others) (Chow, 1995). While a thorough characterization of the chemistry

of large particle ensembles can be achieved, those techniques cannot provide single
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particle resolution. In such an analysis, rapid temporal changes of aerosol populations

cannot be resolved and low number concentration components fall below the detection

limit. Some off-line methods, such as electron microscopy, can provide single-particle

resolution. Those are still successfully used for characterization of ambient aerosol and

for ice residual studies (Ebert et al., 2011; P6sfai et al., 2003, 2013; P6sfai and Buseck,

2010). Ambient aerosol particles are collected on an EM grid and their morphology

can be examined on a single-particle basis using an electron microscope (scanning or

transmission) (Ebert et al., 2011; P6sfai et al., 2003, 2013; P6sfai and Buseck, 2010).

EM can be coupled with precise chemical speciation techniques, such as EDX (Ault

et al., 2012). Those methods have provided very valuable insights into atmospheric

aerosol composition, but the analysis can be very time consuming as each particle

needs to be examined separately.

In the last two decades, several rugged sensors for specific particle types have

been developed to provide rapid detection a subset of aerosols in-situ and on a single-

particle basis. Those methods take advantage of physical properties unique to a

subset of aerosols that they target. One example of such technique is Single Particle

Soot Photometer (SP2, Droplet Measurement Technologies, Longmont, CO), an in-

situ, single particle instrument that uses laser incandescence to measure soot particle

concentrations (Schwarz et al., 2006; Gao et al., 2007; Slowik et al., 2007). Particles

to be analyzed cross an open cavity CW Nd:YAG laser beam (1064 nm wavelength).

Because soot particles are excellent absorbers, they are heated by the laser beam

until incandescence (Schwarz et al., 2006). The incandescent emission is measured

and compared to laboratory standards. Other atmospheric particles that are not

nearly as absorbent pass through the laser without incandescence, but their presence

and size can be sensed by measuring scattered radiation. Therefore, the SP2 can

provide absolute concentrations and fractions of soot particles in 200 nm - 700 nm,

but it cannot determine the chemical composition of non-soot particles. Another

recent example of an aerosol-specific technique is the Wideband Integrated Bioaerosol

Sensor (WIBS, Droplet Measurement Technologies, Longmont, CO) (Kaye et al.,

2005; Gabey et al., 2010; Toprak and Schnaiter, 2013; Perring et al., 2015). The
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WIBS technique takes advantage of particle fluorescence when excited with pulses

of UV radiation, which can be specific to particles containing complex organics with

aromatic ring systems, which include bioaerosols (Kaye et al., 2005). Laboratory work

to characterize the interferences and optimize the WIBS for bioaerosol sensitivity is

currently underway (Perring et al., 2015; Hernandez et al., 2016). While those specific

sensors can provide detailed information about particles that they target, they must

be used in tandem with other techniques in order to achieve complete characterization

of atmospheric aerosol populations.

1.3 In situ aerosol mass spectrometry

Since the late 1990s, various mass spectrometry techniques specifically for aerosol re-

search have been introduced. The most widely used techniques described in the follow-

ing sections, flash vaporization/electron impact ionization mass spectrometry (Jayne

et al., 2000; DeCarlo et al., 2006; Drewnick et al., 2005; Canagaratna et al., 2007)

and laser desorption /ionization mass spectrometry (Thomson et al., 2000; Gard et al.,

1997; Murphy, 2007), differ in their ionization methods and the kind of chemical com-

ponents that they target. However, they all share excellent sensitivity to small aerosol

masses and portability that allows them to be used on research aircraft and a variety

of other mobile platforms. Figure C-3 illustrates the number of recent publications by

year obtained by searching aerosol mass spectrometry-related keywords in the Web

of Science database. The increase in the number of publications since the year 2000

illustrates the growing interest in those techniques over the last 17 years.

There are, of course, other ways to leverage mass spectrometry for analysis of

atmospheric aerosols. For example, Filter Inlet for Gases and Aerosols (FIGAERO)

is a device that enables in-situ collection of aerosols on a filter followed by auto-

mated thermal desorption of volatile components and subsequent analysis with a

chemical ionization mass spectrometer (Lopez-Hilfiker et al., 2014). Similarly, ther-

mal desorption aerosol gas chromatograph (TAG) combines thermal desorption of

collected aerosol with traditional gas chromatography techniques (Kreisberg et al.,
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2009). Those techniques can be very useful for detailed organic speciation of volatile

aerosol components, but they are not aerosol-specific methods and therefore they are

not discussed in detail here.

1.3.1 Flash vaporization/electron impact ionization mass spec-

trometry

The most widely used member of this instrument class is the Aerosol Mass Spec-

trometer (AMS). First described by Jayne et al. (2000), AMS is a commercial mass

spectrometer for aerosol in situ studies manufactured by Aerodyne Research, Inc

(Billerica, MA). The modern version of the instrument uses an aerodynamic lens,

a type of inlet that concentrates aerosol particles into a narrow beam, to introduce

aerosols into the high vacuum (10-1 Torr) region of the instrument (Zhang et al.,

2002, 2004). Particles enter the vacuum via mild supersonic expansion, which also

accelerates them according to their inertia: large particles acquire lower velocities

than small particles. The particle beam then passes through an opening of a rotating

mechanical chopper, which modulates the beam into single particles or small particle

groups (Jayne et al., 2000; DeCarlo et al., 2006; Drewnick et al., 2005). The parti-

cles move through a vacuum chamber and impact onto a resistively heated (~600'C)

surface (Jayne et al., 2000; DeCarlo et al., 2006; Drewnick et al., 2005). The volatile

chemical components of the particles are flash vaporized and the vapor molecules are

ionized with 70 eV electrons emitted with a filament mounted orthogonally to the

particle beam (Jayne et al., 2000; DeCarlo et al., 2006; Drewnick et al., 2005). Ions

are extracted and accelerated into a time-of-flight mass spectrometer (DeCarlo et al.,

2006; Drewnick et al., 2005). Because the mass spectrometer is synchronized with the

chopper, it is possible to measure the particle transit time through the vacuum flight

tube where the beginning is defined by particle entering the chopper opening and the

end is defined as production of the ion signal. This transit time is proportional to

the particle vacuum aerodynamic diameter.

AMS can characterize the vacuum diameter and the chemical composition of single
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aerosol particles or an average chemical composition of a particle ensemble depending

on whether the mechanical chopper is used (DeCarlo et al., 2006; Drewnick et al.,

2005). Because vaporization of chemical components is a necessary step before the

ionization, refractory components, such as mineral dust or soot cannot be detected.

Electron impact ionization of the resulting vapor is widely used in mass spectrometric

techniques and fairly well characterized. AMS spectra can be calibrated to provide

quantitative loadings for volatile particle components (Canagaratna et al., 2007, 2015;

Zhang et al., 2011; Jimenez et al., 2003). AMS is predominantly used for character-

ization of organic, sulfate and nitrate or chloride ions. It is field deployable and has

been used all over the world to provide insights into atmospheric aerosol composition

and transformations (Jimenez et al., 2009).

1.3.2 Laser desorption/ionization mass spectrometry

Aerosol particles can also be ionized using intense laser pulses. There are several

established laser desorption/ ionization mass spectrometers in use today, both custom

and commercial (Thomson et al., 2000; Gard et al., 1997; Brands et al., 2011; Zelenyuk

and Imre, 2005; Gemayel et al., 2016). In this instrument class, just like in the AMS,

the particles are introduced into a vacuum region (10-5 Torr) using an aerodynamic

lens inlet (Zhang et al., 2002, 2004). The particle transit time is also measured in

order to derive their aerodynamic diameter, but the start and end is now defined by

scattering events as particles cross two continuous wave (CW) lasers mounted a fixed

distance away from each other. The second of those scattering events also provides a

trigger for a pulsed laser, which vaporizes and ionizes the particles. A time-of-flight

mass spectrometer is synchronized with the pulsed laser to provide spectra of single

particles.

Wide variety of pulsed lasers can be used for desorption and ionization of atmo-

spheric particles. Infrared pulsed CO 2 laser at 10.6 pm has been used, although the

resulting ionization was reported to be difficult to control because of low threshold

of plasma formation (Thomson and Murphy, 1993). Infrared lasers have, however,

found their application as a component of a two-step desorption/ ionization scheme,
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in which one laser (infrared) is used for vaporization of particle components and an-

other (UV) is used for ionization (Morrical et al., 1998; Zelenyuk et al., 1999). There

is evidence that this scheme can increase the shot-to-shot reproducibility of the mass

spectra significantly (Zelenyuk et al., 1999). Visible pulsed lasers at high fluence

(~1010 Wcm- 2 Q-switched Nd:YAG at 523 nm) have also been used for aerosol des-

orption/ionization (Reents and Schabel, 2001). However, UV lasers have found the

most widespread use for aerosol ionization because they have been found to consis-

tently ionize nearly all atmospherically-relevant chemical components at lower power

densities than their visible counterparts (Thomson and Murphy, 1993; Thomson et al.,

1997).

Because of the size of commercially available UV lasers, realistic choices (i.e. lasers

that have commercial versions small enough to be flown on aircraft) include excimer

lasers and frequency-quadrupled Nd:YAG lasers. The wavelength of the latter choice

is 266 nm. The former laser can operate at different wavelengths depending on the gas

lasing medium used (157 nm, 193 nm, 248 nm, 282 nm, 308 nm and 351 nm are com-

mon). Out of these wavelengths, it is advantageous to select the shortest wavelength

because it allows ionization of all atmospherically-relevant substances (Thomson and

Murphy, 1993; Thomson et al., 1997). However, the shortest wavelength is difficult to

work with because it is strongly absorbed by air and tends to degrade optics rapidly.

A subset of laser desorption/ionization mass spectrometers uses the 193 nm excimer

laser as a simpler alternative. It can also ionize all atmospherically-relevant chemical

constituents with the exception of very pure sulfuric acid and silicon dioxide (Thom-

son et al., 1997; Middlebrook et al., 1997). The 266 nm Nd:YAG does not easily ionize

sulfuric acid (Thomson et al., 1997); however, it is simpler to deploy, as it does not re-

quire a gas lasing medium. Additionally, an Nd:YAG laser has a near-Gaussian beam

spot, while the excimer can produce highly irregular beam profiles. The irregularity

of the beam spot leads to less reproducibility of single particle spectra.

The choice of the ionization laser has an important consequence for design of laser

desorption/ionization instruments. A particle scattering event at the CW sizing laser

beam triggers the UV laser to fire a pulse. However, the delay between the trigger
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event and the resulting UV pulse is different for the two commonly-used lasers: near-

instantaneous for the excimer lasers and on the order of ms for the Nd:YAG lasers.

Because of the rapid particle speeds in vacuum, the long delay of Nd:YAG lasers forces

implementation of a timing circuit to anticipate the particle position at the laser firing

time (Gard et al., 1997). In excimer-based instruments, this is not a limitation, as

the laser can fire promptly. This affects the ionization efficiency of the two designs

with the excimer design generally achieving a higher ionization rate (Cziczo et al.,

2006).

In a laser desorption/ionization instrument, a particle beam with small divergence

is essential because the beam spot of the ionization laser is much smaller than the

vaporizer used in an AMS (Cziczo et al., 2006; Zelenyuk and Imre, 2005). Particle

beams produced by aerodynamic lenses diverge, especially for non-spherical parti-

cles (Zhang et al., 2002, 2004). It is advantageous to make the instrument spacing as

compact as possible for high particle detection efficiency and to avoid shape biases in

particle detection.

A laser pulse extracts both positive and negative ions from particles. Because those

contain different chemical information, it is advantageous to produce both positive

and negative particle spectra, especially for the same particle. Unlike AMS, laser

desorption/ ionization instruments can identify both volatile and refractory compo-

nents; however, quantification is complicated by the complexity of the laser desorp-

tion/ionization method. Ion signals are proportional not only to the amount of the

analyte in the particle, but also to its ionization potential (Gross et al., 2000). The

ionization potential for individual species can, in turn, depend on the chemical ma-

trix, which can be variable for atmospheric particles. Semi-quantitative results are

possible with careful laboratory calibration (Murphy et al., 2007; Cziczo et al., 2001;

Froyd et al., 2010).

Particle Analysis by Laser Mass Spectrometry

Particle Analysis by Laser Mass Spectrometry (PALMS) is a very specific example of

a laser desorption/ ionization mass spectrometer for aerosol particles, especially rele-
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vant to this work. Its schematic is shown in Figure C-4. It is an aircraft-deployable

instrument initially described by Thomson et al. (2000) and subsequently by Cz-

iczo et al. (2006). Currently, there are two copies of the PALMS instrument, one

aircraft-deployable and the other laboratory-only. The flight copy uses a Schreiner-

type isobaric inlet (Schreiner et al., 1998) and the laboratory copy uses a Liu-type

aerodynamic lens (Zhang et al., 2002, 2004). The flight instrument uses a 405 nm vi-

olet laser for particle scattering and the laboratory instrument uses 532 nm Nd:YAG

laser, but the inter-beam distance is the same at ~33 mm and the details of opti-

cal region construction are very similar. The ionization region is very compact: the

excimer laser focus is only ~100 pm away from the triggering laser (Cziczo et al.,

2006). The compact spacing of components allows ionization of over 90% of opti-

cally detected particles, but because of space constraints, it allows acquisition of only

positive or negative spectrum at one time (Cziczo et al., 2006).

Because PALMS is designed for autonomous aircraft operation, it maintains opti-

cal alignment automatically, using a knife-edge profiler and motorized mirror mounts.

The profiler measures the positions and widths of both the triggering and ionizing

lasers at the source region with ~1 pm precision and the beams can be re-aligned

automatically using motorized mirror mounts.

In the PALMS ionization region, an elliptical mirror collects light scattered by the

particles from the CW triggering laser and reflects it onto a PMT surface (angles of

about 200 to 160') (Murphy and Thomson, 1995). Mass spectrometer backing plate

with a central grid (to allow light transmission) is placed in front of the PMT (Mur-

phy and Thomson, 1995). To acquire a single particle mass spectrum, voltages are

applied to this backing plate as well as the elliptical mirror, which also acts as the ion

extraction plate (Murphy and Thomson, 1995; Thomson et al., 2000). This provides

a very compact design for the source region, but allows ion movement in only one di-

rection (the other is blocked by the PMT) and therefore unipolar operation (Murphy

and Thomson, 1995). After the ion source, there is an Einzel lens and a low voltage

steering lens (Thomson et al., 2000; Murphy et al., 1998). The total drift tube length

is 135 cm and it includes a reflectron (17 cm long, 14' angle between entrance and
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exit beams) (Murphy et al., 1998). The flight instrument includes an additional 90'

turn when ions come out of the source region for a more compact design. The ion

detector is a multichannel plate (MCP).

PALMS can be deployed on the WB-57 and DC-8 aircraft. In addition, it can

also be deployed at fields sites, such as Storm Peak Lab (DeMott et al., 2003). It has

participated in a numerous field campaigns since the late 1990s. Among the most

salient science results are measurements of meteoric material in the stratosphere (Cz-

iczo et al., 2001; Murphy et al., 1998), in-situ characterization of ice residuals for anvil

and sub-visible cirrus clouds (Cziczo et al., 2013; Froyd et al., 2010; Cziczo and Froyd,

2014; Cziczo et al., 2004), laboratory characterization of ice residuals in conjunction

with cloud chambers (Cziczo et al., 2003; DeMott et al., 2003; Gallavardin et al.,

2008), characterization of stratospheric aerosol (Murphy et al., 2014; Yu et al., 2016),

measurements of atmospheric organosulfates (Froyd et al., 2010; Liao et al., 2015)

and measurements of atmospheric lead (Murphy et al., 2007; Cziczo et al., 2009).

Current technology challenges

Laser desorption/ionization produces difficult to interpret mass spectra that contain

both atomic ions and molecular clusters. The interpretation relies on comparisons to

laboratory standards, but this can become very complicated for complex atmospheric

particles that often do not have good laboratory analogues (biomass burning or com-

plex marine particles). The degree of spectral fragmentation is dependent on the

laser power and wavelength used (Silva and Prather, 2000; Reents and Schabel, 2001)

and specific patterns are difficult to predict because of the poorly understood nature

of laser ionization. This also complicates comparison of Nd:YAG and excimer-based

instruments. As discussed above, laser desorption/ ionization mass spectra are only

semi-quantitative even with laboratory calibration (Murphy et al., 2007; Cziczo et al.,

2001; Froyd et al., 2010) due to matrix effects that are also poorly understood.

Some hardware improvements can be unertaken to increase spectral reproducibil-

ity of laser ionization, which helps with spectral interpretation. For example, two-

step laser desorption/ ionization has been demonstrated to increase shot-to-shot re-
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producibility of the mass spectra (Zelenyuk et al., 1999). However, addition of an

extra laser increases the total size, weight and power consumption of instruments

that are already challenging to deploy. Currently, only one custom instrument uses

an integrated IR/UV laser for this purpose (Zelenyuk et al., 2015). Short of us-

ing an additional laser, achieving a top-hat laser profile by optical homogenization

also helps with spectral reproducibility (Wenzel and Prather, 2004). Homogenizers

have not been implemented on excimer lasers yet, as short wavelength of those lasers

complicates the technology, but such solutions exist (Nikolajeff et al., 1997). Novel

data analysis techniques and laboratory characterization of atmospherically-relevant

aerosols can also help with interpretation of mass spectra, independently of hardware

difficulties.

Additionally, size and weight of most laser desorption/ionization mass spectrome-

ters in existence today limits deployment platform options. PALMS is the only laser

desorption/ionization instrument capable of autonomous aircraft deployment (Thom-

son et al., 2000) and it has the longest airborne deployment history. It is however,

limited to two aircraft, WB-57 and DC-8. Other instruments of this type have been

deployed on C-130 (Pratt et al., 2009) and Gulfstream-1 (Creamean et al., 2013)

aircraft. The instruments can also be deployed on mountaintop observatories (De-

Mott et al., 2003). With increased use of smaller manned and unmanned platforms,

miniaturization of these instruments would be highly advantageous.

1.4 This study

This study is an exploration of aspects of laser desorption/ionization mass spectrome-

try aimed at characterizing some recent lab-based hardware advances and improving

mass spectral interpretation. The first two chapters discuss two distinct hardware

improvements to the PALMS instrument: an experiment intended to extend the ca-

pabilities of current laser desorption/ionization schemes and integration of a new

mass analyzer and first attempts at measuring isotopic ratios using single particle

mass spectra. The following chapter discusses a commercial single particle mass
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spectrometer, LAAPToF, and compares its performance to PALMS. Finally, the last

two chapters explore data processing and new information that can be extracted from

SPMS mass spectra independently of hardware.

Chapter "Single Particle Time-of-Flight Mass Spectrometry Utilizing a Femtosecond

Desorption and Ionization Laser" describes an experiment carried out at the Karl-

sruhe Institute of Technology (KIT), where the PALMS instrument was coupled to

an ultrafast laser to experimentally demonstrate a possibility of using femtosecond

pulses for single particle one-step desorption and ionization. A surprising conclusion

of this experiment was that the mass spectra were not fundamentally different and

that more powerful laser pulses did not allow for quantitative analysis of particle

components.

Chapter "Measuring isotopic ratios using single particle mass spectrometry" de-

scribes laboratory results of integration of next generation time-of-flight mass spec-

trometer (the sTOF) into the PALMS. An appreciable improvement in resolution over

the conventional PALMS relfectron-TOF is found and the feasibility of using these

data to derive isotopic ratios is explored. This represents an important step towards

further improvement and miniaturization of the PALMS instrument.

In keeping with discussion of hardware improvements, chapter "Quantifying and

improving the performance of the Laser Ablation Aerosol Particle Time of Flight

Mass Spectrometer (LAAPToF) instrument" focuses on performance assessment and

improvements of the first commercial single particle laser desorption /ionization de-

sign, Aerodyne/AeroMegt Laser Ablation Aerosol Particle Time-of-Flight Mass Spec-

trometer (LAAPToF). The instrument was initially found to have insufficient optical

particle detection efficiency for ambient measurements. A solution for improvement

of the optical detection efficiency was implemented, resulting in an improvement of

two orders of magnitude. Further advantages and limitations of the instrument and

comparison to existing technology are discussed.

Chapter "Improved identification of primary biological aerosol particles using

single particle mass spectrometry" presents a new method of differentiating bioaerosol

from mineral dust using mass spectra collected by PALMS. A spectral library includ-
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ing exemplary spectra of bioaerosol, phosphate-rich mineral dust, natural dust sam-

ples, fly ash and agricultural dust is used to derive a binary classifier for bioaerosol.

The method is then validated with some previous PALMS field deployments. This

represents an important advance in using single particle mass spectra.

The last chapter, "Measurement and modeling of the vertical and seasonal abundance

of bioaerosol" extends the previous chapter into quantification of bioaerosol concen-

trations from previous PALMS airborne field deployments to report comprehensive

vertical profiles of bioaerosol. The PALMS bioaerosol concentrations are also com-

pared with results obtained with a particle fluorescence monitor and concentrations

predicted from an aerosol microphysics model.
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Chapter 2

Single Particle Time-of-Flight Mass

Spectrometry Utilizing a

Femtosecond Desorption and

Ionization Laser

Single particle time of flight mass spectrometry has now been used since the 1990's

to determine particle-to-particle variability and internal mixing state. Instruments

commonly use 193 nm excimer or 266 nm frequency quadrupled Nd:YAG lasers to

ablate and ionize particles in a single step. We describe the use of a femtosecond

laser system (800 nm wavelength, 100 fs pulse duration) in combination with an

existing single particle time-of-flight mass spectrometer. The goal of this project

was to determine the suitability of a femtosecond laser for single particle studies via

direct comparison to the excimer laser (193 nm wavelength, 10 ns pulse duration)

usually used with the instrument. Laser power, frequency and polarization were

varied to determine the effect on mass spectra. Atmospherically relevant materials

that are often used in laboratory studies, ammonium nitrate and sodium chloride,

were used for the aerosol. The detection of trace amounts of a heavy metal, lead,

in an ammonium nitrate matrix was also investigated. The femtosecond ionization
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had a large air background not present with the 193 nm excimer and produced more

multiply charged ions. Overall, we find that femtosecond laser ablation and ionization

of aerosol particles is not radically different than that provided by a 193 nm excimer.

2.1 Introduction

Aerosol particles are important in the fields of atmospheric science, industrial man-

ufacturing, human health and nanoparticle engineering. In atmospheric chemistry,

they represent sites on which chemical reactions can take place, thus altering the

chemical composition of the atmosphere (George and Abbatt, 2010). In climate sci-

ence they, and the clouds they spawn, are potential surfaces from which radiation can

be scattered or on which it can be absorbed (Ramanathan et al., 2001). In indus-

trial applications, particulates can represent unwanted sources of contamination that

limit productivity, for example in pharmaceuticals and electronics (Cooper, 1986). In

medicine, aerosol particles have been found to correlate with shorter life expectancy

and ailments such as respiratory illnesses and cardiovascular disease (Dockery et al.,

1993; Miller et al., 2007). In the field of nanoparticle engineering, submicron particles

are fabricated for use in applications such as gas sensors or drug delivery (Pancha-

pakesan et al., 2001; Hu et al., 2004). In all of these areas, despite the diversity

of topic, the efficacy of an aerosol particle-in chemistry, in radiative transfer, as a

contaminant, and in terms of health effects-depends critically on its chemical com-

position.

During the 1990's, the field of aerosol science underwent a significant change when

single particle mass spectrometers (SPMSs) were developed by several groups almost

simultaneously. These instruments have been the subject of several previous review

papers (Johnston, 2000; Noble and Prather, 2000; Coe and Allan, 2006; Murphy,

2007). Among the salient advances, SPMSs allowed for analysis of small aerosol

masses (~10-15 g), differentiation of internally mixed component properties from

refractory (e.g. mineral dust) to volatile (e.g. sulfuric and nitric acid, organic com-

pounds) on a particle by particle basis both in situ and in real time (Cziczo et al.,
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2006).

There are several almost universal components among the few dozen SPMSs that

have been custom and commercially produced (Murphy, 2007): (1) an inlet system

to draw the sample into the instrument and drop pressure for subsequent analysis,

most often via differential pumping, (2) a detection system, typically using photons

scattered as particles pass through a continuous laser beam, (3) particle ablation and

ionization, accomplished in "one step" (i.e., a single, pulsed, laser) or "two step" (i.e.,

separate ablation and ionization lasers) and (4) determination of chemical composi-

tion, typically via time-of-flight mass spectrometry.

The "one step" approach, where a single laser pulse both ablates the aerosol

and ionizes the vaporized components (Noble and Prather, 2000; Coe and Allan,

2006; Murphy, 2007), is the most commonly used method in contemporary single

particle mass spectrometry. For most field SPMS instruments, two laser wavelengths

are typically used, 193 or 266 nm. UV wavelengths are preferred because they can

ionize most atmospherically-relevant species (Thomson and Murphy, 1993; Thomson

et al., 1997) and the lasers of both wavelengths are commercially available with low

volume (~.1 m3 ), mass (-10 kg) and power (~100 W). Typically, those lasers are

operated at -10 ns pulse duration and 1-10 mJ pulse energy. With commonly used

UV ionization lasers, the exact mechanisms of desorption and ionization of particles

remain unresolved (Murphy, 2007; Carson et al., 1997a; Reinard and Johnston, 2008).

Higher pulse energies can be used (10-100 mJ), even with visible wavelengths, leading

to ionization via plasma formation.

Peak power density was found to be important for the degree of fragmentation

observed in the mass spectra. Silva and Prather (2000) obtained organic spectra of

pure PAH particles with very slight fragmentation, including the parent ion, using a

266 nm Nd:YAG laser at 108 W/cm 2. The 193 nm excimer laser creates significant

fragmentation and some atomic high-energy ions (e.g. Na-, Naf) at a peak power

density of ~109 W/cm 2 . With reduced excimer power, there is less fragmentation

and some parent ions for organic species. Reents and Schabel (2001) obtained spectra

with only atomic ions and no fragments or clusters at a peak power density of 1010
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W/cm 2 using a 532 nm Nd:YAG laser. Similarly, Wang and Johnston (2006) use a

532 nm Nd:YAG laser with 169 mJ pulse energy and 1010 W/cm 2 peak power density

to ionize small particles by plasma production, resulting in spectra consisting of only

atomic ions, both singly and multiply charged.

Peak power density can be varied by changing the pulse energy, as in the examples

provided above, or by changing the pulse duration. The effect of pulse duration on

SPMS mass spectra has not been studied previously. Here we describe the use of a

femtosecond laser (800 nm fundamental wavelength, 100 fs pulse duration) coupled

to an existing SPMS, the Particle Analysis by Laser Mass Spectrometry (PALMS)

instrument (Cziczo et al., 2006).

In addition to providing insight into the effect of pulse duration on single particle

ionization, using femtosecond pulses can provide additional analytical advantages for

SPMS. When femtosecond laser pulses interact with matter, nonlinear optical effects

can arise. These effects have been used in many fields including, but not limited to,

atomic scale resolution in tunneling microscopy (Tersoff and Hamann, 1985), high

harmonic generation (Schafer and Kulander, 1997), chemical dynamics studies using

fast spectroscopic techniques (Shim and Mathies, 2008) and surface probing using

second harmonic generation (Petersen and Saykally, 2006; Abdelmonem et al., 2015).

Femtosecond lasers have been successfully used in laser ablation mass spectrom-

etry of solid samples (Margetic et al., 2003; Hergenrdder et al., 2006). It has been

shown that using low-fluence femtosecond pulses to ablate solid samples in vacuum

allows evaporation from very localized sites, as little as a few nanometers across,

thereby enabling high-resolution depth profiling of layered samples (Margetic et al.,

2003). Femtosecond ablation and ionization of dried organic solutions on substrates

has been found to lead to a complete fragmentation of the sample, producing only

atomic ions, in contrast to nanosecond ablation and ionization, which produces frag-

ment ions and clusters (Kurata-Nishimura et al., 2002; Kato et al., 2007). This

complete ionization occurs because of plasma formation as a result of the intense

laser pulse (Kurata-Nishimura et al., 2002).

In organic vapors, in contrast to solid targets, femtosecond ionization can reduce
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fragmentation, thus making the identification of mass spectral peaks simpler (Nakashima

and Yatsuhashi, 2007; Liu et al., 2010). In contrast to nano- and pico-second pulses,

a femtosecond pulse is able to bypass dissociation channels during the excitation pro-

cesses (Nakashima and Yatsuhashi, 2007). Saturation ionization, a condition when

all molecules present in the laser focus have been ionized, can occur for organic

molecules irradiated with femtosecond laser pulses, which makes the technique highly

sensitive and quantitative (Liu et al., 2010; Hankin et al., 2000). Laser intensity,

wavelength and polarization have all been found to influence the fragmentation of

organic molecules (Nakashima and Yatsuhashi, 2007; Itakura et al., 2001). Studies

of ionization of vapors and gases are likely not directly applicable to ionization of

bulk samples or small particles in vacuo because of different physics involved in the

processes.

The experiment described here aims to demonstrate feasibility of combining a

femtosecond laser with existing SPMS technology and investigate the amount of frag-

mentation resulting from ionization with shorter pulses. Answering these questions

will provide insight into feasibility of using a femtosecond laser as a depth profiling

tool for atmospheric aerosol.

We describe experiments on the effect of laser power, wavelength, pulse length

and polarization variation on mass spectra. Atmospherically relevant materials, am-

monium nitrate (NH 4NO 3) and sodium chloride (NaCl), the former with and without

a trace metal, lead, were used for the aerosol and compared to spectra obtained us-

ing the traditional PALMS with an excimer laser (193 nm wavelength, ~10 ns pulse

duration).

2.2 Experimental Methods

The PALMS instrument focuses incoming particles using an aerodynamic inlet (Schreiner

et al., 1998, 1999; Wang et al., 2005) and a set of differential pumping stages. A full

description of PALMS is provided in Cziczo et al. (2006) In brief, particle detection

and aerodynamic sizing occurs as particles pass through two 532 nm frequency dou-

43



bled Nd:YAG laser beams (PALMS sizing laser in Figure C-5) and scatter light. The

beams are set a known distance apart, 34 mm, which allows for accurate aerodynamic

sizing, as the aerodynamic lens accelerates particles to a size-dependent velocity. This

velocity is measured as the transit time between the laser beams and compared to

calibrated values for polystyrene latex (PSL) spheres of unit density and a specific

size. The 193 nm excimer laser is triggered by a scattering event detected on the

second Nd:YAG laser beam and timed to strike the particle in the "one step" method

that ablates and ionizes the components. The laser, a PSX-100 excimer laser (MPB

Technologies) nominally delivers 5 mJ per pulse with a ~3 ns width and can operate

up to 100 Hz. In practice, spectral data recording limits acquisition to -8 Hz and

the measured pulse energy delivered to the source region is 2 mJ. Depending on the

polarity of extraction plates, either positive or negative ions are accelerated into a

reflectron time of flight mass spectrometer where they are detected with a microchan-

nel plate (MCP). Particle vacuum aerodynamic diameter and chemical composition

are measured in situ and in real time at the single particle level. Due to highly vari-

able ionization efficiencies and matrix effects of common atmospheric materials and

mixtures, SPMSs such as PALMS are not normally considered quantitative without

calibration (Cziczo et al., 2001) although trends in ion signal have been used as an

indication of relative abundance (Murphy, 2007; Spencer and Prather, 2006).

For this study, PALMS was modified by decoupling the excimer laser and replac-

ing it with a Ti:Sapphire femtosecond laser system (Spectra Physics Solstice-100F

Ultrafast Laser), hereafter termed "the femtosecond laser". The femtosecond laser

has a fundamental wavelength of 800 nm, 3.5 mJ pulse energy, ~100 fs pulse width

and 1 kHz repetition rate. The beam profile is close to Gaussian with beam quality

factor, M2 < 1.3 (M 2 = 1 for an ideal Gaussian beam).

Hereafter, we term the combined femtosecond laser and PALMS as "femto-PALMS".

Several changes were made to the existing hardware in order to use the femtosecond

laser as the PALMS ionization and ablation laser. During normal operation, the

PALMS excimer laser is triggered to fire by pulses detected at a photomultiplier

tube (PMT), which are produced by particles focused into the instrument by the
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aerodynamic inlet which scatter light from a 532 nm sizing laser beam (PMT 1 in

Figure C-5). The excimer trigger also begins the acquisition of the mass spectrum as

ions are created in the PALMS ion source region. In the femto-PALMS experiment,

an external triggering pulse from the femtosecond laser, coinciding with its firing, was

provided to the PALMS trigger hardware to begin spectrum acquisition. This results

in a significantly different mode of operation from that traditionally used for PALMS

mass spectrum acquisition. Instead of a particle light scattering event starting the

data acquisition process, femto-PALMS was run in a "free fire" mode where the for-

tuitous presence of a particle in the ionization and ablation region at the time the

femtosecond laser fired resulted in mass spectral acquisition. While the trigger pulse

frequency was 1 kHz in sync with the laser, the maximum PALMS data acquisition

rate is limited at ~8 Hz by writing mass spectral data to the instrument computer,

and this set the data acquisition rate. Concentrations in front of the PALMS inlet

used in this experiment ranged from 1 to 3 x 104 particles/cm3 and, with optimized

optical alignment, 0.2% to 1% of acquired spectra have a signal consistent with a

particle in the beam (see next sections for additional information). The hit rate is

comparable to that of traditional PALMS run with the excimer laser under similar

particle loading conditions.

A custom optical pathway was constructed between the femtosecond laser and

PALMS. Two mirrors (Ml and M2) were mounted on the optical table, which sup-

ported the laser to redirect the beam. Two clamps were bolted between the femtosec-

ond laser table and PALMS so that the optical path remained fixed. Lens Li, with

20 cm focal length, was used to focus the femtosecond laser beam into the PALMS

ion source region at the same diameter (~250 um) at the location of the particle

beam from the aerodynamic lens as the traditional PALMS excimer laser. With the

nominal pulse energy of 3.5 mJ and pulse duration of 100 fs, the peak power den-

sity of the femtosecond laser at the focus is 7 x 1013 W/cm 2. This is five orders of

magnitude more than the peak power density produced by the excimer laser at the

same focus (~9 x 108 W/cm 2) although the energy densities were similar (-6 J/cm 2).

The lens was mounted on an x-y-z micrometer stage to enable positioning of the
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focus. This position was realigned for each experiment by optimizing particle ion-

ization frequency. The experiments described here were carried out over the course

of eight days at the Karlsruhe Institute of Technology in Karlsruhe, Germany with

experiments conducted after daily realignment of the laser to maximize hit rate.

The optical path also allowed for experiments that varied the femtosecond laser

wavelength, pulse stretching, polarization and power: (1) 800 and 400 nm experiments

were conducted by placing a second harmonic generator (SHG) between MI and M2,

(2) three plates of glass were inserted between M1 and M2 for experiments involving

spatial pulse stretching, (3) a three-mirror polarization rotator was inserted between

M1 and M2 to change the femtosecond laser beam polarization by 900 and (4) M2

was replaced by beam splitters to produce pulses at 70%, 50%, and 30% of full power.

Test particles for femto-PALMS were produced by nebulizing solutions of NaCl (>
99.5%, Merck), NH 4NO 3 (> 99.5%, Fluka), or Pb(N0 3 )2 (> 99.5%, Merck) mixed at

known concentration with NH4 NO 3. Ultrapure water (18 MQ-cm, Barnstead Nanop-

ure Infinity, Werner Reinstwassersysteme) was used as the solvent. Particles were

produced with a custom Collison atomizer and dried by passing the flow through

a diffusion drier filled with silica gel (Merck). All femto-PALMS experiments were

performed with 240 nm electrical mobility diameter particles (peak in number size

distribution produced by atomizer) selected by a differential mobility analyzer (DMA

3081, TSI). The particles were size-selected to limit number concentrations produced

by the atomizer. The number concentrations were kept at ~104 particles/cm 3 in

order to avoid clogging the PALMS skimmers and minimize clogging of the PALMS

critical orifice. Traditional PALMS spectra shown for comparison were polydisperse,

produced by nebulizing solutions of NaCl ( 99.0%, Macron) or NH 4NO 3 (> 99.0%,

Sigma-Aldrich) in Milli-Q water (18.2 MQ-cm, Millipore, Bedford, MA). Due to the

sensitivity of traditional PALMS, a medical nebulizer (Briggs Healthcare, Waukegan,

IL), which produced a lower concentration of particles, was used.
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2.3 Results and Discussion

2.3.1 Instrument Background

Positive and negative polarity spectra were acquired for NH4NO 3 and NaCl particles

with both traditional PALMS and femto-PALMS. Results are detailed in the following

sections. For both particle types, positive femto-PALMS spectra, such as those shown

in Figure C-6 for NH 4NO3 , exhibit a background larger than that observed for PALMS

(note that the background is marked with a hatch pattern in Figure C-6). In cases

where the ionization region does not contain an aerosol particle, both the excimer

and femtosecond lasers still created ions, which constitute this background.

The abundance of air background ions was maximized by moving the laser focus

inside the ionization region, which is also consistent with air beam ionization. An

example of a femto-PALMS air beam background (i.e., a spectrum devoid of features

attributable to a particle) is shown in Figure C-7. It contains both singly and multiply

charged ions. The presence of singly (N+, 0+) and multiply charged (0++, N++) ions

in the background could suggest plasma formation at the focus. Note that a laser

focus alignment that maximized the production of background ions did not coincide

with high particle hit rates. In traditional PALMS excimer ionization a background

is also present, but it is primarily organic in nature. In both cases, the mass scales

of background spectra match the mass scales of particle spectra, suggesting that the

background ions are created at the usual ion extraction point and do not result from

surface reflections inside the ionization region. In traditional PALMS, the organic

background accounts for 0.3 - 1% of the total positive ion current, measured as mA

at the MCP.

For femto-PALMS the air background accounts for 30 - 60% of the positive ion

current, on average. Background ions were not observed with either laser in negative

polarity. The background signal was found to be a secondary indication of the quality

of laser alignment and the experiments reported here are only those with minimized

background and maximized particle hit rate. With this restriction, 221 particle spec-

tra for NaCl, 413 for NH 4NO 3 and 190 for NH 4NO 3 doped with Pb form the basis of
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this discussion.

2.3.2 NH4NO 3 Aerosol Particles

NH 4NO3 mass spectra obtained with femto-PALMS at two wavelengths-the 800 nm

fundamental and 400 nm second harmonic-are shown in Figure C-6. Mass assignment

in femto-PALMS spectra required refitting the mass scale because the position of the

femtosecond laser focus was not exactly matched to the position of the excimer beam

focus. An initial observation is that the spectra generated are similar, despite the

different laser pulse durations, powers and wavelengths. The most obvious differences

are a lack of a strong NO' peak in femto-PALMS spectra, which is present in PALMS,

and the presence of N+ and NO 3 HNO in the femto-PALMS spectra, but not PALMS.

As a whole, these are minimal differences and imply similar ionization processes

despite the different lasers.

As noted in the previous section, the interpretation of positive femto-PALMS

spectra is complicated by the presence of the air background. A typical background

spectrum for both laser wavelengths is plotted over the positive femto-PALMS spectra

and highlighted with a hatch pattern. The ions that are not found in the background

or enhanced by the presence of NH4NO 3 particles, are +14, +15, +16, +17, +23,

+35 and +30, corresponding to N+, NH+, 0+, OH+, Na+, Cl+ and NO+ (labeled in

bold type in Figure C-6). Sodium and chlorine ions are present due to trace amounts,

which remained in the aerosol generation system between experiments.

Femto-PALMS spectra of NH 4NO3 tend to be lower in total signal than those

taken with the excimer laser. Total ion currents for positive and negative spectra

were measured and are discussed in the following section.

Peak shapes in femto-PALMS and PALMS are alike and this, with the similarity

in ions generated, further suggests comparable ionization processes. Typical peak

shapes of PALMS and femto-PALMS are shown in Figure C-8. Note the similarity in

Na+ peak shapes in the top panel. One exception is that some of the peaks in femto-

PALMS spectra have a low mass "shoulder" (e.g., NO and NO in Figure C-6 and

35Cl+ and 37Cl+ in the bottom panel of Figure C-8), an effect infrequent for PALMS.
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The shoulders could be due to either a very energetic ion formation mechanism, space

charge effects in the ion source, or unimolecular decomposition of ions within the ion

source or possibly the reflectron. We do not believe there is enough information to

determine the exact mechanism at this time.

Laser Power Variation

Spectra of NH4NO3 were taken at four average laser powers and the generated ion

current for each experiment is summarized in Figure C-9. The average power of

the femtosecond laser was reduced to 70%, 50% and 30% of full by attenuating the

beam with three beam splitters. The average laser power at each attenuation was

measured after propagation through the focusing lens (L1 in Figure C-5) with a power

meter. Values between 2.99 W (for no attenuation) and 0.53 W (for 70% attenuation)

were measured. Pulse energies, shown on the x-axis of Figure C-9, were obtained by

dividing the measured average laser power by the laser repetition rate of 1 kHz. Using

a pulse duration of 100 fs, those pulse energies corresponded roughly to peak power

densities between 1 and 6 x 1013 W/cm2 at the laser focus in the source region.

The ion currents recorded at the MCP for the different pulse energies are given for

positive and negative spectra on the left and right y-axes in Figure C-9, respectively.

At reduced pulse energies ions remained the same as those given in Figure C-6 but

with reduced signal.

Negative ion current was, on average, an order of magnitude lower than positive

ion current. Partially, this is accounted for by the background generated in positive

spectra. For most points shown in Figure C-9 (with the exception of those at 2.83

mJ), the background ion current was 60% of the total positive ion current. This is

significant but does not fully explain the difference of an order of magnitude between

positive and negative, implying a higher average signal, regardless of background, in

positive mode. For comparison, Figure C-9 provides ion current for NH 4NO 3 from

traditional PALMS. The total positive ion current in PALMS is 2.4 times larger than

negative, which is accounted for by the electrons extracted during the ionization

process that are not measured by PALMS.
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Excimer laser ionization has a power density threshold for ion production, which

varies for particle composition and laser wavelength (Thomson and Murphy, 1993).

Thresholds for ion production have previously been studied for the PALMS 193 nm

excimer laser by Thomson and Murphy (1993) and Thomson et al. (1997). At power

densities higher than the threshold, the ion yield is not typically linear with increas-

ing power density (Thomson et al., 1997). Thomson et al. (1997) measured the ion

production threshold for NH 4NO 3 ionized with the 193 nm excimer laser to be 5.6 x

106 W/cm 2 for positive ions and 5.3 x 106 W/cm 2 for negative ions. In the femto-

PALMS dataset presented in Figure C-9, no clear threshold is present. This indicates

that the threshold, if present, is lower than 1 x 1013 W/cm 2 since both positive and

negative ions are still produced at 0.5 mJ. Because the ion production as a function

of power density is expected to be nonlinear, the threshold cannot be deduced by a

simple linear fit through the data.

In Figure C-9, error bars in femto-PALMS and PALMS data represent the range of

ion currents generated by different particles and are of the same order. Differences in

the PALMS data can be attributed to excimer shot-to-shot energy variability and to

the non-constant position of particles within the profile of the laser beam. The latter

is a particular challenge for the excimer laser because the beam is not Gaussian and

local "hot spots" are possible (Murphy, 2007). The femtosecond laser beam is closer

to Gaussian and there should be less spatial variability. Improvement in the beam

quality of the femtosecond laser is apparently offset by alignment fluctuations and/or

the particle position within the Gaussian profile of the beam. As an example, the data

taken at 2.83 and 2.99 mJ were taken on different days and highlight this variability.

For the point at 2.83 mJ, the background accounted for 30% of the total ion current

in positive polarity whereas it represented 60% during the 2.99 mJ experiments. We

suggest future experiments need to consider the reproducibility of the femtosecond

laser alignment to minimize day-to-day variability.

The femtosecond pulses were dispersively broadened by 4% in one experiment.

The ion current is reported in Figure C-9 and no differences in the kinds of ions

produced were found.

50



Laser Wavelength Variation

Wavelength has been found to be an important consideration for the ion production

threshold when considering traditional SPMSs. For atmospherically-relevant species,

193 nm excimer ionization thresholds are lower than those for longer wavelengths,

such as a 266 nm Nd:YAG laser (Murphy, 2007; Thomson et al., 1997).

Spectra of NH 4NO3 were obtained with the femtosecond laser frequency-doubled

to 400 nm (Figure C-9). Examples of spectra generated are also shown in FigureC-6.

Changes in the spectra with wavelength were small. The air background at 400 nm

is lower in intensity although this may correlate with the lower power inherent in

second harmonic generation (the average power of the 400nm beam used for these

experiments was 0.79 W). Differences in the relative intensities of peaks such as NO+

compared to NO+ were smaller on average between 400 and 800 nm than the shot-

to-shot variability at either wavelength.

2.3.3 NaCi Aerosol Particles

Femto-PALMS and PALMS spectra of NaCl aerosol particles are compared in Fig-

ure C-10. The femto-PALMS spectra in Figure C-10 were taken at 2.86 W average

power and 800 nm wavelength. The significant difference between PALMS and femto-

PALMS spectra is the presence of Cl+ ions at +35 and +37. Those ions do not appear

in any positive PALMS NaCl spectrum taken for this work or previously. Cl+ ions

require high energies to produce since the first ionization potential of chlorine is 13

eV (whereas the first ionization potential of sodium is 5.1 eV). In femto-PALMS, Cl+

ions are present in 50% of the spectra. When present, the Cl+ peaks are large (on

the order of 10-20% of the total positive ion current). Additionally, the Cl+ features

are associated with the presence of wide and/or split peaks (Figure C-8), similarly

to NO and NO for NH 4 NO3 in Figure C-6. These observations may be indicative

of a different ionization mechanism for chlorine, or possibly two distinct mechanisms.

The power density is highest at the focus of the femtosecond laser beam although

particles hit when outside the focus should still experience suitable power density to
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ionize most species. Less common ions may be associated with particles ablated and

ionized at or nearer the beam focus (i.e., peak power). Another noteworthy difference

is that femto-PALMS spectra do not exhibit high mass ions at the same frequency as

PALMS spectra. For example, the Na4 Cl+ and Na3Cli ions are generated in 40% of

the PALMS spectra, but only 1% of femto-PALMS spectra. This is also consistent

with harder ionization in femto-PALMS.

As in the case of NH 4 NO3 , femto-PALMS fragmentation patterns for NaCl are

similar to fragmentation patterns of traditional PALMS with an excimer laser. Femto-

PALMS spectra are, however, unlike spectra acquired with higher energy nanosecond

pulses reported previously in literature. For example, Reents and Ge (2000) obtained

positive NaCl spectra with a Nd:YAG laser operated simultaneously at 532 and 1064

nm and 300 mJ pulse energy. The Reents and Ge spectra consisted only of atomic

ions (Na+, C+) and their doubly charged equivalents. Reents and Schabel (2001),

using a 532 nm Nd:YAG at 93 mJ pulse energy, obtained similar spectra to Reents

and Ge (2000). Peak power densities in those experiments were 1 x 1010 W/cm2,

between that of PALMS and femto-PALMS. The pulse energy used by Reents and

Ge (2000) was larger, by two orders of magnitude, than that of PALMS or femto-

PALMS. At this time, the degree of fragmentation appears related to the pulse energy,

not the peak power density. The reason is unclear, although it may be indicative of

the criticality of alignment of the laser focus with the particle beam (i.e., the actual

power density experienced by the particle).

Average total ion currents for NaCl were the same (within uncertainty) for both

positive and negative spectra for PALMS and femto-PALMS. For femto-PALMS, the

total positive and negative ion currents at 2.86 mJ pulse energy were 4.4 ( 3.4) x 1012

and 1.2 ( 1.1) x 1012 mA, respectively. For PALMS, total positive and negative ion

currents were 5.8 ( 2.0) x 1012 and 8.6 ( 6.7) x 10" mA, respectively. Fewer than

10 spectra were acquired at 30% power at each polarity with femto-PALMS. Allowing

for the variability in alignment and particle-to-particle differences, the exact trend in

ion current signal versus power remains uncertain.

The polarization of the femtosecond laser was rotated by 900, without a change
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in average power, for some NaCl experiments. No effect on the spectral appearance

or the total ion current was observed. These experiments were conducted because a

change in pulse polarization will change the direction of the initial kinetic energy of

the ions. This does not appear to have an effect on the mass spectra.

2.3.4 Sensitivity of femto-PALMS to lead in NH 4NO 3 particles

PALMS is sensitive to trace metallic species, with one atmospherically-relevant exam-

ple being lead. Murphy et al. (2007) showed that a lead concentration calibration (i.e.,

a PALMS sensitivity to lead) could be obtained from laboratory data in order to infer

concentrations in field data. The laboratory calibration data determined by Murphy

et al. (2007) are shown in Figure C-11 (open diamonds). The calibration data were

repeated for this work using femto-PALMS where lead was added in known quanti-

ties to an NH 4NO 3 matrix. Solutions of lead at a range of concentrations (0.09% -

1.20% by weight) were prepared in aqueous solutions of NH 4NO 3, and then atomized,

dried and analyzed with femto-PALMS. The elemental lead peaks in the mass spectra

were integrated and the resulting areas were compared to the total ion current after

background subtraction, the same methodology used by Murphy et al. (2007).

Both PALMS and femto-PALMS are more sensitive to lead than to NH 4NO3 ,

which can be inferred from the positive slopes in Figure C-11. PALMS exhibits 27

times higher sensitivity than femto-PALMS. We note that the femto-PALMS signal

appears to vary significantly with laser alignment and that the point with the highest

lead content (1.2%) was taken during a period of high relatively background (50%,

compared to 35% for other points). Overall, the data suggest that the limit of

detection of lead in femto-PALMS is between 0.09% and 0.17% dry particle lead

content.

2.4 Conclusions and Future Work

A femtosecond laser was coupled to an existing SPMS and compared to traditional

excimer laser 1-step ablation and ionization. The lasers considered in this work, a
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193 nm excimer laser and a 800nm/400nm femtosecond laser, have similar pulse en-

ergies, 2-4 mJ. They differ significantly, however, in wavelength, pulse duration and

peak power. The femtosecond laser experiments had five order of magnitude greater

power density and yet produced similar fragmentation patterns. Mass spectra of

NH4NO 3 and NaCl were similar for PALMS and femto-PALMS with the exception

of N+, O and Cl+ ions, which are not normally produced with a 193 nm excimer,

and the NO+ ion which is present only in PALMS spectra. The production of the

high energy atomic ions suggests that there are some differences in ionization mech-

anisms, especially noteworthy in the case of Cl+ production. Having considered only

two relatively simple particle types here, we note that future work may find more

significant differences if more complex particles (e.g. mixed organics and inorganics)

are considered.

The high energy ions (Cl+, N+) evident in femto-PALMS are similar to spec-

tra obtained with higher pulse energy ( 100 mJ) ionization lasers that produce ions

through plasma formation, such as that used by Wang and Johnston (2006). At

this time it is unclear why the pulse energy, and not the peak power density, ap-

pears to correlate with the fragmentation. Simulations Zhou et al. (2007) show that

in plasma-formation regime, ablation and ionization is complete before the ionizing

pulse reaches its peak intensity, which suggests that pulse length plays a limited role

in the ionization process. However, ion clusters (e.g. NO+, Na2Cl+) present in femto-

PALMS spectra point to a more complex ionization mechanism than only plasma

formation and the Zhou et al. (2007) results should be applied with caution. In order

to experimentally investigate this correlation, pulse energy should be varied over a

large range (1-100 mJ) under the same pulse duration and wavelength conditions.

Femto-PALMS was found to produce background ions consistent with ionization

of the air beam. The air background consisted of atomic ions, both singly and mul-

tiply charged, which is similar to the background described by Wang and Johnston

(2006) for a plasma ionization technique. Wang and Johnston (2006) found that the

background signal was higher when a particle was present in the beam than in the

absence of a particle, suggesting that plasma electrons play a role in background ion-
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ization. No such effect was found here. Characterizing this air beam background with

a closed and/or filtered inlet (i.e., when no particles are present) is suggested as an

area of future interest.

Ionization laser wavelength has been shown to be an important consideration

related to the ionization onset when considering UV lasers (Thomson and Murphy,

1993). Power densities used in this experiment were, in all cases, above the ionization

threshold for NaCl and NH 4NO3 despite the longer femtosecond laser wavelength.

Dispersive broadening of the pulses and polarization of the femtosecond laser did not

produce a significant change in the mass spectra or ion current. We suggest the effect

of pulse broadening and circular and elliptical polarization as areas for future study.

Additionally, using lower laser power densities or aerosols that are harder to ionize

(e.g. sulfates) would enable determination of ionization threshold and comparison

across ionization wavelengths.

Quantification of the femto-PALMS sensitivity to lead in a NH4 NO 3 matrix showed

a lower sensitivity when compared to PALMS. Sensitivity to other heavy metals in

other matrixes represents an area of interest in future experiments.

Femtosecond laser ablation has been successfully used for depth profiling of layered

samples because it ablates small quantities of material from localized spots (Margetic

et al., 2003; Hergenr6der et al., 2006). Surface sensitivity and the potential for depth

profiling of aerosol particles was not studied in this experiment. If this could be trans-

lated to depth-profiling of single aerosol particles it would represent a useful tool. For

example, it could represent a means to study the morphology of phase-separated

aerosols which are known to occur in many mixed organic-inorganic aerosols (Zawad-

owicz et al., 2015). In order to investigate this, a method to reproducibly align the

femtosecond laser focus relative to the particle beam must first be developed.
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Chapter 3

Measuring isotopic ratios using single

particle mass spectrometry

3.1 Introduction

Single particle mass spectrometers (SPMSs) are instruments that characterize chemi-

cal composition of single atmospheric aerosol particles in situ and in real time. There

is a considerable interest in the chemistry of aerosol particles because they have been

shown to affect climate both directly by scattering incoming radiation in the strato-

sphere and indirectly by providing nucleation sites for clouds to form (Boucher et al.,

2013). Aerosol chemical composition, which also determines both optical and surface

properties, is important to fully describe the effect of aerosol particles on climate in

models (Boucher et al., 2013). Beyond climate, aerosols are also important in atmo-

spheric chemistry, as they can provide sites for heterogenous chemistry (George and

Abbatt, 2010; Solomon et al., 2016), and in particulate matter epidemiology studies,

as aerosol particles can be hazardous to human health (Miller et al., 2007). SPMS

can provide accurate aerosol particle chemistry in all those applications (Cziczo et al.,

2013).

One distinct type of SPMS techniques uses short pulses of intense laser radiation

to desorb and ionize particles in a single step. Particle Analysis by Laser Mass

Spectrometery (PALMS), the instrument used in this study, uses -10 ns pulses of
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193 nm excimer laser to vaporize and ionize aerosol particles, which are then analyzed

with a time of flight (TOF) mass spectrometer. The UV laser ionization produces

atomic ions and ionized molecular fragments with a wide initial energy distribution.

Differences in the initial kinetic energy of the ions affect their TOF flight times,

producing broad peaks at the detector and decreasing the spectral resolution. A

solution to this problem that has been widely used in single particle mass spectrometry

is the reflectron-TOF (Figure C-12), which introduces an "ion mirror" that curves

the ion paths. More energetic ions penetrate the reflectron further before they can be

turned and thus experience longer total flight path. This compensates for the broad

initial energy distribution.

Versions of the reflectron-TOF design are implemented on all SPMS designs in use

today (Cziczo et al., 2006; Pratt et al., 2009; Zelenyuk and Imre, 2005; Gemayel et al.,

2016; Brands et al., 2011). However, there now exists an alternative to this geometry

recently described and prototyped by Murphy (2017). The sTOF geometry shown

in Figure C-12 consists of two electrical sectors arranged in an s-shape. The sectors

perform a similar function to the reflectron: ions with higher kinetic energies take a

longer path though the sectors for improved resolution. A pair of sectors provides

more compensation for an increased resolution over the standard reflectron design

and the sectors do not require grids, which minimizes ion losses inside sectors. Using

electrical sectors has additional advantages of making the mass analyzer less sensitive

to varying initial ion positions and angles and making the design fit into a more

compact space (Murphy, 2017). The prototype sTOF design provides a significant

resolution improvement over the existing PALMS reflectron-TOF (Murphy, 2017).

This work aims at characterizing the performance of the sTOF analyzer on the

laboratory PALMS set-up. In particular, a variety of laboratory-generated aerosol is

analyzed under different instrumental conditions. Because of better mass resolution, it

might be possible to use the sTOF analyzer to measure isotopic ratios for single aerosol

particles or particle ensembles. Such measurements are useful for characterization of

geological particle sources. Moreover, isotopic ratios provide a performance metric

for the instrument as they are easily referenced to known values. This work discusses
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the feasibility of measuring isotopic ratios with PALMS and explores some factors

that limit the precision with which they can be reported.

3.2 Experimental

3.2.1 Particle Analysis by Laser Mass Spectrometry (PALMS)

The laboratory version of PALMS was used in this study. PALMS has been described

previously (Thomson et al., 2000; Cziczo et al., 2006). Briefly, the instrument uses a

Liu-type aerodynamic lens to introduce the particles into the vacuum region (~10-5

Torr), collimate them into a narrow (-1 mm) beam and impart them with a size-

dependent velocity distribution. Two 532 nm Nd:YAG laser beams measure particle

transit times that can then be correlated with vacuum aerodynamic diameter. Particle

transit through the second 532 nm laser beam triggers a 193 nm excimer to fire a

pulse that vaporizes and ionizes the particle. Simultaneously with the excimer laser

firing, voltages are applied to the source region ion optics and to the mass analyzer

in order to acquire mass spectra. One difference between the previously described

versions of the instrument and one used in this work is a new excimer laser: the PSX-

100 (MPB Technologies, Pointe-Claire, Quebec) laser was replaced with Ximer-300

(MPB Technologies, Pointe-Claire, Quebec), a new laser by the same manufacturer

with the same wavelength and pulse length, but a higher maximum power, frequency

and better shot-to-shot reproducibility.

3.2.2 sTOF, the new PALMS mass analyzer

The PALMS reflectron was designed in the early 1990s and has not improved radically

since (Thomson et al., 2000; Murphy et al., 1998). The mass analyzer was replaced

completely by the prototype sTOF described by Murphy (2017), which has two cou-

pled (22 mm apart) cylindrical 2550 sectors (Figure C-12) with 165 mm radius. There

are straight drift tubes at the input and output of the sectors, whose total length is

equal to 7Tr\' (r = sector radius) and grounded plates above and below the sectors
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(17.2 mm separation on top and bottom) (Murphy, 2017). Different sector voltages

between 500 V and 700 V were tested in the laboratory set-up, but not much differ-

ence in transmission or resolution was found. For majority of the experiments, the

sectors were operated with unbalanced voltages 570 V/-670 V in positive ion mode

and -570 V/670 V in the negative ion mode. As discussed by Murphy (2017), this

allows for additional y-direction focusing of the ions. The voltages in the source were

4 kV (backing) and 1 kV (mirror) and the voltage on the Einzel lens at the source

exit was -3 kV. As shown in Figure C-12, the sTOF also has an Einzel lens at the

entrance; this lens was operated at -2 kV.

The laboratory PALMS is built around an optical breadboard and its spatial

layout does not have a lot of flexibility. While the total weight and size of the sTOF

is lower than the original reflectron-TOF, it was mounted inside a large stainless steel

can for prototyping purposes, which could not be accommodated easily. As a result,

the sTOF was installed far away (>25 cm) from the ion source region. This allows

the ion beam to diverge before it enters the sTOF and therefore limits the resolution

that could be achieved with this prototype set-up. Some compensation was provided

by mounting the MCP detector on stand-offs, closer to the sTOF exit slit.

3.2.3 Lab test aerosol

Various atmospherically-relevant aerosol particles were generated for analysis with

the sTOF, along with some more exotic particle types that were of interest for iso-

topic analysis. Table B.1 provides an overview of the test aerosol. Dry generated

aerosol samples were either mechanically generated with a shaker used at low speed

or manual shaking of a small test vial. Wet-generated samples were either atom-

ized using disposable medical nebulizers (Briggs Healthcare, Waukegan, IL) to pre-

vent cross-contamination or generated with a bubbler (these experiments were aimed

specifically at reproducing marine sea spray aerosol). Dry-generated aerosols were

not size-selected. The synthetic sea water aerosols produced with the bubbler were

size-selected at 200 nm and 600 nm.

Elemental sulfur aerosol was generated as a part of a study on photooxidation
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of carbonyl sulfide (COS). A mixture of N 2 and COS containing 5000 ppm COS

was flown through a glass photochemical cell at 100 mL/min. A UV lamp provided

the light source. The product of COS photooxidation is S8, elemental sulfur, which

nucleates into an aerosol phase. PALMS was used to sample from the photochemical

cell, but the flow was first passed through a DMA (Brechtel, Hayward, CA) for both

size selection and to limit the high particle loadings produced in this experiment.

When scanned with the DMA, particle size distribution showed a peak at 300 nm.

3.2.4 Ambient measurements

PALMS with the sTOF analyzer was used to sample ambient air between May 26,

2017 and June 2, 2017. A 1/4" stainless steel tube sticking out of the building

wall was used as the ambient inlet. PALMS sampled the ambient air in parallel

with an OPS (TSI 3000; TSI, Shoreview, MN). The inlet was placed at the 13th

floor level in the MIT EAPS building, facing the city of Cambridge and the MIT

campus. Local sources were urban and industrial, possibly originating from several

construction projects nearby. Some marine influence is also expected. Meteorological

data is available from the weather station on the building roof. Overall, 172,007 single

particle spectra were acquired, 94,790 positive and 77,217 negative.

3.3 Results and Discussion

3.3.1 Comparison of sTOF and reflectron-TOF

The sTOF was found to have a higher resolution than the reflectron-TOF. Chem-

ical effects can complicate a definite quantification of the resolution improvement,

however. Figure C-13 shows a comparison of peak widths quantified as full width at

half height in raw mass spectra as a function of the mass-to-charge ratio. Black car-

bon particles (impure, with substantial non-combusted fraction) and elemental sulfur

particles (pure particles produced by photooxidation of COS) were used to plot this

figure because of repeating chains of peaks that are easy to locate and assign. Black
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carbon impurities are usually seen in positive spectra at low (<100) masses, which

accounts for the higher resolution of the positive mode than the negative in this region

(some peaks close together in low resolution spectra may not be correctly assigned by

the peak-finding algorithm used here, which is different from the standard PALMS

peak finding method). Nevertheless, a resolution improvement is seen with the sTOF.

For example, for m/z = 228 in positive mode, the resolution is 300. For the reflec-

tronTOF, it is 200. Better resolution is seen with pure elemental sulfur particles.

When sampled with the sTOF, unit mass resolution can be seen for masses as high

as m/z = 288. For m/z = 224 in positive mode, the resolution is 600. The case of

elemental sulfur might be the best-case resolution that could be achieved with the

prototype laboratory set-up. This is lower than the resolutions reported by Murphy

(2017) for the first prototype experiment (2,000 for lead), which is probably directly

attributable to the long drift length between the source region and the sTOF entrance.

Figure C-14 shows a more visual comparison of sTOF and reflectron-TOF reso-

lutions using example spectra. Panels C-14A, C-14C and C-14E show lead example

spectra. Lead is present as a trace component on many atmospheric particles previ-

ously observed with PALMS and its accurate quantification is of interest both because

it is toxic and because it has been shown to lead to an inadvertent climate modifica-

tion (Murphy et al., 2007; Cziczo et al., 2009). Both the sTOF and the reflectron-TOF

spectra of lead in Figure C-14A are ambient atmospheric spectra particularly rich in

lead, and it is clear that while the reflectron-TOF does not resolve the individual

isotopes, the sTOF resolves them easily. Figure C-14C illustrates an interesting case

of radiogenic lead: both spectra are of monazite-Ce laboratory sample and in this

case, both 208Pb and 206Pb isotopes are decay products of thorium and uranium-

238, respectively. Because 207Pb is not present, the concentration of non-radiogenic

lead (as well as uranium-235 which decays to lead-207) in this sample is probably

low. Those features cannot be resolved precisely with the reflectron-TOF. Spectra in

Figure C-14E are of laboratory fly ash samples (Miami F) and in addition to lead,

thallium can be clearly identified in the sTOF spectra. Thallium is a rare element

that its presence was suspected but not definitively confirmed in fly ash spectra until

62



now. A few particles with matching thallium and lead signatures were also found the

the ambient sample set. Panels C-14B, C-14D and C-14F show other elements with

fine isotopic structure: zirconium, tin and barium. The advantage in increased sTOF

resolution is also apparent here, particularly for small isotopes of barium, which are

not apparent in the reflectron-TOF spectra. Panel C-14G shows the rare earth region

of monazite-Ce, where small contributions from different isotopes of neodymium and

samarium can be clearly seen in the sTOF spectrum, but not in the reflectron-TOF

spectrum.

3.3.2 Isotopic ratio measurements

Improved resolution of the sTOF shows promise for quantification of isotopic ratios.

Developing a method to do so would be advantageous for two reasons: (1) most iso-

topic ratios are quite invariant and therefore it provides a useful check on the mass

spectrometer biases or biases in laser extraction of ions and (2) when isotopic ratios

can vary (as in the case of radiogenic lead), accurate quantification can aid in source

apportionment. The laser desorption/ ionization used in PALMS is very different from

inductively coupled plasma ionization instruments that are usually used for high res-

olution isotopic analysis. It is possible that isotopic fractionation occurs during laser

extraction, as it has been reported for various other ionization methods (both laser

and non-laser based) (Lyon et al., 1994; Isselhardt et al., 2011). There are likely other

effects that may or may not obscure any systematic ionization biases: for example,

saturation of ion signals on the MCP for ions with the greatest abundance can occur

even though a logarithmic amplifier is used to increase the dynamic range. Addi-

tionally, precise isotopic composition usually requires extensive sample preparation

to isolate the element of interest from potential isobaric interferences (other chemical

constituents that have the same m/z). For example, while "7Sr is a useful radiogenic

tracer, in practice it has to be chemically separated from 87Rb (Deniel and Pin, 2001).

Extensive sample preparation is not suitable to a fast in-situ analysis technique such

as PALMS.

Figure C-15 reports measured isotopic ratios of 10 different elements (calcium,
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lithium, tin, rubidium, magnesium, titanium, zirconium, barium, lead, iron and sul-

fur) quantified for 29 aerosol samples. In all cases, except for lead, the reported ratios

are those of less abundant isotopes to the most abundant isotope (i.e. for calcium,

4 4 Ca/ 4 0 Ca, 4 2Ca/ 4 0 Ca,48 Ca/ 40Ca and 4 3 Ca/4 0Ca). For lead, the ratios calculated are

2 07Pb/ 2 06 Pb and 2 0 8Pb/ 2 06 Pb for consistency with literature. Not every sample is

used for every ratio, as sometimes the relevant elements are not present or fall below

the detection limit. The method of extracting the ratios from ensembles of single

particle mass spectra is standardized as follows: relative peak areas of isotopes of in-

terest are first averaged for every three particle spectra. Then, a least-squares linear

regression is calculated. Best-fit line slope is reported as the isotopic ratio and one

sigma standard deviation is reported as the error bar. The measured isotopic ratios

are compared to expected natural ratios in Figure C-15. Absent interferences and

errors, the correspondence should be close to the 1:1 line through the centers of the

plots.

Panels C-15A, C-15B and C-15C show the accuracy of isotopic ratio quantifica-

tions with respect to three different variables represented by color scales: excimer

laser power, area of the principal peak (i.e. the most abundant isotope in all of these,

except for lead, where it is defined as 20 6Pb) and m/z of the principal peak. Some

broad conclusions can be observed from Figure C-15: isotopic ratios larger than 0.1

can be quantified more accurately than isotopic ratios lower than 0.1. Isotopic ratios

between 0.01 and 0.1 can be accurate in some cases, but ratios below 0.01 are probably

too small to be quantified accurately. There does not seem to be a strong correlation

with the laser power used for ionization (Figure C-15A). There does appear to be

some correlation between the area of the principal peak and the ratio quantification

accuracy, with trace materials (lead, barium, tin) showing better correlations than

those that tend to be most abundant in the spectra (calcium, iron) (Figure C-15B).

This is likely a consequence of principal peak saturation. The m/z of the principal

peak shows some correlation, but this is probably a consequence of the fact that trace

elements are heavier (Figure C-15C).

Some materials tend to be frequent outliers in these plots. For example, Welsh
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C fly ash for barium, which as discussed later, is likely an isobaric interference and

monazite-Ce in the case of lead, which is radiogenic (Figure C-14C).

Tin

Somewhat unexpectedly, tin provided the best accuracy for quantification of iso-

topic ratios (Figure C-16A). All particles used to quantify the isotopic ratios of tin

were derived from ambient measurements (about 100-200 total particles). The par-

ticle chemical composition was either organic with a pronounced tin contribution or

metallic also containing iron, zinc and lead. Tin is a trace element and the masses

of its isotopes might not have any appreciable isobaric interferences for the particles

observed here.

Zirconium

Zirconium isotopic ratios were quantified using a natural sample of zircon sand. Zirco-

nium isotopes have similar masses to tin and as Figure C-16C suggests, quantification

of isotopic ratios with a similar accuracy might be possible. Figure C-16C shows an

effect of laser power: particles ionized with the highest laser power show decreased

accuracy. This is expected, as with high laser fluence, resolution-limiting space charge

effects can occur.

Barium

Barium isotopes were quantified using four fly ash samples (fly ash tends to be rich

in barium) and two dust samples (Arizona Test Dust and a natural soil dust sample

from Germany). Different chemical compositions of those particles illustrate isobaric

effects. While three fly ash species (Joppa C, Clifty F and Miami F) tend to reproduce

natural ratios well, Welsh C fly ash shows high discrepancies (Figure C-16B) for the

13 7Ba/ 138Ba ratio. Because those ratios are overestimated, there is a likely isobaric

interference for m/z = 137. The chemical identity of this interference has not been

confirmed.
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When barium isotopic ratios are quantified for dusts, a surprising precision and

reproducibility can be demonstrated (Figure C-16D), but they are very consistently

underestimated. This also may be an isobaric effect, but in this case it would affect

m/z = 138. As before, the chemical identity of the interference is still under question.

However, in this specific case, the reproducibility suggests that it might be possible

to correct for this interference.

Elemental sulfur

Isobaric interferences from non-sulfur chemical constituents are small or nonexistent in

elemental sulfur spectra because of the pure particle composition. Interferences from

other sulfur ions, such as doubly charged species, are still possible, but they were not

detected in the mass spectra. Figure C-17 shows quantification accuracy for positive

and negative sulfur isotopic ratios calculated here. Sulfur has three isotopes, 32S, 33S,

34S and 36 S and in addition, ratios of multiple element clusters were also quantified

(i.e. 6 5S 2 / 6 4 S2 ,9 8 S3 / 96 S 3 , etc.). Natural abundances of those were approximated with

the on-line Isotope Distribution Calculator from Scientific Instrument Services (SIS).

As shown in Figure C-18, positive and negative sulfur spectra show clusters of sulfur

atoms until S8 (longer chains are present in the positive polarity). In order for the

low fragmentation to be possible, low ionization laser powers were used with those

particles (~0.1 V on the joulemeter).

Figure C-17 shows shows that particle size does not systematically affect isotopic

fractionation. An effect of particle size-dependent isotopic fractionation was reported

for laser ablation coupled to ICP-MS, where it was hypothesized to be related to

incomplete ablation of large aerosol particles (Jackson and Gunther, 2003). Because

of the low laser power used in the PALMS experiments, particle desorption is probably

incomplete for all sizes. Ratios reported in Figure C-17 definitely show saturation

effects for S 2 in positive spectra and possibly for S in both polarities. Ratios for S5 ,

S6 , S7 and S8 can generally be quantified accurately; however, a lot of variability is

present for lower-mass clusters and small (< 0.1) ratios.
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3.4 Future work

The analysis presented here is very preliminary, but it does represent the first an-

alytical use of the new sTOF mass analyzer and shows some promise for deriving

isotopic ratios from PALMS spectra of single particles. Future work will be focused

on understanding the effects of saturation on isotopic ratio quantifications (spectra of

analytical standards of CaSO 4 particles with known weight percent of calcium were

acquired to study this in more detail). Additionally, identification of isobaric inter-

ferences, such as the ones that can be inferred from Figure C-16 is the first step to

correcting them. It is surprising that impure tin-rich ambient particles show much

more accuracy and precision in isotopic ratios than compositionally pure elemental

sulfur particles and understanding the underlying causes is the first step in deriving

useful isotopic ratios from PALMS spectra.

Isotopic ratios of lead calculated as a part of this experiment show significant

variability (see Figure C-15), but this kind of variability is expected for lead as it is

strongly affected by radioactivity of thorium and uranium. Precise measurement of

lead isotopic fractionation allows tracing of material to specific ores (Townley and

Godwin, 2001; Sangster et al., 2000; Carignan et al., 2005). A lot of work is still

needed to make PALMS lead isotopic ratios quantitative, but lead is potentially a

good candidate for future studies: it is a trace element and therefore its signal does

not saturate, lead isotopes are very clearly resolved by the sTOF and its mass is high

enough that there are not many isobaric interferences to be expected. One source of

interference from calcium-rich particles is Ca403 at m/z = 208.

For future sTOF integration with PALMS, shorter drift length between the ion

source and the mass analyzer is needed for an even further improved resolution.

3.5 Conclusion

The new sTOF mass analyzer (Murphy, 2017) was integrated into the existing lab-

oratory PALMS instrument and used for chemical characterization of laboratory-
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generated aerosol particles as well as measurements of ambient particles over Cam-

bridge, MA. The resolution of the sTOF in this configuration was found to be 2-3

times better than the reflectron-TOF and it can be further improved with better mass

analyzer integration into the current system (Murphy, 2017).

To take advantage of the increased resolution, the ability of PALMS coupled

to sTOF to quantify isotopic ratios was explored. While some quantification was

possible, accuracy is still very variable and subject to effects of saturation, isobaric

interferences, and laser power variations. Further work is needed to disentangle those

effects. Quantification of isotopic ratios of tin in ambient particles, probably orig-

inating from construction, was found to be most accurate. This is best explained

by trace amounts of tin, which means that it does not saturate and its m/z, which

seems to be more invariant to isobaric interferences than other (especially lighter)

masses. Analysis of isotopic ratios of zircon revealed that quantification becomes less

accurate at high laser powers (>0.3 V), possibly due to space-charge effects. Isotopic

ratios of barium showed significant isobaric inferences, especially for Welsh C fly ash.

Elemental sulfur particles were also analyzed. Their purity allowed for exclusion of

isobaric interferences, but isotopic ratios still showed effects of saturation. Accurate

quantification is possible only for higher-order clusters of sulfur atoms (S 5 , S6 , S7 and

S8).
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Chapter 4

Quantifying and improving the

performance of the Laser Ablation

Aerosol Particle Time of Flight Mass

Spectrometer (LAAPToF) instrument

Single particle mass spectrometer (SPMS) instruments have been used for in-situ

chemical characterization of atmospheric aerosols, both in the field and laboratory, for

over two decades. SPMSs typically combine precise optical particle sizing with laser

desorption and ionization followed by time of flight mass spectrometry. Among the

advantages of SPMSs over other aerosol chemistry measurement techniques are their

single particle resolution and high sensitivity to trace chemical species. The AeroMegt

Laser Ablation Aerosol Particle Time of Flight Mass Spectrometer (LAAPToF) is a

commercially available member of this instrument class, aiming for a compact size

and simplicity for the end user. This paper quantifies the performance of LAAPToF

with an emphasis on optical counting efficiency. Recommendations for improving

detection compared to the base LAAPToF hardware are described. Our results show

that changes to the optical detection scheme can lead to over two orders of magnitude

improvement in optical counting efficiency in the size range 500-2000 nm vacuum
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aerodynamic diameter. We also present mass spectral performance for characterizing

atmospherically-relevant particles in a comparison to a current SPMS design, the

Particle Analysis by Laser Mass Spectrometry (PALMS).

4.1 Introduction

Aerosols of both natural and anthropogenic origin have an effect on climate, atmo-

spheric chemistry and human health (Boucher et al., 2013; George and Abbatt, 2010;

Miller et al., 2007). Aerosol concentration, size distributions and chemical composi-

tion need to be measured in order to better understand those effects. Chemical com-

position measurements that differentiate internal and external mixtures and volatile

and refractory components have been especially challenging. Historically, chemical

composition of aerosol particles relied on bulk collection of material for subsequent

off-line analysis. Mass spectra of individual aerosol particles can also allow for dif-

ferentiation between internally and externally mixed components, in contrast to bulk

collection. Bulk techniques also suffer from poor temporal resolution and can be af-

fected by sampling artifacts such as chemical reactions of the collected sample or losses

due to evaporation (Sullivan and Prather, 2005). Since the mid-1990s, mass spectro-

metric techniques have been instrumental in determining the chemical composition

of atmospheric aerosols in-situ and with high temporal resolution. Such instruments

are also able to probe small aerosol loadings (~10-15 g) with high sensitivity to trace

elements as well as both refractory and volatile components (Murphy and Schein,

1998; Jimenez et al., 2009; Cziczo et al., 2013).

Commonly used mass spectrometric techniques differ primarily in the method

of vaporization and ionization of aerosol particles. One class of instruments, such

as the Aerodyne aerosol mass spectrometer (AMS), uses thermal vaporization via

aerosol impaction on a resistively heated surface followed by electron impact ioniza-

tion (DeCarlo et al., 2006; Jayne et al., 2000). Another, including PALMS, Aerosol

Time-of-Flight Mass Spectrometer (ATOFMS) and LAAPToF, uses laser ablation

and ionization (Cziczo et al., 2006; Phares et al., 2002; Pratt et al., 2009; Zelenyuk
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and Imre, 2005). This paper focuses on the latter class of instruments, collectively

termed Single Particle Mass Spectrometers (SPMSs). SPMS instruments have been

covered in detail in several previous review papers (Coe and Allan, 2006; Johnston,

2000; Murphy, 2007).

Most current SPMS instruments use an aerodynamic inlet to introduce aerosol par-

ticles into a differentially pumped low-pressure (~10 -5 Torr) region and to collimate

the particles into a low-diverging particle beam of around 100 pm diameter (Cziczo

et al., 2006; Pratt et al., 2009; Zelenyuk and Imre, 2005). Particles are then de-

tected via light scattering from a continuous wave (CW) laser. Using two continuous

wave laser beams allows accurate determination of vacuum aerodynamic diameter of

particles by measuring the particle transit time between them (Cziczo et al., 2006;

Gard et al., 1997). The scattering events trigger the ablation/ionization laser(s). The

particles undergo ablation and ionization, either simultaneously or as a two-step pro-

cess (Morrical et al., 1998; Zelenyuk et al., 1999). Chemical composition is typically

analyzed via time of flight mass spectrometry (Cziczo et al., 2006; Murphy, 2007;

Zelenyuk et al., 2009).

One important design constraint of SPMS instruments is the choice of the ab-

lation/ionization laser. Pulsed UV lasers such as a 193 nm excimer or a 266 nm

frequency-quadrupled Neodymium: Yttrium-Aluminum-Garnett (Nd:YAG) laser are

commonly used because they can ionize most atmospherically-relevant components (Thom-

son et al., 1997). When the ablation/ ionization laser is triggered by a scattering event,

an excimer laser can fire quickly with a delay on the order of a few hundred nanosec-

onds. A Nd:YAG laser requires more than 100 ps to produce a pulse, during which

time the transiting particle has typically moved -10 cm. Nd:YAG-based instruments

therefore require a trigger delay and a different spacing of internal components: the

ablation /ionization region has to be physically removed from the optical detection

region (Gard et al., 1997; Pratt et al., 2009; Su et al., 2004). Conversely, excimer-

based instruments can have a more compact construction: the ablation/ ionization

laser beam can be positioned very close to the particle detection laser beam.

The majority of modern SPMS instruments are custom-built. Exceptions are the
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now-discontinued TSI Aerosol Time of Flight Mass Spectrometer (ATOFMS 3800

series) (Dall'Osto and Harrison, 2006; Drewnick et al., 2008), Single Particle Aerosol

Mass Spectrometer (SPAMS) manufactured by the Hexin Company in China (Chen

et al., 2016) and the topic of this paper, the AeroMegt LAAPToF. Among the current

SPMS designs are PALMS (Cziczo et al., 2006; Thomson et al., 2000), ATOFMS

(Gard et al., 1997; Pratt et al., 2009), the Aircraft-based Laser Ablation Aerosol Mass

Spectrometer (ALABAMA) (Brands et al., 2011) and the mini-Single Particle Laser

Ablation Time of Flight Mass Spectrometer (mini-SPLAT) (Zelenyuk and Imre, 2005;

Zelenyuk et al., 2009, 2015). All but LAAPToF rely on a large-area elliptical reflector

to collect light scattered from a CW laser and transmit it into a photomultiplier tube

(PMT) detector for particle detection. The LAAPToF instrument takes a different

approach, using a fiber optic assembly, the details of which are described in the

following sections, to extract scattered light. Generally, the optical counting efficiency

of an SPMS is limited at smaller sizes by the low sensitivity of light collection to weak

scatter signals and at the upper end to the inlet transmission efficiency of super-

micron particles. Within this range, both optical detection and physical transmission

efficiency are largely determined by the size of the CW laser spot compared to the

width of the particle beam produced by the aerodynamic focusing lens.

ATOFMS and ALABAMA both use a 266 nm Nd:YAG ablation/ionization laser,

necessitating the use of a trigger delay and a physical separation of the optical de-

tection and the ion source region (Brands et al., 2011; Gard et al., 1997; Pratt et al.,

2009; Su et al., 2004). On the other hand, PALMS instrument uses a 193 nm excimer

laser, allowing the instrument to be more compact due to the small trigger delay.

Despite using a 193 nm excimer laser for ionization, the optical detection stages and

the ion source region are physically separated in the SPLAT instrument, allowing for

greater flexibility in design of the optical stages (Zelenyuk and Imre, 2005; Zelenyuk

et al., 2009, 2015) which is not possible for the compact source region on PALMS (Cz-

iczo et al., 2006). The LAAPToF instrument design attempts to combine the high

ionization rate of the PALMS design with a modern bipolar mass spectrometer. As

discussed in subsequent sections, this comes at the price of optical counting efficiency
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as space for large-area elliptical reflectors is not permitted in this design.

Aspects of the LAAPToF instrument performance were recently assessed by two

other groups (Gemayel et al., 2016; Marsden et al., 2016). In one case, the perfor-

mance of the base commercial LAAPToF version is described (Gemayel et al., 2016).

The other study reports on development of an improved particle detection scheme

using a high-powered collimated laser (Marsden et al., 2016). This study also demon-

strates modifications to the base LAAPToF hardware; however, it concentrates on

improving the light detection efficiency. The improvements described in this paper

and in Marsden et al. (2016) are complementary and they result in similar instrument

performance.

This paper aims to (1) assess the performance of LAAPToF by comparison to

established SPMS designs, (2) discuss modifications that can be made to the exist-

ing hardware to increase the optical counting efficiency and (3) provide an initial

comparison of LAAPToF mass spectra to those acquired by PALMS.

4.2 Experimental Methods

4.2.1 Inlet and pumping scheme

LAAPTOF has been previously described, but an overview of the specific version

of the instrument investigated here is given in this and following sections (Gemayel

et al., 2016; Marsden et al., 2016). A LAAPToF schematic is depicted in Figure C-

19. It consists of four differentially-pumped regions with a total length of 47 cm.

The instrument functions at low pressure using a turbomolecular pump with four

pumping stages (SplitFlow 270, Pfeiffer Vacuum, Asslar, Germany), backed by a 1.7

m3 /h membrane pump (MD 1 VARIO-SP, Vacuubrand, Essex, CT).

The aerodynamic focusing lens is used to introduce particles into the vacuum

region and collimate them into a beam. Two lenses have been used. The initial design

uses the Aerodyne standard lens (Aerodyne Research, Inc., Billerica, MA), described

previously by Zhang et al. (2002, 2004), with approximately unity transmission in the
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range 90-700 nm. Alternately, an Aerodyne PM2.5 lens (Aerodyne Research, Inc.,

Billerica, MA), described by Peck et al. (2016) and Xu et al. (2017) with approximate

50% transmission in the range 100-3000 nm, was also used in this work. In both cases,

a critical orifice, consisting of a steel plate with a bore of 100 Mm diameter (Structure

Probe, Inc., West Chester, PA), restricts the flow to the instrument to 0.1 standard

liter per minute (slpm) and thereby reduces the pressure in front of the aerodynamic

focusing lens. Pressure between the critical orifice and the lens is measured with a

compact Pirani gauge (TPR 280, Pfeiffer Vacuum, Asslar, Germany).

4.2.2 Optical detection of particles

The original optical detection stages of LAAPToF have undergone significant changes

as a part of this work. The original LAAPToF design used 405 nm laser diodes of

unknown specifications mounted on a threaded copper tube that was directly attached

to the top of the instrument and coupled to the vacuum through plain glass windows.

The laser beams then passed through a fixed lens that focused them to a spot of ~50

pm diameter at the particle beam location in the flight tube. The alignment of the

diode lasers was achieved by manual tilt, i.e., without use of standard optical mounts,

restricting the accuracy and repeatability of alignment with the particle beam. Below

the particle beam, a ring of 12 optical fibers collected the scattered light at ~15' with

respect to direct forward scattering. The optical fibers exited the vacuum and were

coupled to PMTs (H10722-110, Hamamatsu, Hamamatsu, Japan), where two PMTs

were used to read the signals from six fibers each.

The modifications performed to LAAPToF were (1) adding a laser with better

beam quality, (2) using optical mounts for directing the beam into the chamber for

easier and more reproducible alignment, and (3) increasing the amount of scattered

light collected using light guides. The modifications to the optical path are shown in

Figure C-19. Not shown is the laser, a 100 mW, 405 nm diode with a heat sink, fan,

and USB-interfaced controller (OBIS, Coherent, Santa Clara, CA). The OBIS beam is

collimated to ~1 mm at the laser exit with < 1 mrad full angle divergence. The OBIS

laser couples to the vacuum chamber through a series of mirrors mounted on optical
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kinematic mounts as shown in Figure C-19: the beam exits the laser, couples onto

mirror 1 (M 1 ), which is mounted on a micrometer stage providing movement in the y-

direction. The beam is then split by a 50:50 beam splitter (BS1 ) (Thorlabs, Newton,

NJ) into two beams that couple into the scattering ports via antireflective-coated

glass windows to reduce reflection losses. The beams are focused at the particle beam

with 120 mm plano-convex lenses (Thorlabs, Newton, NJ) to a diameter of 100 Pm.

BS1 and M 2 are mounted on kinematic mounts, providing control over spot position

inside the chamber and enhancing the rigidity of the optical path.

Optical counting efficiency measurements are reported as percentage of particles

detected at a PMT compared to the number of particles transmitted to the inlet,

as measured by an optical particle sizer (OPS) (OPS 3330, TSI, Shoreview, MN)

or a condensation particle counter (CPC) (Brechtel, Hayward, CA). Particles used

for the optical counting efficiency tests were Polystyrene Latex Spheres (PSL) (Poly-

sciences, Inc. Warrington, PA) of known size that were wet-generated with an atom-

izer (Aerosol Generator 3076, TSI, Shoreview, MN) and dried with a custom built

diffusion dryer. Monodisperse number concentrations on the order of 100 cm- were

used to investigate the optical counting efficiency, which is comparable to ambient

concentrations of 200 nm - 2.5 pm particles (Stanier et al., 2004). For other opti-

cal counting efficiency tests the atomizer, followed by the diffusion dryer, was used

to generate polydisperse ammonium sulfate aerosol. For both PSL and ammonium

sulfate tests, the dry aerosol was size-selected using a differential mobility analyzer

(DMA) (Brechtel, Hayward, CA).

4.2.3 Ionization and analysis

The LAAPToF instrument differs in geometry of particle ionization from the previ-

ously discussed SPMSs. As shown in Figure C-19, the ablation/ ionization laser beam

counter-propagates with respect to the particle beam. Such an orientation has been

used previously where the laser was "free fired" to strike particles that happened to

be within the ionization region (Carson et al., 1997b; Phares et al., 2002; Reents et al.,

1995).
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LAAPToF uses an ArF 193 nm excimer laser (EX5, GAM Laser, Inc., Orlando,

FL), producing 6-8 ns pulses at a frequency of up to 250 Hz with maximum energy

of 12 mJ. Because of its geometry, it does not use a trigger delay; the excimer laser is

fired immediately after the detection PMT detects scattered light. The excimer laser

couples into the flight tube through a lens (L) and an uncoated fused silica window.

Because the particle beam ultimately impacts the rear window, it must be cleaned

or changed periodically. The window lifetime is dependent on typical concentrations

and types of particles sampled with the instrument. The results reported in this

paper used excimer powers between 1 and 5 mJ, comparable to those used with

PALMS, enabling a comparison of the reference spectra discussed in the next sections.

The excimer laser is focused into the ionization region but no further beam shaping

is performed to maintain a homogeneous profile. The laser irradiance inside the

ionization region is therefore unknown and cannot be easily estimated because of the

non-Gaussian character of the beam profile. The alignment of the excimer laser is

achieved empirically by adjusting the L5 lens position to maximize the ionization rate

of particles.

The mass spectrometer is a commercial bipolar time-of-flight mass analyzer, de-

signed by ToFWerk (Thun, Switzerland), with two reflectrons in a "B-ToF" configu-

ration (Gemayel et al., 2016). The ion source region is situated in the space between

two metal plates, -6 mm across. This dimension restricts the size of the beam dump

that can be used with the light guides. The metal plates closest to the ion source re-

gion (shown as gray shaded areas in Figure C-19 for reference) are grounded, creating

a "field-free" ion source region for a delayed ion extraction (Vera et al., 2005).

4.3 Results and discussion

4.3.1 Optical counting efficiency

In the original LAAPToF design, the 12 member optical fiber ring collected only a

minor fraction of the solid angle of light scattered from each aerosol particle. In
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order to be able to detect smaller particles, the amount of scattered light ultimately

detected by the PMTs needed to be enhanced. This was achieved by implementing

a light guide to maximize the scattered light collected. The usage of a glass light

guide, as shown in Figure C-19, allows extraction of the maximum possible solid

angle (350, not accounting for the beam dump) of scattered light from the existing

scattering port. The glass light guides used here have a central 3 mm diameter beam

dump machined out of anodized aluminum to block the direct laser beam. The glass

light guide is a custom built optic (Rocky Mountain Instrument Co, Lafayette, CO),

machined out of N-BK7 glass with a diameter of 17.8 mm and a length of about 76

mm. Its geometry is such that a scattered light ray undergoes exactly one internal

reflection inside the light guide. A ray trace of the light guides implemented here is

shown in Figure C-19. Two lenses, a biconvex lens with a focal length of f = 25.4

mm (Thorlabs, Newton, NJ; L3 in Figure C-19) and a plano-convex lens with f =

40.0 mm (Thorlabs, Newton, NJ, L 4 ) focus the light exiting the light guide onto the

8 mm diameter active surface area of the PMT. The light guides are housed inside a

threaded tube to minimize light from external sources. A black-anodized aluminum

positioning ring is epoxied (TS10, Thorlabs, Newton, NJ) to the light guide and,

together with an o-ring, provides the vacuum seal to the chamber.

The difference in performance between the base optical detection system and the

new laser and light guide combination are shown in Figure C-20. The optical counting

efficiency for both the timing (Figure C-20A) and detection ports (Figure C-20B) are

given for the two configurations using different test particles and sizes. In all cases,

the OBIS laser, not the original diodes, was used. When the original instrument

configuration with directly-coupled diodes was tested no particles were detected at the

number concentrations used in the experiments. Furthermore, there were spontaneous

overheating failures with the original diodes that could not be overcome. The base

case data presented here are therefore expected to be superior to the original design

using diode lasers. For both the timing and detection signals, an improvement in

efficiency between two and three orders of magnitude resulted from switching from

optical fibers to light guides. With the light guides, LAAPToF can detect particles
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larger than 500 nm with better than 1% efficiency at the detection laser and ~10%

at the upstream timing laser. The instrument reliably detects particles larger than

250 nm at near-ambient concentrations. This is an improvement over the recent

commercial LAAPToF report, which characterizes the lower detection limit as 350

nm (Gemayel et al., 2016).

The geometry of the LAAPToF instrument results in challenging alignment of

the optical components. The laser foci have to be incident above the light guide

beam dumps in such a way as to minimize the stray light. Small changes to this

alignment can result in large changes to optical counting efficiency. This is illustrated

in Figure C-20 with PSL calibration points, which were obtained over the course of

several different optical alignments. The PSL measurements show more scatter than

the ammonium sulfate measurements, which were obtained all at once right after

a successful alignment. Decreasing the amount of stray light inside the instrument

should decrease the alignment sensitivity, while improving the overall optical counting

efficiency.

As Table B.2 illustrates, the LAAPToF optical system does not tend to perform as

well as the standard elliptical reflector designs common to other SPMS instruments.

Direct comparisons between different instruments are complicated by different laser

powers and spot sizes. A comparison of the theoretical performance between the

various optical detection devices is shown in Figure C-21. The amount of light col-

lected per spherical particle is presented for different light collection geometries based

on numerically integrating the Mie scattering curve for different effective apertures.

The ATOFMS curve was constructed following the treatment in Moffet and Prather

(2005). The curve for LAAPToF with light guides was constructed following the treat-

ment in Hodkinson and Greenfield (1965) for forward scattering, parallel illumination,

along the axis and based on the physical dimensions of the light guides implemented

for this work. The curve for the original LAAPToF design was constructed in the same

manner except the fibers were treated as a continuous ring, instead of discrete points,

for simplicity (i.e., this overestimates the solid angle of light collection by a factor of

-2-3). The figure therefore represents a theoretical limit that can be achieved with
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the light guides and an upper limit for the fiber design due to the assumed simplified

geometry.

The change in optical counting efficiency as a function of laser power is presented

in Figure C-22. Note that the x-axis shows total laser power, half of which is incident

to each scattering region, as the beam is split before entering the instrument (see

Figure C-19). As the total laser power is varied from 40 mW to 100 mW (i.e. 20

mW to 50 mW in each scattering region), the amount of light scattered by 950 nm

PSL particles changes slightly. Optical counting efficiency drops significantly below

60 mW. The stray light background, defined as the DC level registered by the PMT

with the laser beam on without particles, increases continuously as the beam power

is increased. 60 mW was therefore chosen as the nominal laser power level that

minimized stray light but maintained particle scatter. From 500 to 950 nm PSL the

use of 60 mW resulted in a factor of 2 to 10 improvement in optical counting efficiency

compared to 100 mW.

A trend of increasing optical counting efficiency with increasing spot size of the

detection laser is apparent in Table B.2. This is because a larger laser beam cuts

through a larger fraction of the particle beam. Increasing the detection beam spot

size for LAAPToF did not follow this trend, however, due to the resulting increase

in the amount of stray light. The SPLAT II design uses both a large spot size and

high laser power because stray light has been minimized by baffling and black an-

odization of the optical region (Zelenyuk and Imre, 2005). This represents a possible

modification that could yield further improved detection efficiency in LAAPToF. Ta-

ble B.2 also illustrates another issue with the LAAPToF design that may also lend

to future modification: the total length of the instrument (i.e., the beam spacing).

While LAAPToF is similar to SPLAT II, the latter has a much larger detection beam

spot size to compensate for particle beam divergence. Hence, another possible fu-

ture modification to improve LAAPToF performance is to shorten the instrument to

decrease particle beam divergence.
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4.3.2 Mass spectrometer performance

In order to test the mass spectral performance of LAAPToF atmospherically-relevant

aerosol types were sampled and compared with spectra obtained by other SPMSs.

Figure C-23 shows single-particle spectra taken with LAAPToF and PALMS for (A)

Potassium rich feldspar (K-Feldspar), (B) elemental carbon, (C) Snomax, a desiccated

and ground bacterium and (D) an Argentinian soil dust. The aerosol particles were

sampled at the Karlsruhe Institute of Technology Aerosol Interactions and Dynamics

in the Atmosphere (AIDA) facility during the Fifth Ice Nucleation Workshop (FIN-

01). K-Feldspar and soil dust samples were dry-dispersed, the elemental carbon was

produced by a CAST burner and the Snomax was wet-generated with an atomizer

and dried with a diffusion dryer.

Mentioned previously, the LAAPToF excimer beam counter-propagates relative

to the particle beam. This orientation runs the risk of ionizing multiple particles

coincident in the ion source region when the laser is fired. Counter-propagation also

results in an increases in the volume in which particles can be ionized, leading to

lower certainty of the source of ions. Even when only a single particle is ablated and

ionized the latter effect reduces the reproducibility of the measured flight times of the

ions due to different initial ion formation locations. This effect was quantified with

elemental carbon particles where the arrival time of the carbon cluster ions ( Cn,

where n = integer) peaks could be determined from the ToF in the mass spectrometer.

A 0.3-0.6% offset in the ToF was observed within 100 sample sets. This will primarily

affect the mass calibration, resulting in an instrument that needs to be calibrated more

frequently and a greater need for mass calibration adjustments in data processing.

PALMS and LAAPToF both use a 193 nm excimer laser for ablation/ionization

and the extracted ions are therefore expected to be similar. PALMS excimer power

density at the focus is 9 x 108 W/cm 2 . Because the LAAPToF excimer beam profile

is non-Gaussian, the spot size after the lens cannot be reliably calculated resulting in

an uncertain laser power density at the focus. In Figure C-23, the LAAPToF mass

scales were offset to match the PALMS scales. The LAAPToF spectra show saturation
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of peaks for the most abundant ions (e.g. Al+, K+, Na+), an effect not observed for

PALMS spectra due use of a logarithmic amplifier which extends the dynamic range

of the instrument (Thomson et al., 2000). Spectra of soot and Snomax show a high

abundance of the elemental carbon ion (1 2C+) for LAAPToF but not for PALMS.

More fragmentation of organics, leading to a very high 1 2C+ ion signal, suggests a

higher effective power density for LAAPToF than for PALMS. LAAPToF spectra

also show a higher relative PO+ ion signal for Snomax. In general, LAAPToF peaks

exhibit broadening with increasing mass. This can be observed most clearly in the

negative soot spectrum in Figure C-23B. The origin of this broadening is most likely

the large ion source area due to the excimer laser counter-propagation.

4.4 Conclusion

The performance of LAAPToF, one of the few currently available commercial SPMS

instruments, has been evaluated. The optical particle detection stages were redesigned

to detect more scattered light, resulting in an improvement of 2-3 orders of magnitude

in optical counting efficiency of incident particles. We suggest that particle detection

could be further improved by reducing the stray light inside the instrument using a

better beam dump and/or by anodization of the instrument components to attenuate

internal reflections. The modifications described here allow for sizing and acquisition

of mass spectra for 1-10% of particles larger than ~500 nm vacuum aerodynamic

diameter.

LAAPToF has fundamental detection limitations due to its geometry. The col-

lected scattered light is limited by the size of the ports that housed the original fiber

optics and, due to space limitations, can not achieve the performance of the elliptical

reflectors used on most SPMSs. When compared to an existing SPMSs, LAAPToF

spectra exhibit more variability in ion ToF and peak width. This is in part due to

counter-propagation of the excimer beam, but a more well-defined beam (i.e., with

the addition of beam shaping optics) should increase the particle ionization rate and

make spectra more reproducible without affecting the mass scale uncertainty associ-
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ated with the counter-propagating geometry. Software/data processing improvements

and frequent mass calibrations are required to minimize this issue.

With only the modifications described in this paper, which are easy to imple-

ment and do not require a large-scale redesign, the LAAPToF instrument is ambient-

capable for particles larger than 250 nm. This should enable it to successfully charac-

terize PM1.0 and PM2.5 in locations where such particles are abundant, for example

urban areas.
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Chapter 5

Improved identification of primary

biological aerosol particles using

single particle mass spectrometry

Measurements of primary biological aerosol particles, especially at altitudes relevant

to cloud formation, are scarce. Single particle mass spectrometry (SPMS) has been

used to probe aerosol chemical composition from ground and aircraft for over 20 years.

Here we develop a method for identifying bioaerosols using SPMS. We show that

identification of bioaerosol using SPMS is complicated because phosphorus-bearing

mineral dust and phosphorus-rich combustion by-products such as fly ash produce

mass spectra with peaks similar to those typically used as markers for bioaerosol. We

have developed a methodology to differentiate and identify bioaerosol using machine

learning statistical techniques applied to mass spectra of known particle types. This

improved method provides far fewer false positives compared to approaches reported

in the literature. The new method was then applied to two sets of ambient data

collected at Storm Peak Laboratory and a forested site in Central Valley, California

to show that 0.04-2% of particles in the 200 - 3000 nm aerodynamic diameter range

were identified as bioaerosol. In addition, 36% - 56% of particles identified as biolog-

ical also contained spectral features consistent with mineral dust, suggesting internal

dust/biological mixtures.
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5.1 Introduction

Biological atmospheric aerosol (or bioaerosol) has recently garnered interest because

certain species of bacteria and plant material might impact climate via the nucleation

of ice in clouds (Hiranuma et al., 2015; Mbhler et al., 2008). However, many field-

based measurements of ice nuclei and ice residuals do not indicate that bioaerosol is

a major class of ice active particles (Cziczo et al., 2013; DeMott et al., 2003; Ebert

et al., 2011). While modeling efforts suggest that biological material is not significant

in ice cloud formation on a global scale, uncertainties continue to exist because field

measurements of ice nucleating particles are currently sparse (Hoose et al., 2010;

Sesartic et al., 2012).

In this paper, "bioaerosol" is defined as primary biological aerosol particles (PBAP)

(i.e. airborne whole and fragmentary bacteria, pollen and spores) and particles that

contain fragments of PBAP as a part of an internal mixture. Measurement techniques

specific to bioaerosol include collection of aerosol on filters followed by analysis with

microscopy techniques, either electron microscopy (EM) or optical microscopy cou-

pled with fluorescent staining of the samples (Amato et al., 2005; Bauer et al., 2002,

2008; Bowers et al., 2009, 2011; Griffin et al., 2001; Matthias-Maser and Jaenicke,

1994; P6sfai et al., 2003; Sattler et al., 2001; Wiedinmyer et al., 2009; Xia et al.,

2013). Aerosol samples collected in the atmosphere have been cultured for identifica-

tion of the microbial strains present (Amato et al., 2005, 2007; Fahlgren et al., 2010;

Fang et al., 2007; Griffin et al., 2001, 2006; Prospero et al., 2005).

In-situ techniques specific to biological samples are typically based on fluorescence

of biological material following UV excitation. Examples include the wide-band inte-

grated bioaerosol sensor (WIBS) which is available commercially (Kaye et al., 2000,

2005). WIBS has been successfully deployed in several locations (Gabey et al., 2010;

Toprak and Schnaiter, 2013). Using fluorescence to detect biological aerosol can

have interferences, however. For example, polycyclic aromatic compounds or humic

acids can have similar fluorescent properties (Gabey et al., 2010; Pan et al., 1999).

Cigarette smoke has similar fluorescent properties to bacteria (Hill et al., 1999). In an
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attempt to address interferences, WIBS collects fluorescence information using sev-

eral channels with different wavelengths while also measuring the size and shape of

the particles. Table B.3 summarizes some recent measurements of bioaerosol. More

information can be found in recent reviews focused on bioaerosols in the atmosphere,

such as Despres et al. (2012).

Measurements of bioaerosol in the free and upper troposphere, where they could

be relevant to cloud formation, remain scarce. Four of the recent studies reported in

Table B.3 used an aircraft to access altitudes higher than 4,000 m (DeLeon-Rodriguez

et al., 2013; P6sfai et al., 2003; Twohy et al., 2016; Ziemba et al., 2016). Two of these

used the WIBS sensor to report vertical profiles of fluorescent particles (Twohy et al.,

2016; Ziemba et al., 2016). In the remaining two cases, aerosols were collected on

filters and analyzed off-line. There can exist significant uncertainty in these mea-

surements. A recent aircraft-based study by DeLeon-Rodriguez et al. (2013) reports

analysis of high altitude (8-15 km) samples taken before, after and during two ma-

jor tropical hurricanes. The abundances of microbes, mostly bacteria, were reported

between 3.6 x104 and 3.0 x10 5 particles m- 3 in the 0.25 - 1 pm size range. The

methods and conclusions of this study were re-evaluated by Smith et al. (2013), who

argued that in some instances the reported concentration of bioaerosol were not pos-

sible because they exceeded the total aerosol by several factors. The samples were

also taken over periods of hours, possibly including sampling in clouds when the high-

speed impaction of droplets and ice can dislodge particles from the inlet (Cziczo and

Froyd, 2014; Froyd et al., 2010; Murphy et al., 2004).

Although difficult, measurements of bioaerosol in the upper troposphere are nec-

essary in order to constrain their influence on atmospheric properties and cloud for-

mation processes. All of the techniques discussed above, except for WIBS, are off-line

and require expertise in sample processing and decontamination. WIBS is a possible

in situ detection technique for bioaerosols, but it is relatively new and, as a result,

has a short deployment history. There has been considerable interest in using aerosol

mass spectrometry techniques to measure bioaerosol. Single particle mass spectrom-

etry (SPMS) has been successfully used since the mid-1990s to characterize chemical
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composition of atmospheric aerosol particles in situ and in real time (Murphy, 2007).

The ability of SPMS to simultaneously characterize volatile and refractory aerosol

components makes it an attractive tool for investigating the mechanisms of cloud

formation (Cziczo et al., 2013; Friedman et al., 2013). The general principle behind

SPMS, and in particular the instrument discussed in this paper, the Particle Anal-

ysis by Laser Mass Spectrometry (PALMS), is the use of a pulsed UV laser for the

ablation and ionization of single aerosol particles. Ions are then accelerated into a

time-of-flight mass spectrometer. Laser ablation/ionization used with SPMS produces

ion fragments and clusters and is susceptible to matrix effects such that quantitative

results are possible only with careful calibration and consistent composition (Cziczo

et al., 2001).

Biological aerosols have been studied with SPMS, in particular the Aerosol Time

of Flight Mass Spectrometer (ATOFMS) (Cahill et al., 2015; Creamean et al., 2013;

Fergenson et al., 2004; Pratt et al., 2009). A property of SPMS bioaerosol spectra

that has been exploited for their detection is the presence of phosphate (PO-, P0-,

PO) and organic nitrogen ions (CN-, CNO-) (Cahill et al., 2015; Fergenson et al.,

2004). Those ions have also previously been shown to be present in non-biological

particles with the same instrument, however, such as vehicular exhaust (Sodeman

et al., 2005) and soil dust (Silva et al., 2000). Particles that contain phosphates,

organic nitrates and silicates have historically been classified as mixtures of bioaerosol

and dust (Creamean et al., 2013). This work examines the prevalence of these ions

in the context of spectra collected with PALMS.

Phosphorus was chosen as the focus of this paper because of its abundance in

spectra of bioaerosol, but also because it does not undergo gas-phase partitioning in

the atmosphere (Mahowald et al., 2008). Therefore, the presence of phosphorus on a

particle can often constrain its source, and only the classes of particles that are most

likely to contain phosphorus are examined here. Emission estimates qualitatively

agree that mineral dust, combustion products, and biological particles constitute the

principal phosphate emission sources. The global phosphorus budget has been mod-

eled by Mahowald et al. (2008), indicating that 82% of the total burden is emitted in
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the form of mineral dust. Bioaerosol accounts for 12% and anthropogenic combustion

sources, including fossil fuels, biofuels and biomass burning, account for 5% (Ma-

howald et al., 2008). Recently, Wang et al. (2014) provided a higher estimate of

phosphorus emissions from anthropogenic combustion sources, 31%. In this estimate,

mineral dust was responsible for 27%, bioaerosol 17% and natural combustion sources

20% of total phosphorus emissions (Wang et al., 2014).

In this work, calcium phosphate-rich minerals (apatite and monazite) and fly ash

are chosen to represent dust and industrial combustion particle classes, respectively.

In atmospheric particles, the composition can be mixed, containing some phosphate

from inorganic sources, such as calcium phosphate, and some phosphate from mi-

crobes. For instance, soils can contain minerals, live microbes, and biogenic matter

at all stages of decomposition. Therefore, classifying soil-derived particles with a

binary biological/non-biological classifier has uncertainties. These uncertainties are

quantified here for soils using soil samples collected in various locations.

In this work, the presence of phosphorus in a mass spectrum is evaluated as proxy

for bioaerosol. All biological cells contain phosphorus because it is a component of

nucleic acids and cell membranes. Distinguishing the specific mass spectral phosphate

signature of biological cells from other non-biological phosphorus is the topic of the

analysis in this paper. The goal of this paper is to develop a method that can

differentiate PALMS bioaerosol spectra from spectra of dust and combustion by-

products.

5.2 Experimental Methods

The objective of this work is to describe and validate a new SPMS-based data anal-

ysis technique that allows for the selective measurement of bioaerosol. A dataset of

bioaerosol, phosphate-rich mineral and coal fly ash single particle spectra-the three

largest sources of phosphorus in atmospheric aerosols-was used to derive a clas-

sification algorithm for biological and non-biological phosphate-containing material.

This classifier was then applied to an ambient data set collected at the Storm Peak
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Laboratory during the Fifth Ice Nucleation workshop-phase 3 (FINO3).

5.2.1 PALMS

The NOAA PALMS instrument has been discussed in detail elsewhere (Cziczo et al.,

2006; Thomson et al., 2000). Currently, there are two copies of the PALMS instru-

ment, both of which were used in this work. The laboratory PALMS is a prototype

for the flight PALMS, which is more compact and can be deployed unattended at field

sites and on aircraft (Thomson et al., 2000). Briefly, PALMS uses an aerodynamic

lens to sample aerosols and impart them with a size-dependent velocity (Zhang et al.,

2002, 2004). Aerodynamic particle diameter is measured by timing the particles be-

tween two continuous-wave laser beams (532 nm Nd:YAG in laboratory PALMS and

405 nm diode in flight PALMS). The particles are ablated and ionized in one step by

a 193 nm excimer laser. A unipolar reflectron time of flight mass spectrometer is then

used to acquire mass spectra. PALMS acquires spectra in either positive or negative

polarity, but not simultaneously. For field datasets presented in this paper, sampling

polarity was switched every 5 minutes for FINO3 and every 30 minutes for CARES.

Due to the high laser fluence used for desorption and ionization (~109 W/cm 2),

PALMS spectra show both atomic ions and ion clusters, which complicate spectral

interpretation. SPMS is considered a semi-quantitative technique because the ion

signal depends on the abundance and ionization potential of the substance, rather

than solely its abundance (Murphy, 2007). Additionally, the ion signals can depend

on the overall chemical composition of the particle, known as matrix effects (Murphy,

2007). The lower particle size threshold for PALMS is ~200 nm diameter and is

set by the amount of detectable scattered light. The upper size threshold is set by

transmission in the aerodynamic lens at ~3 ym diameter (Cziczo et al., 2006). In

PALMS, Particles toward the larger end of this size range are transmitted into the

laser beam more efficiently than smaller particles. The 193 nm excimer laser can

ionize all atmospherically-relevant particles within this size range with little detec-

tion bias (Murphy, 2007). The ionization region is identical in the laboratory and

flight PALMS instruments. Raw PALMS spectra are processed using a custom IDL
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software. Mass peak intensities used in this paper refer to integrated peak areas

normalized by the total ion current.

5.2.2 Aerosol standards

Table B.4 shows numbers of negative spectra for all analyses in this paper. A portion

of the data from each of the bioaerosol and non-biological phosphate samples was

used as "training data" to build the classification algorithm. The remaining test data

were classified using the trained algorithm.

Tlraining dataset

A collection of phosphorus-containing samples of biological and inorganic origin were

used to train the classification algorithm used in this work. Some of the samples were

analyzed with the laboratory PALMS at the Aerosol Interaction and Dynamics in the

Atmosphere (AIDA) facility at Karlsruhe Institute of Technology (KIT) during the

Fifth International Ice Nucleation Workshop-phase 1 (FIN01) with the remainder

sampled at MIT.

Biological aerosol sampled at AIDA included two aerosolized cultures of Pseu-

domonas syringae bacteria, Snomax (Snomax International, Denver, CO) (irradi-

ated, desiccated and ground Pseudomonas syringae) and hazelnut pollen wash water.

The Snomax and P. syringae cultures were suspended in water and aerosolized with

a Collison-type atomizer. The growth medium for P. syringae cultures was Pseu-

domonas Agar Base (CM0559, Oxoid Microbiology Products, Hampshire, UK).

Biological aerosol sampled at MIT included giant ragweed (Ambrosia trifida)

pollen, oak (Quercus rubra) pollen, European white birch (Betula pendula) pollen,

Fusarium solani spores and yeast. Samples of dried pollens and F. solani spores

were purchased from Greer (Lenoir, NC). Information supplied by the manufacturer

indicates that F. solani fungus was grown on enriched trypticase growth medium and

killed with acetone prior to harvesting the spores. Ragweed and oak pollen originated

from wild plants, while the birch pollen originated from a cultivated plant. Pollen
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was collected, mechanically sieved and dried. The yeast used in this experiment was

commercial active dry yeast (Star Market brand). The yeast powder was sampled by

PALMS from a vial subjected to slight manual agitation. Pollen grains were too large

(18.9 - 37.9 pm according to manufacturer's specification) to sample with PALMS.

They were suspended in ultrapure water (18.2 MQ-cm, Millipore, Bedford, MA) and

the suspensions were sonicated in ultrasonic bath for ~,30 minutes to break up the

grains. Large material was allowed to settle to the bottom and a few drops of the clear

solution from the top of the suspensions were further dissolved in ultrapure water, and

the resulting solutions were aerosolized with a disposable medical nebulizer (Briggs

Healthcare, Waukegan, IL). A diffusion dryer was used to remove condensed phase

water prior to sampling with PALMS. F. solani spores were sampled in two different

ways: (1) dry and unprocessed, in the same way as the yeast and (2) fragmented

in ultrasonic bath and wet-generated, in the same way as pollen samples. Exami-

nation of PALMS spectra revealed no changes in chemistry resulting from different

processing methods.

Samples of fly ash from four coal-fired U.S. power plants were used as proxy for

combustion aerosol: J. Robert Welsh Power Plant (Mount Pleasant, TX), Joppa

Power Station (Joppa, IL), Clifty Creek Power Plant (Madison, IN) and Miami Fort

Generating Station (Miami Fort, OH). The samples were obtained from a commercial

fly ash supplier, Fly Ash Direct (Cincinnati, OH). Fly ash was dry-generated with

the shaker.

Apatite and Monazite-Ce mineral samples were generated from ~3" pieces of rock.

The rocks were ground and the samples aerosolized with the shaker. Both apatite

and monazite were sampled and processed at MIT. The apatite rock was contributed

by Adam Sarafian (Woods Hole Oceanographic Institution, Woods Hole, MA).

Two samples of German soil were used as an example of agricultural soil that was

known to be fertilized with inorganic phosphate. These were also sampled at the

AIDA facility during FIN01. Note that while all other soil samples are used as test

aerosols for a completed classifier, those two in particular are used in the training set

to account for the presence of inorganic fertilizer.
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Samples of apatite and J. Robert Welsh Power Plant fly ash were also subjected

to processing with nitric acid to approximate atmospheric aging. Powdered sample

was aerosolized from the shaker to fill a 9 L glass mixing volume. A hot plate below

the volume was used to heat the air inside to 31'C measured in the center of the

volume with a thermocouple. PALMS sampled at a flow rate of 0.44 slpm (STP: 00C,

1 atm) from the 9 L volume. This constituted unprocessed aerosol. 80% HNO 3 was

then placed with a Pasteur pipette at the heated bottom of the mixing volume. Two

experiments were conducted: for experiments using 0.1 mL of nitric acid, the entire

volume of HNO 3 evaporated, producing an estimated partial pressure of about 0.005

atm in a static situation. In 1 mL experiments some liquid HNO 3 remained at the

bottom of the volume with an estimated partial pressure of HN0 3 of 0.04 atm. The

aerosol and gas-phase HNO 3 were allowed to interact for 2 minutes at which point

PALMS began sampling from the volume.

Test dataset

Samples of natural soil dust were collected from various locations listed in Table B.5.

Five sampled were investigated at the AIDA facility during FIN01 (Bdchli soil, Ar-

gentina soil, Ethiopian soil, Moroccan soil and Chinese soil) with the remaining anal-

ysis at MIT (Storm Peak and Saudi Arabian soil).

Internally mixed biological/mineral particles were also analyzed at MIT. Illite NX

(Clay Mineral Society) without bioaerosol was sampled dry, using a shaker (Garimella

et al., 2014), and wet-generated, using a medical nebulizer containing ultrapure water.

A second disposable medical nebulizer was then used to aerosolize a suspension of

illite NX and F. solani spore fragments. This wet generated aerosol was also dried

with a diffusion dryer prior to PALMS sampling.

5.2.3 Statistical analysis

A support vector machine (SVM), a supervised machine learning algorithm (Cortes

and Vapnik, 1995), was used as the statistical analysis method for analysis of these
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data. In this case a non-linear binary classifier was constructed, using non-linear

kernel functions (Ben-Hur et al., 2001; Cortes and Vapnik, 1995). A Gaussian radial

basis function kernel was empirically determined to provide the best performance in

this case. For this work, the SVM algorithm was implemented in MATLAB 2016a

(MathWorks, Natick, MA) using the Statistics and Machine Learning toolbox.

5.2.4 Field data

The method was employed on two ambient data sets, one acquired at the Desert

Research Institute's (DRI's) Storm Peak Laboratory located in Steamboat Springs,

CO and the other acquired in Cool, CA site during Carbonaceous Aerosol and Ra-

diative Effects Study (CARES). Storm Peak Laboratory is located on Mt. Werner

at 3220 m elevation at 106.74 W, 40.45 N. This high altitude site is often in free

tropospheric air, mainly during overnight hours, with minimal local sources (Borys

and Wetzel, 1997). Ambient air was sampled using the Storm Peak facility inlet with

the flight PALMS instrument in September, 2015. Measurements were made during

Fifth International Ice Nucleation Workshop-phase 3 (FINO3). The measurements

were carried out between September 14, 2015 and September 27, 2015.

The CARES study was carried out in the Summer, 2010 and included deployment

of instruments at two different ground sites, one urban (Sacramento, CA) and another

in the Sierra Nevada foothills area rich in biogenic emissions (Cool, CA site) (Zaveri

et al., 2012). Thermally-driven winds tend to transport the urban plume into the

Sierra Nevada foothills and sometimes back again into the Sacramento area (Zaveri

et al., 2012). The laboratory PALMS instrument was deployed at the Cool, CA site

at 450 m elevation at 121.02 W, 38.87 N in a trailer throughout the campaign. It

sampled ambient air between June 4, 2010 and June 24, 2010.

5.3 Results

Figure C-24 shows the spectra of biological species: P. syringae bacteria, Snomax

and hazelnut pollen wash water particles. These particles contain both organic and
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inorganic compounds. Because they are easy to ionize, the inorganic ions sodium

and potassium stand out in the positive spectra despite their minor fraction by mass.

Sulfates, phosphates and nitrates are present, and visible in their associations with

potassium. Negative spectra are dominated by CN-, CNO-, phosphate (PO2 and

PO) and sulfate (HSO). Higher mass associations of potassium and sulfates, phos-

phates and nitrates occur (K 3H2 SO , K 2 H3 NO4, K3 H2 PO2 and K3H3SO3). Chlorine

is present on some particles. Chlorine is a known contaminant from the Agar growth

medium since spectra of aerosolized Agar devoid of bacteria contain large amounts of

chlorine (not shown here).

Figure C-25 shows spectra of apatite. In positive polarity, apatite spectra are dom-

inated by calcium, its oxides, and in associations with phosphate (CaPO+, CaPO,

CaPO, Ca2PO' and Ca2PO) and fluorine (CaF+, Ca 20F+ and Ca30F+). Nega-

tive spectra are dominated by phosphates (PO-, PO and P0 3) and fluorine is often

present. Lab-generated apatite spectra analyzed in this study contain little organic.

This may be a result of post-processing of the apatite sample, in particular the use

of ethanol as a grinding lubricant. In contrast, ethanol was not used in grinding the

monazite sample here and its spectra exhibit peaks associated with organic matter

(C2H-).

Figure C-26 shows spectra of coal fly ash from the J. Robert Welsh Power Plant.

The positive spectra contain sodium, aluminum, calcium, iron, strontium, barium

and lead. As in apatite, calcium/oxygen, calcium/ phosphate and calcium/fluorine

fragments are present. Fly ash particles also contain sulfate (H 3SO+). The negative

spectra contain phosphates (P02, P03), sulfates (HS04) and silicate fragments, such

as (Si02 )2, (SiO2 )20-, (SiO 2 ) 2Si- and (Si0 2 )3.

The results of HNO 3 processing experiments are also shown in Figures C-25 and C-

26. Processing with nitric acid had an effect on both apatite and fly ash: the cal-

cium/fluorine positive markers (CaF+, Ca20F+ and Ca3OF+) and the negative fluo-

rine marker (F-) are either reduced in intensity or completely absent after processing.

Additionally, CN- and CNO- appear and/or intensify after processing.

A classifier was designed to use the ratios of phosphate (P02, P03) and organic
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nitrogen (CN-, CNO-) spectral peaks. Those spectral peaks were used for several

reasons: (1) they are clearly visible in all biological spectra that were acquired as a

part of this study (Figure C-24), (2) they were used to distinguish bioaerosol from

other species in previous studies (Creamean et al., 2013; Pratt et al., 2009) and (3)

sources of phosphorus on aerosol particles are well-defined and documented in the

literature (Mahowald et al., 2008). The only requirement for this analysis was that

each spectrum used in the training set contains both phosphate and organic nitrogen

(otherwise the ratios used here become undefined). This was ensured by selecting

spectra, where PO > 0.001 and CNO- > 0.001. Nearly all biological spectra in

the training set satisfied this criterion (Table B.4). Figure C-27A shows normalized

histograms of the PO3/PO2 ratio for the laboratory aerosol. The aerosols that

contain only inorganic phosphorus, such as apatite, monazite and fly ash cluster at

PO/PO2 less than 4 and often less than 2. The bioaerosols cluster at PO/PO2

greater than 2 and often greater than 4. Ragweed pollen is an exception, with a wide

cluster in PO3/PO2 from 1 to 5. Processing of apatite with nitric acid tends to shift

the PO/PO2 ratio to larger values, decreasing the disparity from the bioaerosols.

Ragweed pollen is an exception, with a wide cluster in PO/PO2 from 1 to 5. Soil

dusts are shown in Figure C-27, even though they are not used as training aerosol;

their histogram shows a broad distribution with a tail extending into PO3/PO2 > 2

region, indicating a mixed inorganic/biological composition. In comparison, fertilized

soil dusts show a similar distribution to apatite (PO3/PO2 < 4) due to presence of

inorganic fertilizer, which is calcium phosphate.

The SVM algorithm was used here to optimize boundaries between clusters. To do

this, the algorithm needs a training dataset, where the classes are known a priori. In

this paper, the training dataset is defined in Table B.4. Once an optimized boundary

is drawn, some of the training data can still fall on the incorrect side of the boundary,

when the clusters are not perfectly separable. Accuracy here is defined as percentage

of correctly classified particles in the training set once the optimized boundary is

found. A simple 1D classifier can be made based only on the ratio of phosphate

peaks PO/PO2 greater or less than 3. The accuracy of this simple filter is 70

94



- 80% for the materials considered here, with ragweed pollen and fly ash as the

greatest sources of confusion between the bioaerosol and non-biological classes. A

higher accuracy for differentiation of the bioaerosol and non-biological classes can be

achieved if the ratio of organic nitrogen peaks is also taken into account. Figure C-27B

shows normalized histograms of CN-/CNO- ratios for the test aerosol. In contrast to

PO/PO2 ratios, CN-/CNO- ratios do not, by themselves, exhibit a clear difference

between the classes. A superior separation is achieved when data are plotted in

a CN-/CNO- vs. PO/PO2 space, as shown in Figure C-28. In this case, two

clusters appear. The soil dust class was left out from the training set because it is

not known a priori if and how much biological material it contains (classification of

soil dusts with the SVM algorithm is discussed later). The boundary between the

classes in CN-/CNO- vs. PO /PO2 space is non-linear, as shown in Figure C-28.

The accuracy in this 2D classification is 97%. As before, ragweed pollen is the cause

of most errors; if it is removed from training dataset, the accuracy increases to 99%.

Processed mineral dust had a smaller impact on the accuracy: removing it from the

training dataset increased the accuracy to 97.5%.

For every observation, a distance from the SVM boundary can be calculated (oth-

erwise known as score). Those distances can then be converted to probability of

correct identification. An optimized function to convert scores to probabilities was

found by 10-fold cross-validation (Platt, 1999). Because in this experiment the classes

are not perfectly separable, the conversion function is a sigmoid. Posterior probabil-

ities near 0 and 1 indicate high-confidence identification. An uncertainty boundary

was defined between 0.2 and 0.8. This boundary is shown in Figure C-28. Points that

lie in this boundary are marked as low confidence assignments. Those correspond to

shaded areas in Figures C-29 and C-30.

Once trained with the training set, the SVM algorithm was used to analyze the

FIN03 and CARES field datasets collected at Cool, CA and Storm Peak. As a first

step, "phosphorus-containing" particles were identified in both datasets. The criterion

for phosphorus-containing used for this work is the presence of both PO and PO

ions at fractional peak area (area of peak of interest/total spectral signal area) greater
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than 0.01. This threshold was set by examination of the ambient mass spectra to

determine when the phosphate peaks are distinct. Ambient particles commonly have

numerous small peaks at masses below ~200 due to a diversity of organic components.

The height of this background is -0.01 and data below this level are considered

uncertain. Phosphorus-containing ambient spectra were then classified by the SVM

algorithm as bioaerosol or inorganic phosphorus if the CNO- ion was also present at

fractional peak area greater than 0.001. If CNO- fractional area was less than 0.001,

the spectrum was also classified as inorganic phosphorus.

During the FINO3 campaign, phosphorus-containing particles represented from 0.2

to 0.5% by number of the total detected particles in negative ion mode depending on

the sampling day and a 0.4% average for the entire dataset. As shown in Figure C-

29A when the binary classifier described in this work was applied to the phosphorus-

containing particles, bioaerosol represented a 29% subset by number (i.e., 0.1% of total

analyzed particles). During the CARES campaign, phosphorus-containing particles

were 1.1% to 4.2% by number of the total particles detected in negative ion mode, with

2.4% average for the dataset (Figure C-30A). Bioaerosol particles represented 63%

subset by number (i.e., 1.2% of total analyzed particles). This range (0.1% - 1.2%)

is within, and towards the lower end, of previous estimates with biological-specific

techniques (Table B.3). This lower end estimate may, in part, be due to PALMS

sampling particles in the 200-500 nm diameter range as well as larger sizes. Previous

estimates tend to show increased bioaerosol in the super-micrometer range and data

are often unavailable for the numerous particles smaller than 500 nm diameter.

The origin of the non-biological phosphate particles is likely phosphate-bearing

mineral dust or fly ash. The CARES site experienced influences of aged marine, urban

and local biogenic sources. Within the urban plumes, a likely source of inorganic

phosphate is industrial combustion aerosol. At Storm Peak a likely source is mining

of phosphate rock and nearby monazite deposits. Figure C-29B shows HYSPLIT

back trajectories for the ten days of the FINO3 campaign; the air masses sampled

cross deposits of either phosphate rock (apatite) or rare earth elements (monazite or

carbonatite). As examples, on 09/27 the back trajectory intersects the vicinity of
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an active rare earth element (REE) mine in Mountain Pass, CA and on 09/18 and

09/20 the airmass intersected active phosphate mines in Idaho. Although negative

spectra of apatite and monazite cannot be definitively differentiated from fly ash or

soil dust spectra, positive spectra acquired during FINO3 additionally suggest that

monazite-type material was present. In Figure C-25, panels G and H show non-

biological phosphate-rich ambient spectra from FIN03. Figure C-25 panels E and F

(monazite) contains similar features and matching rare earth elements.

In total, 56% and 36% of phosphate-containing particles analyzed in FINO3 and

CARES respectively categorized as biological also contained silicate features. Con-

sidered in more detail in the next section, a subset of these may represent internal

mixtures of biological and mineral components.

5.4 Discussion

The method of identification of bioaerosol described here is based on ratios of phos-

phate and organic nitrogen peaks. This work is specific to PALMS but can be consid-

ered a starting point from which identification and differentiation can be made with

similar instruments. Previous work with PALMS shows this ratio approach can be

used to identify differences in chemistry, for example among mineral dusts (Gallavardin

et al., 2008). In this case the classes are bioaerosol and non-biological phosphorus;

Figure C-27A shows that phosphorus ionizes differently in these classes. In apatite and

monazite, phosphorus occurs as calcium phosphate. In biological particles, phospho-

rus occurs mostly in phospholipid bilayers and nucleic acids. In these experiments, the

PO/PO2 ratio of those two forms is different (Figure C-27A). The agricultural soils

considered here cluster with the minerals and fly ash and we assume the phosphorus is

due to the use of inorganic fertilizer, which is derived from calcium phosphate (Kop-

pelaar and Weikard, 2013). Fly ash aerosol clusters similarly to apatite and monazite

but with a wider distribution; this is likely because the chemical from of phosphorus

in fly ash is different than in the minerals. Phosphorus present in coal is volatilized

and then condenses into different forms during the combustion process (Wang et al.,
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2014).

During the FINO3 campaign at Storm Peak, 0.2-0.5% of particles by number de-

tected in negative polarity contained measureable phosphorus (Figure C-29A). On

most days, the majority of phosphorus-rich particles were inorganic. Particles with

positive spectra showing the characteristics of monazite coupled to back trajectories

over source areas suggests the origin of the inorganic phosphate particles. Although

apatite/monazite particles make up a small portion of ambient particles at Storm

Peak they are potentially interesting not only due to their possible confusion with

biological phosphate but also as a tracer for industrial mining and processing activ-

ities. Currently, such activities are taking place in Idaho and until very recently at

Mountain Pass, CA (U.S. Geological Survey, 2016b,a). Smaller exploration activities

are also taking place at the Bear Lodge, WY and the REE-rich areas in Colorado,

Idaho and Montana are of interest (U.S. Geological Survey, 2016a).

During the CARES campaign more particles contained phosphorus (1.1% - 4.2%)

and a higher percentage of phosphate-rich particles were identified as biological (63%

vs. 29% in FINO3). Because the site contains strong local biogenic and urban influ-

ences, the sources of biological particles are probably local. As shown in Figure C-30B,

aged marine particles were also present on many days; however, only 4% of particles

identified as biological also contained markers associated with sea salts.

5.4.1 Comparison with existing literature

Previous studies have attempted to identify bioaerosol with SPMS based on the pres-

ence of phosphate and organic nitrate components. Creamean et al. (2013) and Pratt

et al. (2009) suggested a "Boolean criterion" where the existence of CN~, CNO- and

PO3 in a particle resulted in its classification as biological. If silicate components

were additionally present, the particle was classified as an internal mixture of min-

eral dust and biological components (Creamean et al., 2013, 2014). Such "Boolean"

criteria for particle identification, can be helpful in distinguishing aerosol types when

the signatures are unique to one particle type.

The selectivity of this simple three-component filter (presence or absence of CN-,
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CNO- and POE) for biological particles was investigated for PALMS using the test

aerosol database with results shown in Figure C-31. Note that previous literature does

not provide information on the thresholds used to determine presence or absence of

ions in analysis of ATOFMS spectra. Furthermore, because of hardware differences,

detection limits of PALMS and ATOFMS are known to be different (Murphy, 2007).

This analysis focuses on PALMS and the threshold for "presence" was chosen as

0.001, which was observed to be the detection limit for CN-, CNO- and PO in the

laboratory aerosol database used here. The simple filter successfully picks biological

material. However, it also has a high rate of false positives. For the material that

contains inorganic phosphorus (i.e., samples known to be devoid of biological material)

the three-component filter selects 56% of fly ash, 56% of agricultural dust and 32%

of apatite and monazite. Soil dust is identified as biological 78% of the time.

The effect of misidentification of inorganic phosphate as biological can be con-

sidered in the context of the atmospheric abundance of the three major phosphate

bearing aerosols: mineral dust, fly ash and bioaerosol (estimates given in Table B.6).

Because the emissions estimates vary, the highest fraction of bioaerosol is the case of

the highest estimate of bioaerosol coupled to the lowest estimate of fly ash and min-

eral dust (Table B.6 and Figure C-32A). Conversely, the lowest fraction of bioaerosol

is the case of the lowest estimate of bioaerosol coupled to the highest estimate of fly

ash and mineral dust (Table B.6 and Figure C-32B).

The misidentification rates noted above are then propagated onto the high and

low estimates. As an example, the fraction of aerosol phosphate due to fly ash (1% in

the high and 5% in the low bioaerosol estimate) is multiplied by 0.56 to indicate the

fraction of fly ash that would be misidentified as biological phosphate with the simple

three-component filter. This misidentification effect is repeated for the mineral dust

emission rate and misidentification fraction. For simplicity, we considered the mineral

dust fraction to be desert soils, termed aridsols and entisols, which are predominantly

present in dust-productive regions, such as the Sahara or the dust bowl (Yang et al.,

2013). According to Yang and Post (2011), the organic phosphate content of those

soils is 5-15% but this is a second order effect when compared to misclassification.
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In the high bioaerosol scenario 17% of the phosphate aerosol is biological (Figure C-

32A) but when misidentification is considered 81% of particles are identified as such

(Figure C-32C). In the low bioaerosol scenario 2% of the phosphate aerosol is biolog-

ical (Figure C-32B) but when misidentification is considered 77% of the particles are

identified as such (Figure C-32D). This illustrates that simplistic identification can

lead to large misclassification errors of aerosol sources.

Misidentification can also lead to misattribution. Pratt et al. (2009) analyzed ice

residuals sampled in an orographic cloud and suggested a biological source using the

simple three-component filter applied to spectra containing calcium, sodium, organic

carbon, organic nitrogen and phosphate. The processed apatite spectrum in Figure C-

25, devoid of biological material, contains all of these markers. Similar to the Storm

Peak dataset, the Pratt et al. (2009) wave cloud occurred in west-central Wyoming

which is near the Idaho phosphate rock deposits (Figure C-29) and four U.S. states

with active mining of phosphate rock for use as inorganic fertilizer in agriculture (U.S.

Geological Survey, 2016b).

As noted above, the Pratt et al. (2009) and Creamean et al. (2013, 2014) stud-

ies were performed with a different SPMS, the ATOFMS (Gard et al., 1997; Pratt

et al., 2009). Because the ATOFMS uses a desorption/ionization laser of a different

wavelength (266 nm) the SVM algorithm used here may not directly translate to

that instrument (Murphy, 2007). Instead, the calculation above assumes only that

the misidentification rates between the simple three-component filter and the SVM

algorithm applies.

5.4.2 Soil dust and internal dust/biological mixtures

Soil dust is an important but complicated category of phosphate-containing atmo-

spheric particles. Modeling studies, such as Mahowald et al. (2008), treat all phos-

phorus in soil dust aerosol as inorganic. However, the phosphorus in soil investigated

here took both organic and inorganic forms. Walker and Syers (1976) proposed a

conceptual model of transformations of phosphorus depending on the age of the soil.

At the beginning of its development, all soil phosphorus is bound in its primary min-

100



eral form, matching that of the parent material, which is primarily apatite (Walker

and Syers, 1976; Yang and Post, 2011). As the soil ages, the primary phosphorus

is released. Some of it enters the organic reservoir and is utilized by vegetation,

some is adsorbed onto the surface of secondary soil minerals (non-occluded phos-

phorus) and then gradually encapsulated by secondary minerals (Fe and Al oxides)

into an occluded form. The total phosphorus content of the soil decreases as the

soil ages, due to leaching. The organic fraction can encompass microorganisms, their

metabolic by-products and other biological matter at various stages of decomposi-

tion. Soil microorganisms are the key players in converting organic phosphorus back

into the mineral form (Brookes et al., 1984). Yang and Post (2011) estimated organic

and inorganic phosphorus content of various soils based on available data. Spodosols

(moist forest soils) have the highest fraction of organic phosphorus (~45%) and arid-

sols (sandy desert soils) have the lowest (-5%) (Yang and Post, 2011). Yang et al.

(2013) compiled a global map of soil phosphorus distribution and its forms and found

that 20%, on average, of total phosphorus is organic. Wang et al. (2010) arrive at

34% of soil phosphorus as organic globally.

The biological PALMS filter was applied to several soil dust samples (Table B.5).

As would be expected, soils collected in areas with less vegetation exhibit smaller

biological contributions. We note that organic phosphorus content is not necessarily

a direct indicator of microbes since it also encompasses decomposed biogenic and

organic matter. At this time, we are not able to delineate between primary biological,

biogenic or simply complex organic (such as humic acids) material.

In the FINO3 field dataset, 56% of particles identified as biological also contained

silicate markers normally associated with mineral dust. In the CARES dataset the

percentage of such particles was 36%. This represents an upper limit of particles

that are an internal mixture of dust and biological material. As stated in the last

paragraph, this biological material probably does not consist of whole cells sitting

on mineral particles; such internally mixed mineral dust particle with surface whole

or fragments of biological material are not supported by EM (Peter Buseck, personal

communication). It currently remains unclear if such internally mixed particles would
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be counted as biological with an optical microscope after fluorescent staining.

Internal mixtures of biological and mineral components were generated in the

laboratory in order to investigate this; an exemplary spectrum of such particle is

shown in Figure C-33. The spectrum contains alumino-silicate markers consistent

with mineral dust together with phosphate markers that, in this case, come from the

biological material. In spectra of pure illite, no phosphate markers are present. Using

the classifier developed in this paper on the laboratory-generated internally mixed

particles correctly identifies the phosphate signatures to be biological.

5.4.3 Uncertainty in bioaerosol identification in PALMS spec-

tra

Phosphorus peak ratios in biological particles cluster differently than in inorganic

phosphorus particles with ragweed pollen an exception (Figure C-27A). No satisfac-

tory explanation for this observation has been found although contamination with

phosphate fertilizer cannot be ruled out. The accuracy of the biological filter using

PO/PO and CN-/CNO- ratios is 97% with ragweed alone the source of most of

the error. This unexplained behavior is a cause for concern, as the list of biological

samples used as a training set is extensive, but not exhaustive and other exceptions

could exist.

The basic classifier presented in this paper is binary: all phosphate- and organic

nitrogen-containing particles are classified either as biological or inorganic. However,

spectra whose PO/PO2 and CN~/CNO- ratios are very close to the SVM bound-

ary have more uncertain assignments than those whose PO3/PO2 and CN-/CNO-

ratios fall far away from the boundary. In order to provide an additional measure of

classification uncertainty, a probability bound was defined as shown in Figure C-28.

According to this definition, 96% of particles in the training dataset were classi-

fied with high-confidence (Figure C-28). In the FINO3 and CARES field datasets,

79% of phosphate-containing particles were classified with high confidence. The low-

confidence assignments are shown on Figures C-29A and C-30A with shaded areas.
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The low-confidence assignments in field datasets can be related to chemical process-

ing of particles (either at the source like in soils or during transport) or to internal

mixing of biological and inorganic phosphate.

Because soil dusts are a special category, where lines between biological and in-

organic phosphorus sources can be blurry because of ongoing chemical transforma-

tions, they have higher classification uncertainties than other types of phosphate-

containing aerosols. In the field data, dust/biological mixtures (defined as particles

classified as biological with silicate features) are overrepresented in the low-confidence

assignments. Dust/biological mixtures constitute 26% (CARES) - 46% (FINO3) of

high-confidence assignments and 64% (CARES) - 68% (FINO3) of low-confidence

assignments. Moreover, only 75% of phosphate-containing soil dust particles were

classified with high confidence. However, in simple two-component internal mixtures

of dust and biological fragments (Figure C-33) phosphate features can be identified

as biological with high confidence (98%).

Because the field studies were performed during different time periods, it was

difficult to control for a constant excimer laser fluence. However, laser fluence was

similar for all laboratory samples acquired (3-5 mJ pulse energy). This is a possible

source of uncertainty, as fragmentation patterns can differ depending on pulse energy.

5.5 Conclusion

This paper examines criteria that can be used with SPMS instruments to identify

bioaerosol. We propose a new technique of bioaerosol detection and validate it using

a database of phosphorus-bearing spectra. A simple binary classification scheme was

optimized using a SVM algorithm, with 97% accuracy. Ambient data collected during

FINO3 and CARES campaigns are then analyzed with this binary classifier. Particles

with phosphorus were up to 0.5% for FINO3 and 4.2% for CARES by number of all

ambient particles in the 200 - 3000 nm size range. On average, 29% (FINO3) and 63%

(CARES) of these particles were identified as biological.

Our work expands on previous SPMS sampling that used a more simple Boolean
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three marker criterion (CN-, CNO- and PO3 ) to classify particles as primary bi-

ological or not (Creamean et al., 2013, 2014). We show that the presence of these

markers is necessary but not sufficient. We show a false positive rate of the Boolean

filter between 64% and 75% for a realistic atmospheric mixture of soil dust, fly ash

and primary biological particles.

The trained SVM algorithm was also used to measure the biological content of

soil dusts. Different soil dust samples can have different content of biological material

with a range from 2 - 32% observed here. Consistent with the literature, samples

taken from areas with vegetation exhibit a higher biological content.
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5.7 Appendix: Machine Learning Approach Details

5.7.1 Algorithm description

Support vector machines (SVMs) are family of algorithms that enable binary classi-

fication of data. The training dataset is given as (xi, yi), where xi is the ith vector
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of inputs with M components and y is a label associated with xi. In the case de-

scribed in this paper, the input vectors are points in two-dimensional CN-/CNO-

vs. PO /PO2 space (i.e. every point on Figure C-28 is an input vector x) and

their labels are either "biological" or "inorganic". A discriminant function can be

defined (Ben-Hur et al., 2008):

f(x) = w -x + b (5.1)

Geometrically, w -x - b = 0 describes a hyperplane, where w is its normal vector

and b specifies the offset of the hyperplane from the origin. This is shown schemat-

ically in Figure C-34. Thus defined hyperplane separates the data into two classes,

one where f(x) > 0 and one where f(x) < 0. The value of f(x) for any x is known

as the score.

Because there are many hyperplanes that can be drawn to separate the two hy-

pothetical classes shown in Figure C-34, the algorithm computes the optimized sep-

arating hyperplane. In order to do this, it maximizes the margin, defined as the

distance of the closest input vector to the decision boundary (Ben-Hur et al., 2008).

Those closest input vectors are known as support vectors and they are indicated by

filled symbols in Figure C-34. For the support vectors, the discriminant function is

defined as f(x) = 1 and parameter b is chosen such that the hyperplane lies halfway

between the closest positive and the closest negative support vector (Ben-Hur et al.,

2008). The margin is then defined as 1/| wJJ and in order to maximize the margin,

the following optimization problem is solved (Ben-Hur et al., 2008):

minimize -1|W||2
w,b 2

subject to yi(w - xi + b) > 1, i = 1, ... , n.

Where n denotes the total number of input vectors in the training set. This

quadratic optimization problem can be solved using standard computational tools.

The above description in the simplest case of the SVM algorithm also known as

the hard margin SVM and it applies only to perfectly separable data. The modern
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version of the algorithm, described by Cortes and Vapnik (1995) is the soft margin

SVM, which allows for non-perfectly separable data. In the soft margin version of

the algorithm, the optimization problem changes to (Ben-Hur et al., 2008; Cortes and

Vapnik, 1995):

minimize IIwI12 +CZ
w,b 2 (5.2)

subject to yi(w -xi + b) > I - i, i = 1, i > 0.

Here non-negative slack variables, , > 0 are introduced to allow some input

vectors to be inside the margin or misclassified. Because it is still advantageous to

minimize the number of such errors, a term C l2n 1 i is also minimized. Variable

C assigns a "penalty" to errors and it determines a trade-off between increasing the

margin size and minimizing the misclassifications (Ben-Hur et al., 2008; Cortes and

Vapnik, 1995).

The above described versions of the algorithm only work for linear cluster bound-

aries. For real data, however, a non-linear decision boundary might offer the best

performance. A non-linear classifier can be defined using the "kernel trick" as first

described by Boser et al. (1992). When two-dimensional data cannot be separated

using a linear boundary, it can still be projected into a higher dimensional space

("feature space"), where an optimum separating hyperplane exists. Kernel functions

are used in order to make this problem computationally manageable.

Using the method of Lagrange multipliers, the optimization problem 5.2 can be

rewritten in terms of variables ai as follows (Ben-Hur et al., 2008; Cortes and Vapnik,

1995; Boyd and Vandenberghe, 2004)

maximize ai -- 1yYyaiaj(xi -xj)
a 2

i=i i=1 j=1 (5.3)

subject to yiai = 0, 0 < ai < C.
i=1

This is the so-called "dual" representation of the problem, which makes it very

clear that in this algorithm, the input vectors x appear only inside the inner prod-
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uct (Ben-Hur et al., 2008; Cortes and Vapnik, 1995; Boyd and Vandenberghe, 2004).

Vector w satisfies w = i_1 yiaixi. Also, ai > 0 for the support vectors and ai = 0

only when xi lies on the correct side of the boundary (Ben-Hur et al., 2008; Cortes

and Vapnik, 1995)

The discriminant function 5.1 in dual representation becomes

f (x) = yiai(xi - x) + b (5.4)
i=1

Note that similarly to 5.3 it also depends on the input vectors only through their

inner products. This ensures that the kernel trick can be applied.

Let function # be the mapping function of the input data into the feature space.

We can replace the inner products of input vectors in equations 5.3 and 5.4 with the

inner products of their transformations into the feature space as follows:

maximize ai - yyaia ((xi) - #(x ))
i=1 i=1 j=1
n

subject to y a = 0, 0 a < C.
i=1

and

n

f (x) = yai (0(xi) - #(x)) + b
i=1

We can now define a kernel function that satisfies (Ben-Hur et al., 2008; Hofmann

et al., 2008; Boser et al., 1992):

k(x, x') = (x) - #(x')

The optimization problem and the discriminant function now simplify to

maximize 2 y y ai a k(xi, xj)
1=1 i=1 j=1
n

subject to yiai = 0, 0< ai 0.
i=21
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and

n

f(x) = yiaik(xi, x) + b
i=1

Note that using the kernel function is computationally simpler because explicit

transformations into the feature space do not need to be carried out.

Some examples of commonly used kernel functions include the polynomial kernel:

kd,,(x, x') = (x.x'i+rK)d and the Gaussian kernel: k,(x, x') = exp(- IIx -x'| 2 ) (Ben-

Hur et al., 2008).

The problem described in this paper, using support vector machines to compute

a binary classifier of biological and non-biological PALMS spectra, uses the modern

"soft-margin" version of the SVM algorithm and a Gaussian kernel. The algorithm

outputs scores (f(x) values) for every training vector provided (and subsequently for

the "unknown" data to be classified). Geometrically, score translates to the distance

from the decision boundary and therefore it is proportional to classification uncer-

tainty, but it is not an explicit probability of correct classification. In order to simplify

the interpretation of scores as uncertainties, Platt scaling is performed on the score

values (Platt, 1999). This involves fitting the scores with the following function:

1
P(y = I1|X) =1

1 + exp(Af (x) + B)

Where A and B are the fitting constants. To avoid overfitting, 10-fold cross-

validation is applied.

5.7.2 Some further work on machine learning applied to PALMS

data

Constructing a binary classifier that separates biological and non-biological particle

spectra in terms of ratios of their phosphate and organic nitrogen peaks is a simple but

illustrative application of machine learning. The four peaks considered in this work

(CN-, CNO-, PO and PO-) were used in order to keep consistent with previous
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literature approaches. When this is not a concern, all peaks in a spectrum could be

used to build more complex classifiers with larger predictive power.

As an extension of this work, an ensemble of predictive models was used to extend

the classification into a larger input space. In this case, the input vectors xi consist

of normalized stick mass spectra with m/z values from 1 to 220 and the aerodynamic

size information (i.e. every xi is 221-dimensional). Positive and negative spectra

are considered separately. The classification models used in this case are not support

vector machines, but decision trees, which are statistical decision models that classifiy

based on a series of comparisons relating variables of input vector xi to a learned

threshold value (Breiman, 2001). A tree is a hierarchy of nodes, which connect to

other nodes via branches: at each node, one or more variables of xi are compared

to threshold values which determine which branch is followed and this branch in

turn leads to a different node. After a series of nodes, a class is assigned to xi.

While decision trees can be constructed manually by an operator by defining a set

of thresholds and outcomes, in the machine learning version, the thresholds and tree

structures are learned automatically from the training data.

In order to create a more robust classifier, an ensemble of decision trees is grown,

each tree independent of the others. In this case, a total of 1000 trees were grown,

each using an independent random sample drawn from the training data. On average,

each tree was built with 63% of the data. The remaining 47% of the training sample

not used to grow the tree can be used to asses its classification error (this is the

"out-of-bag" sample). In order to classify an input xi, each tree assigns a label to xi

and then, all trees "vote" on the final classification. Each vote is weighed equally and

the final classification is the majority choice.

The training dataset used with this algorithm consisted of positive and nega-

tive mass spectra of atmospherically-relevant lab-generated aerosol sampled at the

Karlsruhe Institute of Technology. The Aerosol Interactions and Dynamics in the At-

mosphere (AIDA) facility was used during the Fifth Ice Nucleation workshop-part

1 (FIN01). The aerosol types are fully described in Table B.7.

Not all mass peaks are equally important to the classification. In addition, in-
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correct mass assignments at high masses can introduce noise. The algorithm reduces

dimensionality by comparing the performance of decision trees before an after remov-

ing information about each element of xi. In this way, the variables can be ranked in

terms of their significance to the classification. Table B.8 shows the top 20 highest

ranked positive and negative variables. Next, the algorithm was re-trained using only

the most highly ranked variables to reduce the dimensionality and improve the speed

of calculation. The final dimensionality was determined by adding variables in order

of their ranking and observing if performance of the classifier increases. After two

e-foldings in classification error, no further variables were added to the model. In

addition, in the final model, lead isotopes ( 2 04Pb, 2 06Pb, 2 07Pb, 2 08Pb) were combined

because they tend to suffer from incorrect mass assignments. This is caused by loss

of resolution for high m/z values (see discussion in Chapter 3).

A convenient way to visualize the results of such a classification are confusion

matrices. A confusion matrix shows misclassification tendencies by pair-wise match-

ing model prediction with true aerosol labels. In Figure C-35, confusion matrices for

positive and negative polarity classifiers have been normalized along each column to

show the fraction of mislabelled aerosol particles for the out-of-bag samples. From

the figure, the overall classification accuracy for both positive and negative classes is

good, usually within 70% - 100%. Figure C-35 splits the aerosols by chemically simi-

lar classes. Within those classes, fertile soils (Argentina, China, Ethiopian, Moroccan

and German soils) show the most classification errors (71% - 88%). This is expected

due to the heterogeneity and chemical complexity of fertile soils. Pure dusts (ATD,

illite and feldspars) can be separated very well from each other (> 90%), but errors

up to can occur when Feldspar coated with sulfuric acid or SOA is considered (>

75%). This is also expected because coatings were thin. Additionally, feldspar coated

with sulfuric acid is often mistaken for soot (75% accuracy) in negative polarity only,

which is probably contamination of one aerosol type with another. The biological

class (Agar growth medium, bacteria, cellulose, hazelnut pollen and Snomax) can be

separated from each other and from other classes with very high accuracy (usually

> 90%, except for cellulose which was known to have some dust contamination).
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This shows that a more complex classifier for bioaerosol could be written when more

mass spectral peaks are considered. Of particular interest would be extending the

bioaerosol classification to positive polarity and trying to separate different types of

bioaerosol from one another. The list of aerosols sampled at AIDA does not include

all possible interferences, however, as bioaerosol in positive polarity can often look

similar to very processed atmospheric dust, biomass burning or sea salt. High degree

of processing was not considered here and there are also no lab examples of biomass

burning or sea salt.

5.7.3 Future work: Ambient aerosol and other SPMS instru-

ments

The ensemble classifier performs well on AIDA laboratory data, as evident in Fig-

ure C-35. However, extending the ensemble classification to ambient aerosol is a

difficult task. In general, the predictive power of this classifier is limited by how

exhaustive the training dataset is. The AIDA dataset leaves out several important

ambient aerosol classes, such as biomass burning or sea salt. Unfortunately, some of

those natural particles are difficult to approximate exactly in a lab experiment, as

they undergo various degrees of processing in the atmosphere. As seen in Table B.8,

some of the best predictors can be organic, sulfate or nitrate ions, all of which will be

heavily influenced by atmospheric processing. Features need to be pre-selected with

this in mind if the classifier is to be generalizable. Additionally, particles that are

internal mixtures of two distinct types might be more difficult to handle.

It is possible that for the best classification of ambient aerosol particles, supervised

and unsupervised techniques need to be used in tandem. That is, unsupervised clus-

tering techniques can be first used on ambient data to define natural cluster patterns

and the resulting clusters can then be matched to reference laboratory particle types

using supervised learning methods. This would help to avoid unintentional biasing of

analysis of ambient datasets by attempting to compare them with a possibly limited,

pre-determined set of laboratory data. Such an approach can be considered as future
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work.

Overall, machine learning techniques offer significant promise for analysis of single

particle mass spectra from any instrument. However, for laser ionization techniques,

fragmentation patterns can be sensitively dependent on the fluence and wavelength

of the ionization laser used. Because lasers in used in different SPMS instruments

are often different, the classifiers described here are not expected to be the same for

other instruments, such as SPLAT or ATOFMS. While the machine learning classifiers

cannot be translated from one instrument to another, the techniques discussed here for

derivations of the classifiers are applicable to any instrument that measures physical

and chemical properties of particles. This also extends to instruments other than

laser ionization mass spectrometers: AMS spectra could be feasibly analyzed with

those techniques, as well.

We thank Costa Christopoulos for writing the ensemble classifier. Selected content

from this Appendix is in preparation for publication in Atmospheric Measurement

Techniques.
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Chapter 6

Measurement and modeling of the

vertical and seasonal abundance of

bioaerosol

Measuring the composition of atmospheric aerosol is important for understanding ra-

diative balance, cloud formation and chemical reactions in the atmosphere. As one

example, certain species of bacteria have been found to be efficient ice nucleating

particles (INPs) in laboratory studies, and it has therefore been suggested that bio-

logically derived aerosol particles, or "bioaerosol", might play a role in atmospheric

ice formation and precipitation. Observation and modeling of bioaerosol have been

limited by sparse data on spatial and temporal variability. Here we apply a new

methodology to measurements of single particles over four airborne sampling cam-

paigns to derive seasonally-resolved vertical profiles of bioaerosol. The measurements

are in general agreement with a global aerosol model and can be used to show that

bioaerosols are at least ten times less abundant than mineral dust in the free and

upper troposphere. In contrast, previous studies that report higher concentrations

of bioaerosol are likely to have misidentified phosphorus-containing mineral dust as

bioaerosol.
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6.1 Introduction

The effects of aerosols, clouds and their mutual interactions on the climate system

are more uncertain than those of greenhouse gases (Boucher et al., 2013). Aerosols

can influence the Earth's radiative budget both directly, by scattering and absorb-

ing incoming solar radiation, and indirectly, by nucleating clouds. Clouds can then

scatter solar radiation and trap terrestrial heat with a balance that depends on their

specific properties (Boucher et al., 2013). Water droplets and ice crystals nucleate on

pre-existing particles termed cloud condensation nuclei (CCN) and ice nucleating par-

ticles (INPs), respectively. Bioaerosol particles can act as efficient CCN and, because

certain bacteria have been shown to be efficient INPs in laboratory studies (M6hler

et al., 2008), it has been proposed that bioaerosol could play a role in atmospheric

ice nucleation (Mdhler et al., 2007) although most in situ studies do not find evidence

of it (Cziczo et al., 2013; Ebert et al., 2011). In order to model the importance of

this effect, measurements of bioaerosol in the atmosphere at cloud-forming altitudes

are necessary. Current emissions inventories are sparse, and most observations are

carried out at ground level, which is difficult to translate to the free troposphere, i.e.,

above the planetary boundary layer.

Bioaerosol originates from a myriad of sources, including, but not limited to, mi-

crobes, fungal spores, pollen, and small fragments of vegetation (Despres et al., 2012).

Prior to the development of portable field sensors, measurements of atmospheric

bioaerosol used off-line methods on collected aerosol, such as cultivation, fluores-

cent labeling, optical and electron microscopy (EM) and DNA amplification (Despres

et al., 2012; Burrows et al., 2009). Historical data from cultivation and fluorescent

labeling/microscopy yields estimates of total bioaerosol concentrations in near-surface

air between 1 x104 m- 3 and 7 x 105 m-3, depending on the ecosystem (Burrows et al.,

2009). Recent flow cytometry measurements at a remote mountain site reported bac-

terial concentrations between 1 x 103 m-' and 1 x 105 m-3, depending on the season

(22% of all particles greater than 0.5 Mm, on average) (Bowers et al., 2012). Other

measurements, using a combination of scanning electron microscopy and optical mi-
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croscopy, found 6 x 105 m-3 bioaerosol in the remote atmosphere (20% of all particles

greater than 0.2 pm) (Matthias-Maser et al., 2000) and 3 x 106 m- 3 in a semi-rural

location (24% of all particles greater than 0.2 pm) (Jaenicke, 2005), averaged over

the course of one year. In the marine atmosphere, transmission electron microscopy

measurements reported concentrations, ~1 x 106 m- 3 bacteria (P6sfai et al., 2003)

(1% of all particles greater than 0.2 pm, converted to absolute concentration using

accumulation mode total aerosol measurements at a nearby location (Brechtel et al.,

1998)).

In situ and real-time detection is now possible with commercial monitors that

probe atmospheric aerosol that fluoresces when excitepd with UV radiation (Kaye

et al., 2005). One such sensor was recently used on aircraft in the southeastern U.S.

to report between 1 x 104 m-3 and 3 x 105 m 3 fluorescent particles in vertical profiles

from surface level to upper troposphere (5-10% of total particles in the 0.6 - 5 Pm

range) (Ziemba et al., 2016). A similar technique was used to derive vertical profiles of

fluorescent particles over the U.S. Great Plains (Twohy et al., 2016). Concentrations

up to 1 x 103 n- 3 of fluorescent particles in the 0.8 - 12 pm range were found in the

mid- to upper troposphere (Twohy et al., 2016).

Ground- and aircraft-deployable instruments that determine the composition of

single aerosol particles using mass spectrometry have existed since the mid-1990's

and have generated an extensive record of atmospheric aerosol composition (Murphy,

2007). If bioaerosol can be properly distinguished, these data offer an opportunity

to extend our knowledge of bioaerosol abundance and also link historic measure-

ments and modern instrumentation specifically designed for their detection. Re-

cently, bioaerosol particles have been distinguished using the presence and relative

magnitude of phosphate and organic ion peaks in mass spectra (Zawadowicz et al.,

2017). Using this technique, we derive vertical profiles-from the boundary layer to

the free troposphere-from four airborne measurement campaigns. These datasets

span the continental United States and two seasons: the New England Air Quality

Study (NEAQS, June-August, 2004), Mid-latitude Airborne Cirrus Properties Exper-

iment (MACPEX, March-April, 2011), Deep Convective Clouds and Chemistry (DC3,
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May-June, 2012) and Studies of Emissions and Atmospheric Composition, Clouds

and Climate Coupling by Regional Surveys (SEAC4 RS, August-September, 2013).

We compare our vertical profiles to a global microphysics model (GLOMAP-mode),

which includes bioaerosol emissions (Spracklen and Heald, 2014). Additionally, we

conducted a direct comparison of the mass spectrometer and Wideband Integrated

Bioaerosol Sensor (WIBS), a fluorescence technique, during the Fifth Ice Nucleation

Workshop-phase 3 (FIN03), which took place at Storm Peak Laboratory, a high-

altitude site atop Mt. Werner in Colorado (elevation: 3220 m M.S.L) during Septem-

ber, 2015.

6.2 Experimental Methods

The Particle Analysis by Laser Mass Spectrometry (PALMS) instrument was used

for mass spectrometry and has been described previously (Murphy, 2007). The in-

strument can be deployed on the ground or on aircraft. The method to differentiate

bioaerosol from phosphate-bearing mineral dust species has also been previously de-

scribed (Zawadowicz et al., 2017). Briefly, it relies on a binary classifier derived by

analysis of a large library of single particle mass spectra of biological, mineral and

anthropogenic origin and application of a support vector machine classifier (Zawad-

owicz et al., 2017). The commercial fluorescence sensor used for this study was the

Wideband Integrated Bioaerosol Sensor (WIBS-4A, DMT, Boulder, CO). We use

the modal version of the Global Model of Aerosol Processes (GLOMAP-mode) with

bacteria and fungal spore emissions included (Spracklen and Heald, 2014).

6.2.1 Particle Analysis by Laser Mass Spectrometry (PALMS)

The NOAA PALMS instrument has been discussed in detail elsewhere (Cziczo et al.,

2006; Thomson et al., 2000). Briefly, PALMS uses an aerodynamic lens inlet to sample

aerosols and impart them with a size-dependent velocity distribution (Zhang et al.,

2002, 2004). Aerodynamic particle diameter is measured by timing the particle time

of flight between two continuous-wave laser beams (532 nm Nd:YAG in laboratory
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PALMS and 405 nm diode in flight PALMS). The particles are ablated and ionized

in one step by a 193 nm excimer laser. A unipolar reflectron time of flight mass

spectrometer is then used to acquire mass spectra. Due to the laser fluence used for

desorption and ionization (~109 W/cm 2), PALMS spectra show both atomic ions and

ion clusters. SPMS is considered a semi-quantitative technique because the ion signal

depends on the ionization potential of the substance and its abundance (Murphy,

2007). Additionally, the ionization potentials can depend on the overall chemical

composition of the particle (matrix effects) (Murphy, 2007). The lower particle size

threshold for PALMS is set by the amount of detectable scattered light at -200 nm

and the upper size threshold is set by the aerodynamic lens at ~3 Pm (Cziczo et al.,

2006). The 193 nm excimer laser can ionize all atmospherically-relevant particles

within this size range with no known detection bias (Murphy, 2007). Currently, there

are two builds of the PALMS instrument, and both of these have been used for this

work. The laboratory PALMS is a working prototype for the flight PALMS, which is

more compact and can be flown on WB-57 or DC-8 aircraft (Thomson et al., 2000).

6.2.2 Wideband Integrated Bioaerosol Sensor (WIBS)

WIBS (Droplet Measurement Technologies, Boulder, CO) is a commercial sensor that

measures the optical size and fluorescence of individual particles which are used as a

proxy for bioaerosol. Briefly, particles scatter light during transit of a 635 nm laser

beam, which triggers the sequential firing of xenon flash lamps filtered to emit at 280

nm and 370 nm. The resulting emissions are imaged onto PMTs filtered to detect

fluorescent light in two bands: 310 - 400 nm (the FLi detector) and 420 - 650 nm (the

FL2 detector). For data collected in 2015 at the Storm Peak Laboratory, the WIBS

was run at an increased gain such that it was able to count, size and retrieve fluores-

cent information for particles between 0.4 and 10 pm. The counting efficiency in this

size window was assessed by comparison with a co-located Laser Aerosol Spectrom-

eter (LAS, manufactured by TSI Incorporated, Shoreview, MN) and the agreement

between the two instruments was within 10% . The excitation and emission wave-

lengths were chosen to target fluorescence expected from tryptophan, an amino acid
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and NADH, a by-product of bacterial metabolism (Gabey et al., 2010; Kaye et al.,

2000, 2005). The FLI detector detects fluoresence resulting from the 280 nm excita-

tion and is saturated by the 370 nm flash while the FL2 detector detects fluorescence

resulting from both flashes. Thus, each fluorescent particle can have signal in any of

three "channels" and we use the associated categorization scheme described in Per-

ring et al. (2015), along with laboratory results of known bioaerosol (Hernandez et al.,

2016) to interpret fluorescent aerosol concentrations. What follows is a more detailed

discussion of this interpretation.

Hernandez et al. (2016) report, for example, that bacteria generally have signal

in the FL1 detector following 280 nm excitation (denoted channel A in Perring et al.

(2015)) and do not have signal in either of the other channels. Similarly, fungal

spores all tend to have signal in channel A and sometimes have signal detected by

the FL2 detector following 280 nm excitation (channel B) and 370 nm excitation

(channel C). Using the Perring et al. (2015) categorization this would be denoted as

a mixture of types A, AB and ABC. Pollen tends to always have signal in channel

C and sometimes has signal in channels A and B; in other words pollen appears as

a mixture of types C, BC and ABC. Type B particles (i.e. particles for which the

only fluorescent signal is seen by FL2 following 280 nm excitation) are very rarely

found in tests of known bioaerosol and are, instead, frequently observed in ambient

data during periods of biomass burning influence. Thus, for the present study, we

derive our implied bioaerosol concentrations from the WIBS as the sum of all observed

particles of types A, AB, ABC, BC or C and we exclude particles exhibiting type B

fluorescence. Very few type AC particles are observed in the lab or in ambient data,

however they are also excluded from reported bioaerosol concentrations in this study.

In typical applications size is also used as an identifying factor to further reduce

the likelihood of non-biological fluorescent interferences. The theory behind this is

that, if there are non-biological interferences in the accumulation mode, they can

affect derived bioaerosol concentrations substantially even if only a tiny fraction of

the accumulation mode number contributes. Therefore submicron fluorescent parti-

cles are often excluded from analysis. Here, in order to maximize the size range of
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overlap between the PALMS and the WIBS, we have not excluded particles based on

size though we note that there are potential interferences in the accumulation mode

that are spectrally similar to known bioaerosol and which may impact our reported

concentrations at the smaller sizes.

6.2.3 Field data

Four flight data sets included the New England Air Quality Study (NEAQS), con-

sisting of 17 research flights on WP-3D aircraft in the summer of 2004 (Peltier et al.,

2007). The flights were concentrated around New England and they were the low-

est in altitude compared to the others used in this work. The 2012 Deep Convective

Clouds and Chemistry (DC3) campaign was aimed at understanding the effect of con-

vective storms on the upper troposphere (Barth et al., 2015). PALMS was flown on

the NASA DC-8 aircraft and the flights were concentrated around Colorado, Kansas

and Oklahoma. During the 2013 Studies of Emissions and Atmospheric Composi-

tion, Clouds and Climate Coupling by Regional Surveys (SEAC4RS) field mission,

PALMS was also deployed on the DC-8, and the flights included Western and Cen-

tral U.S. (Toon et al., 2016). The 2011 The Mid-latitude Airborne Cirrus Properties

Experiment (MACPEX) campaign was based in Houston, TX and it was focused on

cirrus cloud properties (Cziczo et al., 2013). PALMS was deployed on the WB-57

aircraft. Flights focused on central U.S. and they reached higher altitudes than the

other three campaigns used in this work.

The ground dataset used to compare WIBS and PALMS was acquired as a part of

the Fifth Ice Nucleation Workshop-phase 3 (FIN-3). The flight PALMS instrument

was used to sample ambient air at Storm Peak Laboratory in September, 2015. WIBS

was used to sample the ambient air using the same inlet.

6.2.4 Data Analysis

The PALMS spectra considered here are negative-polarity only, as successful classi-

fication of bioaerosol can only be performed in negative mode, where phosphorus-
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containing ions have the higher signal. Definitions and methods for classification

of single particle spectra of bioaerosol and inorganic phosphorus-rich particles were

described previously (Zawadowicz et al., 2017). Briefly, a library of single parti-

cle phosphorus-rich PALMS spectra of known composition was constructed, includ-

ing biological, mineral and combustion aerosols. Those spectra were plotted in a

CN-/CNO- vs. PO3/PO2 space, according to relative abundances of phosphate

and organic nitrate ions. A two-dimensional boundary for a binary classifier was cal-

culated using support vector machines, a machine learning algorithm. This trained

classifier can now be used on unknown data which contains phosphate and organic

nitrate ions.

Criteria for classification of PALMS spectra as mineral dust in the negative mode

have also been described previously (Cziczo et al., 2013). Classification relies on the

presence of alumino-silicate oxide signatures, such as AlSiO7, SiO;, AlO; and Si-,

and to a lesser extent, FeO; and CrO;. Because negative silicate ions have a lower

ionization potential than sulfate or nitrate ions, they can fall below the detection

threshold in spectra. Numbers reported in this paper should be considered a lower

bound for mineral particles.

6.2.5 Modeling

The aerosol microphysics model used in this study is the modal version of the Global

Model of Aerosol Processes (GLOMAP-mode) with incorporated fungal spore and

bacteria emissions, as described previously (Spracklen and Heald, 2014; Hoose et al.,

2010). Fungal spore emissions are driven by leaf area index (LAI) and water vapor

concentrations (Heald and Spracklen, 2009) and bacteria emissions are implemented

following Hoose et al. (2010).

6.3 Results

Flight tracks of the four field campaigns considered are shown in Figure C-36. The

datasets were filtered for three types of particles; example spectra are shown in Fig-
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ure C-37: bioaerosol (panel A), inorganic phosphorous-bearing mineral dust (panel

C) and silicate mineral dust (panel E). Note that inorganic phosphorous particles

have many of the same chemical features and similar size distributions (panels B and

D) to bioaerosol and may have been previously confused with bioaerosol (Zawadow-

icz et al., 2017). Internal mixing (i.e., where silicate mineral features also exist on

a bioaerosol particle) is not uncommon and might represent particles derived from

fertile soils (Zawadowicz et al., 2017).

In these data, bioaerosols comprised 0.03-0.87% of particles in the 0.3 - 4 pm

diameter size range. The relative abundance falls with altitude, and by cirrus cloud

altitudes (>4 km) bioaerosol is <0.07% (Figure C-36). Silicate mineral dust parti-

cles, known to be effective INPs at these conditions (Atkinson et al., 2013), comprise

0.05 - 7% of particles at cirrus cloud altitudes. At intermediate altitudes (2 km - 4

km), bioaerosol particles comprise on average 0.15% with silicates ~17 times more

abundant. Vertical profiles of inorganic phosphorous-rich particles align with those

of mineral dust, which likely reflects similar surface sources such as saltation or agri-

cultural fertilizer use (Koppelaar and Weikard, 2013). Depending on the campaign

and season, 30% - 82% of all bioaerosol particles also had silicate features (i.e., 0.01

- 0.56% of particles overall). Bioaerosol concentrations decrease with altitude faster

than either inorganic phosphate-rich or mineral dust particles. Because the size dis-

tributions of all three particle types are similar (Figure C-37), mechanisms other than

gravitational settling may influence the preferential removal of bioaerosol.

Concentrations of bioaerosol calculated here should be interpreted with the instru-

mental size range (-0.3 - 4 pm) in mind. Other instruments are sensitive to different

size ranges. WIBS, for example, reports diameters between 0.5 Am and 16 Am (Gabey

et al., 2010), and there is no technical upper limit with microscopy. Bioaerosol can be

relatively large. For example, some pollen grains range from 10 pm to greater than

100 pm in diameter (Emberlin, 2008) although the atmospheric lifetime of -100 pm

particles is short due to both gravitational settling and wet-depositional processes (Se-

infeld and Pandis, 2006); this also highlights the difference between a surface and free

tropospheric abundance. In the FINO3 study, WIBS provided loadings in the size
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range of overlap with the PALMS (0.4 - 4 pm) of all particles for which fluorescence

signals matched measurements of test bioaerosol. We note that positive interferences

are likely worse at smaller sizes where accumulation-mode aerosol number increases

dramatically which is why previous studies have often discussed only supermicron

fluorescent particle loadings. The field measurements may therefore represent frag-

ments of original pollen grains, spores or bacteria. Figure C-38 shows a comparison

as a percentage of total particles detected. The percentages reported by the fluores-

cence sensor are similar, but on average 1.8 times higher than those reported by the

mass spectrometer, over the 0.5 - 4 prm size range common to both instruments. In

an intermediate size range, 1.5 - 3 pm, the agreement is within 10%. The overall

bioaerosol abundance reported by both instruments, <1% of total particles in the 0.5

- 4 pm size range, is consistent with EM results (P6sfai et al., 2003).

The paucity of bioaerosol measurements translates into uncertainties in the emis-

sion inventories that are used to assess global effects in models. Contemporary mi-

croscopy and cultivation measurements of bacteria have been summarized by ecosys-

tem type (Burrows et al., 2009); bacterial fluxes derived from those measurements (Bur-

rows et al., 2009) were then used in multiple modeling studies aimed at assessing the

importance of bioaerosol in climate (Hoose et al., 2010; Sesartic et al., 2012; Spracklen

and Heald, 2014). However, much of these data are derived from isolated studies car-

ried out at ground level, and application to seasonal cycles and vertical profiles are

not straightforward (Burrows et al., 2009). For example, Figure C-39A shows a di-

rect comparison of the bacteria concentrations for a forest ecosystem (Burrows et al.,

2009), with mass spectrometry and fluorescence data collected at the Storm Peak

Laboratory, revealing an order of magnitude discrepancy for this location.

The vertical profiles derived here are compared with the results of an aerosol

microphysics model, which includes parameterizations of bacteria and fungal spore

emissions (Figure C-39B). The model results capture the decline in bioaerosol con-

centrations with altitude, however they overestimate lower atmosphere (<4 km) con-

centrations by an order of magnitude, particularly in the summer. The discrepancy

near the surface may reflect a lack of detail in the bacteria emission scheme and/or
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boundary layer mixing and removal. In particular, the aseasonal bacteria emissions

in the model appear to overestimate summertime sources, consistent with the com-

parisons in Figure C-39A. At cirrus altitudes (>4 km), the model result are within a

factor of 3.5 (on average, for all flights).

6.4 Discussion

Two issues should be considered when discussing the importance of bioaerosol in the

atmosphere: (1) the total abundance of all bioaerosol and (2) the distribution and

abundance of the highly ice active species compared to other bioaerosol. While Pseu-

domonas syringae and Pseudomonas fluorescens can induce ice nucleation at tem-

peratures as warm as -5 C, the majority of biological material (pollen, fungal spores)

has similar, or somewhat better, ice nucleation properties to mineral dust (Murray

et al., 2012). The technique described here can be used to constrain only (1); it does

not provide bioaerosol speciation necessary to constrain (2). Point measurements

of ice active Pseudomonas species have been made before. For example, Maki and

Willoughby (1978) isolated a number of bacterial cultures from leaf litter, rain water

and snow, finding that 14% of isolates were ice active at temperatures warmer than

-10'C. Those were almost exclusively strains of P. syringae and P. fluorescens. Lin-

demann et al. (1982) isolated bacteria from air over agricultural areas and found that,

on average, 1% of isolates were ice active at temperatures warmer than -10'C. Those

isolates were also dominated by P. syringae. Constantinidou et al. (1990) isolated

airborne bacteria from air over a soybean field and found that 5.5% were highly ice

nucleation active. This evidence suggests that highly ice active species account for

-10% of total bacteria concentrations emitted into the atmosphere. This study did

not differentiate between bacteria and other types of aerosol, and highly ice-active

species would probably account for <10% of concentrations reported here.

The bioaerosol measurements reported here show good agreement with GLOMAP

model results for altitudes higher than 3 km. The GLOMAP model uses the same

parametrizations of bacteria and spore emissions as two prominent modeling stud-
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ies on this subject, Hoose et al. (2010) and Sesartic et al. (2012). In particular,

this study reports that concentrations of mineral dust are, in general, an order of

magnitude higher than those of bioaerosols, in agreement with simulations reported

in Sesartic et al. (2012) for a realistic emissions scenario. Both of those modeling

studies examined cases where 1% - 10% of bioaerosols were allowed to be highly

ice active, which is realistic considering the abundance of Pseudomonas species. In

those cases, Hoose et al. (2010) reports that bioaerosol contribution to global rates

of heterogeneous ice nucleation is up to 0.03%. The rates were dominated by mineral

dust and soot (Hoose et al., 2010). In the Sesartic et al. (2012) simulations, when

1% of bacteria were allowed to act as IN, global immersion freezing rates are still

dominated by mineral dust, but some influence of bacteria can be seen at the equator

and high northern latitudes, where there is a lot of vegetation (Sesartic et al., 2012).

Allowing 10% of bacteria act as IN made them dominate the global immersion freez-

ing rates (Sesartic et al., 2012). However, the concentrations of ice active bacteria

in this simulation were still an order of magnitude less abundant than mineral dust

and the overall effect on ice water path (IWP) and liquid water path (LWP) was

small (Sesartic et al., 2012).

Previous modeling studies also include extreme test cases, where the concentra-

tions of ice active bacteria are allowed to become comparable to mineral dust. In

the simulation where bacteria emissions rates were increased 100-fold and 100% of

the bacteria were allowed to act as IN, Sesartic et al. (2012) reported a significant

reduction (7%) in LWP and a net change of 1 W/m 2 in radiative forcing by clouds.

Those effects are very strong, but they would require total bioaerosol concentrations

to be three orders of magnitude larger than those reported here, accounting for the

fact that only ~,10% of bioaerosols are probably highly ice active.

The method of bioaerosol identification used here allows measurement of primary

biological particles and, in some cases, internal mixtures and fragments using PALMS,

which can be deployed both on the ground and aircraft. There is however, information

that it cannot provide, such as speciation of bioaerosol, which can be very important

for predicting microphysical properties of those particles (Murray et al., 2012). While
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some work on speciation of bioaerosol is being done with WIBS (Hernandez et al.,

2016), the only certain way to determine whether or not a given bioaerosol particle

belongs to one of the highly ice active species is by DNA sequencing. Usually, this

involves collecting bioaerosols on filters and subsequent amplification of the DNA

by polymerase chain reaction (PCR) (Xia et al., 2015; Bowers et al., 2012). PCR

involves extensive laboratory treatment and cannot be done in situ (Vial et al., 2017).

Recently, techniques for sensitive DNA detection that are faster than PCR and require

less sample pre-treatment have emerged using either nanoparticle labels or on-chip

sensors (Sato et al., 2010; Vial et al., 2017; Hoffmann et al., 2008; Stagni et al., 2006;

Nam et al., 2004). Those could eventually show some promise for atmospheric DNA

detection. Additionally, measuring distributions and concentrations of bioaerosols

that act as IN will be important in further constraining bioaerosol. This could include

aircraft measurements of ice residual chemistry in cirrus and mixed phase clouds along

with cloud chamber experiments on ambient aerosol populations.

6.5 Conclusion

In this study, we apply a new bioaerosol identification technique (Zawadowicz et al.,

2017) to airborne mass spectrometry data to derive vertical profiles of bioaerosol.

Our measurements show an agreement with an aerosol microphysics model within

a few factors in the upper troposphere and within an order of magnitude near the

surface. We also compare mass spectrometry measurements with a commercial fluo-

rescence sensor, showing an agreement to within a factor of two in the 0.5 - 4 pm size

range. The agreement between two different measurement techniques and a model is

an important step in constraining global abundances of this poorly understood and

potentially important source of atmospheric aerosol and representing it accurately in

models. This offers the potential to use past data sets over different seasons, loca-

tions and the depth of the troposphere to build long-term trends in bioaerosol to both

constrain and compare to models.
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Chapter 7

Conclusion

The results presented in this work outline some possible future directions for laser

desorption/ionization mass spectrometry of single aerosol particles and how they can

be used to improve our understanding of atmospheric aerosols. From the individual

chapters, the following conclusions can be drawn:

(1) Further work on understanding laser ionization is needed. Coupling a fem-

tosecond laser to the PALMS instrument did not prove to produce spectra that were

appreciably less fragmented and it did not make the ionization more consistent. The

conclusions were somewhat surprising in that a very short -100 fs pulses produced

spectra that were similar to the traditional 193 nm excimer that produces pulses on

the order of nanoseconds. This shows that laser ionization of aerosol particles in

vacuum is still very poorly understood.

(2) Use of a new generation compact high resolution mass analyzer shows significant

promise. The use of the new sTOF mass analyzer improved the resolution over the

traditional reflectron-TOF 2-3 times, even with extra drift tube that could be elim-

inated. Initial measurements of isotopic ratios illustrate some effects that inhibit

quantification, such as saturation and isobaric interferences. More analysis of this

system and the spectra obtained will allow better understanding of single particle

mass spectra produced by laser desorption/ ionization. Characterization of the new

mass analyzer shows promise for future miniaturization of PALMS, as the sTOF mass

analyzer is significantly smaller and lighter than the reflectron-TOF.
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(3) The new commercial laser desorption/ionization mass spectrometer LAAPToF

is now better suited to ambient particle measurements, but significant improvements

could be made. The optical design of the LAAPToF instrument was significantly

improved by introduction light guides. However, the instrument is still difficult to

align and use because of the total length of the vacuum region and resulting divergence

of the particle beam. The LAAPToF instrument should be significantly shorter for

better particle detection.

(4) Use of novel statistical analysis techniques and extensive laboratory characterization

can help identify new particle types. The bioaerosol identification method required

development of extensive laboratory-based particle library and use of appropriate

data analysis methods. Leveraging similar methods for other difficult to identify

particle types shows some promise, but potential interferences should be considered

in all cases. In particular, some modern machine learning techniques are especially

well-suited to problems in clustering and classification of single particle mass spectra.

7.1 Future Work

7.1.1 Near-term future work

Development of the biological particle identification criteria opens the possibility of

better quantification of bioaerosol in the atmosphere in future SPMS measurements,

which can improve their representation in models and constrain their effect on mixed

cloud formation, which has been hypothesized, but not definitely confirmed in in

situ studies. Future ice residual measurements, both from aircraft and using cloud

chambers, can now unambiguously identify biological ice residuals. In the future, some

more laboratory studies on more complex mixtures of biological and non-biological

material could be undertaken. For example, representing complex soil particles or

similarly complex marine biological particles would be useful to represent some of the

natural variability of this material.

Identification of bioaerosol is only one example of using the information in single
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particle mass spectra to make new aerosol measurements. There is a lot of potential

in using machine learning clustering and classification methods to identify patterns

in single particle mass spectra that may correspond to real chemical variability. Such

analysis should always be paired with analysis of laboratory standards, as some vari-

ability in single particle mass spectra is simply due to laser power or particle ma-

trix differences. However, novel data processing techniques coupled with laboratory

studies of atmospherically representative particles can offer new insights into aerosol

chemistry. In particular, using decision tree classification schemes on known popula-

tions of atmospherically-relevant aerosol has already shown promise for identification

of many major classes of mineral dust aerosols, along with coated mineral dust and

bioaerosols (Chapter 5).

The work in this thesis demonstrates potential for taking higher resolution single

particle mass spectra. Currently, the resolution of the sTOF is sufficient to resolve

isotopes of, for example, sulfur and carbon (see Figure C-18). However, the ability of

this technique to measure small changes to isotopic ratios is not necessarily limited

by the resolution. Small variations tend to be very difficult to tell apart from fluctua-

tions inherent in laser ionization and isobaric interferences with other species. Those

two effects should be examined in order to determine whether isotopic analysis can be

performed. While isobaric interferences are unavoidable in a sample that cannot be

chemically processed prior to analysis, methods to make laser ionization more consis-

tent from particle to particle could be explored, such as laser homogenization (Wenzel

and Prather, 2004) and two-step ionization (Zelenyuk et al., 1999).

Lead would be a good first candidate for further exploration of isotopic ratios.

Because lead is radiogenic, the differences in isotopic compositions of different ores

tend to be large and therefore easier to measure. Also isobaric interferences tend

to be less prominent at high masses, as there are not many fragments heavier than

m/z = 200. In order to figure out how sensitive measurements of lead isotopic ratios

can be, standards would have to be developed and measurements would have to be

compared with standard techniques, such as ICP-MS.

The other instrument considered in this work, LAAPToF, currently suffers from
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particle undercounting due to improper spatial layout of the components. The in-

strument should be overall shorter in order to prevent particle beam divergence and

it should employ elliptical light collection, similarly to other the SPMS designs. This

would necessitate moving particle counting optics away from the source region and

using a timing circuit for the excimer. Even with a decrease of ionization efficiency

due to the delayed excimer firing, ensuring compact construction and better beam po-

sitioning (using position sensitive detectors, for example) would overcome most of the

problems of the current design of poor particle transmission and difficult alignment.

7.1.2 Long-term future work

Improved in situ measurements of single aerosol particles are needed in order to

represent indirect effects in global climate models more accurately, constrain anthro-

pogenic influences on aerosol populations and better describe heterogeneous atmo-

spheric chemistry (Boucher et al., 2013; National Academies of Sciences Engineering

and Medicine, 2016). However, obtaining targeted single particle mass spectrome-

try measurements with high spatial and temporal resolution is challenging, because

the instruments are limited by their size to only a few airborne platforms (WB-57

and DC-8 aircraft for PALMS). Currently, there are no laser desorption/ionization

single particle mass spectrometers capable of deployment on small manned and un-

manned aircraft, such as NASA Global Hawk or NASA ER-2, which can provide

targeted high-resolution aerosol chemistry measurements in upper troposphere and

stratosphere. Additionally, aerosol measurements in the parts of the atmosphere that

are very vital to climate (Arctic), as well as those that are currently under-studied

(Southern Hemisphere) are needed.

Research outlined in this thesis opens some possibilities of miniaturization of ex-

isting single particle laser desorption/ionization mass spectrometers. In particular,

the new PALMS sTOF analyzer can be used to provide a lighter and more compact

time-of-flight mass spectrometer, with the added benefit of higher resolution. A re-

design of PALMS source region would allow for coupling of the sTOF much closer

to the ion source, ensuring further improvement in spectral resolution. The com-
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pact design also allows use of two sTOF mass analyzers to provide bipolar spectra,

although this would require introducing a separate light scattering optic inside the

source region. Modernizing other components of the instrument (such as vacuum

system or the excimer laser) would also provide an improvement in size, weight and

power consumption.

In order to decrease the size and weight of PALMS by several factors, the tech-

nology is already available. The sTOF mass analyzer is already 2-3 times smaller

and lighter than the reflectron-TOF. Additionally, turbomolecular vacuum pumps

are now available as integrated units which save on the space currently devoted to

the vacuum system. A system that uses the sTOF mass analyzer, along with com-

pactly packaged excimer laser, an integrated multistage vacuum system and compact

arrangement of all the other components could become 2-3 times smaller than the

current flight-deployable PALMS. Such a system would be already deployable on a

wider variety of platforms, such as smaller aircraft and perhaps even larger UAVs,

such as NASA Global Hawk.

The sector-based mass analyzer offers even more potential for miniaturization, as

the sectors can be made smaller (with a loss of resolution) or more smaller sectors can

be deployed in different geometries, such as the cloverleaf design described by Sakurai

et al. (1985).

A component that is by far the most difficult to miniaturize is the excimer laser.

The laser relies on a physical gas-filled cavity as a lasing medium and not much

can be done to package it more compactly. To a certain extent, retaining only the

essential components, such as the chamber and high voltage electronics could help,

however, those lasers will never be as small as their solid state equivalents. For a

very miniature system, a frequency-quadrupled Nd:YAG laser might be advantageous,

although those systems suffer from long trigger delays that cause reduced particle hit

rates and undercounting of difficult to ionize particles, such as sulfuric acid (Murphy,

2007). The first limitation can be possibly mitigated by faster electronics in the

future.

When designing future single-particle aerosol mass spectrometers, ease of inter-
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pretation of mass spectra as well as potential for quantification should be considered.

Figure C-40 shows a continuum, where soft ionization falls on one end of the spec-

trum and hard ionization falls on the other end. In soft ionization, molecules are

ionized but left intact, such as in electrospray and MALDI ionization schemes. Hard

ionization, on the other hand, breaks up all molecules down to atomic components.

The ionization used in PALMS falls somewhere in the middle, but closer to the hard

ionization end of the spectrum. PALMS mass spectra show some functional groups

and even occasionally molecular ions (PAHs and oxalic acid can be left unionized

at lower laser powers), but in general they break up organics into smaller fragments

and sometimes atomic ions. Using different excimer laser powers allows for tuning

the fragmentation patterns along the continuum to some extent. For atmospheric

studies, all types of ionization can be beneficial. For example, soft ionization allows

better identification of organics in secondary organic aerosol. On the other hand, for

the isotopic ratio analysis with the sTOF, hard ionization would be beneficial because

it would decrease the possibility of isobaric interferences by unknown ionized frag-

ments. More control over ionization type by adjusting the excimer laser parameters

would be highly desirable. To that end, homogenizing the excimer laser beam and/or

employing two-step ionization schemes, as described in Zelenyuk et al. (1999) could

be explored further.

132



Appendix A

Appendix: Additional Data

A.1 Tuning the SVM classifier

The most important parameter for robust performance of a support vector machine

classifier is the choice of the kernel function. Here, the performance of a simple linear

classifier was compared to two types of non-linear classifiers: those using polynomial

kernels and those using Gaussian kernels.

Recall that the polynomial kernel has the form (Ben-Hur et al., 2008):

kd,,(x, x') = (x -x' + )' (A.1)

Here, two values of d were used, d = 2 for a quadratic kernel and d = 3 for a cubic

kernel.

The Gaussian kernel, on the other hand, has the form (Ben-Hur et al., 2008):

1
k,(x, x') = exp(--|Ix - x'|1 2 ) (A.2)

Here, the tunable parameter is known as -y = , which describes the "scale" of

the kernel, or the resolution: the smaller the -y parameter, the more fine features the

classifier will be able to resolve. As a starting point, three different Gaussian kernels

were compared: a fine resolution kernel, where -y = 0.35, a medium resolution kernel,

where -y = 1.4 and a coarse resolution kernel, where -y = 5.6.
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Two standard performance metrics were used to asses the classifier performance:

five-fold validation accuracy metric and the receiver operating characteristic (ROC)

curve. In five-fold validation, the algorithm randomly partitions the training data into

five different subsets. Four of those subsets are used to calculate the classifier and

the remaining subset is used to test its accuracy. This process is repeated five times

and the final accuracy estimate is the average of the five tests. The ROC curve is a

plot of true positive rate of the classifier vs. false positive rate at various threshold

settings. The area under the ROC curve (AUC) is often used for comparisons of

binary classifiers and it can be interpreted as the probability that the classifier will

assign a higher score to a randomly chosen positive example than to a randomly

chosen negative example (Jin Huang and Ling, 2005).

Figure C-41 shows boundaries drawn by the six different SVM algorithms using

the biological/non-biological training data from Chapter 5. The linear, quadratic

and cubic versions of the SVM algorithm struggle to define clear boundaries between

the two classes. From a simple visual examination, it is clear that fine and medium

resolution Gaussian kernels offer a superior performance. Additionally, the effect of

the ^y parameter in terms of fine features that can be captured by the boundaries is

clear in this example.

The superior performance of the Gaussian kernels can also be seen from the ROC

curves of all six classifiers shown in Figure C-42. A classifier that minimizes false

positives and maximizes true positives is desirable, and therefore, the ROC curve

of a well-performing classifier should reach the upper-left corner of the ROC space.

This is especially true of the fine and medium resolution Gaussian kernels. The

cubic polynomial kernel offers a marked increase in performance over the quadratic

polynomial kernel, which might indicate that higher-order polynomial kernels might

perform even better. However, the polynomial kernels also took 2-3 as long to train

compared to the Gaussian kernels and this was not explored any further.

Figure C-43A shows a summary of AUC values for the six classifiers and Figure C-

43B shows the summary of the five-fold validation accuracy values. This further

corroborates the conclusion that fine and medium resolution Gaussian kernels perform
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the best out of the six classifiers examined.

From Figure C-43B, the coarse resolution Gaussian classifier shows a reduction

in accuracy compared to the kernels with finer resolution. This can be also seen

in Figure C-41. In Figure C-43C, the five-fold validation accuracy was plotted for

classifiers with many different -y values between 0 and 10, in order to capture the

turning point in the loss of classifier accuracy. The classifier has >97% accuracy

for all -y values less than 2. The vertical line in Figure C-43C shows the y that

was ultimately used in the biological/non-biological classifier described in Chapter 5

(y = 1.4).

An additional adjustable parameter for the SVM classification is the C constant

defined in Chapter 5 Appendix (equation 5.2). The performance of the Gaussian

kernel SVM classifier was found to be very insensitive to this parameter, however.

Values between 1 and 1,000 were tried with no loss of in five-fold validation accuracy

or AUC.

The classifier is reproducible. When repeated 10-fold validation tests are are

performed, the variation in resulting reported accuracy is only 0.4%.

A.2 Tining the sTOF operating voltages

Overall, the resolution of the sTOF was found to be remarkably insensitive to tuning

of the operating voltages. In general, setting any of the voltages to values larger

than 10% of the optimized conditions defined in Table B.9 resulted in a loss of

signal strength rather than the loss of resolution. This behavior is different than

the reflectron-TOF, whose resolution is sensitive to the reflectron and source region

voltage settings.

In order to test this systematically, single particle mass spectra of different types

of laboratory-generated aerosols were acquired at different operating voltages for both

the sTOF and the source region. Results are shown in Figures C-44 and C-45. The

peak widths at half maximum are used as a proxy for spectral resolution. Those are

quantified using a peak-picking algorithm implemented using Matlab's peak analysis

135



routines.

Three different conditions for the sTOF voltages were explored: a balanced con-

dition where the same magnitude voltage (600 V) was applied to inner and outer

sectors, an unbalanced condition, where 570 V was applied to the outer sectors and

-670 V was applied to the inner sectors (in positive mode), and an even more un-

balanced condition, where 500 V was applied to the outer sectors and -730 V was

applied to the inner sectors (in positive mode). Theoretically, the unbalanced condi-

tions are more favorable because they produce additional focusing of the ion beam in

the y-direction (Murphy, 2017). However, while this improves the ion transmission

to the detector, it would not necessarily change the resolution. The three different

sector voltage combinations were tested in both positive and negative modes with

three different aerosol species: soot, ATD and apatite. The results are reported in

Figures C-44A and C-44B. Those results show no systematic differences in the sTOF

voltage conditions for the different chemical species. Three different voltages were

also applied to the Einzel lens at the entrance of the sTOF: -2,000 V, -2,300 V and

-1,700 V (positive mode). This test was performed in positive and negative modes

for soot particles only. The results are shown in Figures C-44C and C-44D, but there

also no obvious differences in resolution.

Source region voltages were also tuned for soot particles in both positive and

negative modes. In Figures C-45A and C-45B, three different backing voltages were

tested: 4,000 V, 4,100 V and 3,900 V (positive mode). The resolutions did not show

any change, however, the signal strength in the 4,100 V conditions was lower, which

produces the larger error bars seen in Figure C-45B. Similarly, three voltages were used

for the mirror (the ion extraction plate, which is also an optical component): 1,000

V, 1,100 V and 900 V (positive mode). Similarly, there was no change in resolution

(Figures C-45C and C-45D), but the 1,100 V condition produced spectra with lower

overall signal resulting in larger error bars in Figure C-45D. Four different voltage

conditions were tested for the Einzel lens following the source region: -3,300 V, -3,100

V, -3,000 V and -2,800 V (positive mode). As seen in Figures C-45E and C-45F, there

is, again, no effect on resolution.
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The insensitivity of sTOF resolution to the operating voltage conditions is, overall,

an advantage. The voltages do not need to be controlled as precisely and there is less

potential for drifts in resolution over time. The starting position of ions inside the

source region also does not affect the resolution (it does tend to affect signal strength,

however). This was tested by translating the excimer beam around the source region

in both x- and y-directions and visually compering the resulting spectra.

To significantly affect the resolution, spatial arrangement of the sTOF components

would have to be changed. For example, the distance from the source region to the

mass analyzer could be changed, sectors could be re-arranged or more sectors could

be added.
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Appendix B

Tables
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Table B.1: Laboratory samples used for sTOF characterization.

Sample Source Generation method Reference
Wet-generated from

CaSO4  Sigma Aldrich CaSO4 /NH 4 NO 3  N/A
solutionN/
(atomizer)

CaSO4  Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
CaSO4  Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Apatite Adam Sarafian, WHOI Dry dispersed Zawadowicz et al. (2017)
Dolomite Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Portland cement Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Petalite Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Mica Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Illite NX Clay Mineral Society Dry dispersed Garimella et al. (2014)
Illite NX KIT Dry dispersed Hiranuma et al. (2015)
Arizona Test Dust Powder Technology, Inc. Dry dispersed N/A
K-Feldspar KIT Dry dispersed Peckhaus et al. (2016)
Mojave Mars simulant Dry dispersed Peters et al. (2008)
dust
Na-Montmorillonite Clay Mineral Society Dry dispersed Garimella et al. (2014)
Welsh C fly ash Fly Ash Direct Dry dispersed Zawadowicz et al. (2017)
Joppa C fly ash Fly Ash Direct Dry dispersed Zawadowicz et al. (2017)
Clifty F fly ash Fly Ash Direct Dry dispersed Zawadowicz et al. (2017)
Miami F fly ash Fly Ash Direct Dry dispersed Zawadowicz et al. (2017)

Synthetic sea water Sigma Aldrich Wet-generated N/A
____________________ ____________________ (bubbler)

Kaolinite Clay Mineral Society Dry dispersed Garimella et al. (2014)
Zircon sand Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
German soil dust KIT Dry dispersed Steinke et al. (2016)

Natural sample sourced
Monazite-Ce from the Petaca Mining Dry dispersed Zawadowicz et al. (2017)

District, NM

Mongolian soil dust KIT Dry dispersed Steinke et al. (2016)
Argentina soil dust KIT Dry dispersed Steinke et al. (2016)
Volcanic ash Dry dispersed N/A

Magnetite Stephane Gallavardin Dry dispersed Gallavardin et al. (2008)
Generated in a laboratory

Elemental sulfur photochemical experiment, See text for details N/A
see text
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Table B.2: Comparison of optical design choices and performance metrics of three
existing SPMSs and the improved LAAPToF.

m_ niPLAT ALABAMA ATOFMS/ PALMS LAAPToF

Optical 100% for 125 nm - 80% for 300 nm - 30% for 220 nm - 10% for 300 nm - 1-10% for 1 pm -
counting 600 nm PSL 500 nm PSL 2 pm PSL 1 pm PSL 2.5 pm PSL
efficiency 1.5% for 70 nm PSL 0.3% for 200 nm PSL 0.4% 120 nm PSL 0.1% for 150 nm PSL 0.1% for 250 nm PSL
Detection
beam 330 190 1000 100 x 25 (ellipti- 100spot siecal)
(pm)
Beam
spacing 10.5 7 6 3.4 11.7
(cm)
Detection
beam 300 50 50 50 30power

(mW)
Detection
beam 532 532 532 532 405wavelength
(nm)
Detection Elliptical Elliptical Elliptical Elliptical Light
method reflector/PMT reflector/PMT reflector/PMT reflector/PMT guide/PMT
References Zelenyuk and Brands et al. Gard et al. Cziczo et al. This work

Imre (2005); (2011) (1997); Pratt (2006)
Zelenyuk et al. et al. (2009)
(2015)
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Table B.3: Measurements of biological aerosol in the atmosphere (NR - not re-

ported, FBAP - fluorescent particles, attributed to bioaerosol).
sponse to DeLeon-Rodriguez et al. (2013) by Smith et al. (2013).

*Comment in re-

Concentration % of total
Site Elevation Technique of bioaerosol particles Type of Ref.detected (size range) bioaerosol

(particles m
3 ) 

Ground sites

Jungfroujoch 3,450 Fluorescent 3.4x 10
4

(free troposphere) NR Bacteria Xia et al.
microscopy 7.5 x 104 (over surface) (2013)

Bacteria
(51%)

Fluorescent 1Fungi
Storm Peak Lab 3,220 mcr py 9.6x 105 - 6.6x 106 N R (45%) Wiedinmyer

Plant et al.
material (2009)
(4%)

3.9 x 105 (spring)

Storm Peak Lab 3,220 Flow 4. x 0 (summer) 22% Bacteria Bowers
cytometry 1.S 5 0 (fall) (0.5 - 20 pim) et al.

2.7 x 104 (winter) (2012)

Mt. Rax (Alps) 1,644 Fluorescent 1.1 X 10 (bacteria) NR Bacteria Bauer
microscopy 3.5 x 102 (fungi) and fungi et al.

(2002)
Various Fluorescent10
locations in 1,485- 1.0 x 105 - 2.6x 106 NR Bacteria Bowers
Colorado 2,973 et al.

(2011)

Vienna 150-550 Fluorescent 3.6 x 103 - 2.9 x 104 NR Fungi Bauer
microscopy et al.

(2008)
Bacteria

U.S. Virgin NR Fluorescent 3.6 x 104 - 5.7 x 105 NR and Griffin
Islands microscopy possible et al.

viruses (2001)

5.3 x 103 - 1.7x10
4

(spring)
Various sites 50-130 Fluorescent 8.3 x 103 - 1.5x10

4
(summer) NR Bacteria Harrison

in the U.K. microscopy 6.0 x 10
3 

- 1.4x10
4 

(fall) et al.
2.9 x 103 - 1.0X10

4 
(winter) (2005)

Danum Valley, 150-1,000 WIBS 2.0X10 (above forest canopy) NR FBAP Gabey
Malaysian Borneo 1.5x 106 (below forest canopy) et al.

(2010)
2.9 x 104 (spring)

Karlsruhe, Ger- 112 WIBS 4.6x 10
4

(summer) 4-11% FBAP Toprak
many 2.9 X10 (fall) (0.5- 16 jim) and

1.9x 104 (winter) Schnaiter
(2013)

Aircraft campaigns

Cape Grim 30-5,400 TEM NR 1 . Bacteria P6sfai
(>0.2 /Am) et al.

(2003)
Flights around
the Gulf of 3,000- Fluorescent 3.6 X 104 - 3.0 x 105 3.6-276% Mostly DeLeon-
Mexico, California 10,000 microscopy (0.25 - 1 jim)* bacteria Rodriguez
and Florida et al.

(2013)
Flights over Vertical 3.4x 105 (average, <0.5 km) 5-10%
southeastern U.S. profiles up WIBS 7.0x10

4
(average, 3 km) 0FBAP Ziemba

(SEAC
4

RS) to 12,000 1.8x 104 (average, 6 km) (0.6 - 5 m) et al.
(2016)

Flights over
Colorado, Vertical 1.0 X 104 - 1.0 x 10' (<2.5 km)
Wyoming, profiles up WIBS 3 NR FBAP Twohy
Nebraska and to 10,000 0- 30x10

3
(>2.5 ki) et al.

South Dakota (2016)
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Table B.4: Summary of particle statistics for samples used to both train and test the
classifier.

Category Total negative Used for training
spectra the classifier

Bare apatite 338 135
Processed apatite (-0.1 mL) 994 359
Processed apatite (-1 mL) 987 203
Fertilized soil dusts 1953 1774
Fly ash 3986 3536
Processed fly ash (-0.1 mL) 824 312
Monazite 415 371
P. syringae 1429 1429
Snomax 497 497
F. solani (whole) 1053 1010
F. solani (fragmented) 1129 1127
Yeast 778 757
Birch pollen 1136 1137
Hazelnut pollen 183 183
Oak pollen 1193 1191
Ragweed pollen 1207 1187
Bichli soil dust 501 Not used
Moroccan soil dust 460 Not used
Ethiopian soil dust 502 Not used
Storm Peak Lab dust 464 Not used
Argentinian soil dust 507 Not used
Chinese soil dust 1002 Not used
Saudi Arabian soil dust 3131 Not used
Illite NX (dry-generated) 1002 Not used
Illite NX (wet-generated) 1030 Not used
Illite NX/F. solani mixed 1396 Not used
FINO3 ambient sampling 26019 Not used
CARES ambient sampling 19011 Not used
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Table B.5: Soil dust samples used in this work. The last column shows the results of
analysis with the SVM classifier developed here as a percentage of negative spectra
acquired.

Site Approx.
Saple description collection % biological

coordinates
Outflow
sediment of a
glacier in a

Bachli feldspar-rich 46.6 N, 8.3 E 6.0
granitic
environment.
No vegetation.

Rock desert with

Morocco vegetation. Close 33.2 N, 2.0 W 20.4
proximity to a
road.
Collected in Lake
Shala National
Park from a region

Ethiopia between two lakes. 7.5 N, 38.7 E 32.1
Area vegetated by
shrubs and
acacia treees.
Collected near

Storm Storm Peak Lab. 40.5 N, 106.7 W 31.3
Peak Lab Grass and shrubs

present.

La Pampa
province. Top soil

Argentina collected from
arable land with
sandy loam
Steinke et al. (2016).
Xilingele steppe.
Top soil collected

Chian from a pasture 44 N, 117 E 2.0
with loam
Steinke et al. (2016).
Various samples

Saudi from several 24.6 N - 26.3 N, 14.5
Arabia locations. Arid, 46.1 E - 49.6 E

sandy soils.
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Table B.6: Literature estimates of emission rates of primary biological particles, dust

and fly ash.

Particle Emissions (Tg yr')
low estimate high estimate

Dust 1490 Zender (2003) 7800 Jacobson and Streets (2009)
Primary 186 Mahowald et al. (2008) 298 Jacobson and Streets (2009)
biological
Fly ash 14.9 Garimella (2016) 390 Garimella (2016)
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Table B.7: Aerosol reference samples used to develop the ensemble classifier. Majority
were sampled at KIT, Aerosol Interactions and Dynamics in the Atmosphere (AIDA)
facility.

Location
Aerosol Description Generation

of Reference
type and/or supplier method

__________ _________________sampling

Soil dust collected

Argentina in La Pampa province, Dry-dispersed KIT Steinke et al.

Argentina (2016)

Soil collected from

China Xilingele steppe, Dry-dispersed KIT Steinke et al.

China/Inner Mongolia (2016)

Soil collected in

Lake Shala

National Park, Dry-dispersed KIT N/AEthiopianDr-sprdKIN/
Ethiopia (collection

coordinates: 7.5

N, 38.7 E)

Arable soil collected

German near Karlsruhe, Dry-dispersed KIT Steinke et al.

Germany (2016)

Soil collected in a

rock desert in Morocco
Moroccan Dry-dispersed KIT N/A

(collection coordinates:

33.2 N, 2.0 W)

Arable soil collected

Paulinenaue in Northern Germany Dry-dispersed KIT Steinke et al.

(Brandenburg) (2016)

Arizona Test Dust,

ATD Powder Technology, Dry-dispersed MIT N/A

Inc. (Arden Hills, MN)

Illite NX (Arginotec, Dry-dispersedIllite rydsrsdKIT Hiranuma
Germany)

et al. (2015)

Four samples of fly ash

from U.S. power plants:

J. Robert Welsh

Power Plant (Mount

Pleasant, TX), Joppa

Power Station (Joppa,

Fly ash IL), Clifty Creek Power Dry-dispersed MIT Garimella

Plant (Madison, IN) (2016); Za-

and Miami Fort wadowicz

Generating Station et al. (2017)

(Miami Fort, OH)

(Fly Ash Direct,

Cincinnati, OH)

Sodium and calcium-

rich feldspar, samples

provided by Institute

of Applied Geosciences, Dry-dispersedNa-Feldspar rydsrsdKIT Peckhaus
Technical University

et al. (2016)
of Darmstadt (Germany)

and University of Leeds

(UK)
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Potassium-rich feldspar,

samples provided by

Institute of Applied

K-Feldspar Geosciences, Technical Dry-dispersed KIT Peckhaus
Universityof Darmstadt

et al. (2016)
(Germany) and

University of Leeds

(UK)

Agar growth medium

for bacteria,

Agar Pseudomonas Agar Wet-generated KIT N/A
Base (CM0559, Oxoid

Microbiology Products,

Hampshire, UK)

Cultures grown

Two different cultures on the agar growth

Bacteria of Pseudomonas medium (as above), KIT Zawadowicz

syringae suspended in et al. (2017)
nanopure water

and wet-generated

Microcrystalline and

Cellulose fibrous cellulose (Sigma Wet-generated KIT Hiranuma

Aldrich, St. Louis, MO) et al. (2015)

Natural hazelnut pollen

Hazenut (GREER, Lenoir, NC) Wet-generated KIT Zawadowicz

wash water et al. (2017)

Snomax (Snomax

International, Denver,

Snomax CO) irradiated, Wet-generated KIT Zawadowicz

dessicated and ground et al. (2017)

Pseudomonas syringae

Polystyrene latex

PSL spheres (Polysciences, Wet-generated MIT N/A
Inc. Warrington, PA),

various sizes

miniCAST flame
Soot CAST soot KIT Henning

soot generator et al. (2012)

SOA Secondary organic Ozonolysis of a- KIT Saathoff
aerosol pinene et al. (2003)

Small amounts of

sulfuric acid were

Potassium-rich feldspar incrementally added

K-Feldspar (as above) to the chamber KIT Saathoff

cSA coated with filled with K-feldspar et al. (2003)
sulfuric acid (SA) to achieve thin

coatings, as judged

from PALMS spectra

Small amounts of

Potassium-rich feldspar c-pinene were

(as above) incrementally added

to the chamber
K-Feldspar coated with KIT Saathoff

cSOA secondary organic filled with K-feldspar et al. (2003)
to achieve thin

aerosol (SOA)
coatings, as judged

from PALMS spectra
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Table B.8: Top 20 spectral features with greatest predictive power used for dimen-
sionality reduction of the ensemble classifier (see text for details).

Negative Positive
ion label ion label
35 3 C- 23 Na+

25 C2 H- 59 Co/CaF+
/C 2H2OOH+

24 C- 39 39K+

57 C2 00H- 12 C+

59 C2 H 2 00H 24 C+
/AlQ0 2

43 HCN-/AlO- 41 4 1K+/C3H5
Pb region (2O4 Pb,

1 H- 204-208 2 06Pb, 2 07Pb and
208Pb)

26 CN~/C 2H- 27 Al+/C 2H+

46 N02 44 SiO+/COO+/44Ca+
46__ N4/AlOH+

16 0- 57 57Fe+/CaOH+
_6_ -7 /C 3 H4 0H+

17 OH - N/A aerodynamic
diameter

61 Si_ 2H / _i02  83 H3 SO3/C4H 2OOH+
___/C 5 H-/CHO3

63 PO 87 87Rb+/CaPO+
19 F-/H30- 13 CH+
76 SiO3 66 66Zn+
77 SiO 3H-/ 2 9 SiO3 28 Si+/CO+

79 PO3 85 85Rb+

60 SiO 2 /C 5 /C0 3  72 FeO+/CaO+/A10 2H-
45 COOH- 54 5Fe+

N/A aerodynamic 82 ZnO+
diameter
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Table B.9: Tuned sTOF voltages used for majority of the sTOF experiments. Positive
polarity, reverse for negative.

Component Voltage
Source Region

Backing plate 4,000 V
Mirror 1,000 V
Einzel lens -3,000 V
Mass analyzer

Outer sectors 570 V
Inner sectors -670 V
Einzel lens -2,000 V
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Figures
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Figure C-1: Contributions of different aerosol types to direct radiative forcing of
aerosols. Data are best estimates of 2013 IPCC report and error bars are best esti-
mates of uncertainties (Boucher et al., 2013).
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Figure C-2: Internal and external mixtures of aerosols. A schematic representation.
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Figure C-3: Numbers of aerosol mass spectrometry papers published in recent years.
Paper numbers are obtained by searching keywords "mass spectrometry" and "atmo-
spheric aerosol" and "aerosol mass spectrometry" in the Web of Science database.
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Figure C-4: Schematic of the PALMS instrument. Adapted from Cziczo et al. (2006).
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Solstice-lOOF
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Figure C-5: Schematic diagram of the femto-PALMS experiment. Note that the

traditional PALMS excimer laser would occupy the volume to the upper right in the

figure. For these experiments it has been replaced with a femtosecond laser (Spectra

Physics Solstice-100F) with the beam directed into the PALMS ion source region

using two mirrors (Ml and M2) and a lens (Li).
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Figure C-6: Representative positive and negative spectra of NH 4NO 3 acquired with
PALMS using a 193 nm excimer laser (top panel), with femto-PALMS using a 800
nm femtosecond laser (middle panel) and with femto-PALMS using a frequency dou-
bled femtosecond laser at 400 nm (bottom panel). Hatched areas for positive femto-
PALMS spectra represent background peaks not associated with NH 4NO 3 particles.
Peaks associated only with NH4NO 3 particles are labeled in bold type.
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Figure C-7: Spectrum of the air background created by the femtosecond laser. Note
the presence of atomic singly and doubly charged ions.
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Figure C-8: Peak shapes characteristic of PALMS and femto-PALMS. Panel a) Na+
peak characteristic of traditional PALMS. Panel b) Na+ peak characteristic of femto-
PALMS. Panel c) 35Cl+ and 37Cl+ peaks characteristic of femto-PALMS. Note the
split peak shape discussed in the main text.
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Figure C-9: Average total
a function of laser power.

ion current (mA) generated per
Solid circles represent negative

spectrum of NH 4NO 3 as
polarity data (left axis)

while open circles represent positive polarity data (right axis). Ion current data
for a negative polarity experiment where the pulse length was stretched from 100
to 104 fs are shown with a solid square. Ion current data for experiments where
frequency doubling to 400 nm was utilized are shown with triangles. Ion current data
for traditional PALMS with a 193 nm excimer laser are shown for comparison with
diamonds. Negative polarity data are offset in power (+ 0.03 W) to avoid overlap of
error bars
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Figure C-11: Sensitivity of the signal of the lead isotope at mass 208 (in percentage
of total ion current generated) to the dry particle mass content (in weight percent)
where NH4NO3 was used as the matrix. Solid triangles represent data acquired with
femto-PALMS and traditional PALMS data are open diamonds. PALMS data are

reproduced from Murphy et al. (2007) Error bars indicate the range of signals in the

single particle data.
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Figure C-12: Schematics of the traditional reflectron-TOF and the new sTOF ana-
lyzer. A. Reflectron-TOF. B. sTOF Simion simulation adapted from Murphy (2017).
Note the ion paths though the sectors: the red ions have 10% energy of the blue
ions.
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Figure C-13: Quantitative comparison of sTOF and reflectron-TOF resolution for
soot and elemental sulfur samples. A. Positive polarity. B. Negative polarity.
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Figure C-14: Qualitative comparison of sTOF and reflectron-TOF resolution for var-
ious elements. A. Ambient lead-rich particles, sampled from the MIT EAPS building
inlet for sTOF and from the Storm Peak Lab for the reflectron-TOF. B. Zirconium,
zircon sand sample. C. Radiogenic lead, monazite-Ce sample. Note no 207Pb peak.
D. Ambient tin-rich particles, sampled from the MIT EAPS building inlet for sTOF
and from the Storm Peak Lab for the reflectron-TOF. E. Lead and thallium, Miami
F fly ash sample. F. Barium, Welsh C fly ash sample. G. Rare Earth Elements,
monazite-Ce sample.
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Figure C-15: Summary figure comparing measured isotopic ratios for 10 elements

(calcium, lithium, tin, rubidium, magnesium, titanium, zirconium, barium, lead, iron
and sulfur) quantified for 29 aerosol samples (denoted in different markers) to ex-
pected natural isotopic ratios. A. The color bar represent ionization laser energy
expressed as the joulemeter reading. B. The color bar represents the relative peak
area for the principal peak (the most abundant isotope in most cases, see text for
details). C. The color bar represents the m/z for the principal peak.
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Figure C-16: Comparisons of measured isotopic ratios for three elements to expected
natural isotopic ratios. A. Ambient tin. B. Barium in fly ash samples. C. Zirconium
in zircon sand. D. Barium in dusts.
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Figure C-17: Comparisons of measured isotopic ratios for elemental sulfur particles
produced by photooxidation of COS to expected natural isotopic ratios. Effects of
particle size is explored. A. Positive polarity. B. Negative polarity.
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lected with fiber optics. Note that the mass spectrometer axes come in and out of the
page in this orientation (the ion extraction plate is shown for clarity). B. LAAPToF
with enhanced light collection using light guides. Note that a signal at the detection
beam is required to trigger the desorption and ionization laser. An additional signal
at the timing beam is required for a determination of particle vacuum aerodynamic
diameter. Optics are labelled in the schematic. M1 - diode laser steering mirror,
BS1 - beam splitter, M2 - steering mirror for the timing beam, L1 and L2 - focusing
lenses for the diode laser, L3 and L4 - focusing lenses for scattered light. C. Detail
of the fiber ring used to collect the scattered light in the base instrument configura-
tion. D. Detail of the scattering regions with the light guide. E. Ray trace of the
light guide described in this paper together with detail of lenses used to focus the
scattered light onto the PMT. Ray trace prepared with the OSLO software (Lambda
Research Corporation, Littleton, MA).
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Figure C-20: Optical counting efficiency versus particle size using the original fiber
optics and the light guide modification described in this work. Size selected PSLs
and ammonium sulfate (AS) particles were used. The scatter in PSL measurements
illustrates the sensitivity of the system to laser focus alignment above the light guide
beam dump. A. Optical counting efficiency at the timing beam. B. Optical counting
efficiency at the detection beam.
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Figure C-21: Modeled scattered light collection for ATOFMS and two detector con-
figurations of LAAPToF (Hodkinson and Greenfield, 1965; Moffet and Prather, 2005).
Fibers denote the standard LAAPToF geometry and light guides are the improvement
described in this work. The resonances are a consequence of Mie theory.
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Figure C-22: A: Stray light background (i.e., direct current (DC) measurement of
the PMT) at the timing beam as a function of total OBIS laser power. B: Height of
light scattering pulses for 950 nm PSL particles at the timing beam as a function of
total OBIS laser power. C: Optical counting efficiency for 950 nm PSL particles at
the timing beam as a function of total OBIS laser power.
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Figure C-23: LAAPToF to PALMS spectral comparison.
peak in each spectrum is normalized for comparison.
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Figure C-24: Representative PALMS spectra of bioaerosol. A and B: Snomax. C and
D: P. syringae. E and F: Hazelnut wash water. Right and left columns are positive
and negative polarity, respectively. Red dotted lines are features indicated in the
literature as markers for biological material.
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Figure C-25: Representative PALMS spectra of phosphorus-rich minerals and ambient
aerosol. A and B: Unprocessed apatite. C and D: Apatite processed with HNO 3 (see
text for details). E and F: Monazite-Ce. G and H: Ambient particles sampled at

Storm Peak matching monazite chemistry. Right and left columns are positive and
negative polarity, respectively. Red dotted lines are features indicated in the literature
as markers for biological material.
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Figure C-26: Representative PALMS spectra of coal fly ash from the J. Robert Welsh
power plant. A and B: Unprocessed fly ash. C and D: Fly ash processed with HNO 3

(see text for details). Right and left columns are positive and negative polarity,
respectively. Red dotted lines are features indicated in the literature as markers for
biological material.
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Figure C-27: A: Normalized histograms of the PO/PO2 ratio for the laboratory
aerosol. B: Normalized histograms of the CN-/CNO- ratio for the same laboratory
aerosol as in A. Delineation between the clusters at a PO/PO2 ratio of 3 results in
a 70-80% classification accuracy depending on the types of particles considered. Note
that soil dusts were not used as part of the training dataset and that not all training
aerosols are shown here for clarity.
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Figure C-28: Inorganic and biological particle clusters in CN-/CNO- vs. P03 /P0-
space. The SVM algorithm delineates between the clusters with the red dashed line
with an overall 97% classification accuracy. Solid red lines indicate the uncertainty
boundary (see text for further details).
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Figure C-29: A: The percentage of ambient aerosol particles from FINO3 dataset
categorized as biological and inorganic (phosphate-bearing mineral dust or fly ash)
phosphate using the criteria developed in this work. Hatched regions indicate un-
certain assignments per the boundaries in Figure C-28. Note that at this location
and time of year inorganic phosphate dominates biological. B: HYSPLIT back tra-
jectories plotted for ten measurement days at Storm Peak Laboratory. Locations of
REE, phosphate and carobonatite deposits, sourced from U.S. Geological Survey, are
co-plotted (Berger et al., 2009; Chernoff and Orris, 2002; Orris and Grauch, 2002).
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Figure C-30: A: The percentage of ambient aerosol particles from CARES dataset
categorized as biological and inorganic (phosphate-bearing mineral dust or fly ash)
phosphate using the criteria developed in this work. Hatched regions indicate un-
certain assignments per the boundaries in Figure C-28. B: HYSPLIT back trajec-
tories plotted for ten measurement days at the Cool, CA site. Locations of REE,
phosphate and carobonatite deposits, sourced from U.S. Geological Survey, are co-
plotted (Berger et al., 2009; Chernoff and Orris, 2002; Orris and Grauch, 2002) along
with locations of major urban centers.
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Figure C-31: Percentage of particles that include PO-, CN- and CNO- markers
in five classes of atmospherically-relevant aerosol spectra acquired with PALMS in
this work. Note that the green bars indicate the percentage of particles of each
type identified as biological using literature criteria. In the case of bioaerosol the
identification is correct. In all other aerosol classes the green bar denotes a typical
level of misidentification.
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Figure C-32: Abundance of bioaerosol, mineral dust and fly ash in the atmosphere
constructed using emissions estimates in Table B.6 A: Highest estimate for bioaerosol
coupled to lowest estimates for dust and fly ash. B: Lowest estimate of bioaerosol in
the atmosphere coupled to highest estimates for dust and fly ash. C and D: Effect of
misidentification of phosphate- and organic nitrogen-containing aerosol as biological
using the emissions in A and B, respectively. The hatched regions correspond to the
misidentified fractions of mineral dust and fly ash. In these estimates the correct
emissions (solid green region) in A and B (17 and 2%, respectively) are overestimated
(hatched green region of misidentified aerosol plus solid green region) in C and D (as
81 and 77%, respectively).

183

C

1%

17%



10

1 _ CN - 90- (0 2)(S903) A
1 H F0 (AI)2)(S*2)

0.1 C a9202) (02)2S 2(02)

0.01

0.001

0 50 100 150 200
bn mass/charge

10C

1- C0 Si02 SIS(K2(i2 B
H CN i AIO (AIO2XSlo )0- ( M2~

- 0.1 - (90()(903)

0.01

0.001

0.0001

0 50 100 150 200
Ion mass/charge

10
1-H- CN_ pO C

1 ~ C- O P02 -10C S102
-r 0.1 (AI02XSi02)

SO _ (Si0 2)2(AI0 2)
0.01 (S'02(S03)

0.001

0 50 100 150 200
Ion mass/charge

Figure C-33: Exemplary PALMS negative polarity spectra of A: dry-dispersed illite
NX, B: wet-dispersed illite NX from a distilled, deionized water slurry and C: similarly
wet-dispersed illite NX but from a water slurry that also contained F. solani spores.
Note that phosphate features are absent in A and B but present in C due to addition
of biological material to the mineral dust.
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Figure C-34: Schematic representation of two data clusters (circles and squares) and
a decision boundary hyperplane separating them. The SVM algorithm optimizes the
boundary so that the margin is maximized. Vector w is normal to the separating
hyperplane. The filled symbols are the support vectors.

185

X1



Aerosol Confusion Matrix (Negative)
. 1 . a S a G. I .I m .a .. . e

U I.0 0 0 5 6

Chin Dl 50 0 C655a0"al 0 $i I*i

a 0lm 0 Ole. 0 6 50 6alai 0

Os 0 0~ 0 0 0 $isle BO

N oo n @ 0 0 0 0 0 a 8 *Islam

KPF40" m 0 00 06 0. 6 0

*q ' 0~ SC 60 5 0 0

eaef a el 9 50 0 66 5 0 0*6*

efuh 0~ a a Ole a l 0 0

&VdpwM 1 0 50 5 6 5 1

-Xw SV a:~ 0 O @0 *50006S

K S nftM 80 *0S0 a Ole 600 6 0

00 a6 0a 0a0Is 6 a

ftW AFMN TA s

- - - -
An 0 0

0 0 0 0 a 0 0 a 0 0 0 0 0 0 a a 0 a 0

0 0 1 0 0 0 a a a I 1 0 0 0 0 0

9 , 7 0 6 0 0161616161 0 06 a a

Predicted Aerosol Type

&Mt @05 0*1
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Figure C-36: Flight tracks and altitude-resolved percentages of particles categorized
as bioaerosol, inorganic phosphate-rich and mineral dust during the DC3, SEAC4RS,
NEAQS and MACPEX aircraft studies. Note the higher abundance of all three
particle types near ground level, which decreases with altitude; the DC3 campaign,
which targeted convective conditions, is an exception. Also note that the x-axis scale
for mineral dust profiles is 5x the x-axis scale of bioaerosol and inorganic phosphate-
rich profiles.
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Figure C-37: Representative spectra and size distributions of three types of particles
discussed in this study. A. Representative spectrum of bioaerosol (DC3 campaign).
B. Size distribution of bioaerosol particles in DC3, SEAC4RS, NEAQS, MACPEX
and FINO3 campaigns. Hatched pattern indicates the percentage of particles that
also include silicate mineral markers in each size bin. C. Representative spectrum
of an inorganic phosphate-rich particle (DC3 campaign). D. Size distribution of in-
organic phosphate-rich particles in DC3, SEAC4RS, NEAQS, MACPEX and FINO3
campaigns. Hatched pattern indicates the percentage of particles that also include
silicate mineral markers in each size bin. E. Representative spectrum of a mineral
dust particle (DC3 campaign). F. Size distribution of mineral dust particles in DC3,
SEAC4RS, NEAQS, MACPEX and FINO3 campaigns. Note that the y-axis scale for
F is 10x the y-axis scales in B and D.
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Figure C-38: FINO3 bioaerosol abundances (as percent of all particles) detected by
the mass spectrometer and fluorescence sensor grouped into size bins. The error bars
on WIBS data represent standard deviations of the hourly average fractions in each
size bin over all of the ambient sampling during the campaign.
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Figure C-39: Comparisons between bioaerosol concentration measurements reported
in this paper, historical measurements used to derive bacteria fluxes used in previous
modeling studies and results of a global aerosol microphysics model. A. A comparison
of measurements performed at the Storm Peak Lab (mass spectrometry and fluores-
cence) with microscopy measurements reported in Burrows et al. (2009) for a forest
ecosystem and aerosol model results. B. Vertical profiles corresponding to the four
field campaigns considered in this study compared to the model results. Error bars
correspond to standard deviations in the model estimates in each altitude bin. The
standard deviations represent the variability in latitude and longitude.
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Figure C-40: Schematic representation of ionization strength experimental space. Soft
ionization leaves molecules intact. Hard ionization produces atomic ions only. We
assign femto-PALMS (Chapter 2) very close to traditional PALMS due to similarity
of mass spectra produced.
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Figure C-41: Boundaries "drawn" by six types of SVM classifiers used on the
biological/non-biological (Chapter 5) training data. Note that the Gaussian SVM
classifiers separate the clusters most accurately.
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Figure C-42: Receiver Operating Characteristic (ROC) curves for the six types of
SVM classifiers used on the biological/non-biological (Chapter 5) training data. Clas-
sifiers whose ROC curves reach the upper left corner are more successful in separating
the classes.
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Figure C-44: Spectral peak width (FWHH) as a function of m/z for single particle
mass spectra plotted for various sTOF voltage conditions and chemical species. A.
Negative polarity, sector voltages. B. Positive polarity, sector voltages. C. Negative
polarity, sTOF entrance Einzel lens. D. Positive polarity, sTOF entrance Einzel lens.
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Figure C-45: Spectral peak width (FWHH) as a function of m/z for single particle
mass spectra of soot plotted for various source region voltage conditions. A. Nega-
tive polarity, backing voltages. B. Positive polarity, backing voltages. C. Negative
polarity, mirror voltages. D. Positive polarity, mirror voltages. E. Negative polarity,
Einzel lens. F. Positive polarity, Einzel lens.
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