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Abstract

Seasonal fluxes of meltwater control ice-flow processes across the Greenland Ice Sheet ablation zone and subglacial discharge at marine-terminating outlet glaciers. With the increase in annual ice sheet meltwater production observed over recent decades and predicted into future decades, understanding mechanisms driving the hourly to decadal impact of meltwater on ice flow is critical for predicting Greenland Ice Sheet dynamic mass loss. This thesis investigates a wide range of meltwater-driven processes using empirical and theoretical methods for a region of the western margin of the Greenland Ice Sheet. I begin with an examination of the seasonal and annual ice flow record for the region using in situ observations of ice flow from a network of Global Positioning System (GPS) stations. Annual velocities decrease over the seven-year time-series at a rate consistent with the negative trend in annual velocities observed in neighboring regions. Using observations from the same GPS network, I next determine the trigger mechanism for rapid drainage of a supraglacial lake. In three consecutive years, I find precursory basal slip and uplift in the lake basin generates tensile stresses that promote hydrofracture beneath the lake. As these precursors are likely associated with the introduction of meltwater to the bed through neighboring moulin systems, our results imply that lakes may be less able to drain in the less crevassed, interior regions of the ice sheet. Expanding spatial scales to the full ablation zone, I then use a numerical model of subglacial hydrology to test whether model-derived effective pressures exhibit the theorized inverse relationship with melt-season ice sheet surface velocities. Finally, I pair near-ice fjord hydrographic observations with modeled and observed subglacial discharge for the Saqqardliup sermia–Sarqardleq Fjord system. I find evidence of two types of glacially modified waters whose distinct properties and locations in the fjord align with subglacial discharge from two prominent subcatchments beneath Saqqardliup sermia. Continued observational and theoretical work reaching across discipline boundaries is required to further narrow our gap in understanding the forcing mechanisms and magnitude of Greenland Ice Sheet dynamic mass loss.
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Chapter 1

Greenland Ice Sheet dynamics

1.1 Greenland Ice Sheet Dynamics

The two continental ice sheets on Earth at present are located in the polar regions of Greenland and Antarctica, where perennial ice has persisted for millions of years [Zachos et al., 2008; Alley et al., 2010]. Perennial ice results from positive mass balance between snow fall and snow melt over many years, which leads to an accumulation of snow that eventually reaches a depth (50–80 m) where the bottom layers of snow densify into ice under the weight of the layers above [Cuffey and Patterson, 2010]. As the ice body grows through continued positive mass balance and densification, ice begins to flow down surface or bed slope under its own weight through viscous deformation and basal sliding. An ice body where the direction of flow is dictated by the landscape (e.g. down a mountainside) is commonly referred to as a glacier. An ice sheet is an ice body so massive that its thickness blankets the topography underneath. Ice sheets on Earth are a few kilometers thick and up to hundreds of kilometers wide. The ability of ice sheets to record past changes in Earth’s climate; change size and impact global sea level over centennial- to millennial-timescales; and sculpt landforms are a few reasons for the study of flowing ice.

This thesis focuses on the Greenland Ice Sheet, which originated approximately 3.2 million years ago as small ice caps on the mountainous regions of the island coalesced and eventually covered the majority of Greenland with ice [Alley et al., 2010]. The ice sheet volume and spatial extent has waxed and waned over the colder glacial and warmer interglacial periods of the Pleistocene (2.6–0.0117 million years ago), cataloging the ice sheet’s susceptibility to changes in Earth’s obliquity and atmospheric temperature [Alley et al., 2005, 2010; Dutton, 2015]. At present the ice sheet is 2.9 million km$^3$ in volume, is over 3 km deep at its thickest point, and covers 80% of the island of Greenland [Bamber et al., 2013]. Though there are significant regions of the ice-sheet bed where elevations are below sea level, a complete melting of the ice sheet is estimated to result in over 7 meters of globally-averaged sea level rise [Alley et al., 2005; Lemke et al., 2007; Bamber et al., 2013].
The mass balance of the Greenland Ice Sheet has become increasingly negative over recent decades, with the ice sheet losing mass at a rate of \(-263 \pm 30\) gigatons per year from 2007–2011 [Shepherd et al., 2012]. As 360 gigatons of ice loss to the oceans is equivalent to 1 mm of global sea level rise [Lemke et al., 2007], mass loss from the Greenland Ice Sheet added \(0.73 \pm 0.08\) mm per year to global sea levels from 2007–2011 [Shepherd et al., 2012]. The increasing rate of mass loss from the ice sheet in recent decades is due to increases in surface melt [Hanna et al., 2013; van den Broeke et al., 2016] and changes in ice sheet dynamics [Pritchard et al., 2009]. The dynamical component of mass loss includes iceberg calving at outlet glacier termini [Moon et al., 2008; Nick et al., 2013; Enderlin et al., 2014] and acceleration of the ice sheet interior due to changes in basal sliding [Rignot and Kanagaratnam, 2006; Joughin et al., 2008]. From 2005–2012, ice sheet dynamics were responsible for 32–58% of this mass loss, with fluctuations in the contributions of dynamic mass loss stemming from changes in ice discharge from marine-terminating outlet glaciers [Enderlin et al., 2014]. While progress has been made on calculating the annual volume of surface melt entering the ocean [van den Broeke et al., 2009, 2016; Shepherd et al., 2012; Enderlin et al., 2014], further work is needed to improve our understanding of the physical processes relating meltwater abundance and timing to ice flow in the ablation zone [Zwally et al., 2002; Schoof, 2010; Hewitt, 2013; Andrews et al., 2014]. Understanding how meltwater-driven processes affect ice flow is crucial for determining the dynamic response of the ice sheet to increased meltwater forcing. These processes are unique to the Greenland Ice Sheet and mountain glaciers. With the exception of a few Antarctic ice shelves with melt ponds, these meltwater-driven processes do not have highly translatable analogs in the substantially lower meltwater forcing regime of the Antarctic Ice Sheet.

Ice flow velocity \(\vec{u} = [u, v, w]\) at a location is driven by ice sheet stresses, ice sheet geometry, ice creep properties, and ice sheet bed properties over a wide area [Cuffey and Patterson, 2010]. The flow at some depth within the ice sheet \(\vec{u}(z)\) is the summation of slip along the ice sheet bed and internal deformation of the ice sheet according to

\[
\vec{u}(z) = \vec{u}_b + \int_B^z \frac{\partial \vec{u}}{\partial z} \, dz
\]

(1.1)
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where $\tilde{u}_b$ is the basal sliding velocity, $z$ is the height within the ice sheet, and $B$ is the bed elevation (Figure 1-1) [Cuffey and Patterson, 2010]. Ice flow in the center of the ice sheet where the ice is frozen to the bed is primarily due to internal deformation. Basal sliding becomes an important contributor to ice flow in regions along the margin where the bed is thawed and in regions of high geothermal heat flux [Alley et al., 2010]. Observations of seasonal ice flow speedup in regions where meltwater reaches the bed [Zwally et al., 2002; Joughin et al., 2008] support the hypothesis that thawing a formerly frozen area of the bed induces faster flow in these regions because of changes in lubrication of the ice sheet bed [Parizek and Alley, 2004; Price et al., 2008]. The regions of the ice sheet that experience seasonal speed-up is projected to expand in a warming climate [Parizek and Alley, 2004; Leeson et al., 2015; Poinar et al., 2015]. The loss of ice shelves or the retreat of outlet glaciers causes a perturbation to the terminus force balance that can also lead to acceleration and thinning of inland ice [Nick et al., 2009], though the up-glacier extent of thinning can be limited in regions of confining bed topography [Nye, 1960; Felikson et al., 2017].

![Figure 1-1. Ice sheet flow on a flat bed.](image)

Flow at a height within the ice sheet is the sum of basal slip (blue) and internal deformation (red). Surface velocity observations (green) measure an unknown proportion of basal slip and internal deformation.
In the parts of the ice sheet where the bed is thawed, surface velocities are estimated to be dominated by basal sliding (~90%) in the melt season and a balance between basal sliding and internal ice deformation in the winter [Ryser et al., 2014]. Basal sliding models for ice sheets were originally developed from studies of the hydromechanics of temperate alpine glaciers [Iken, 1981; Iken and Bindschadler, 1986; Iken and Truffer, 1997; Fountain and Walder, 1998; Flowers, 2011], and depend on stresses driving ice flow and pressure conditions at the ice bed interface. Models of basal sliding for glacial ice take the general form:

$$\tau_b = u_b N^q, \quad p, q > 0$$  \hspace{1cm} (1.2)

where $\tau_b$ is basal shear stress, $N$ is effective pressure (ice overburden pressure minus the water pressure), and $p$ and $q$ are positive constants [Iken and Bindschadler, 1986; Fowler, 1987; Cuffey and Patterson, 2010; Schoof, 2010]. In interior regions of the ice sheet, basal drag $\tau_b$ offsets almost all of the driving stress $\tau_d$, as longitudinal and wall stresses provide little resistance to flow in these regions [Cuffey and Patterson, 2010]. The driving stress, $\tau_d$, is given by

$$\tau_d = \rho_i g H \tan(\alpha)$$  \hspace{1cm} (1.3)

where $\rho_i$ is the ice density (917 kg m$^{-3}$), $g$ is the gravitational acceleration (9.8 m s$^{-2}$), $H$ is the ice thickness (~1000–3000 m), and $\alpha$ is the ice sheet surface slope (~1°) (Figure 1-1). The ice thickness and ice sheet surface slope are constant on annual timescales.

The other main component of basal sliding models is effective pressure $N$ at the ice sheet bed given by

$$N = p_i - p_w$$  \hspace{1cm} (1.4)

where $p_i$ is the ice-overburden pressure ($p_i = \rho_i g H$) and $p_w$ is the basal water pressure. As components of the driving stress do not change significantly on sub-seasonal timescales, effective pressures are thought to control ice flow on hourly to seasonal timescales. Fluctuating basal water
pressures sourced from evolving subglacial drainage systems fed by surface meltwater inputs can affect sliding velocity through the dependence of effective pressure on $p_w$.

This thesis focuses on meltwater as a driver of Greenland Ice Sheet and fjord dynamics. Observations from a mixed marine- and land-terminating region of the west Greenland Ice Sheet are analyzed to investigate various meltwater-driven processes from hourly to $\sim$decadal timescales. I investigate a wide range of exciting meltwater-driven processes with both empirical and theoretical methods including trends in annual ice flow (Chapter 2), rapid supraglacial lake drainages (Chapter 3), the evolution of annual subglacial drainage systems (Chapter 4), and subglacial discharge at marine-terminating outlet glaciers (Chapter 5). In order to contextualize each chapter within the broader system-based framework of meltwater-driven Greenland Ice Sheet dynamics, I next review requisite background information in Sections 1.2–1.5.

1.2 Observations of meltwater-driven ice flow

Meltwater-driven processes across the ablation zone of the Greenland Ice Sheet are controlled by seasonal fluxes in surface melt [Zwally et al., 2002; Joughin et al., 2008, 2013; Sundal et al., 2011; Hewitt, 2013]. At the ice sheet surface, meltwater runoff is routed via supraglacial streams and rivers that terminate in crevasse fields and moulins (vertical conduits kept open by a constant cascade of meltwater), supraglacial lakes, or proglacial streams off the ice sheet margin (Figure 1-2) [Chu, 2013; Poinar et al., 2015; Smith et al., 2015]. Within the ice sheet, moulins and hydro-fractures (water-driven fractures) transport meltwater from the surface to base of the ice sheet [Catania et al., 2008; Das et al., 2008]. As informed by earlier studies of mountain glacier hydrology [Fountain and Walder, 1998], at the bed of the ice sheet, subglacial channels and distributed hydrologic networks route meltwater over undulating topography towards land and marine termini, where meltwater enters proglacial streams and lakes or fjords, respectively [Hoffman et al., 2011; Chandler et al., 2013; Andrews et al., 2014]. In contrast to the slow-flowing interior of the ice sheet where meltwater at the bed is limited and the ice sheet is presumed to be frozen to the bed [Alley et al., 2010], the ice sheet margins exhibit seasonally enhanced ice flow where surface meltwater reaches the bed [Zwally et al., 2002; Joughin et al., 2008, 2013].
Prior to continuous GPS observations of ice flow, Greenland Ice Sheet outlet glacier surface velocities were measured at annual timescale resolution with radar interferometry measurements calibrated to the locations of stakes drilled into the ice sheet surface [Joughin et al., 1996; Mohr et al., 1998]. The first in situ observations of continuous ablation zone velocity measured ice-flow acceleration during summer months, when runoff sourced from surface melt can access and lubricate the ice-bed interface and promote basal sliding [Zwally et al., 2002]. Posing the observed coupling between surface melt and ice-sheet flow as a mechanism for widespread dynamic response of the ice sheet to increased temperature forcing, the Zwally et al. [2002] findings sparked a suite of Global Positioning System (GPS) measurements of ice-flow to test this proposed hypothesis along the western margin, and reduce uncertainties on the present and future dynamical component of Greenland Ice Sheet mass loss [Solomon, 2007; Stocker, 2014].

With the addition of multiple datasets, a better picture of seasonal to inter-annual ice-flow variability emerged, which qualifies the mechanism proposed by Zwally et al. [2002]. Observations of ice-flow and surface mass-balance along the 143-km Kangerlussuaq transect (K-transect) in the ablation zone from 1990–2012 show that while velocities do spike in tandem with increases in surface

Figure 1-2. Greenland Ice Sheet hydrologic system. Elements of the supraglacial, englacial, and subglacial hydrologic system at a land-terminating margin of the Greenland Ice Sheet from Chu [2013].
melt on daily timescales, annual velocities are insensitive to annual surface melt forcing, suggesting ice-flow on decadal timescales may remain more or less constant [van de Wal et al. 2008; 2009; 2012]. Further exploration of the K-transect GPS observations has detailed the elevation-dependent annual velocity curve structure (Figure 1-4 a) [Bartholomew et al., 2010; 2011; van de Wal et al., 2015], characterized by slow flow through the spring; a sharp spike in velocities following surface melt onset; sustained fast flow during the first half of the summer with high daily- to multi-day velocity variations; overall decreasing but still variable velocities over the second half of the melt season; an annual minimum velocity following melt cessation; and a steady increase in velocities from the annual minimum over the fall and winter. This characteristic annual velocity curve is supported by observations in the Swiss Camp [Zwally et al., 2002; Colgan et al., 2011; Hoffman et al., 2011] and North Lake [Joughin et al., 2008] regions of the Greenland Ice Sheet, leading to further investigations on the relationship between the evolution of subglacial drainage system components (Figure 1-3) and basal sliding that could be producing this annual velocity curve.

![Subglacial drainage system elements](image)

**Figure 1-3. Subglacial drainage system elements.** Idealized subglacial drainage system elements grouped by “fast” or “slow” drainage from Flowers [2015] Figure 1-2.
Figure 1-4: Annual velocity curve conceptually explained by evolving efficiency of subglacial drainage system. a) Conceptual ablation zone velocity curve (black) and daily runoff ±1σ in mm water equivalent (w.e.) for the North Lake region from 1958 to 2014 (blue) from Stevens et al. [2016b]. b) Inefficient drainage system in spring moves water through linked cavities and/or porous flow. c) The onset of runoff at the surface and the opening of surface-to-bed pathways delivers meltwater to the bed, where it overwhelms the inefficient system resulting in cavity growth, peak basal water pressures, and peak basal sliding. d) Continued meltwater supply provides enough water to initiate channel growth into the basal ice. The drainage system efficiency increases, subglacial water pressures subside slightly, and basal sliding decreases. e) Continued meltwater supply initiates additional channels which may form an arborescent network. The drainage system is at maximum efficiency for the year, subglacial water pressures continue to subside, and basal sliding continues to decreases. f) The end of runoff at the surface terminates the majority of meltwater supply to the bed, resulting in the lowest basal water pressures and surface velocities of the year. Relict channels creep closed. Water supplied from basal melt or stored englacial or basal water returns the system to the linked cavities of b over the winter and spring.
A conceptual model for a subglacial drainage system that becomes more efficient over the runoff season has been invoked to explain the various components of the characteristic annual velocity curve (Figure 1-4) [Flowers, 2015]. When the ice-bed interface is supplied with sufficient discharge, a slow, inefficient system of thin sheets, cavities, or porous flow through sediments evolves into a fast, efficient system of arborescent channels (Figures 1-3 & 1-4) [Flowers, 2015]. For both an inefficient cavity system and efficient channelized system, the amount and variability of water input to the system can promote ice acceleration due to the coupling of basal sliding to effective pressures within the subglacial drainage system [Schoof, 2010]. The ability of the subglacial drainage system to evolve to accommodate changing magnitudes of runoff inputs explains why a daily melt forcing in the early summer often produces a greater velocity response than a similar magnitude melt forcing in the late summer. The transition to a channelized subglacial drainage system is also supported by tracer studies that show subglacial water velocities increasing from \( \sim 0.3 \text{ m s}^{-1} \) in the early melt season to over \( 1.0 \text{ m s}^{-1} \) in the late melt season as the efficient channelized system is established [Chandler et al., 2013; Cowton et al., 2013]. The observed insensitivity of annual ice velocities to surface melt forcing has been proposed to be a result of seasonal compensation of ice velocities between the summer season speed-up and winter season slow-down that follows, resulting in self-regulated annual velocities independent of melt forcing [Sole et al., 2013]. Through this work, we have gained a greater understanding of the key physics controlling the coupling between ice acceleration and surface melt forcing on daily to seasonal timescales. However, mechanisms invoked to explain the seasonal velocity structure characteristics may not translate to inter-annual timescales.

While the annual velocity curve has been suggested to be largely robust of changes in annual melt forcing [Sole et al., 2013; Tedstone et al., 2013; van de Wal et al., 2008; 2015], regional velocities across the Greenland Ice Sheet western margin ablation zone derived from Landsat imagery feature tracking show declining ice velocities with increasing melt over the period from 1985–2014 [Tedstone et al., 2015], suggesting there is some longer time-scale control of melt magnitude on ice-flow. The multiyear control of melt magnitude on ice-flow is hypothesized to be a result of cumulative reduction of stored water in the unchannelized component of the subglacial hydrologic system that would reduce basal lubrication and regional ice velocities [Tedstone et al. 2015]. The Tedstone et al. [2015] hypothesis may hold for the region of the ice-sheet bed that experiences consistent and extensive channelization every year, though observations of its interior extent range from \(<10 \text{ km} \) [Meierbachtol et al., 2013] to as far as \( 41 \text{ km} \) [Chandler et al., 2013] in from the ice margin, leaving broad regions of the ablation zone where
effects of a non-channelized drainage system drive ice-flow [Andrews et al., 2015]. While the Tedstone et al. [2015] hypothesis has emerged to attempt to explain regional slowdown, the influence of past melt magnitude on ice-flow has not been investigated for a time series of GPS observations of ice velocity. As such, identifying the first-order control on inter-annual variability in ice-flow remains elusive.

In Chapter 2, we investigate a seven-year record of ice-flow collected by an array of GPS stations located at 1000 m a.s.l. in central west Greenland, ~50-km south of the Jakobshavn-Isbræ catchment (Figure 1-5). Alongside the K-transect observations, this ice-flow record represents only the second available GPS record for Greenland greater than 5 years in length and of sufficient temporal detail to investigate both the seasonal and inter-annual relationships between ice-flow and melt forcing.

The questions driving Chapter 2 are:

1. How does seasonal and inter-annual ice flow respond to runoff variability?
2. What processes are driving the coherent slowdown across the western Greenland margin?

1.3 Rapid supraglacial lake drainages

In the melt season, thousands of supraglacial lakes form across the ablation zone of the Greenland Ice Sheet as meltwater routed by supraglacial streams accumulates in topographic depressions [Das et al., 2008; Sundal et al., 2009; Yang et al., 2015]. The position of lakes from year to year is fixed by the bedrock topography [Box and Ski, 2007; Fitzpatrick et al., 2014], with the majority of supraglacial lakes forming in the middle to upper ablation zone in regions of lower surface slope with few surface-to-bed meltwater pathways [Lampkin and VanderBerg, 2011; Sergienko, 2013]. Regions of high surface slopes and crevasses in the lower ablation zone prevent supraglacial lake formation, as meltwater can drain to the bed or off of the ice sheet without ponding [Sneed and Hamilton, 2007]. The number and extent of supraglacial lakes have increased across the ice sheet over the last few decades [Howat et al., 2013], and lakes are projected to continue to form at higher elevations in a warming climate [Parizek and Alley, 2004; Leeson et al., 2015].
Rapid supraglacial lake drainages provide an incredible natural experiment that enables us to probe the upper limits of meltwater’s influence on ice flow acceleration. Roughly 13% of lakes on the Greenland Ice Sheet drain rapidly [Selmes et al., 2011], and multiple supraglacial lakes have been observed in situ to drain rapidly via hydro-fracture within a few hours [Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013]. Rapid drainage events cause short-lived local ice flow acceleration and uplift [Das et al., 2008; Joughin et al., 2008; Doyle et al., 2013; Tedesco et al., 2013]. While hydro-fracture processes through glacial ice are well known [Weertman, 1973; Van Der Veen, 2007; Krawczynski et al., 2009], the trigger mechanism for initiating a hydro-fracture in an otherwise compressive supraglacial lake basin is unknown. Supraglacial lakes have been observed to drain in clusters [Joughin et al., 2013; Fitzpatrick et al., 2014], though whether this phenomena is due to lake drainages dynamically triggering the drainage of neighboring lakes or merely an artifact of elevation-dependent melt and supraglacial lake formation is untested with in situ GPS observations of clustered drainage or a theoretical model. With poor understanding of a lake drainage triggering mechanism, little can be said about the timing of supraglacial lake drainages across a region [Banwell et al., 2012; Clason et al., 2012], or the future drainage patterns of supraglacial lakes forming in inland areas in a warming climate [Leeson et al., 2015].

In Chapter 3, we investigate three rapid drainages of North Lake (68.72°N, 49.50°W), a ~2.5-km diameter supraglacial lake located at 1000 m a.s.l. in central west Greenland, ~50-km south of the Jakobshavn-Isbræ catchment (Figure 1-5). We observe ice sheet surface motion before, during, and after the lake drainages using a dense GPS array that allows us to determine the distribution of meltwater at the ice-sheet bed. By identifying the trigger mechanism for rapid drainage of North Lake, we make a prediction for the drainage patterns of lakes forming at higher elevations.

The questions driving Chapter 3 are:

1. What mechanism triggers rapid supraglacial lake drainages?

2. Will supraglacial lakes forming at higher elevations drain rapidly via hydrofracture?
Figure 1-5. Subglacial topography beneath Sarqardliup sermia and the North Lake GPS array. Mortlighem et al. [2014] bedmap (filled contours) and ice sheet surface elevations (magenta contours) plotted for the Sarqardliup sermia outlet glacier and North Lake supraglacial lake region. GPS stations (magenta circles) are positioned up- and down-flowline of North Lake (2011 lake margin plotted in black outline). RACMOGR-2.3 11-km resolution grid points shown with white diamonds. Ice sheet margin including the terminus positions for Sarqardliup sermia and Alángordliup sermia shown in black line. Sarqardleq fjord bathymetry map and outer fjord depth measurements plotted in filled contours within the fjord coastline.
1.4 Modeling the Greenland Ice Sheet subglacial drainage system

As described in Section 1.2, meltwater is presumed to travel along the ice-bed interface through a subglacial drainage system that evolves in response to meltwater supply magnitude and variability [Flowers, 2015; Schoof, 2010] although direct observations are limited. Water flows in the direction of the downslope hydraulic potential gradient, which is dominantly a function of the ice sheet surface slope with minor contributions from the bed slope [Shreve, 1972]. Water flows through multiple proposed drainage system elements of different hydraulic efficiencies (Figure 1-3), with differences in form due to bed type, ice sheet thickness, and meltwater supply magnitude and variability [Flowers, 2015]. Conceptual models for subglacial drainage systems propose that the drainage system becomes more efficient over the runoff season [Flowers, 2015]. When the ice-bed interface is supplied with sufficient discharge, a slow, inefficient system of thin sheets, cavities, or porous flow through sediments evolves into a fast, efficient system of arborescent channels (Figure 1-4) [Fountain and Walder, 1998; Flowers, 2015].

Numerical models of ice sheet subglacial drainage systems enable the testing of theories relating subglacial water routing to ice flow (e.g., Equation 1.2) and the estimation of the impact of future warming scenarios on ice flow [Flowers, 2015]. Numerical models of water flow under glaciers and ice caps were first developed in the 1960s, and focused on quantifying the timing and volume of runoff [Fountain and Tangborn, 1985], and the control of subglacial hydrology on glacier dynamics [Iken and Bindschadler, 1986]. In the late 2000s, the first numerical models of water flow under the Greenland Ice Sheet were developed based on observations and numerical models of mountain glaciers [Fountain and Walder, 1998]. The most recent generation of glacier and ice sheet models captures the conceptual model of drainage system evolution over a melt season by routing flow through both fast and slow drainage elements in a two-dimensional framework [Schoof, 2010; Hewitt et al., 2012; Schoof et al., 2012; Hewitt, 2013; Werder et al., 2013]. These multi-element models pertain to ice sheet and glaciers that flow over a “hard bed” that is impermeable and rigid [Flowers, 2015]. Additionally, the two-dimensional nature of these models permits relatively easy coupling with two-dimensional ice flow models [Flowers, 2015].

This generation of two-dimensional, multi-element subglacial drainage system models has facilitated in the production of artificial drainage networks with the most realistic morphology to date.
In the Schoof [2010] formulation, individual elements located along a two-dimensional numerical mesh dynamically switch between being a cavity (slow flow) or Röthlisberger channel (fast flow) depending on the effective pressure (Figure 1-6). Further development by Hewitt [2011] invokes a continuum description of the distributed system, which treats cavities as a continuous sheet where water flow is dictated by the effective hydraulic transmissivity and the hydraulic potential. This continuum description effectively treats the distributed system as turbulent flow through a porous medium, where the sheet can also open through basal sliding [Hewitt, 2011]. This generation of models has produced realistic drainage system behaviors for idealized [Schoof, 2010; Hewitt, 2013], alpine glacier [Werder et al., 2013] and Greenland Ice Sheet margin [Banwell et al., 2016] geometries.

Numerical model development has moved faster than observations for model calibration, resulting in increasingly detailed numerical models that lack realistic ice bed elevations and regional measurements of surface velocities for adequate calibration [Flowers, 2015]. Numerical models paired with surface observations provides one way to test theories relating subglacial water routing to ice flow; however, regional observations needed for model calibration are limited in Greenland with just three observations of the spatiotemporal evolution of ice flow through the melt season to date [Palmer et al., 2011; Joughin et al., 2013; Bougamont et al., 2014]. Continued data calibration is needed to adequately validate these models and test theoretical models of basal sliding.

In Chapter 4, we investigate annual subglacial drainage system morphology of a mixed marine- and land-terminating sector of the west Greenland Ice Sheet with a numerical subglacial hydrology model. The model incorporates both distributed and channelized flow, and we have adapted it to include realistic ice sheet geometry and surface runoff input. We run the model across two years where regional observations of complex spatiotemporal pattern of melt-season ice surface speed are available for model calibration. We investigate whether model-derived effective pressures exhibit the theorized inverse relationship with melt-season surface speed (Equation 1.2) to test if effective pressure is the dominant control on surface speeds.

The questions driving Chapter 4 are:

1. Is subglacial drainage system morphology robust across years and for different surface runoff input types?

2. What is the relationship between model-derived effective pressures and surface speed across the melt season?
Figure 1-6. Subglacial channel and cavity physics. a) Channel area grows by melting of channel walls. Channel area decreases by creep closure. b) Cavity area grows by basal sliding. Cavity area decreases by creep closure. c) Effective pressure $N$ as a function of discharge $Q$ for a cavity (solid line) or channel (dashed line) under steady-state conditions. Above a critical discharge, $Q_c$, a cavity becomes a channel. Effective pressure increases with increased discharge for a cavity; effective pressure decreases with increasing discharge for a channel. All panels from Schoof [2010] Figure 1.

1.5 Ice-Ocean interactions at marine-terminating outlet glaciers

Nearly all meltwater runoff created at the surface of the ice sheet eventually makes its way to the ice sheet terminus [Smith et al., 2015], contributing freshwater to the North Atlantic via subglacial channels exiting into proglacial streams and lakes along land-terminating margins (Figure 1-2) and as freshwater discharge at depth in fjords abutting marine-terminating outlet glaciers (Figure 1-7) [Bamber et al., 2012]. The synchronous retreat and speedup of marine-terminating glaciers in southeast Greenland in the early 2000s was likely initiated by a dynamic change at marine termini [Howat et al., 2007; Nick et al., 2009; Vieli and Nick, 2011; Moon et al., 2012], and points towards common external forcings from the warming atmosphere [Box et al., 2009] and/or ocean around Greenland [Holland et al., 2008; Straneo and Heimbach, 2013], though the exact forcing mechanisms and relative magnitudes remain unclear (Figure 1-7) [Joughin et al., 2012a; Straneo et al., 2013]. The gap in current understanding stems from the lack of studies bridging glaciologic and oceanographic disciplines and datasets, and the inherent difficulty
in obtaining measurements in ice mélange near actively-calving glaciers [Joughin et al., 2012; Straneo et al., 2013].

Increased submarine melt rates at outlet glacier marine termini may be a leading cause of Greenland Ice Sheet outlet glacier speed up and retreat (Figure 1-7) [Holland et al., 2008; Post et al., 2011; Joughin et al., 2012b; Motyka et al., 2013]. The heat to drive submarine melting is supplied by waters from the subpolar North Atlantic and Arctic seas, whose circulation inside the fjords is a result of processes across a range of spatiotemporal scales [Straneo et al., 2010; Jackson et al., 2014; Jackson and Straneo, 2016]. Melt rates are affected by ocean temperature, stratification, and circulation in near-ice waters (<200 m from the terminus) [Jenkins et al., 2010]. Submarine melting is thought to be enhanced in summer as a result of meltwater runoff along the ice sheet bed entering the fjord across the grounding line as subglacial discharge, which provides an additional source of buoyancy alongside submarine melt for initiating buoyant plumes along the terminus face [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013]. Relatively fresh waters rising in the core of these plumes become denser as they entrain salty ambient fjord waters, and this plume-driven entrainment serves as a mechanism for transporting ambient fjord waters to the glacier face [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013].

![Tidewater Glacier](image)

**Figure 1-7. Greenland tidewater glacier system.** Possible mechanisms for glacier and ice sheet retreat in red; key processes that may drive tidewater glacier retreat in blue. From Straneo et al. [2013] Figure 4.
Plume theory and models suggest that higher subglacial discharge rates lead to higher submarine melt rates [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013; Carroll et al., 2015]. However, ocean property and plume measurements needed to inform and validate model simulations are lacking [Straneo and Cenedese, 2015]. The current model-based estimates of submarine melt rates at tidewater glaciers and their sensitivity to external forcings of the near-ice environment are highly uncertain. The uncertainty in these estimates is due to plume models using ice/ocean boundary parameterizations forced by far field (>1 km) ocean property measurements and largely unknown subglacial discharge magnitude and distribution [Jenkins, 2011; Xu et al., 2012, 2013; Sciascia et al., 2013; Kimura et al., 2014; Slater et al., 2015]).

With a lack of observations of both the near-ice environment and subglacial discharge configurations, defining likely subglacial discharge scenarios and their associated influence on ice/ocean interactions has remained a distinct challenge, resulting in an inadequate understanding of how tidewater glaciers respond to oceanic forcing now and in the future [Straneo and Cenedese, 2015]. Specifically, ocean measurements collected at distances >1 km from the glacier terminus have provided limited information on the near-ice processes because signals of glacial modification are largely smeared by lateral mixing processes over that distance. While far-field measurements suggest a horizontally invariant overturning cell(s) at this >1 km distance [Johnson et al., 2011; Mortensen et al., 2011; Straneo et al., 2011; Chauché et al., 2014; Inall et al., 2014; Sutherland et al., 2014], there is likely much greater variability in glacially modified waters in the near-ice zone.

In Chapter 5, we present fjord hydrography and bathymetry measurements from the near-ice zone of Sarqardliup sermia tidewater glacier in west Greenland (Figure 1-5). This novel, high-risk field campaign was successful in obtaining multiple vertical sections of fjord water properties as close as 150 m from the terminus as well as detailed bathymetry of the previously unmapped fjord. We reconstruct the distribution of subglacial discharge along the grounded terminus through the delineation of subglacial catchments. The paired glaciologic and oceanographic datasets allow us to match the distribution of subglacial discharge with the glacially modified waters observed in the fjord.
The questions driving Chapter 5 are:

1. **What is the near-glacier expression of glacially modified water?**

2. **Do the locations and characteristics of glacially modified waters sourced from turbulent plumes align with subglacial discharge locations and magnitudes along the terminus?**
Chapter 2

Greenland Ice Sheet flow response to runoff variability

This chapter was originally published as: Stevens, L. A., M. D. Behn, S. B. Das, I. Joughin, B. P. Y. Noël, M. R. van den Broeke, and T. Herring (2016), Greenland Ice Sheet flow response to runoff variability, Geophysical Research Letters, 43, 1–9. Used with permission as granted in the original copyright agreement.

2.1 Abstract

We use observations of ice-sheet surface motion from a Global Positioning System (GPS) network operating from 2006–2014 around North Lake in west Greenland to investigate the dynamical response of the Greenland Ice Sheet’s ablation area to inter-annual variability in surface melting. We find no statistically significant relationship between runoff season characteristics and ice flow velocities within a given year or season. Over the seven-year time series, annual velocities at North Lake decrease at an average rate of $-0.9 \pm 1.1 \text{ m yr}^{-2}$, consistent with the negative trend in annual velocities observed in neighboring regions over recent decades. We find that net runoff integrated over several preceding years has a negative correlation with annual velocities, similar to findings from the two other available decadal records of ice velocity in western Greenland. However, we argue that this correlation is not necessarily evidence for a direct hydrologic mechanism acting on the timescale of multiple years, but could be a statistical construct. Finally, we stress that neither the decadal slowdown trend, nor the negative correlation between velocity and integrated runoff, are predicted by current ice sheet models, underscorign that these models do not yet capture all the relevant feedbacks between runoff and ice dynamics needed to predict long term trends in ice sheet flow.
2.2 Introduction

The rate of mass loss from the Greenland Ice Sheet is accelerating [Shepherd et al., 2012; Enderlin et al., 2014] due to increases in surface melt [van den Broeke et al., 2009; Hanna et al., 2013] and changes in ice sheet dynamics [Pritchard et al., 2009]. Zwally et al. [2002] presented the first in situ observations of summer ice-flow acceleration in Greenland's ablation zone, and proposed that during summer months surface meltwater accesses and lubricates the ice-bed interface promoting enhanced basal sliding. This observed coupling between surface melt and ice-sheet velocities suggests a potential mechanism for a widespread dynamic response of the ice sheet to increased temperature forcing. These findings sparked a series of Global Positioning System (GPS) measurements of ice-flow to test this hypothesis (Figure 2-1 a) and to provide better constraints on the present and future dynamical component of ice-sheet mass loss [Solomon, 2007; Stocker, 2014]. With the addition of new datasets, a more detailed picture of seasonal to inter-annual ice-flow variability has emerged. However, contrasting ice-flow response to melt over different timescales continues to present a challenge to the interpretation of the physical processes underlying this variability.

Similar to the results of Zwally et al. [2002], observations of ice-flow and surface mass-balance in a land-terminating region of western Greenland show that velocities increase in tandem with surface melt on daily-to-weekly timescales [van de Wal et al., 2008, 2015]. Multiple observations from regions of slow-moving (< ~100 m yr⁻¹) ice-sheet flow support the depiction of a characteristic annual velocity curve (Figure 2-1 b) with: (1) slow velocities through the winter and spring, (2) a sharp increase in velocities at the onset of surface melt, (3) fast and variable velocities during summer months, and (4) a velocity minimum near the end of the melt season [Zwally et al, 2002; Bartholomew et al., 2010; Hoffman et al., 2011].

Velocity and hydrological observations first made on temperate alpine glaciers (reviewed by Fountain and Walder [1998]) led to the development of a conceptual model for subglacial drainage system evolution that can explain the seasonally-varying components of the characteristic annual velocity curve for temperate alpine glaciers and the Greenland Ice Sheet [Chandler et al., 2013; Cowton et al., 2013]. This model suggests that when meltwater input is low, the ice-bed interface is characterized by a slow, inefficient “distributed” subglacial hydrologic system of thin sheets, cavities, and/or porous flow through sediments. As meltwater input increases, the drainage system evolves.
towards a more efficient, “channelized” network of dendritic channels that draws water out of the distributed system. As the subglacial system channelizes over the melt season, this more efficient drainage system operates at lower water pressure. With this water-pressure drop, a greater region of the ice sheet is in contact with the bed, leading to greater frictional coupling and reduced velocities in the second half of the melt season [Schoof, 2010; Hoffman et al., 2011]. In this model, seasonal surface melt modulates the annual velocity curve by changing basal drag; however, numerous observations show that velocity averaged over the entire year is largely insensitive to the magnitude of annual melt [van de Wal et al., 2008, 2015; Sole et al., 2013; Tedstone et al., 2013]. This insensitivity to melt forcing has been proposed to result from seasonal compensation between summer speed-up and subsequent winter slow-down, resulting in a self-regulated system [Sole et al., 2013].

Yet, while the shape of the annual velocity curve (Figure 2-1 b) appears to be robust, questions remain regarding how time-averaged ice-sheet velocities respond now and in the future to long-term variability and/or trends in melt input. Specifically, a multi-decadal decline in velocity has been observed in concert with increasing melt across predominantly land-terminating regions of the western Greenland ice sheet (notably the K-transect [van de Wal et al., 2008; 2015] and the ablation zone south of Jakobshavn-Isbræ [Tedstone et al., 2015]) (Figures 2-1 a, 2-3 g,h). Furthermore, Tedstone et al. [2015] found an improved correlation when comparing 3–4 years of average past runoff with ice speed. Based on this relationship they proposed that ice-flow may respond to integrated past runoff over a multi-year time-scale through a cumulative reduction of stored water in the unchannelized portions of the subglacial hydrologic system reducing basal lubrication and slowing ice velocities. The observed regional slow-down, however, is spatially variable and most pronounced near the margin below 900 m above sea level (a.s.l.). This poses the question as to how representative this effect is, and whether differences in the subglacial drainage system, and therefore the dynamic ice response to increasing melt input, may vary as a function of ice thickness and/or the distribution of meltwater input to the bed.

Clearly, more and longer multi-year to decadal observations are needed to investigate relationships between meltwater runoff and ice velocity on seasonal to decadal timescales and to test the various hypotheses put forward thus far. Here we analyze a seven-year record (2007–2014) of ice-flow collected using an array of GPS stations ~50-km south of the Jakobshavn-Isbræ catchment (Figure 2-1 a). The array was situated around North Lake (68.72°N, 49.50°W), a supraglacial lake
located at an elevation of \(~1000\) m a.s.l. Based on the GPS data, we calculate seasonal and annual velocities alongside meltseason runoff characteristics (e.g., magnitude, variability). With the K-transect and Swiss Camp observations, our data represent the third 5+ year GPS record for Greenland. In contrast to the longer-term Landsat dataset along the western margin [Tedstone et al., 2015], our continuous GPS record provides seasonal resolution, allowing investigations of inter-annual flow variability at critical periods of the year, potentially providing more insight into the dynamics of the hydrological processes underlying the ice-flow variability. We examine our findings alongside the two other available decadal records to evaluate ice-flow variability on multi-year to decadal timescales and improve our understanding of the factors driving variability in annual ice velocity in the ablation region.
Figure 2-1: Greenland Ice Sheet marginal velocity campaigns. (a) Swiss Camp (yellow), North Lake (green and inset), and K-transect (red) GPS campaigns. Blue circles show maximum extent of supraglacial lakes up to 1400 m a.s.l. from 2000–2010 from Yang et al. [2015]. Brown contours show ice sheet surface elevation 100-m contours derived from Howat et al. [2014]. Western Margin region of Tedstone et al. [2015] study in grey. (b) Conceptual ablation zone velocity curve (blue) and daily runoff ± 1σ for the North Lake region from 1958–2014 (black). (c) Weekly-resolution and (d–e) 24-hr-resolution ice velocities from the North Lake GPS array (blue) plotted with daily runoff estimates (grey bars) for the North Lake region for a representative multi-year period 2009–2011. The dates of the start and end of the runoff season used to calculate seasonal velocities are shown with red bars. North Lake drainages are shown with green bars. Velocity records for all years (2006–2014) are shown in Figure 2-4.

Figure 2-1: Greenland Ice Sheet marginal velocity campaigns. (a) Swiss Camp (yellow), North Lake (green and inset), and K-transect (red) GPS campaigns. Blue circles show maximum extent of supraglacial lakes up to 1400 m a.s.l. from 2000–2010 from Yang et al. [2015]. Brown contours show ice sheet surface elevation 100-m contours derived from Howat et al. [2014]. Western Margin region of Tedstone et al. [2015] study in grey. (b) Conceptual ablation zone velocity curve (blue) and daily runoff ± 1σ for the North Lake region from 1958–2014 (black). (c) Weekly-resolution and (d–e) 24-hr-resolution ice velocities from the North Lake GPS array (blue) plotted with daily runoff estimates (grey bars) for the North Lake region for a representative multi-year period 2009–2011. The dates of the start and end of the runoff season used to calculate seasonal velocities are shown with red bars. North Lake drainages are shown with green bars. Velocity records for all years (2006–2014) are shown in Figure 2-4.
2.3 Methods

A GPS array consisting of 1–16 receivers was deployed at North Lake from July 2006 through July 2014 (Figure 1a) [Das et al., 2008; Joughin et al., 2008; Stevens et al., 2015]. The station data were processed individually with Track software [Chen, 1998] as kinematic sites relative to the 30-s resolution Greenland GPS Network KAGA base station on bedrock ~55 km away [Bevis et al., 2012; Stevens et al., 2015]. Continuous (Figures 2-1 c–e; 2-4) and seasonal ice surface velocities (Figure 2-2 a) are calculated from the horizontal GPS position estimates. For years 2011–2014 where multiple GPS stations are available, the velocity of all online stations are averaged at 30-s intervals to produce a composite, continuous velocity across the array (Appendix 2.D; Figure 2-1 e, 2-4 f–i). The time periods over which annual and seasonal displacements (Figure 2-2 c) and velocities (Figures 2-2 b,d) were calculated are based on runoff estimates from the 11-km resolution Regional Atmospheric Climate Model (RACMO) v. 2.3 [Noël et al., 2015]. These runoff estimates are statistically downscaled using elevation dependence to 1-km resolution [Noël et al., 2016] based on a down-sampled version of the GIMP DEM [Howat et al., 2014] (Figure 2-1 c–e). The start of each year is defined as the date of the 1st percentile of each year’s cumulative runoff curve, \( t_{R1} \) (Figure 2-1 b–e). Annual velocities \( (V_A) \) are split into summer velocities \( (V_S) \) and winter velocities \( (V_W) \). Summer velocities are calculated from \( t_{R1} \) to \( t_{vmin} \), the latter of which represents the midpoint within the characteristic velocity minimum at the end of the melt season (Figures 2-1 b–e). Winter velocities are calculated from \( t_{vmin} \) to \( t_{R1} \) of the following year. Because each year in the time series has different runoff characteristics, the start and end of the runoff season do not fall on consistent calendar dates (Figures 2-1 c–e, 2-2a, 2-4; Table 2-1). Using this method we calculate annual and seasonal velocities for melt seasons 2007–2013. In order to improve comparisons of our results to the prior studies of Sole et al. [2013] and van de Wal et al. [2015], we also calculate seasonal and annual velocities using their fixed calendar dates method. The resulting North Lake inter-annual trends are nearly identical regardless of the method used to delineate seasons (Appendix 2.D, Figure 2-5, Table 2-3).

We use the RACMO output to calculate total runoff magnitude \( (R_{mag}) \), seasonal variability in runoff \( (R_{var}) \), and season length \( (R_{length}) \) for each year. We estimate the timing of North Lake drainage \( (t_{LD}) \) from satellite data and field observations (Figures 2-3b, 2-7). To investigate drivers of seasonal and annual ice-flow we assess the covariance between seasonal and annual velocities and runoff parameters by evaluating the coefficient of determination \( (R^2) \) and \( p \)-value of linear trends between all
variables (Table 2-1; Figures 2-8–2-12). To illustrate the limitations of our small sample size, we calculated 5–95% confidence interval bounds for all $R^2$ values. We note that our results represent a measurement of local ice-flow within a region of the ice-sheet that exhibits substantial spatial variability in summer [Joughin et al., 2013] and inter-annual velocities [Tedstone et al., 2015].
Figure 2-2: Seasonal ice velocity and runoff time series. (a) $V_S$ (red), $V_W$ (blue), and $V_A$ (black) ± uncertainty (error bars smaller than bar width) across the North Lake array from 2007–2013. Time along the x-axis is plotted in days, with vertical dashed lines marking the start of summer ($t_{RI}$) in each year (subscript). The bar width in x- represents the length of time over which velocities were calculated. Trend in North Lake $V_W$ from 2007–2013 is shown in dashed blue line (no significant trends were found for $V_S$ or $V_A$). Grey line shows annual velocity trend from 2007–2013 of the western margin [Tedstone et al., 2015]. (b) $R_{mag}$ (blue), $R_{var}$ (red), and $R_{length}$ (green) at North Lake from 2007–2013. (c) Summer versus winter displacements and (d) $V_S$ versus $V_W$ (error bars smaller than circle diameter) for 2007–2013.
2.4 Results and Discussion

We find a characteristic annual velocity curve consistent with results from previous studies (Figure 2-1 c–e). The onset of runoff is associated with an abrupt increase in velocity, followed by multi-day velocity variations that are correlated with spikes in runoff and/or North Lake drainage events (Figures 2-1 c–e, 2-4). At the end of the runoff season, velocities reach their annual minimum (Figures 2-1 c–e, 2-4). This annual velocity structure—and in particular the velocity minimum following melt cessation—suggests that the subglacial drainage system becomes more efficient and channelized over the runoff season, consistent with hydrological observations from other regions in Greenland [Chandler et al., 2013; Cowton et al., 2013].

Due to variability in the relative length of summer versus winter (see Supporting Information), seasonal and annual velocities are a function of both displacement (Figure 2-2 c) and season length (Figure 2-2 b). For example, the highest summer displacement in our record occurred in 2010 (Figure 2-2 c), but due to that year’s extremely long summer melt season (Figure 2-2 b), the 2010 summer velocity is comparable to other years (Figure 2-2 a,d). We note that by dividing each year into seasons based on runoff, the time interval over which $V_A$ is calculated varies on a year-to-year basis (i.e., a year does not always equal 365 days). We find $V_W$ in the North Lake region is largely independent of $V_S$ within the same year for both the $t_{R1}$ to $t_{Vmin}$ seasonal delineation method and the fixed calendar date method (Figures 2-2 d, 2-5 d). This result contrasts GPS observations of seasonal velocities from Sole et al. [2013], which were the basis of their hypothesis that annual velocities were self-regulated through a strong inverse relationship between winter and summer velocities.

2.4.1 Inter-annual trends and variability in velocity and runoff

The mean annual velocity, $V_A$, for the North Lake region is $85.2 \pm 3.3$ m yr$^{-1}$ over the observation period, ~15 m yr$^{-1}$ greater than the mean annual velocity for the Western Margin found by Tedstone et al. [2015] over the same time period (Figure 2-2 a). This difference is likely due to the inclusion of the lower velocity ice margin in the larger Tedstone et al. [2015] region, as well as the spatial variability in velocities observed across the region more broadly [Joughin et al., 2013]. The North Lake annual velocity is intermediate between the mean summer velocity ($V_S = 109.0 \pm 5.2$ m yr$^{-1}$) and the mean winter velocity ($V_W = 77.1 \pm 3.3$ m yr$^{-1}$) (Figure 2-2 a), with the summer velocities displaying greater variability. We find that neither $V_A$ nor $V_S$ exhibit a statistically significant trend over the observation
period (Figure 2-2 a). Nonetheless, the computed trend for $V_A$ of $-0.92$ m yr$^{-2}$ ($p=0.15$) (Figure 2-3 g) and the statistically significant trend in $V_w$ of $-1.13$ m yr$^{-2}$ ($R^2 = 0.54, p = 0.05$) are similar to trends in annual velocities ($-1.31$ m yr$^{-2}$; $R^2 = 0.52, p = 0.06$) reported by Tedstone et al. [2015] from 2007–2013 (Figure 2-2 a). These least squares regression slopes hold when considering error on the velocities using a weighted least squares regression (Table 2-4).

We also find no statistically significant trend in runoff season magnitude, variability, or length, and/or the timing of North Lake drainage from 2007–2013 (Figure 2-2 b). Rather, these parameters are most notable for their significant year-to-year variability (Figure 2-2 b; Table 2-2). The largest magnitude season runoff in 2010 ($R_{\text{mag}} = 2.82$ m w.e.) is ~70% higher than that of the lowest runoff in 2013 ($R_{\text{mag}} = 1.66$ m w.e.). Similar year-to-year variability is found in the longer-term runoff record, but in that case we do find an increasing trend of $0.02$ m yr$^{-1}$ ($p < 0.005$) from 1985–2014 (Figure 2-3 h). Thus, given the high inter-annual variability in runoff, the lack of any runoff trend at North Lake during our study period likely reflects our inability to detect the longer-term increase that has been observed across the ice sheet [van den Broeke et al., 2009] with only 7 years of data.

To investigate the relationship between annual velocity and runoff, we assessed the covariance between $V_A$ and seasonal runoff characteristics. We find no statistically significant correlation between $V_A$ and annual runoff parameters $R_{\text{mag}}, R_{\text{var}}, R_{\text{length}}, t_{\text{LD}},$ and $V_{\text{min}}$ (Table 2-1; Figures 2-3 a,b, 2-11 a–d) even during the two extreme melt years in 2010 and 2012. These results are consistent with previous regional studies, which showed little correlation between annual velocity and runoff [Zwally et al., 2002; van de Wal 2008, 2015; Sole et al., 2013; Tedstone et al., 2013]. Furthermore, summer and winter velocities show no correlations with annual runoff parameters (Table 2-1; Figures 2-8–2-10 a–e).

2.4.2 Influence of past runoff magnitude on seasonal and annual ice-flow

We next explored whether cumulative past runoff over multiple years has a control on ice-flow in our region. Following the analysis of Tedstone et al. [2015], we calculated two forms of past mean runoff magnitude. The first, $\overline{R_{\text{mag}}}^{[-n,0]}$, represents runoff averaged over the $n$ previous years including the present year (Figure 2-3 d). The second, $\overline{R_{\text{mag}}}^{[-n,-1]}$, is the mean runoff calculated from the $n$ previous years, but not including the present year (Figure 2-3 d). Seasonal and annual velocities were then
regressed against \( R_{\text{mag}}^{-n,0} \) and \( R_{\text{mag}}^{-n,-1} \) for up to six years into the past \((0 < n < 6)\) (Figures 2-3a–f, 2-9–2-11 f–q). The correlations between annual velocities and \( R_{\text{mag}}^{-4,-1} \) are shown in Figure 2-3c, and the \( R^2 \) values calculated as a function of \( n \) years included in the runoff averages are shown in Figure 2-3e.

Both expressions for past mean runoff magnitude show improved and significant correlations with \( V_A \) (Figures 2-4 e, 2-11 f–q) and \( V_W \) (Figure 2-10 f–q) similar to that found by Tedstone et al. [2015]. The relationship between \( V_A \) and past mean runoff magnitude is negative (higher runoff in past years results in a lower \( V_A \) of the present year; Figure 2-3 c), with past runoff explaining up to 70% of the variance in \( V_A \) (Figure 2-3 e). The relationships between past mean runoff magnitude and \( V_A \) generally strengthen with increasing values of \( n \) until \( n \approx 4 \), with the exception of a particularly high correlation for \( n = 1 \) (Figure 2-3 e). The relationship between \( V_W \) and past mean runoff magnitude is also negative and explains up to 82% of the variance in \( V_W \) (Figure 2-10 i).

We stress that one must be careful not to overinterpret these results. This regression assumes a fixed relationship between the variables (velocity and runoff) with time. Our data, however, display long-term temporal trends (Figure 2-3 g,h). Thus, to investigate the implications of our analysis for this study and others, we performed Monte Carlo simulations with correlated trends displaying similar magnitude year-to-year variability as observed (Appendix 2.E, Figure 2-14). These simulations show an improved correlation when multiple years of runoff are included, even when the variability in the data is not correlated on an annual time-scale as is the case in our data set (Figure 2-14). Thus, the improved correlation observed when multiple years of runoff are included is an expected outcome of analyzing two variables with long-term temporal trends, even if the mechanism generating these trends is unrelated to the annual variability.

### 2.4.3 Variability in late-summer slowdown

To gain further insight into the influence of runoff on the subglacial system, we take advantage of the high temporal resolution of our data to investigate variability in the amplitude of the late-summer slowdown \( |V_{\text{min}}| \). The persistent presence of a late-summer velocity minimum (Figures 2-1 b–e, 2-4) supports the theory that the local subglacial hydrologic network undergoes seasonal reorganization, with increasing channelization throughout the summer resulting in increased frictional coupling that
promotes this slowdown [Bartholomew et al., 2010; Colgan et al., 2011; Hoffman et al., 2011; Sundal et al., 2011; Sole et al., 2013; van de Wal et al., 2015]. Thus, larger $|V_{\text{min}}|$ has been proposed to represent more extensive subglacial channelization over the runoff season under higher melt conditions [Sundal et al., 2011]. While this relationship holds for 2010 (highest melt and largest $|V_{\text{min}}|$), over the 7-year study our data show that on an annual basis $|V_{\text{min}}|$ does not exhibit a statistically significant relationship with $R_{\text{mag}}$ ($R^2=0.22$ [0.00–0.55] (95% Confidence Interval), $p=0.28$) (Figures 2-1d, 2-3b) or any other present season runoff variables (Figure 2-11 a–c). This finding contrasts previous observations [Sundal et al., 2011] and theoretical studies [Schoof, 2010; Hewitt, 2013], which have shown higher summer runoff magnitude and variability lead to a larger magnitude late-summer slowdown due to increased efficiency in the subglacial drainage system.

2.4.4 Mechanisms for a decadal or multi-year dependence of ice-flow on runoff

Existing decadal records show a significant decreasing trend in Greenland ice sheet velocity and increasing trend in annual runoff (Figure 2-3 g,h). Our records exhibit similar trends, though neither of these trends are statistically significant given the high inter-annual variability in annual velocities and runoff over the 7-year record (Figure 2-3 g,h). While there is no correlation between velocity and runoff on annual timescales [Zwally et al., 2002; van de Wal et al., 2008, 2015; Sole et al., 2013; Tedstone et al., 2015], the negative relationship between past mean runoff magnitude and annual velocity has been invoked in previous studies [Tedstone et al., 2015] to suggest a causal relationship where increased runoff drives slower velocities on multiyear timescales. Indeed, all three records depict a similar negative relationship between past mean runoff magnitude and annual velocity that strengthens with increasing values of $n$ (Figures 2-3 e, 2-13, 2-14). However, it remains unclear whether this negative relationship is the manifestation of hydrologic mechanisms acting at the bed over multiple years [e.g., Tedstone et al., 2015] or opposing decadal trends in velocity and melt caused by other factors.

The co-occurrence of an increasing runoff trend and a decreasing annual velocity trend (Figure 2-3 g,h) could arise for multiple reasons. Annual velocity and runoff could be changing independently of one another on decadal timescales, such that when comparing velocity and runoff annually they show no correlation (Figure 2-3 a). By integrating past runoff, the negative relationship with annual velocity emerges (Figures 2-3 c) as the variability in runoff is reduced (Figure 2-3 h, 2-14). Thus, in this scenario the correlation between the trends does not require causation.
Alternatively, annual velocity and runoff could be directly related to one another, but through a physical mechanism that is weakly expressed on annual timescales. For example, as the ice-sheet thins, the response to small changes in driving stress ($r_d$) at annual timescales is small, but the response over the longer term is enhanced due to the non-linearity of ice flow. A change in driving stress due to ice sheet thinning was found to account for up to a third of the velocity slowdown observed across the Western Margin [Tedstone et al. 2015].

Finally, annual velocity and runoff may be related through a hydraulic response whereby long-term evolution in the subglacial drainage system causes the annual velocity’s response to melt to strengthen over multiple decades. While Tedstone et al. [2015] invoked this final mechanism to explain the majority of the slowdown, all three explanations could apply to the North Lake, K-transect, and Western Margin data.

Regardless of the co-occurrence of opposing decadal trends in velocity and runoff, annual velocities on the western margin are slowing down (Figure 2-3 g). As the changes in driving stress due to ice sheet thinning are insufficient to explain the observed decrease in annual velocities [Tedstone et al., 2015], other physical processes driving this slowdown should be considered. A slowdown driven by changes in internal deformation or basal motion through sliding and/or till deformation could be occurring independently of, or alongside, a change in subglacial hydrology. Additional observations of ice sheet velocity, geometry, internal structure, and basal properties are needed to determine the causal relationship between annual velocity and runoff and to understand the observed slowdown of the ice sheet margin.
Figure 2-3: Annual ice velocity and past mean runoff magnitude relationships at North Lake, K-transect, and the Western Margin. (a) $V_A$ and (b) trough amplitude, $|V_{\text{min}}|$ for 2007–2013 versus runoff magnitude $R_{\text{mag}}$. Error bars are smaller than circle diameter. (c) $V_A$ and (d) $|V_{\text{min}}|$ for 2007–2013 versus past runoff magnitude $R_{\text{mag}}^{[-4,-1]}$ (see Appendix 2.C). $R^2$ values for relationships between (e) $V_A$ or (f) $|V_{\text{min}}|$ and past runoff magnitude: $R_{\text{mag}}^{[-n,0]}$ (black triangles) or $R_{\text{mag}}^{[-n,-1]}$ (black squares), where $n$ extends from one to six years of past runoff. $R^2$ values for relationships between past runoff magnitude and Western Margin velocities in grey [Tedstone et al., 2015]. $R^2$ values for relationships between K-transect annual velocities [van de Wal et al., 2015] and past runoff magnitude calculated from local daily runoff in green. Open triangles in panels c and f correspond to relationships plotted in panels a and b, respectively. Open squares in panels e and f correspond the relationships plotted in panels c and d, respectively. (g) Trends through annual velocity measurements at North Lake (black), K-transect (green, van de Wal et al. [2015]), and the western margin (grey, Tedstone et al. [2015]). (h) Local runoff estimates for North Lake (black) and K-transect (green) are plotted alongside the trends (thick lines) through these runoff values over the years in which annual velocities are available. Western margin runoff values and trend from Tedstone et al. [2015] are in grey. Runoff trend at North Lake from 1985–2014 shown in dashed black line. $R_{\text{mag}}^{[-4,-1]}$ calculation plotted for all three locations as a thin line.
2.5 Implications for future predictions of ice-flow

While hydrology and ice-flow models now capture the seasonal velocity structure of the ablation zone at a qualitative level [Schoof, 2010; Hewitt, 2013; Werder et al., 2013], our results suggest additional feedbacks must be considered in order to understand the details of how ice-flow is related to trends in runoff and runoff variability over longer timescales. Extrapolating the trends in runoff and velocity found in our study and earlier datasets suggests that a sustained increase in runoff would lead to a systematic decrease in ice-sheet velocities. However, we stress that the correlation between annual velocity and integrated past runoff is not necessarily evidence for a hydrologic mechanism acting on the basal system over timescales of a few years and could be related to other factors including changes in ice sheet thickness, internal deformation, or basal motion. Further, we find that in contrast to model predictions [Schoof, 2010; Hewitt, 2013] the magnitude of the late-summer velocity minimum is not the product of the present summer runoff (Figure 2-3 b). Thus, the mechanisms required to recreate seasonal ice-flow characteristics may not translate into accurate predictions of longer duration ice-flow variability. Observational studies targeted at long-term records of ice-sheet shape, subglacial hydrology, and basal motion are needed to better understand mechanisms controlling ice-sheet flow on annual to decadal timescales. Moreover, future modeling studies should be evaluated alongside the available measurements of ice-flow collected at North Lake, Swiss Camp, and the K-transect.
Appendices

2.A List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Years of previous $R_{mag}$</td>
</tr>
<tr>
<td>$R_{length}$</td>
<td>Runoff season length (days)</td>
</tr>
<tr>
<td>$R_{mag}$</td>
<td>Runoff season magnitude (mm w.e.)</td>
</tr>
<tr>
<td>$R_{var}$</td>
<td>Runoff season variability (mm w.e.)</td>
</tr>
<tr>
<td>$R_{mag}^{-[-n,0]}$</td>
<td>Past mean runoff magnitude including the present year (mm w.e.)</td>
</tr>
<tr>
<td>$R_{mag}^{-[-n,-1]}$</td>
<td>Past mean runoff magnitude excluding the present year (mm w.e.)</td>
</tr>
<tr>
<td>$t_{LD}$</td>
<td>Timing of North Lake drainage (% through the runoff season)</td>
</tr>
<tr>
<td>$t_{R1}$</td>
<td>Runoff season start. Date of 1st percentile of cumulative runoff curve (day of year)</td>
</tr>
<tr>
<td>$t_{V_{min}}$</td>
<td>Runoff season end. Date of $V_{min}$ (day of year)</td>
</tr>
<tr>
<td>$V_{A}$</td>
<td>Annual velocity (m yr$^{-1}$)</td>
</tr>
<tr>
<td>$V_{min}$</td>
<td>End summer minimum velocity (m yr$^{-1}$)</td>
</tr>
<tr>
<td>$</td>
<td>V_{min}</td>
</tr>
<tr>
<td>$V_S$</td>
<td>Summer velocity (m yr$^{-1}$)</td>
</tr>
<tr>
<td>$V_W$</td>
<td>Winter velocity (m yr$^{-1}$)</td>
</tr>
</tbody>
</table>

2.B Local meltwater runoff

Daily 11-km resolution RACMO2.3 runoff estimates from 2007–2013 [Noël et al., 2015], statistically downscaled to 1-km resolution [Noël et al., 2016], are selected for a 100-km$^2$ region centered on North Lake. Here we use the version v.0.2 of the downscaled surface mass balance (SMB) product. The selected runoff values are averaged to obtain a daily time series of runoff estimates for the North Lake location (Figures 2-1c–e, 2-4, 2-7). The start of each year is defined as the date of the 1st percentile of each year’s cumulative runoff curve, $t_{R1}$ (Figure 2-1 b–e). Summer velocities are calculated from $t_{R1}$ to $t_{V_{min}}$, the later of which represents the midpoint within the characteristic velocity minimum at the
end of the melt season (Figure 2-1 b–e). Winter velocities are calculated from \( t_{V_{\text{min}}} \) to \( t_{R_1} \) of the following year. As each year in the time series has different runoff characteristics, the start and end of the runoff season do not fall on consistent calendar dates from year to year (Figures 2-1 c–e, 2-4; Table 2-2). We test the impact of our season delineation method \((t_{R_1} \text{ to } t_{V_{\text{min}}})\) by also calculating seasonal and annual velocities over fixed calendar dates, with May 30\(^{\text{th}}\) (day of year 150) as the start of the year and September 7\(^{\text{th}}\) (day of year 250) as the end of summer. The resulting inter-annual trends (Section 2.4.1) and correlations with past mean runoff magnitude (Section 2.4.2) are nearly identical regardless of the method used to delineate seasons.

Runoff season statistics are calculated from the daily runoff estimates for each year in the time series (Figures 2-2 b, 2-7; Table 2-2). Total runoff season magnitude, \( R_{\text{mag}} \), is calculated by summing daily runoff estimates for the year (Figure 2-2 b, 2-7 b). Runoff season variability, \( R_{\text{var}} \), is calculated by taking the root-mean-square of residuals (RMS error) between the daily runoff estimates and a single-term Gaussian model fitted to the daily runoff estimate for the dates \( R_s < t < R_{95} \) (Figures 2-2 b, 2-7 c,d). Across all years of the RACMO record, the Gaussian models poorly fit both the abrupt beginning of the runoff season and late summer runoff spikes (Figure 2-7 c,d). Thus, residuals between daily runoff and the Gaussian model in the tails of daily runoff curve \((t < R_s \text{ and } t > R_{95})\) are excluded from the \( R_{\text{var}} \) calculation. The timing of North Lake drainage, \( t_{LD} \), is expressed as the cumulative percentile of runoff that corresponds to the day of drainage for each year [Das et al., 2008; Stevens et al., 2015] (Table 2-2). Our analysis does not take into account other lake drainage characteristics that may be important including the style of North Lake drainage, the volume of North Lake at drainage, and the timing, volume, and style of other nearby lake drainages.

2.C Past mean runoff magnitude

Following Tedstone et al. [2015], we calculate two forms of past mean runoff magnitude. The first, \( \overline{R_{\text{mag}}}^{[-n,0]} \), is the mean of up to \( n \) years of previous \( R_{\text{mag}} \) including the present year as follows:

\[
\overline{R_{\text{mag}}}^{[-n,0]} = \frac{\sum_{i=-n}^{0} R_{\text{mag}}^i}{n+1}
\]  

(Equation 2.1)

The second, \( \overline{R_{\text{mag}}}^{[-n,-1]} \), is the mean of up to \( n \) years of previous \( R_{\text{mag}} \) not including the present year as follows:
We extend these calculations from one to six years of past melt magnitude \((1 < n < 6)\) (Figures 2-3, 2-8–2-11). In addition, we tested calculations forward in time using up to two years of future melt magnitude (Table 2-4). \(R_{mag}^{[-4,-1]}\) from 1985–2014 for North Lake, K-transect, and the western margin is plotted in Figure 2-3 h.

2.D Seasonal and annual ice-flow

A GPS array consisting of 1–16 receivers was maintained around North Lake from July 2006 through July 2014 (Figure 2-1 a inset) [Das et al., 2008; Joughin et al., 2008; Stevens et al., 2015]. From July 2006 to July 2009, a single dual-frequency Trimble NetR7 receiver located at NLBS collected continuous 30-s resolution data for one day each week. From July 2009 to December 2010, a single dual-frequency Trimble NetRS receiver collected continuous 30-s resolution data at NLBS. From June 2011 to July 2014, up to 16 dual-frequency Trimble NetR9 receivers located around North Lake collected continuous 30-s resolution GPS data. GPS stations were powered by solar panels and small batteries and stations commonly turned off over the winter from late October to March. GPS data from all years were processed with Track software [Chen, 1998]. The stations were processed individually as kinematic sites relative to the 30-s resolution Greenland GPS Network (GNET) KAGA base station located on bedrock ~55 km from North Lake [Bevis et al., 2012; Stevens et al., 2015]. The GPS position estimate vector \(\mathbf{X}\) output from Track software is given as Cartesian coordinates relative to the KAGA base station for each GPS station \(i\), at time \(t\). The error estimate vector \(\mathbf{a}(t)\) output from Track software defines 1-sigma errors for \(\mathbf{X}(t)\), but not the full covariance matrix [Chen, 1998]. The horizontal components of \(\mathbf{a}(t)\) are consistently ± 2 cm, and the vertical component of \(\mathbf{a}(t)\) is consistently ± 5 cm across all stations and all years.

Continuous velocities are calculated for both the weekly and 30-s resolution GPS data (Figures 2-1 c–e, 2-4). For the years with weekly GPS positions (2006–2009), the average position for the day of the week that the station was logging is calculated, and a weekly velocity is calculated at the midpoint between the days of data (Figures 2-1 c, 2-4 a–d). For the years with 30-s resolution GPS positions (2009–2014), continuous 24-hr velocities are calculated following the methodology described in
Hoffman et al. [2011]. The horizontal components of a 6-hr moving average of $X_i(t)$ are linearly regressed using a centered 24-hr time window at each data point to obtain a continuous velocity record (Figures 2-1 d,e, 2-4 d–i). The 24-hr window length of the linear regression removes velocity fluctuations on diurnal timescales, yet retains the velocity spikes from major single or multi-day speed-up events associated with supraglacial lake drainages and days of extended high runoff, respectively [Hoffman et al., 2011]. While the 30-s resolution GPS data are capable of producing quality velocities at shorter time-resolutions [Stevens et al., 2015], we plot the 24-hr velocities here as they are not above the time-resolution of the daily RACMO runoff estimates and our primary objective is to understand seasonal and annual velocity variability. For the years with more than one 30-s resolution GPS receiver (2011–2014), 24-hr velocities of all available stations are averaged at each 30-s interval to calculate a composite velocity across the North Lake array (Figures 2-1 e, 2-4 f–i). The standard deviation of the mean velocity computed at each point in time across the four-year time series has an average standard deviation of $\pm 15.6 \text{ m yr}^{-1}$.

Summer, winter, and annual velocities ($V_{S,W,A}$) are calculated from the horizontal GPS displacement estimates (Figures 2-2 c, 2-4). $X_i(t)$ and corresponding uncertainties, $\sigma_i(t)$, are selected for $t_{RI}$ and $t_{V_{\min}}$: $X_i(t_{RI})$ and $X_i(t_{V_{\min}})$, respectively. A single, daily mean position and standard deviation are calculated for these two days for all viable stations: $\overline{X}_i(t_{RI}) \pm \sigma_i(t_{RI})$, and $\overline{X}_i(t_{V_{\min}}) \pm \sigma_i(t_{V_{\min}})$. Summer velocities $V_{S}^{\text{YEAR}}$ (Figure 2-2 a) are calculated by differencing $\overline{X}_i(t_{V_{\min}})$ and $\overline{X}_i(t_{RI})$ of the same year divided by the runoff season length as follows:

$$V_{S}^{\text{YEAR}} = \frac{\overline{X}_i(t_{V_{\min}}) \pm \sigma_i(t_{V_{\min}}) - (\overline{X}_i(t_{RI}) \pm \sigma_i(t_{RI}))}{R_{\text{length}}} \quad \text{(Equation 2.3)}$$

Winter velocities $V_{W}^{\text{YEAR}}$ (Figure 2-2 a) are calculated by differencing $\overline{X}_i(t_{RI})$ of the next year and $\overline{X}_i(t_{V_{\min}})$ of the present year and dividing by the length of the winter season as follows:

$$V_{W}^{\text{YEAR}} = \frac{(\overline{X}_i(t_{RI}^{+1}) \pm \sigma_i(t_{RI}^{+1})) - (\overline{X}_i(t_{V_{\min}}) \pm \sigma_i(t_{V_{\min}}))}{t_{RI}^{+1} - t_{V_{\min}}} \quad \text{(Equation 2.4)}$$

Annual velocities $V_{A}^{\text{YEAR}}$ (Figure 2-2 a) are calculated from the start of each runoff season by differencing $\overline{X}_i(t_{RI})$ of the next year and $\overline{X}_i(t_{RI})$ of the present year and dividing by the number of days between $t_{RI}$ of the two years as follows:
\[
V_{\text{YEAR}} = \frac{(X_{t_{R1}^{\text{YEAR}+1}} \pm \sigma_{t_{R1}^{\text{YEAR}+1}}) - (X_{t_{R1}^{\text{YEAR}}} \pm \sigma_{t_{R1}^{\text{YEAR}}})}{(t_{R1}^{\text{YEAR}+1} - t_{R1}^{\text{YEAR}})}
\]  
(Equation 2.5)

As each year in the time series has different runoff characteristics, the start and end of the runoff season do not fall on consistent calendar dates from year to year (Figures 2-1 c–e, 2a, 2-4; Table 2-2). Error estimates are calculated for \( V_{(S,W,A)} \) by translating the standard propagation of error for differences of the two \( \bar{x}(\delta) \) values into a percentage error. The percentage error is then applied to \( V_{(S,W,A)} \), resulting in errors on the order of \(~0.4 \text{ m yr}^{-1}\) for \( V_S \) and \(~0.2 \text{ m yr}^{-1}\) for \( V_W \) and \( V_A \) (Figures 2-2, 2-3).

Our seasonal delineation method allows annual and seasonal time periods to be defined more precisely than previous Greenland ice sheet studies, permitting a more rigorous evaluation of the seasonal component. In contrast, in the remotely-sensed Tedstone et al. [2015] study annual velocities are calculated over inconsistent temporal baselines that only sometimes contain portions of the summer, and thereby may capture a higher percentage of the winter than summer in their annual velocities. Moreover, previous GPS studies [Sole et al., 2013; van de Wal et al., 2008; 2015] define seasons based on calendar dates, which may or may not align with the occurrence of runoff. In order to improve comparisons of our results to these few prior studies, though, we tested the impact of our season delineation method (\( t_{R1} \) to \( t_{V,\text{min}} \)) by also calculating seasonal and annual velocities over fixed calendar dates, using May 30\(^{th}\) (day of year 150) as the start of each year and September 7\(^{th}\) (day of year 250) as the end of each summer (Table 2-3). The resulting inter-annual trends and correlations with past mean runoff magnitude are nearly identical regardless of the method used to delineate seasons (Figure 2-5).

The seasonal and annual displacements and velocities represent a quasi-Eulerian record of local ice-flow that contains data gaps and combines measurements from different stations in the final two years of the time series. The record is not a truly Eulerian measurement, as North Lake Base Station (NLBS) was reset to its approximate summer 2006 position during mid-summer station maintenance for most (2007–2010), but not all (2011–2013), of the years of the record. We bridge summer data gaps during station maintenance and resetting of NLBS in mid-summer of 2007–2010 by taking the average of the velocity of the week leading up to and the velocity of the week following
the station move as the velocity over the data gap. For our data gaps on order of \( \sim 1-2 \) weeks (2007–2009), the estimated displacement over the data gap is on order \( \sim 2-4 \) m.

From 2007 to the beginning of the 2012 summer, we use station NLBS to calculate seasonal and annual velocities. Due to the failure of NLBS in 2012 and 2013, we continue the time series of annual and seasonal velocities by correcting the displacements of other viable stations in the array that have the most similar summer and winter displacements to NLBS. We investigate the spread of summer and winter displacements across the array during 2011, the only year when all stations were recording (Figure 2-6). From the 2011 data, we observe that stations nearest to NLBS (NL04–NL09) have annual displacements within \( \pm 1 \) m of NLBS (Figure 2-6). Station FLO3 has an annual displacement within \( \pm 2 \) m of NLBS (Figure 2-6). Stations outside of this group have annual displacements within \( 5-10 \) m of NLBS. For the 2012 velocity calculations, the only stations with sufficient data are NLO4, NLO8, NL02, and NL13. As stations NL02 and NL13 have differences in annual displacement of \( \sim 8 \) m and \( \sim 5 \) m, respectively, in comparison to NLBS in 2011, we select stations NL04 and NLO8 to calculate the seasonal and annual velocities in 2012. For the 2013 velocity calculations, the only stations with sufficient data are FLO3 and FLO4. We select station FLO3 to calculate the seasonal and annual velocities in 2013, as station FLO4 has a difference in annual displacement of \( \sim 10 \) m in comparison to NLBS in 2011.

To perform the correction, we calculate the difference in displacement between NLBS and stations over the 2011 summer (Figure 2-3 a) and winter (Figure 2-6 b). We then calculate a summer and winter difference in daily displacement between NLBS and the substituted station in 2011, and apply that difference to the number of days in the 2012 or 2013 summer and winter. For example, NL04 moves 0.006 m day\(^{-1}\) faster than NLBS in the 2011 summer, resulting in a correction of -0.56 m to the NL04 displacement over the 92 days of the 2012 summer. For winter, NL04 moves 0.004 m day\(^{-1}\) slower than NLBS in 2011 the winter, resulting in a correction of +1.10 m to the NL04 displacement over the 270 days of the 2012 winter. Thus, while NLBS station failure in 2012 and 2013 prevents us from using a single station measurement for the entire time series, the use of additional stations in the array in 2012 and 2013 likely changes annual velocity measurements by at most \( 1 \) m yr\(^{-1}\), which is less than the overall variability of \( \pm 3.3 \) m yr\(^{-1}\) in \( V_A \) (Figure 2-2 a).
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Finally, the trough amplitude of the late summer minimum velocity \( |V_{\text{min}}^{\text{YEAR}}| \) is calculated as follows:

\[
|V_{\text{min}}^{\text{YEAR}}| = |V_{\text{min}}^{\text{YEAR}} - V_{\text{YEAR}}^{\text{W}}|
\]  

(Equation 2.6)

2.E Time series statistics

To investigate drivers of seasonal and annual ice-flow we assess the covariance between \( V(s,w,A) \) and runoff variables based on the coefficient of determination (\( R^2 \)) and \( p \)-value of linear trends between the \( \zeta \)-scores of all variables (Figures 2-8–2-11; Table 2-1). We assume a Gaussian distribution with a sample size of 7. We calculate 5–95% confidence interval bounds for all \( R^2 \) values presented to illustrate the limitations of our small sample size.

To further investigate the observed relationship between past mean runoff magnitude and annual velocity (Section 2.4.2) at North Lake, the K-transect, and across the Western Margin we performed Monte Carlo simulations for each location with similar trends and amplitude variability in \( V_A \) and \( R_{\text{mag}} \) as is observed (Figure 2-14). Synthetic annual velocities and runoff values were created for each location using the observed trends for both variables presented in Figure 2-3 g and h. Figure S11 shows two examples from the 20,000 computed realizations for synthetic \( R_{\text{mag}} \) values with high (\( R^2 \approx 0.30 \); Figure 2-14 a–c) and low (\( R^2 \approx 0.70 \); Figure 2-14 e–f) amplitude year-to-year variability. Both the high and low variability cases show an improved correlation between \( R_{\text{mag}} \) and \( V_A \) when multiple years of runoff are included, even when the imposed variability in \( R_{\text{mag}} \) and \( V_A \) is not correlated on an annual time-scale (Figure 2-14 c,f). Thus, the improved correlation observed when multiple years of runoff are included is an expected outcome of analyzing two variables with long-term temporal trends, even if the mechanism generating these trends is unrelated to the annual variability. The observed relationship between past mean runoff magnitude and \( |V_{\text{min}}| \) (Figure 2-3 f) can be explained by an equivalent Monte Carlo simulation by varying the slope.
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2.F Comparison to K-transect and Western Margin

We reanalyze previously published data to compare annual velocity and past mean runoff magnitude relationships at North Lake to those found along the K-transect [van de Wal et al., 2015] and over the Western Margin [Tedstone et al., 2015]. For the K-transect, annual velocities presented in Figure 2-3 g were obtained from Figure 8 of van de Wal et al. [2015]. Runoff estimates for the K-transect were calculated in a method identical to the North Lake runoff estimates. Daily 11-km resolution RACMO2.3 runoff estimates from 1985–2014 [Noël et al., 2015], statistically downscaled to 1-km resolution (v0.2 in Noël et al., [2016]), are selected for a 100-km² region centered on K-transect GPS Station S7. The selected runoff values are averaged to obtain a daily time series of runoff estimates for the S7 location. The S7 location was chosen as it represents roughly the middle elevation of the K-transect, and the K-transect annual velocity record used here is a proportionally weighted average of individual stations along the transect [van de Wal et al., 2015]. Values of R² for the K-transect presented in Figure 2-3 e were calculated in a method identical to North Lake past mean runoff magnitude calculations; the sample size of the K-transect distribution is 20. Values of annual velocity and annual runoff for the Western Margin were obtained from Figure 2 of Tedstone et al., [2015]. Values of R² for the Western margin presented in Figure 2-3 e were obtained from Extended Data Table 1 of Tedstone et al., [2015].
Figure 2-4: Daily ice velocity and runoff time series. (a–d) Weekly resolution or (d–i) 24-hr resolution ice velocities of the GPS array (blue) against RACMO2.3 downscaled daily runoff estimates v0.2 (grey bars) for the North Lake region from 2006–2014. The dates of the start and end of the runoff season used to calculate seasonal velocities are shown with red bars. North Lake drainages are shown with green bars. Time duration of seasonal velocity calculations shown above panels.
Figure 2-5. Seasonal ice velocity and runoff time series for the fixed calendar date seasonal delineation method. (a) $V_S$ (red), $V_W$ (blue), and $V_A$ (black)± uncertainty (error bars smaller than bar width) across the North Lake array from 2007–2013. Time along the x-axis is plotted in days, with vertical dashed lines marking the start of summer (DOY 150) and each year (subscript). The bar width in x- represents the length of time over which velocities were calculated. Trend in North Lake $V_W$ from 2007–2013 is shown in dashed blue line (no significant trends were found for $V_S$ or $V_A$). Grey line shows annual velocity trend from 2007–2013 of the western margin as calculated by Tedstone et al. [2015]. (b) $R_{mag}$ (blue), $R_{var}$ (red), and $R_{length}$ (green) in the North Lake region from 2007–2013. (c) Summer versus winter displacements and (d) $V_S$ versus $V_W$ (error bars smaller than circle diameter) for 2007–2013.
Figure 2-6. Variation in displacement across the 16 GPS stations in 2011. (a) Cumulative displacement of GPS stations over the summer of 2011. Station displacements are zeroed at DOY 174, 2011. (b) Cumulative displacement of GPS stations over the winter of 2011 (end of the 2011 summer (DOY 248, 2011) until the beginning of the following summer in 2012 (DOY 150, 2012)). Station displacements are zeroed at DOY 248, 2011. Summer (a) and winter (b) difference in displacement between NLBS and the stations used in the 2012 (NL04, NL08) and 2013 (FL03) calculations of annual and seasonal velocities are noted.
Figure 2-7. Runoff magnitude and variability at North Lake. (a) $R_{mag}$ (blue), $R_{var}$ (red), and $R_{length}$ (green) in the North Lake region from 2001–2013. $R_{length}$ record begins in 2006 with first fall of GPS record available to constrain $t_{vmin}$. (b) Annual cumulative daily runoff curves from 2006–2014 (colors), with the mean cumulative runoff (black) ± 1σ (grey) from 2006–2014 for the North Lake region. (c) Example of year (2011) with low $R_{var}$. $R_{var}$ is calculated as root-mean-square of the residuals between the daily runoff curve (red) and a single-term Gaussian model fit (blue) over the period from 5–95% of cumulative runoff (vertical lines). (d) Same as in panel c, but with example year (2012) of high $R_{var}$. 
Figure 2-8. Seasonal and annual velocities at North Lake. (a) $V_S$ versus $V_A$, (b) $V_W$ versus $V_A$, and (c) $V_S$ versus $V_W \pm$ uncertainty (error bars smaller than circle diameter) for 2007–2013. (d) Summer versus annual displacement, (e) winter versus annual displacement, and (f) winter versus summer displacement $\pm$ uncertainty (error bars smaller than circle diameter) for 2007–2013.
Figure 2-9. Summer velocity versus single and multiyear runoff. Summer velocities plotted against (a–e) present year runoff season characteristics, (f–h) \( R_{mag}^{[-n-1]} \) from \( 1 < n < 6 \), and (i–q) \( R_{mag}^{[-n,0]} \) from \( 1 < n < 6 \).
Figure 2-10. Winter velocity versus single and multiyear runoff. Winter velocities plotted against (a-e) present year runoff season characteristics, (f-h) $R_{mag}^{[-n-1]}$ from $1 < n < 6$, and (i-q) $R_{mag}^{[-n,0]}$ from $1 < n < 6$. 
Figure 2-11. Annual velocity versus single and multiyear runoff. Annual velocities plotted against present year runoff season characteristics (a–e), $R_{mag}^{-1}$ from $1 < n < 6$ (f–h), and $R_{mag}^{-0}$ from $1 < n < 6$ (i–q).
Figure 2-12. Trough amplitude, $|V_{\text{min}}|$, versus single and multiyear runoff. Trough amplitude, $|V_{\text{min}}|$, plotted against present year runoff season characteristics (a–c), seasonal velocities (d–f), $\bar{R}_{\text{mag}}$ from $1 < n < 6$ (g–i), and $\bar{R}_{\text{mag}}$ from $1 < n < 6$ (m–r).
Figure 2-13. Annual velocities versus $R_{\text{mag}}^{[-4,-1]}$ for North Lake and the K-transect. Z-score of $R_{\text{mag}}^{[-4,-1]}$ versus the z-score of annual velocities for North Lake (black squares) and the K-transect (green triangles). North Lake time series extends from 2007–2013 (n=7). The K-transect time series extends from 1990–2011 (n=20). Annual velocity data for the K-transect are published in van de Wal et al. [2015]. Local annual runoff estimates used to calculate $R_{\text{mag}}^{[-4,-1]}$ are derived from RACMO2.3 downscaled daily runoff v0.2 at North Lake and K-transect station S7. $R^2$ and $p$-values are given for the linear relationship including both North Lake and K-transect z-scores (n=27).
Figure 2-14. Monte Carlo simulations for synthetic $R_{mag}$ and $V_A$ values. (a) Simulated $R_{mag}$ (grey circles) and $\bar{R}_{mag}$ (black circles) values for a realization where $R_{mag}$ has high variability ($R^2 \sim 0.30$). Trend lines, slope, and $R^2$ shown for both $R_{mag}$ and $\bar{R}_{mag}$ in grey and black, respectively. (b) Simulated $V_A$ values (black circles) for an example realization where $V_A$ has variability roughly equivalent to observed ($R^2 \sim 0.50$). Trend line, slope, and $R^2$ shown for $V_A$ in black. (c) Mean value across all 10,000 high variability realizations of the $R^2$ of the relationship between $V_A$ and $\bar{R}_{mag}$, where $n$ extends from one to six years of past runoff magnitude, in black. Error bars are 1-sigma. Red values show $R^2$ of the relationship between $V_A$ and $\bar{R}_{mag}$ for the example simulation shown in panels a and b. Panels d–f show the equivalent results as panels a–c for 10,000 realizations with low variability ($R^2 \sim 0.70$) in $R_{mag}$ (d).
Table 2-1. $R^2$ (5–95% confidence intervals) and $p$-values for linear trends between velocities and runoff season characteristics. Relationship shaded if $p < 0.10$.

<table>
<thead>
<tr>
<th></th>
<th>$V_S$</th>
<th>$V_W$</th>
<th>$V_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{mag}$</td>
<td>$R^2=0.00$ (0.00–0.02); $p=0.97$</td>
<td>$R^2=0.01$ (0.00–0.10); $p=0.83$</td>
<td>$R^2=0.07$ (0.00–0.29); $p=0.56$</td>
</tr>
<tr>
<td>$R_{var}$</td>
<td>$R^2=0.00$ (0.00–0.01); $p=0.98$</td>
<td>$R^2=0.00$ (0.00–0.01); $p=0.98$</td>
<td>$R^2=0.00$ (0.00–0.02); $p=0.97$</td>
</tr>
<tr>
<td>$R_{length}$</td>
<td>$R^2=0.00$ (0.00–0.05); $p=0.91$</td>
<td>$R^2=0.12$ (0.00–0.39); $p=0.45$</td>
<td>$R^2=0.23$ (0.00–0.51); $p=0.27$</td>
</tr>
<tr>
<td>$t_{LD}$</td>
<td>$R^2=0.45$ (0.12–0.78); $p=0.10$</td>
<td>$R^2=0.21$ (0.00–0.53); $p=0.30$</td>
<td>$R^2=0.01$ (0.00–0.10); $p=0.84$</td>
</tr>
<tr>
<td>$V_{min}$</td>
<td>$R^2=0.14$ (0.00–0.43); $p=0.41$</td>
<td>$R^2=0.19$ (0.00–0.51); $p=0.33$</td>
<td>$R^2=0.14$ (0.00–0.43); $p=0.41$</td>
</tr>
<tr>
<td>$</td>
<td>V_{min}</td>
<td>$</td>
<td>$R^2=0.14$ (0.00–0.43); $p=0.41$</td>
</tr>
<tr>
<td>$R_{mag}^{-1}$</td>
<td>$R^2=0.08$ (0.00–0.31); $p=0.55$</td>
<td>$R^2=0.51$ (0.20–0.82); $p=0.07$</td>
<td>$R^2=0.76$ (0.57–0.95); $p&lt;0.05$</td>
</tr>
<tr>
<td>$V_S$</td>
<td>$R^2=0.05$ (0.00–0.24); $p=0.63$</td>
<td>$R^2=0.04$ (0.00–0.21); $p=0.69$</td>
<td></td>
</tr>
<tr>
<td>$V_W$</td>
<td></td>
<td>$R^2=0.81$ (0.66–0.96); $p&lt;0.01$</td>
<td></td>
</tr>
</tbody>
</table>
Table 2-2. Runoff season and lake drainage timing characteristics.

| Year | t_R1 (DOY) | t_Vmin (DOY) | R_length (days) | R_var (m w.e.) | t_LD through runoff season (%) | | V_min | trough amplitude (m yr^-1) |
|------|------------|--------------|----------------|----------------|-------------------------------|------------------|
| 2007 | 156        | 244          | 88             | 2.32           | 10.59                         | 28.83%           | 21.27 |
| 2008 | 154        | 241          | 87             | 1.90           | 11.39                         | 56.50%           | 20.67 |
| 2009 | 153        | 240          | 87             | 1.98           | 9.37                          | 17.45%           | 13.27 |
| 2010 | 143        | 252          | 109            | 2.82           | 10.48                         | 5.37%            | 21.24 |
| 2011 | 160        | 248          | 88             | 2.25           | 7.29                          | 7.87%            | 4.66  |
| 2012 | 150        | 242          | 92             | 2.59           | 13.25                         | 9.57%            | 10.71 |
| 2013 | 160        | 234          | 74             | 1.66           | 11.24                         | 14.17%           | 1.59  |

Table 2-3. Summer, winter, and annual displacements for the t_R1 to t_Vmin seasonal delineation method and the fixed calendar date seasonal delineation method. The t_R1 to t_Vmin method defines the start of each year as the date of the 1st percentile of each year's cumulative runoff curve, t_R1. The t_R1 to t_Vmin method defines the end of each summer as t_Vmin, the midpoint within the characteristic velocity minimum at the end of the melt season. The fixed calendar date method defines May 30th (day of year 150) as the start of each year (and the start of the summer) and September 7th (day of year 250) as the end of each summer. The length of summer (R_length) in days is also noted for each delineation method.

<table>
<thead>
<tr>
<th>Year</th>
<th>t_R1 to t_Vmin</th>
<th>DOY 150 to 250</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Summer (m)</td>
<td>Winter (m)</td>
</tr>
<tr>
<td>2007</td>
<td>29.60 ± 0.07</td>
<td>56.27 ± 0.07</td>
</tr>
<tr>
<td>2008</td>
<td>25.98 ± 0.07</td>
<td>58.41 ± 0.07</td>
</tr>
<tr>
<td>2009</td>
<td>31.29 ± 0.06</td>
<td>57.84 ± 0.07</td>
</tr>
<tr>
<td>2010</td>
<td>32.36 ± 0.07</td>
<td>58.81 ± 0.06</td>
</tr>
<tr>
<td>2011</td>
<td>25.20 ± 0.06</td>
<td>55.11 ± 0.07</td>
</tr>
<tr>
<td>2012</td>
<td>28.80 ± 0.07</td>
<td>55.89 ± 0.07</td>
</tr>
<tr>
<td>2013</td>
<td>23.69 ± 0.10</td>
<td>57.36 ± 0.10</td>
</tr>
</tbody>
</table>
Table 2-4. Trends in the seasonal and annual velocities from 2007–2013. Computed slopes with their 95% (2-sigma) confidence intervals for $V_s$, $V_w$, and $V_A$ from 2007–2013 for a least squares regression and a weighted least squares regression. The least squares regression does not consider error on the velocity measurements. The weighted least squares regression considers error on the velocity measurements by weighting the individual velocity measurements as $\frac{1}{\text{error}^2}$.

<table>
<thead>
<tr>
<th></th>
<th>Least Squares Regression</th>
<th>Weighted Least Squares Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_s$</td>
<td>0.85 (-1.74, 3.44)</td>
<td>0.57 (-2.53, 3.69)</td>
</tr>
<tr>
<td>$V_w$</td>
<td>-1.13 (-2.32, 0.06)</td>
<td>-1.09 (-2.33, 0.14)</td>
</tr>
<tr>
<td>$V_A$</td>
<td>-0.92 (-2.33, 0.48)</td>
<td>-0.96 (-2.46, 0.53)</td>
</tr>
</tbody>
</table>

Table 2-5. $R^2$ (5–95% confidence intervals) and $p$-values for linear trends between velocities and future mean runoff magnitude. The range of years averaged is detailed in the superscript of $R_{mag}^{[\text{year range}]}$, such that $R_{mag}^{[-1,+1]}$ is the mean of the past year’s melt magnitude, the present year’s melt magnitude, and the melt magnitude of one year in the future. The RACMO2.3 record extends to 2014, thus $R_{mag}^{[0,+2]}$ is calculated excluding velocities from 2013.

<table>
<thead>
<tr>
<th>$R_{mag}^{[\text{year range}]}$</th>
<th>$V_s$</th>
<th>$V_w$</th>
<th>$V_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{mag}^{[-2,+1]}$</td>
<td>$R^2=0.04$ (0.00–0.21); $p=0.68$</td>
<td>$R^2=0.16$ (0.00–0.46); $p=0.40$</td>
<td>$R^2=0.05$ (0.00–0.24); $p=0.64$</td>
</tr>
<tr>
<td>$R_{mag}^{[-1,+1]}$</td>
<td>$R^2=0.01$ (0.00–0.10); $p=0.84$</td>
<td>$R^2=0.04$ (0.00–0.21); $p=0.67$</td>
<td>$R^2=0.04$ (0.00–0.21); $p=0.66$</td>
</tr>
<tr>
<td>$R_{mag}^{[0,+1]}$</td>
<td>$R^2=0.01$ (0.00–0.10); $p=0.84$</td>
<td>$R^2=0.07$ (0.00–0.29); $p=0.55$</td>
<td>$R^2=0.16$ (0.00–0.46); $p=0.37$</td>
</tr>
<tr>
<td>$R_{mag}^{[0,+2]}$</td>
<td>$R^2=0.01$ (0.00–0.10); $p=0.85$</td>
<td>$R^2=0.24$ (0.00–0.57); $p=0.33$</td>
<td>$R^2=0.29$ (0.00–0.63); $p=0.27$</td>
</tr>
</tbody>
</table>
3.1 Abstract:

Water-driven fracture propagation beneath supraglacial lakes rapidly transports large volumes of surface melt-water to the base of the Greenland Ice Sheet [Das et al., 2008]. These drainage events drive transient ice-sheet acceleration [Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013] and establish conduits for additional surface-to-bed melt-water transport for the remainder of the melt season [Das et al., 2008; Joughin et al., 2008, 2013; Andrews et al., 2015]. While it is well established that cracks must remain water-filled to propagate to the bed [Krawczynski et al., 2009; Weertman, 1973; Van Der Veen, 2007], the precise mechanisms that initiate hydro-fracture events beneath lakes are unknown. Here we show that, for a lake on the western Greenland Ice Sheet, drainage events are preceded by a 6–12 hour period of ice-sheet uplift and/or enhanced basal slip. Our observations from a dense GPS network allow us to determine the distribution of melt-water at the ice-sheet bed before, during, and after three rapid drainages in 2011–2013, each of which generates tensile stresses that promote hydrofracture beneath the lake. We hypothesize that these precursors are associated with the introduction of melt-water to the bed through neighboring moulin systems (vertical conduits connecting the surface and base of the ice sheet). Our results imply that as lakes form in less crevassed, interior regions of the ice sheet [Sundal et al., 2009; Howat et al., 2013; Fitzpatrick et al., 2014; Parízek and Alley, 2004; Leeson et al., 2015], where water at the bed is currently less pervasive [Joughin et al., 2013; Leeson et al., 2015; Bartholomew et al., 2011; Doyle et al., 2014], the creation of new surface-to-bed conduits caused by lake-draining hydro-fractures may be limited.
3.2 Main text

Greenland ice sheet flow accelerates at the beginning of the melt-season [Joughin et al., 2008; Bartholomew et al., 2011], when surface melt-water reaches the bed via conduits [Das et al., 2008; Joughin et al., 2008, 2013; Andrews et al., 2015; Zwally et al., 2002; Bartholomew et al., 2012]. Inland from the ice margin, this process is often associated with the drainage of supraglacial lakes [Das et al., 2008; Joughin et al., 2013; Hoffman et al., 2011]. The majority of supraglacial lakes drain slowly, overfilling their banks and routing lake water via surficial streams to nearby crevasses and/or moulins [Tedesco et al., 2013; Selmes et al., 2011; Smith et al., 2015]. A smaller fraction (~13%) of lakes drain rapidly (<1 day) [Selmes et al., 2011], in some cases as rapidly as a few hours [Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013], through large (kilometer-scale length) hydro-fractures that form directly beneath the lake basin. These hydro-fractures subsequently close except where continued stream flow keeps moulins open for the remainder of the melt season [Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013]. While the former style of drainage requires the presence of pre-existing crevasses and/or moulins, the latter style has the potential to create new surface-to-bed melt-water pathways through the ice sheet, and is thus an area of intense study [Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013; Joughin et al., 2013; Hoffman et al., 2011; Pimentel and Flowers, 2010; Tsai and Rice, 2010].

While the basic principles of hydro-fracture through glacial ice are well understood [Krawczynski et al., 2009; Weertman, 1973; Van Der Veen, 2007], the mechanism that triggers the formation of kilometer-scale length hydro-fractures in compressional basins where lakes form is unknown [Doyle et al., 2013]. A necessary condition for generating through-ice hydro-fractures is that a supraglacial lake must contain a sufficient volume of water to keep a fracture filled as it propagates from the surface to the bed [Krawczynski et al., 2009; Weertman, 1973; Van Der Veen, 2007]. However, large lakes with volumes well above this threshold often do not drain over multiple summers [Fitzpatrick et al., 2014]. Additionally, lakes repeatedly fill basins containing numerous healed hydro-fracture cracks and moulins created during prior years’ drainage events [Das et al., 2008; Doyle et al., 2013; Krawczynski et al., 2009], implying that the presence of pre-existing cracks does not necessarily lead to immediate drainage. Thus, identifying the first-order control on hydro-fracture initiation preceding rapid lake drainages has remained elusive.
In this study, we investigate hydro-fracture initiation and rapid drainage at North Lake (68.72°N, -49.50°W), a ~2.5-km diameter supraglacial lake located south of the Jakobshavn-Isbrae catchment on thick ice (~980 m) (Figure 3-1). This site has been the focus of in-depth study since 2006, when the first detailed evidence for hydro-fracture to the bed of the Greenland ice sheet was collected using Global Positioning System (GPS) measurements from North Lake base station (NLBS) (Figure 3-1) [Das et al., 2008]. During the 2006 event, a slow, steady lake-level drop was observed over a 16-hour pre-drainage stage followed by the rapid (<2 hr) drainage coincident with vertical and horizontal ice displacement [Das et al., 2008. Subsequent modeling of the NLBS data collected during this event found that vertical uplift was caused almost entirely by a horizontal cavity opening at the ice-bed interface due to rapid injection of melt-water, whereas opening of the through-ice vertical crack was the principal contributor to the horizontal surface displacements [Tsai and Rice, 2010]. Similar observations have since been made at other west Greenland Ice Sheet supraglacial lakes [Doyle et al., 2013; Tedesco et al., 2013] all providing definitive evidence for rapid melt-water drainage to the bed during hydrofracture events.

A limitation of these prior studies was insufficiently dense observations of surface motion required to directly constrain the mechanism and location of hydro-fracture initiation and the spatial distribution of melt-water at the ice-sheet bed. Here we present results from a spatially-dense array of 16 GPS stations positioned around North Lake between 2011 and 2013 (Figure 3-1). This array captured the dynamic response of the ice sheet to rapid lake drainages in each of the three years of the study, allowing us to infer the evolving hydro-fracture geometry and spatial distribution of melt-water at the ice-sheet bed before, during, and after drainages.

From these GPS data, we identify a period of precursory ice motion, indicative of the presence of an increased volume of water reaching the bed within the GPS array, hours before each years' local hydro-fracture initiation and rapid lake drainage (Table 3-1). The displacement anomalies (Figures 3-2 a–c) show the along-flowline, crack-normal, and vertical displacement histories for two days prior to and one day following each drainage event at stations NL08 and NL01 or NL03 (Figures 3-1, Appendix 3.A). We pick three time points for each drainage (using all available stations) that designate the start of the precursor, hydro-fracture initiation, and the maximum hydro-fracture opening (Figure 3-2; Table 3-1).
The 2011 precursor is manifested as vertical uplift followed by increased displacement in the flow-line direction at stations southwest of moulin M1 (NL07, NL08, NL10) over the 10 hours leading up to rapid lake drainage (Figures 3-1, 3-2 a, 3-3 a). This is consistent with field observations that suggest as North Lake filled over the preceding days the western shoreline reached M1, allowing melt-water to begin pooling in and reactivating M1 prior to lake drainage, thus permitting increased basal slip (Figures 3-5, 3-6). Similarly, we observe increased displacement in the flow-line direction prior to the 2012 and 2013 hydro-fracture events, which we also interpret to be hydrologically induced (Figure 3-2 b, c) (Appendix 3.1, Appendix 3.J). In 2012 the precursor is manifested as anomalous along-flowline displacements at stations in the northern end of the array (e.g., NL01 and NL02), but shows little signal at the southern stations (Figure 3-8 a). The 2013 precursor is manifested as enhanced flowline displacements at all western stations (FL03, NL04, NL07, NL08, NL10), as well as vertical uplift focused just west of the lake basin (Figure 3-9 a). All three precursors have similar durations (6–12 hours), but they occur in different subsets of the spatial array. Following each precursor there is clear evidence of the main 4-km long hydro-fracture opening and subsequent rapid lake drainage, as indicated by the ~3 hour long, 5–10 cm excursion of NL08 in the crack-normal (southward) direction, which is rapidly recovered due to closing of the fracture (Figures 3-2 a–c). In all three years the hydro-fracture opening phase is accompanied by considerable (>20 cm) uplift and enhanced along-flowline motion across many stations in the network.

To quantitatively constrain the processes responsible for these surface motions, we exploit the high spatial density of our GPS data to invert for the space-time history of deformation surrounding the lake drainages. We use the Network Inversion Filter (NIF) algorithm [Segall and Matthews, 1997] to model the GPS time series of drainage-related surface motion as the summation of three deformation sources: (1) hydro-fracture opening, (2) basal cavity opening (due to the rapid injection of melt-water), and (3) extra basal slip above the background rate (due to enhanced basal lubrication) (Appendix 3.C) (Figures 3-10–3-12). The NIF utilizes Green’s functions for an elastic half-space to relate the surface displacement time series to the space-time history of opening and slip along prescribed planes describing each of these deformation sources [Segall and Matthews, 1997] (Appendix 3.C).
The NIF results provide estimates of the spatial distribution of melt-water at the ice-sheet bed before, during, and after drainages. Figures 3-2 d–f show spatially integrated results from 2011–2013 for the three deformation sources: hydro-fracture crack volume, basal cavity volume, and basal slip (shown as moment M$_{\theta}$; see Appendix 3.D). For the 2011 event, we identify basal cavity opening and slip associated with the precursor southeast and southwest of M1, respectively, before the hydro-fracture opens (Figures 3-2 d, 3-3 a–c)—indicating the injection of melt-water at the ice-sheet bed prior to local hydro-fracture initiation. Immediately following the precursor, the hydro-fracture opens first at M1, and then propagates east beneath the basin. At the time of maximum hydro-fracture opening (Figures 3-3 d–f), the basal cavity volume (Figure 3-2 d) is nearly equivalent to the North Lake pre-drainage volume estimate of 0.007 ± 0.001 km$^3$ (Appendix 3.B) (Table 3-1; Figures 3-6, 3-7). The agreement between lake volume calculations and NIF estimates of basal cavity volume validates our inversion results. Basal slip is focused within, and a few km south of, the lake basin, but not northward possibly due to a known ridge in the basal topography (Figure 3-3 d) [Joughin et al., 2013; Bamber et al., 2013].

Inversion results for the rapid drainage events in 2012 and 2013 also suggest precursory activity (Appendices 3.1, 3.J). The 2012 precursor is associated with basal slip 3 km north of the hydro-fracture, possibly due to enhanced lubrication from nearby melt-water input to the bed (Figure 3-7 a). The 2013 precursor was the most extensive, producing enhanced basal slip over a 5×5 km area as well as significant basal uplift (Figure 3-8 a,b). In both 2012 and 2013, the hydro-fracture opening and lake drainage produce ~50 cm of basal cavity opening beneath the lake basin and enhanced basal slip over a wide area (Figures 3-8 d–f, 3-9 d–f).

Previous work on the 2006 North Lake drainage event identified a slow steady drop in lake level in the 16 hours prior to the rapid hydro-fracture induced drainage, and it was hypothesized that this pre-drainage may have been due to the initial filling of a slowly propagating hydro-fracture directly beneath the lake basin, or water over-spilling into an adjacent crack system [Das et al., 2008]. However, the observations in 2006 were insufficient to distinguish between these (or alternative) mechanisms. Our NIF results show no evidence for the slow downward propagation of a hydro-fracture prior to lake drainage, which would be manifest as crack-normal horizontal displacements. Rather, the inversions clearly demonstrate that each drainage is preceded by a period of enhanced basal slip and/or
uplift, that is likely caused by the injection of melt-water at the bed via neighboring hydro-fractures and moulins. Intriguingly, precursor motion was also observed prior to other lake drainages [Das et al., 2008; Doyle et al., 2013], though it was not identified as a triggering mechanism for hydro-fracture initiation (Appendix 3.G). The observation of a precursor before rapid lake drainages strongly suggests that they play an important role in triggering hydro-fractures, possibly by inducing local stress perturbations that overcome the background compressive stresses found in lake basins [Joughin et al., 2013; Catania et al., 2008].

To test the hypothesis that local stress perturbations play an important role in triggering hydro-fractures, we compared the background viscous stresses in the lake basin to the elastic stress change induced by the precursory basal slip and cavity opening (Appendix 3.F). We calculated background compressive stresses of order \(-70 \pm 40\) kPa within the lake basin, comparable to other west Greenland lake basin estimates [Catania et al., 2008]. Prior to the start of the precursor, changes in crack-normal stress (\(\Delta \sigma_n\)) on the hydro-fracture are \(\Delta \sigma_n = 0 \pm 40\) kPa. However, throughout the precursor \(\Delta \sigma_n\) increases, attaining maxima tensile stresses of +100 to +600 kPa at the top of the hydro-fracture at the onset of rapid drainage (Figure 3-4 a–c). These calculations confirm that the drainage precursors can generate tensile crack-normal stresses near the surface with sufficient magnitude to temporarily overcome the compressive background stress and promote hydro-fracture initiation.

Our results and reinterpretation of previous studies (Appendix 3.G) indicate that injection of surface melt-water, routed from supraglacial lakes to the bed through pre-existing crevasses or conduits, is required to trigger hydro-fracture initiation and subsequent rapid lake drainage in an otherwise compressional basin. As shown previously, a necessary condition for hydro-fracture propagation is a sufficient volume of water to keep the fracture filled [Krawczynski et al., 2009; Van Der Veen, 2007]. Lacking a known triggering mechanism, prior studies used only this volume threshold to predict that lake drainages would occur [Leeson et al., 2015; Clason et al., 2012; Arnold et al., 2014]. However, we do not find that lakes spontaneously hydro-fracture once they surpass this threshold [Fitzpatrick et al., 2014]. In all 3 years, North Lake contained \(\sim 5\times\) the critical volume of water necessary to keep a 4 km long crack open to the bed (Appendix 3.E) before hydro-fracture occurred. Thus, we argue against the exclusive use of a volume threshold for triggering supraglacial lake drainage in regional ice sheet modeling studies.
We hypothesize that if stress transients associated with enhanced melt-water transport to the bed beneath lakes are required to initiate surface-to-bed hydro-fractures in compressional lake basins, then lakes are less likely to create large-scale hydro-fractures in interior regions of the Greenland Ice Sheet where melt-water access to the bed is limited by lack of pre-existing crevasses [Joughin et al., 2013; Leeson et al., 2014; Bartholomew et al., 2011; Doyle et al., 2014; Poinar et al., 2015]. As new lakes form at higher elevations in a warming climate [Sundal et al., 2009; Howat et al., 2013; Fitzpatrick et al., 2014; Parizek and Alley, 2004; Leeson et al., 2015] they will encounter longer wavelength surface topography [Joughin et al., 2013; Sergienko, 2013; Lampkin and VanderBerg, 2011], resulting in greater distances between compressive lake basins and extensional crevasse-forming regions. Thus, lake water must be routed greater distances in surface streams down the ice sheet before encountering crevasses where through-ice drainage conduits can be established, minimizing local stress transients and potentially obstructing in situ rapid drainage of high elevation lakes and the formation of new surface-to-bed hydro-fractures beneath lake basins [Poinar et al., 2015]. This indicates that while lake drainages may be important for inland expansion of enhanced flow at mid-elevations [Doyle et al., 2014], such expansions are more likely influenced by longitudinal coupling at high elevations [Price et al., 2008] (Appendix 3.H). Finally, the supply of melt-water to the bed may not be well correlated with the location, abundance, and size of high elevation supraglacial lakes.
Figure 3-1. June 17, 2011 Synthetic Aperture Radar (SAR) image showing the extent of North Lake (center) and surrounding lakes one day before the 2011 rapid North Lake drainage. Yellow triangles show GPS locations. The M1 moulin is also shown.
Figure 3-2. 2011, 2012, and 2013 North Lake Drainages. GPS station displacement less background velocities shown in solid (dashed) lines for station NL08 (NL01 or NL03) flowline displacement (blue), crack-normal displacement (black), and relative vertical uplift (red) over the two days prior and one day following the (a) 2011, (b) 2012, (c) 2013 drainage events. The bottom row shows NIF-derived hydro-fracture opening volume (black), basal cavity opening volume (red), and basal slip moment (blue) across the domain for the two days prior to and one day following the (d) 2011, (e) 2012, (f) 2013 drainage events. The coordinate system is orientated such that hydro-fracture opening is expressed primarily in the horizontal crack-normal component, while basal slip is primarily expressed in the horizontal flowline component, and basal cavity opening is primarily reflected in the vertical component data. The precursor and rapid lake drainage periods are designated by three time points across the drainages: (1) the start of the precursor at the time of first distinguishable deviation of station vertical uplift, crack-normal, or flowline displacement from the background velocity field ("1. Start of Precursor"); (2) hydro-fracture initiation at the time of maximum NL08 southward crack-normal acceleration ("2. H-F Initiation"); and, (3) the maximum hydro-fracture opening at the time of maximum southward NL08 crack-normal displacement ("3. Max H-F Opening") (Table 3-1).
Figure 3-3. 2011 Basal slip and cavity opening at hydro-fracture initiation and maximum hydro-fracture opening. NIF-calculated (a) extra basal slip accumulated, (b) basal cavity opening, and (c) hydro-fracture crack opening at the time of the 2011 (a–c) hydro-fracture initiation and (d–f) maximum hydro-fracture opening (time points shown in Fig. 2a). Moulin location, last known lake shoreline, GPS stations, and NIF vertical crack surface trace derived from SAR imagery are shown as a yellow circle, blue line, black triangles, and black line, respectively. Vector fields show GPS (NIF) displacement less background velocities in black (green) for (a) the period between the start of the precursor and hydro-fracture initiation, and (d) the period between hydro-fracture initiation and maximum hydro-fracture opening. Error ellipses of 1 sigma are shown for the GPS displacements (blue ellipses). Basal subelements are 0.83 km by 0.83 km, resulting in 144 subelements over a 10 km by 10 km region.
Figure 3-4. Change in Crack-normal Stress during the Precursor. Changes in the crack-normal elastic stresses ($\Delta\sigma_n$) (kPa) (compressive = negative; tensile = positive) on the hydro-fracture crack as a result of basal cavity opening and accumulated extra basal slip during the (a) 2011, (b) 2012, and (c) 2013 precursor. Stresses are calculated at the start of the precursor and hydro-fracture initiation, coinciding with the times noted in Table 3-1, and then differenced to show the change in elastic stress that occurs during the precursor.
Appendices

3.A GPS Data

Continuous 30-s resolution GPS data collected by dual-frequency Trimble NetR9 receivers were processed with Track software [Chen, 1998]. GPS data for each station were processed individually relative to the 30-s resolution Greenland GPS Network (GNET) KAGA base station located on bedrock ~55 km from North Lake [Beris et al., 2012]. The 30-s resolution position estimates and corresponding uncertainties from Track were used in the NIF and plotted in Figures 3-10 and 3-11. For plotting purposes, the data in Figure 3-2 were smoothed over a 2-minute window with a five-point central moving average. Error output from Track software is given as 1-sigma errors for East, North, and Up offsets from the coordinates of the first position in the time series, but not the full covariance matrix [Chen, 1998]. Horizontal (vertical) 1-sigma errors are consistently ± 2 cm (± 5 cm) across all stations and years.

Of the 16 GPS stations in the North Lake array, stations NL08, NL01 and/or NL03 best capture differences between the precursors over the three drainage events (Figure 3-2). NL08 is consistently the most responsive station during lake drainage events, and proves to be the best single station indicator of the drainage event as a whole. NL08 captures the 2011 and 2013 precursor well (Figure 3-2 a,c). In 2012, the precursor is manifested as anomalous along-flowline displacements observed at stations NL01 and NL02. Thus, we show of these northern stations (NL01) alongside the NL08 timeseries to show the along flowline speed up in the northern portion of the array during the 2012 precursor (Figure 3-2b). In 2013, NL01 and NL02 stations were not recording during the drainage, leaving NL03 as the closest station in the northern portion of the array to NL01/NL02 (Figure 3-2 c). Lake drainage duration is calculated based on NL08 crack-normal motion from the start of the hydro-fracture opening to when NL08 crack-normal motion regains its southward displacement as the crack closes (~1–2 hours after time of maximum hydro-fracture opening) (Figure 3-2, Table 3-1).
3.B Lake Volume
The NASA Ames Stereo Pipeline [Moratto et al., 2010] stereographic software was used to generate ~2 m per pixel digital elevation models (DEMs) of the empty, post-drainage North Lake basin using a WorldView-1 stereopair acquired on 7/21/2011 and a WorldView-2 stereopair acquired on 7/5/2013 (Figure 3-5). Orthorectified ~0.5 m per pixel WorldView images depicting the last available pre-drainage North Lake shoreline were used to constrain the lake shoreline position and thus, lake depth and volume from the DEM. The 2011 lower bound on the lake volume estimate for North Lake was calculated from the shoreline position on a 6/17/2011 WorldView-1 image obtained 1 day before the 2011 drainage. The 2013 lower bound for lake volume for North Lake was calculated from the shoreline position on a 6/17/2013 WorldView-2 image obtained 2 days before the 2013 drainage. While small-scale surface features (moulins, supraglacial stream channels) advect ~100 m yr\(^{-1}\) to the WNW, the North Lake basin geometry is the result of fixed bed topography, and does not change significantly between summers (Figure 3-7). Lake volume estimates are given in Table 3-1.

In 2012, a lack of satellite images of North Lake basin during the days leading up to drainage prevented lake volume calculation via shoreline position and DEM methods. Output from the Regional Atmospheric Climate Model for the Greenland Ice Sheet (RACMO2/GR) [Van Angelen et al., 2013] for 2011 and 2012 was used to compare estimated cumulated runoff in the North Lake region (68.66° N, -49.52° W) at the day of lake drainage between the two years. We found that RACMO2/GR values of cumulative runoff at DOY 169 2011 and DOY 161 2012 are very similar at 0.0030 kg m\(^{-2}\) and 0.0031 kg m\(^{-2}\), respectively. Average daily runoff values at this location during mid-June are on the order 0.0003 kg m\(^{-2}\) day\(^{-1}\). Thus, we conclude the pre-drainage 2012 North Lake volume is on the order of the pre-drainage 2011 NL volume: 0.007 ± 0.001 km\(^3\). We hypothesize that the pre-drainage 2012 North Lake shoreline reached M1 at the time of drainage.

3.C Network Inversion Filter
We implemented the Network Inversion Filter (NIF) algorithm [Segall and Matthews, 1997] to determine the amount of opening along a vertical crack and slip and opening along a basal crack during the 2011, 2012, and 2013 North Lake rapid drainage events. The NIF utilizes Green’s functions for an elastic half-space [Okada, 1985] to relate surface displacement time series to the space-time history of opening and slip along prescribed planes [Segall and Matthews, 1997]. The North Lake basin is modeled using
an isotropic elastic half-space with the GPS stations at the surface. Three deformation sources are included: (1) hydro-fracture opening, (2) basal cavity opening (due to the rapid injection of melt-water), and (3) extra basal slip above the background rate (due to enhanced basal lubrication). The NIF assumes linear elastic behavior for the ice sheet, and treats hydro-fracture as a horizontal elastic dislocation along a vertical crack within the ice [Weertman, 1973]. These assumptions are justified by vertical-crack propagation timescales (seconds to minutes) that are shorter than the Maxwell time of ice (6 to 24 hours) [Krawczynski et al., 2009; Van der Veen, 2007; Pimentel and Flowers, 2010; Tsai and Rice, 2010].

We model the GPS position vector $\mathbf{X}$ for each GPS station $i$, as a function of time $t$ relative to the starting time $t_0$ as follows [Segall and Matthews, 1997; Miyazaki, 2003]:

$$\mathbf{X}(t) - \mathbf{X}(t_0) - \mathbf{V},(t - t_0) = \mathbf{G}, s(t) + \mathbf{L},(t) + F f(t) + e(t)$$

(Equation 3.1)

where the left hand side represents the drainage-related surface motion of the GPS stations obtained by removing the station background velocity field $\mathbf{V}$ [Miyazaki, 2003]. $\mathbf{V}$ is determined for each station by calculating station velocity over the 2 days of data available prior to the start of the precursor. On the right hand side of Equation 3.1, $\mathbf{G}$ represents the matrix of elastic Green’s functions [Okada, 1985], $s(t)$ is a vector of slip (or opening) on each deformation plane subfault at time $t$, $\mathbf{L}(t)$ is component specific colored noise, $F f(t)$ represents reference frame errors [Miyazaki, 2003] at time $t$, and $e(t)$ represents normally distributed white noise observation error at time $t$. We model $\mathbf{L}(t)$ with a Brownian random walk model as has been done in previous studies of high-rate GPS data [Miyazaki et al., 2011]. This term is necessary to absorb colored noise in the time series due to unmodeled errors in the position estimates and possibly local benchmark instabilities. The random walk is described by a scale parameter $\tau$, which we estimated to be 5 cm day$^{-1/2}$ by modeling data prior to the start of the precursor as a combination of a background velocity and random walk (5 cm day$^{-1/2}$ was the smallest value that resulted in white residuals for such a model). We use three perpendicular translations for $F f(t)$ due to the small size of our network [Miyazaki, 2003]. The data vector in the Kalman filter is given by the GPS position data $\mathbf{X}(t)$ minus the background velocity ($\mathbf{D}(t) = \mathbf{X}(t) - \mathbf{X}(t_0) - \mathbf{V},(t - t_0)$).

The data covariance matrix is assumed to be diagonal and derived from the individual component errors from the Track processing modified appropriately given the uncertainty in our estimate of $\mathbf{V}$ [Miyazaki, 2003].
The vertical plane for the hydro-fracture extends from 100 to 1100 m depth striking along the surface expression of the most substantial recurring hydro-fracture crack intersecting M1 on the western edge of the lake basin (Figure 3-5). The vertical plane does not start at the surface of the elastic half-space because the Green’s Functions used in the NIF algorithm are for dislocations within the halfspace [Okada, 1985]. This approximation is sufficient because the vertical crack is located within the lake and our GPS stations are located >1km outside the lake basin and thus, are not sensitive to the shallowest 100 m of crack opening. On the vertical plane we solve only for mode-I tensile motion corresponding to opening of the crack [Van der Veen, 1998]. The vertical plane is subdivided into 24 subfaults along strike and 6 subfaults along dip; each vertical subfault is 0.19 km wide and 0.16 km tall.

The basal plane is defined as a 100-km² sub-horizontal plane at 1100 m depth, dipping 0.01° to the west, and centered beneath the North Lake basin (68.723 N, -49.53 W). The basal plane strikes 186 degrees from North, perpendicular to the direction of average ice velocity as determined from the average of all GPS stations’ velocity in the days leading up to each year’s drainage event. We estimate both mode-I tensile and dip-slip motion in the direction of ice flow on the basal plane. The basal plane is subdivided into 12 subfaults along dip and 12 subfaults along strike; each subfault is a 0.83x0.83 km square. The shallow depth of the basal plane within the half-space results in Green’s function magnitudes above 0.95 for the uplift response at GPS stations to basal plane opening. Therefore, we neglect the material property contrast at the ice sheet-bedrock interface in our model because it would only modify the Green’s function magnitude by a few percent [Okada, 1985]. The geometry of our array, with a 10:1 ratio of horizontal distance across the GPS array to ice thickness, allows us to resolve slip and opening on the basal plane on the length scale of the station spacing (1–3 km).

Our choice of a nearly horizontal basal plane is motivated by the presence of a relatively flat basin in the bedrock topography centered directly beneath North Lake [Joughin et al., 2013; Bamber et al., 2013], which yields a nearly horizontal basal slope across the entire GPS array. Moreover, sensitivity tests show that our NIF results are robust for basal plane dips up to 5°. This value is greater than the maximum bedrock slope (3.4°) measured from the bedrock basin center beneath North Lake to the bedrock ridge 5 km to the west of the lake basin [Joughin et al., 2013; Bamber et al., 2013]. Thus, we find
no reason to add complexity associated with small variations in basal topography and/or to correct the GPS displacements for the vertical distance gained as the stations move up and out of the basin.

We used a Maximum likelihood estimation (MLE) algorithm to determine appropriate ranges of values for the spatial (\(y\)) and temporal (\(a\)) hyperparameters for both the vertical and basal planes [Segall and Matthews, 1997]. We determined the final hyperparameter values based on a combination of MLE estimates and analysis of NIF output to identify hyperparameter values low enough to provide significant model smoothing, but high enough to still track station displacements during the few hours of rapid drainage in the timeseries. The MLE estimates provide an average value that is appropriate over the entire time series, but therefore, oversmoothes the time periods of rapid deformation when higher values of and are warranted by the data. The MLE calculations of the vertical-plane temporal hyperparameter suggest values of \(a\) of 100 (2011), 200 (2012), and 1000 (2013); however, slightly higher or lower \(a\) values of 150 (2011), 250 (2012), and 500 (2013) were used based on NIF ability to track station displacements during the rapid drainage (Figure 3-12). The vertical-plane spatial smoothing parameter, \(y\), could not be constrained based on MLE calculations. The MLE calculations suggest a higher than necessary value of the spatial hyperparameter for the vertical crack, resulting in unrealistic vertical plane opening and closing on spatial scales of <0.5 km along strike. Therefore, we set the vertical plane spatial parameter to \(y=450\) for the 2011 and 2012 inversions, resulting in vertical plane opening and closing on scales of 1 km along strike.

The basal plane spatial and temporal hyperparameters were also not satisfactorily constrained by MLE calculations for 2011 and 2012. The MLE calculations recommended higher than necessary spatial and temporal hyperparameters, resulting in unrealistic, over-fit solutions for the basal plane. The chosen basal plane temporal parameter (\(a = 25\)) is substantially lower than the temporal parameter of the vertical plane, resulting in a smoother solution of bed opening and slip. The chosen basal plane spatial parameter (\(y = 50\)) resolves basal slip and opening on spatial scales of 2 km, consistent with our 1 to 3 km GPS station spacing on the ice-sheet surface (Figure 3-1). For 2013, the rapid oscillatory variations in the crack-normal component of displacement (North) for several stations required a larger basal-plane spatial parameter (\(y=500\)) in order to allow the migration of sufficiently compact slip patches required to fit the oscillations in the crack-normal data (Appendix 3.J).
3.D Basal Moment Calculations

Basal slip moment $M_0$, in $N \cdot m$, is calculated to provide an integrated measure of slip across the basal plane:

$$M_0 = \mu AD$$

(Equation 3.2)

where $\mu$, the shear modulus for glacial ice, is taken to be 3.5 GPa [Hobbs, 1974], $A$ is the area of the basal plane in square meters, and $D$ is the mean bed slip across the basal plane just after drainage in meters (Table 3-1). Moment magnitude ($M_w$) is calculated from the basal slip moment [Kanamori, 1983]:

$$M_w = (2/3)\log(M_0) - 6.05$$

(Table 3-1).

3.E Critical Volume for Driving Water-filled Hydro-fracture to Bed.

The critical volume of water necessary to keep a 4 km long crack open to the bed ranges from to 0.0008 to 0.0020 km$^3$. This estimate is derived based on a mean crack opening of 0.2–0.5 m required to drive a 4 km long, 100% water-filled vertical crack through 1 km of glacial ice with a shear modulus of 1.5–3.9 GPa [Krawczynski et al., 2009].

3.F North Lake Basin Stresses

To calculate background viscous stresses in North Lake basin, we use Glen’s flow law [Glen, 1955] to convert longitudinal (along flow) surface strain rates derived from TerraSAR-X 2009–2011 winter velocity measurements$^5$ to longitudinal stresses, $\sigma_{jk}$:

$$\sigma_{jk} = A\|\xi^\|_{2,n} \xi_k$$

(Equation 3.3)

where the creep parameter, $A$, is $3.5 \times 10^{25}$ s$^{-1}$ Pa$^{-3}$, $n=3$ is the creep exponent, $\xi$ is the two-dimensional effective strain rate, and $\xi_k$ is longitudinal strain rate. We use the same Green’s functions from the NIF$^3$ to calculate the change in crack-normal stress ($\Delta \sigma_n$) on the hydro-fracture that was induced by the basal cavity opening and accumulated extra basal slip during the two days leading up to each drainage event.

3.G Precursors Observed in Previous Studies

While our study is the first to interpret the cause and significance of precursors to rapid lake drainage, similar precursors have been observed prior to other recorded rapid supraglacial lake drainages on the western margin of the Greenland Ice Sheet in the form of GPS station uplift and steady lake level...
lowering in the hours before hydro-fracture [Das et al., 2008; Doyle et al., 2013]. During a rapid North Lake drainage in 2006, NLBS GPS station uplift and steady lake level lowering was observed prior to rapid lake level drop and northward ice motion indicative of hydro-fracture opening [Das et al., 2008]. Slow lake level lowering was also observed before a 2008 rapid drainage of South Lake (68.58 N, 49.39 W), another lake site in this region located 20 km south of North Lake [Joughin et al., 2013]. During the rapid drainage of Lake F (67.01 N, 48.74 W) in 2010, uplift of two GPS stations on the eastern side of the lake is observed over the 7 hours leading up to rapid drainage [Doyle et al., 2013]. Precursory motion was not observed during the rapid drainage of Lake Ponting in 2011 (69.57 N, 49.81 W); however, the four GPS stations used to record ice motion may have been located too far from the lake to record precursory motion [Tedesco et al., 2013]. The three rapid drainage precursors observed during 2011–2013 at North Lake allow us to reinterpret precursors of past rapid lake drainages as evidence of a hydrologically-induced trigger for hydro-fracture. Further, our results provide a possible mechanism by which a lake drainage could generate a melt-water pulse that could trigger additional lake drainages in the vicinity. Such regionally clustered lake drainages have been noted in previous lake drainage studies [Doyle et al., 2013; Fitzpatrick et al., 2014].

3.H Implications for Inland Expansion of Seasonal Acceleration

The formation and drainage of high elevation lakes has been invoked to explain the inland expansion of seasonal acceleration (enhanced summer velocities up to 8% above winter velocities) during high melt summers now [Doyle et al., 2014] and in the future [Leeson et al., 2015]. The precursors observed here suggest enhanced melt-water transport to the bed beneath lakes is needed to generate tensile stress transients that promote the initiation of surface-to-bed hydro-fractures. For this proposed hydro-fracture initiation mechanism, there must exist both a sufficient reservoir of surface melt-water and a nearby surface-to-bed pathway to transport the melt-water to the bed beneath the lake. Our results inform our hypothesis that rapid lake drainages are unlikely to progress inland to areas of new surface melting based on the overall decline in tensile strain rates towards the ice sheet interior, which results in increasingly rare crevasses with elevation [Poinar et al., 2015]. Thus, much of the new surface melt in the interior likely drains via long (10s of km) supraglacial streams that eventually terminate in moulins in regions where surface melt-water already reaches the bed at present [Poinar et al., 2015]. While surface melt may continue to expand inland, much of this melt-water will only reach the bed in areas further downstream where seasonal lubrication already occurs [Bartholomew et al., 2011; Hoffman et al., 2011; Poinar et al., 2015]. An alternative explanation for the observed seasonal acceleration is
longitudinal coupling of these higher elevations (above ~1600 m a.s.l.) to lower elevation regions (below ~1600 m a.s.l.) that are responding to increased melt input [Kamb and Echelmeyer, 1986; Hindmarsh, 2006; Price et al., 2008].

3.1 2012 North Lake Drainage.

In 2012, North Lake drained rapidly over a period of ~5 hours beginning at 22:12 local time on June 9, 2012 (DOY 161). Due to the lack of satellite images bracketing the North Lake drainage window, the maximum volume of North Lake in 2012 is unknown prior to drainage. Using RACMO runoff estimates, we conclude that the 2012 North Lake volume was similar to the 2011 volume based on a difference of +0.00012 kg/m² of cumulative runoff between the two years (Appendix 3.B).

Regional basal slip prior to the 2012 North Lake hydro-fracture initiation indicates the presence of increased basal melt-water at the ice-sheet bed prior to North Lake hydro-fracture. Over the 16 hours leading up to North Lake hydro-fracture initiation, stations NL01 and NL02 experience an additional 5 cm of flowline-parallel displacement (Figures 3-2 b, 3-8 a). At the end of the precursor, slip in the northern portion of the array results in a basal moment (M₀) of 10⁷ N m (Figures 3-2 e, 3-8 a), though there is minimal basal cavity opening throughout the array (Figure 3-8 b). Over the following 3.5 hours, the hydro-fracture opens beneath the North Lake basin, reaching its maximum width 2.5 hours after hydro-fracture initiation. As in the 2011 North Lake rapid drainage, basal cavity opening is centered beneath and to the south of the North Lake basin during the 2012 drainage (Figure 3-8 e). During lake drainage, basal slip beneath and to the southwest of the North Lake basin occurs, while the basal slip initially accumulated to the north during the precursor (Figure 3-8 a) remains and expands south (Figure 3-8 d).

3.2 2013 North Lake Drainage

In 2013, GPS station attrition in the eastern half of the array precludes various array-scale NIF conclusions; however, precursory activity in the western half of the array is well resolved (Figure 3-9). In 2013, North Lake and a small lake (Small Lake, Figure 3-9) 2 km to the southwest of North Lake may have drained concurrently or in sequence. Positive crack-normal (approximately northward) motion during the North Lake hydro-fracture was observed at the three GPS stations located between Small Lake and North Lake (NL08, NL07, NL10). This can be seen in the positive crack-normal
excursion of 0.1 m at station NL08, 0.25 days after the 2013 maximum North Lake hydro-fracture crack opening (Figure 3-2 c).

Available imagery does not capture the precise timings of the lakes’ drainages. The last WorldView image obtained on 6/17/2013 (2 days before the 2013 North Lake drainage) shows a filled North Lake and Small Lake. The volume of North Lake (Small Lake) was at least $0.0036 \pm 0.001$ km$^3$ ($0.0021 \pm 0.001$ km$^3$) at the time of drainage based on the shoreline positions obtained two days prior to the North Lake drainage event (Figures 3-6 d, 3-7 b). The first post-drainage WorldView image available on 7/5/2013 (16 days after North Lake drainage, Figure 3-6 e) shows an empty North Lake and Small Lake, with a bright, linear crack running through the South Lake basin that could be the 2013 Small Lake hydro-fracture. July 2014 field surveys confirmed the existence and East-West strike of the Small Lake hydro-fracture.

In an attempt to distinguish 2013 North Lake and Small Lake hydro-fracture events, a NIF including an additional source of displacement as a vertical plane with tensile opening along the South Lake hydro-fracture crack trace was developed and run with the 2013 GPS data. The NIF with the additional Small Lake hydro-fracture (“four-source”) did not accurately capture opening and closing along the Small Lake hydro-fracture. While including the Small Lake hydro-fracture more completely fits NL07, NL08, and NL10 station motion during the 1.5 hours following the North Lake rapid drainage, the NIF results for the Small Lake hydro-fracture exhibit unrealistic behavior by continuing to widen throughout the day after North Lake drainage. We attribute this result to the nonuniqueness inherent in the inversion due to the lack of stations between North and Small Lake. Because the NIF results including the Small Lake source produce a physically unlikely result (a crack that continues widening after drainage) we favor the alternate solution which fits the data equally well—namely no Small Lake hydro-fracture and a rougher distribution of basal slip/opening ($\gamma = 500$) that accounts for the crack-normal component oscillations at NL07 and NL08 via the spatial propagation of the basal slip patch (Figure 3-2 c).

For a NIF that does not include the additional Small Lake vertical plane (“three-source”), individual station motion can be mapped onto the three original deformation sources (vertical opening, basal cavity opening, and basal slip) with a highly spatially resolved basal plane ($\gamma = 500$) and associated highly temporally resolved vertical plane ($\alpha = 500$). The three-source 2013 NIF yields
realistic opening and closing North Lake hydro-fracture behavior. We present the three-source 2013 NIF results here, since we cannot sufficiently distinguish between the North and Small Lake drainages from the available station spatial density.

Independent of the NIF setup (3 or 4 sources of displacement), precursory activity in the western half of the array is well resolved in the GPS data. North Lake drained rapidly over a period of ~5 hours beginning at 15:00 local time on June 19, 2013 (DOY 170) (Figures 3-2 c, f). From analysis of WorldView imagery, the 2013 west North Lake shoreline had not reached M1 two days before the drainage event (Figure 3-3 b), though, in the absence of a snow-dam, water could have reached the moulin via a deeply incised surface melt-water channel (Figure 3-2 d). During the 16 hours leading up to hydro-fracture initiation, flowline parallel speed up of western stations (Figure 3-2 c) generates considerable $M_e$ (Figure 3-2 f), and is coincident with a basal cavity opening of ~0.002 km$^3$ beneath the North Lake and Small Lake basins (Figures 3-2 f, 3-9 a–c). Inversion results suggest that hydro-fracture opening begins in the region of M1; however, opening along the eastern portion of the vertical plane is not well constrained due to a lack of GPS stations to the immediate northeast of North Lake basin (e.g. NL05, NL06, and NLBS). As in previous years, during the North Lake rapid drainage basal cavity opening occurs beneath the lake basin, while extra basal slip extends further afield (Figure 3-9 d–f). A ground survey of North Lake basin a month after the 2013 NL drainage identified post-drainage supraglacial melt-water routing through M2 (Figure 3-5).
Table 3-1. 2011, 2012, and 2013 North Lake Drainage Environmental, GPS, and Network Inversion Filter observations. Time of start of precursor, start of hydro-fracture crack opening, and maximum hydro-fracture crack opening equivalent to time delineations in Fig. 2.

<table>
<thead>
<tr>
<th>Environmental</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start of Precursor (decimal DOY GMT+0)</td>
<td>168.85</td>
<td>161.20</td>
<td>169.90</td>
</tr>
<tr>
<td>Hydro-fracture Initiation</td>
<td>169.21</td>
<td>161.72</td>
<td>170.45</td>
</tr>
<tr>
<td>Maximum Hydro-fracture Opening</td>
<td>169.32</td>
<td>161.85</td>
<td>170.55</td>
</tr>
<tr>
<td>Drainage Duration*</td>
<td>~3 hours</td>
<td>~5 hours</td>
<td>~5 hours</td>
</tr>
<tr>
<td>Lake Volume (DEM) (km³)</td>
<td>0.0077 ± 0.001</td>
<td>approx. same as 2011</td>
<td>0.0036 ± 0.001 Small Lake: 0.0021 ± 0.001</td>
</tr>
<tr>
<td>Lake Shoreline Location at Drainage</td>
<td>Meets M1</td>
<td>approx. same as 2011</td>
<td>May fill channel trench to M1</td>
</tr>
</tbody>
</table>

**GPS**

| Background velocity magnitude average across all stations (m/year) | 162 m/year | 125 m/year | 94 m/year |
| Background velocity direction average across all stations (deg) | 276° | 277° | 277° |
| Precursor type | Uplift in lake basin, followed by speed up in lake basin | Speed up NL01 and NL02 stations; minor uplift in basin | Speed up of western stations (FL03, NL04, NL07, NL08, NL10); uplift in basin |
| Duration of Precursor before Drainage starts (hours) | 10 (uplift); 5 (speed up) | 16 (N speed up); 24 (minor uplift in basin) | 16 (possibly as early as 24 hours before) |

**Network Inversion Filter**

| Vertical Crack Initiation Location | M1 | Center of lake basin | M1 |
| Vertical Crack Propagation History | Propagates from M1 to Lake Basin | Stays in center of lake basin | Stays at M1 (east unresolved) |
| Max. Vertical Crack Opening Width (m) | 0.16 | 0.36 | 0.40 |
| Max. Vertical Crack Volume (km³) | 2.9 x 10⁴ | 7.3 x 10⁴ | 4.9 x 10⁴ |
| Max. Basal Cavity Opening Location | Lake Basin | Lake Basin | Lake Basin |
| Max. Basal Cavity Volume (km³) | 0.0095 | 0.0067 | 0.012 |
| Max. Extra Basal Slip Locations | Lake Basin, SW of Lake Basin | Lake Basin, SW & NW of Lake Basin | Lake Basin and Western Stations |
| Average extra basal slip across basal plane just after drainage (m) | 0.13 (DOY 169.5) | 0.15 (DOY 162.0) | 0.31 (DOY 170.7) |
| M₀ (basal moment) (N*m) just after drainage | 4.6 x 10¹⁶ | 5.3 x 10¹⁶ | 1.1 x 10¹⁷ |
| Mw (moment magnitude) just after drainage | 5.1 | 5.1 | 5.3 |

*Drainage duration calculated as duration of southward anomaly in the NL08 crack-normal timeseries (see Appendix 3.A: GPS Data).
Figure 3-5. July 21, 2011 WorldView image of an empty North Lake basin after the 2011 rapid drainage event. Yellow outline shows M1 and M2 location along the hydro-fracture trace (endpoints marked by black arrows). Yellow triangles mark GPS stations within the map area. Image © 2011 DigitalGlobe, Inc.
Figure 3-6. Images and Digital Elevation Model (DEM) of 2011 and 2013 North Lake basin. Panel a (d) shows the WorldView image chosen to map the 2011 (2013) North Lake pre-drainage shoreline position. Panel b (e) shows the WorldView image of an empty North Lake basin obtained July 21, 2011 (July 5, 2013) used to create the 2011 (2013) North Lake DEM. Panel c (f) shows the 2-meter horizontal resolution DEM (2-m vertical contours in black) for the North Lake region, with the North Lake shoreline (red), M1 (yellow), and hydro-fracture trace (blue) mapped over contours. Images © 2011 and 2013 DigitalGlobe, Inc.
Figure 3-7. **2011 and 2013 North Lake Depths.** 2-m resolution Digital Elevation Models (DEM) were created from the first available post-drainage WorldView stereo pair obtained of the region in (a) 2011 and (b) 2013. Shoreline positions from 2011 and 2013 derived from last pre-drainage WorldView or TerraSAR-X images obtained over the region are shown in red. The last pre-drainage WorldView image for 2011 occurs 2 days prior to the drainage event on June 17, 2011; the last pre-drainage SAR image for 2013 occurs 1 day before the event on June 17, 2013. Filling the empty basin DEM up to the greatest known pre-drainage shoreline extent generates North Lake depths (1-m vertical contours in black) are generated in relation to the greatest known pre-drainage shoreline extents and are used to calculate minimum 2011 and 2013 North Lake pre-drainage volumes. The trace of the vertical hydro-fracture crack is shown in grey; M1 is outlined in yellow.
Figure 3-8. 2012 Basal slip and cavity opening at hydro-fracture initiation and maximum hydro-fracture opening. NIF-calculated (a) extra basal slip accumulated, (b) basal cavity opening, and (c) hydro-fracture crack opening at the time of the 2012 (a–c) hydro-fracture initiation and (d–f) maximum hydro-fracture opening (time points shown in Figure 3-2 a). Moulin location, last known lake shoreline, GPS stations, and NIF vertical crack surface trace derived from SAR imagery are shown as a yellow circle, blue line, black triangles, and black line, respectively. Vector fields show GPS (NIF) displacement less background velocities in black (green) for (a) the period between the start of the precursor and hydro-fracture initiation, and (d) the period between hydro-fracture initiation and maximum hydro-fracture opening. Error ellipses of 1 sigma are shown for the GPS displacements (blue ellipses). Basal subelements are 0.83 km by 0.83 km, resulting in 144 subelements over a 10 km by 10 km region.
Figure 3-9. 2013 Basal slip and cavity opening at hydro-fracture initiation and maximum hydro-fracture opening. NIF-calculated (a) extra basal slip accumulated, (b) basal cavity opening, and (c) hydro-fracture crack opening at the time of the 2013 (a–c) hydro-fracture initiation and (d–f) maximum hydro-fracture opening (time points shown in Figure 3-2 a). Moulin location, last known lake shoreline, GPS stations, and NIF vertical crack surface trace derived from SAR imagery are shown as a yellow circle, blue line, black triangles, and black line, respectively. Vector fields show GPS (NIF) displacement less background velocities in black (green) for (a) the period between the start of the precursor and hydro-fracture initiation, and (d) the period between hydro-fracture initiation and maximum hydro-fracture opening. Error ellipses of 1 sigma are shown for the GPS displacements (blue ellipses). Basal subelements are 0.83 km by 0.83 km, resulting in 144 subelements over a 10 km by 10 km region.
Figure 3-10. 2011 Station Timeseries. (a) Flowline, (b) crack-normal, and (c) uplift GPS displacements (meters) (grey stars) for stations used in the 2011 NIF. NIF station fits from the three displacement sources (Figure 3-11) shown in red, and NIF station fits including L(t) (random benchmark wobble term) are shown in black. Stations are ordered roughly north to south on the y-axis, offset by 0.5 meters.
Figure 3-11. 2011 NL08 and NL04 Station flowline, crack-normal, and uplift displacements computed from NIF displacement sources. Flowline, crack-normal, and uplift GPS displacements less background velocity field (grey stars) are plotted for (a-c) NL04 and (d-f) NL08 over the two days before and one day following the 2011 rapid NL drainage. These stations are two examples chosen from the full array because they capture displacement on both the northern (NL04) and southern (NL08) side of the lake, are located at roughly the same longitude as M1, and are within 2 km of the lake. NIF calculated surface ice displacements at NL04 and NL08 stations from the three displacement sources are plotted for the (red) hydro-fracture crack opening, (green) basal cavity opening, and (blue) extra basal slip. The sum of all three NIF displacement sources is shown in black.
Figure 3-12. Maximum Likelihood Estimation of NIF hyperparameters. Maximum likelihood estimation of the vertical hydro-fracture plane temporal smoothing parameter, $\alpha$, for (a) 2011, (b) 2012, and (c) 2013 NIF. The maximum likelihood estimation corresponds with the minimum value on the -2*Likelihood plots. Minimum likelihood estimates are outlined in red circles, with the value used in each year's inversion outlined indicated with a black diamond (Appendix 3.C).
a. Supraglacial Lake Formation
A supraglacial lake forms on the surface of the Greenland Ice Sheet when surface runoff fills a compressive basin.

b. A Precursor to Rapid Lake Drainage
Substantial melt-water is routed to the bed via a moulin, causing uplift and tension at the ice sheet surface.

c. Hydro-fracture Opening and Rapid Drainage
A hydro-fracture opens through the lake basin, draining water in the lake to the bed within a few hours.

Figure 3-13. Stress changes across North Lake basin during (a) supraglacial lake formation, (b) rapid drainage precursor, and (c) hydro-fracture opening.
Chapter 4

Varying relationships between Greenland Ice Sheet melt season surface speeds and modeled effective pressures

4.1 Abstract

In this study, we use a numerical model of subglacial hydrology to test whether model-derived effective pressures exhibit the theorized inverse relationship with melt-season ice surface velocities in an ~8,000 km² area on the western margin of the Greenland Ice Sheet. Using a realistic ice sheet and basal geometry, we force a 900-m spatial resolution subglacial hydrology model with daily temporal resolution runoff estimates over multiple years from 2008–2010. Overall drainage system morphology is equivalent in both years, with robust subglacial pathways forming over bedrock ridges and minimal englacial or basal water storage outside of the melt season. Model predictions of effective pressure are compared to the spatiotemporal pattern of regional surface speed over the 2009 and 2010 melt seasons derived from TerraSAR-X imagery. Across both years, our results show the expected inverse relationship between effective pressure and ice velocity when surface speeds in the mid-melt season are at least 150% above the average winter velocity. In the early- and late-melt season, effective pressures and speed have a positive relationship, inconsistent with the general basal sliding model—suggesting that effective pressure may be less important than driving stress in controlling ice velocities outside of the mid-melt season. These results suggest that the canonical basal sliding model may need to be modified to explain these observations.
4.2 Introduction

Understanding the physical processes driving variability in ice sheet flow is a persistent challenge that hinders our prediction of sea level rise contributions from Greenland Ice Sheet mass loss [Pritchard et al., 2009; Vaughan et al., 2013]. Outside of the fast-flowing trunks of outlet glaciers, seasonal accelerations of ice sheet ablation zones are observed across the Greenland Ice Sheet in concert with surface melting, though the amount of net annual ice motion is largely insensitive to (or in some cases inversely related to) the magnitude of annual melt [Zwally et al., 2002; Joughin et al., 2008, 2013; van de Wal et al., 2008, 2015; Sole et al., 2013; Tedstone et al., 2015; Stevens et al., 2016a]. The spatiotemporal variability of surface meltwater reaching and traveling along the ice-bed interface is frequently hypothesized to play a major role in controlling ice sheet velocities through its ability to “lubricate” the ice-bed interface [Das et al., 2008; Shepherd et al., 2009; Schoof, 2010; Hoffman et al., 2011; Smith et al., 2015; Stevens et al., 2015]. However, because the ice-bed interface is a difficult place at which to make direct geophysical observations, numerical models paired with surface observations provide a means to test theories relating subglacial water routing to ice flow [Flowers, 2015].

In recent years, numerical model development has progressed more rapidly than has data acquisition for model calibration, resulting in increasingly detailed numerical models that lack realistic basal topography maps and regional measurements of ice surface velocities for comparison [Flowers, 2015]. Currently, subglacial hydrology models often use idealized ice sheet geometries [Schoof, 2010; Hoffman et al., 2011, 2016; Hewitt, 2013]; prescribe time- and space-invariant hydraulic potential fields [Lindbäck et al., 2015; Chu et al., 2016b; Stevens et al., 2016b]; and/or calibrate models that are thousands of square kilometers in area to a few point-source GPS velocity, GPS uplift, or borehole measurements [de Fleurian et al., 2016; Hoffman et al., 2016]. While regional observations and measurements are most useful for model calibration [Flowers, 2015], just three regional observations of the spatiotemporal evolution of ice flow through the melt season exist for the Greenland margin [Palmer et al., 2011; Joughin et al., 2013; Boughamont et al., 2014]. From these few regional observations, the location of surface speedup has been shown to align with observed supraglacial catchments [Palmer et al., 2011; Joughin et al., 2013] and modeled subglacial drainage pathways [Chu et al., 2016b]. However, continued data calibration is needed to adequately validate these models that include an increasing range of parameters [Flowers, 2015].
Further, pairing subglacial hydrology models with surface velocity observations provides a test of theoretical parameterizations for basal sliding. Most models for basal sliding, $u_b$, take the general form:

$$\tau_b = u_b^p N^q, \quad p, q > 0$$

where $\tau_b$ is basal shear stress, $N$ is effective pressure (ice overburden pressure minus the water pressure), and $p$ and $q$ are positive constants [Iken and Bindschadler, 1986; Fowler, 1987; Cuffey and Patterson, 2010; Schoof, 2010]. In interior regions of the ice sheet, $\tau_b$ is approximately equal to the driving stress, $\tau_d$, as longitudinal and wall stresses provide little resistance to flow in these regions, leaving basal drag to offset almost all of the driving stress [Cuffey and Patterson, 2010]. In the ablation area of the Greenland Ice Sheet, basal sliding makes up roughly 90% of the motion in the melt season [Ryser et al., 2014], such that driving stress and effective pressure combine to control melt season surface velocities. However, while some ice sheet flow models couple subglacial hydrology to ice dynamics through model-derived effective pressures [Schoof, 2010; Hewitt, 2013], the relationship between effective pressure and regional melt season surface speeds has not been tested using available observational data sets.

In this study, we use a regional subglacial hydrology model to test whether model-derived effective pressures exhibit the predicted inverse relationship with surface speeds during the summer melt season. Improving on idealized models, we use a sub-kilometer resolution subglacial hydrology model that incorporates: (1) distributed and channelized drainage components, (2) realistic ice sheet geometries, and (3) daily-resolved surface runoff inputs. We model a region of the Greenland Ice Sheet south of Jakoshavn Isbræ that exhibits spatiotemporally complex seasonal surface speeds as observed by 11-day resolution TerraSAR-X images over the 2009 and 2010 melt seasons (Figure 4-1) [Joughin et al., 2013]. By comparing our subglacial hydrology model with regional surface speed observations, we find the expected inverse relationship between effective pressure and ice velocity in the mid-melt season but not in the early- and late-melt season, suggesting the canonical basal sliding model may need to be modified to explain these observations outside of the mid-melt season.
4.3 Methods

4.3.1 Study Region
We focus our study on an 8,110 km² area of both fjord- and land-terminating ice located immediately south of Jakobsahvn Isbørn in western Greenland (Figure 4-1a). Within this region, three slow-moving (~150 m yr⁻¹) marine-terminating outlet glaciers [Joughin et al., 2013] at the margin transition into a region of shallow ice sheet surface slopes and numerous supraglacial lakes [Yang et al., 2015]. This study area region ~100 km inland from the ice margin over a range in ice thicknesses from 0–1758 m (Figure 4-1b). The entirety of the region is within the ablation zone, with the local equilibrium line altitude at ~1500 m a.s.l. [Poinar et al., 2016].

The region was chosen based on availability of in situ and remotely-sensed ice sheet velocity data [Das et al., 2008; Joughin et al., 2008, 2013, Stevens et al., 2015, 2016a, 2016b] and high resolution basal topography derived from radar datasets [Bamber et al., 2013; Morlighem et al., 2014]. Regional surface velocity measurements over the 2009 and 2010 melt season derived from 11-day repeat TerraSAR-X images reveal a spatiotemporally complex pattern of speedup (Figure 4-1d, e) [Joughin et al., 2013]. These velocity maps cover 1,700 km² (~20%) of the study region (Figure 4-1c), and provide a unique set of spatially-extensive ice sheet surface speeds that can be compared with the outputs of our subglacial hydrology model. A previous time-invariant model of subglacial water flow in the region calculated using theoretical, static hydraulic potential fields by Chu et al. [2016b] provides an additional model comparison study.

4.3.2 Subglacial hydrology model

4.3.2.1 Governing equations
The subglacial water flow model is the two-dimensional model of the subglacial drainage system used by Banwell et al. [2016] and originally developed by Hewitt [2013]. The model routes ice sheet surface meltwater input into a continuous “sheet” connected to discrete “channels” melted upwards into the base of the ice sheet [Hewitt, 2013]. A schematic of model parameters is given in Figure 4-2. Water moves between the continuous sheet of some average thickness \( h \), and discharge, \( q \); channels of
cross-sectional area $S$ and discharge $Q$; and englacial storage $\Sigma$, to maintain a continuous hydraulic potential $\phi$ given by

$$\phi = \rho_w g b + p_w,$$

(4.2)

where $\rho_w$ is the water density, $g$ is the gravitational acceleration, $b$ is the basal elevation, and $p_w$ is the water pressure. Water discharge in the sheet $q$ is dependent on sheet thickness $h$, through

$$q = -\frac{K_s h^3}{\rho_w g} \nabla \phi,$$

(4.3)

where $K_s$ is the sheet flux coefficient controlling the sheet permeability, making $K_s h^3$ an effective hydraulic transmissivity.

Water in the sheet is further divided into two components: a cavity sheet of thickness $h_{cav}$ and an elastic sheet of thickness $h_{el}$. The sum of the height of the cavity and elastic sheet is equal to total sheet thickness: $h = h_{cav} + h_{el}$. The thickness of the cavity sheet represents the height of water-filled cavities [Schoof et al., 2012], and is a balance between the combined effects of basal ice melt and basal sliding opening cavities, and ice creep closing cavities according to

$$\frac{\partial h_{cav}}{\partial t} = \frac{\rho_w}{\rho_i} m + \frac{U_b (h_{\tau} - h_{cav})}{l_{\tau}} - \frac{2A}{n^2} h_{cav} |N|^{n-1} N,$$

(4.4)

where $\rho_i$ is the ice density, $m$ is the basal melting rate, $U_b$ is the basal sliding speed, $h_{\tau}$ is the bed roughness height scale, $l_{\tau}$ is the bed roughness length scale, $A$ is the creep parameter in Glen’s law, $n$ is the creep exponent in Glen’s law, and $N$ is the effective pressure ($N = p_i - p_w$). Basal sliding speed $U_b$ is prescribed everywhere to be 100 m yr$^{-1}$ as an approximate median value of measured surface ice velocities in the region of $\sim$50–250 m yr$^{-1}$ (Figure 4-1 b) [Joughin et al., 2013]. Basal melting rate in the sheet, $m$, is prescribed everywhere to be 0.0059 m yr$^{-1}$ based on an average geothermal heat flux, $G$, beneath Greenland of 0.063 W m$^{-2}$ [Rogozhina et al., 2012] according to the equation
where $L$ is the latent heat of melting.

The elastic sheet is included to represent the elastic uplift or “hydraulic jacking” of ice where $p_w > p$. Here $h_{el}$ is related to effective pressure, $N$, through

$$h_{el} = \begin{cases} -C_{el} \left( N - \frac{1}{2} N_0 \right), & N < 0 \\ C_{el} \frac{(N_0 - N)^2}{2N_0}, & 0 < N < N_0 \\ 0, & N > N_0 \end{cases}$$

where $C_{el}$ is the uplift compliance rate and $N_0$ is a small regularizing pressure used to smooth this relationship. Based on this form, $h_{el}$ is zero when $N$ is positive ($p_l > p_w$), but increases rapidly when $p_w$ approaches or exceeds $p_l$ ($N \leq 0$). A constant value for $C_{el}$ of $1.02 \times 10^6$ m Pa$^{-1}$ is set for all model runs, resulting in 1 m of uplift for 100 m of excess hydraulic head. While this treatment of $h_{el}$ allows for the injection of a large amount of meltwater into the subglacial drainage system without generating unrealistically large water pressures in the cavity layer or channels, elastic bending stress in the ice is not accounted for. For example, a non-zero at one node does not cause its neighboring nodes to also become hydraulically jacked. Rather, the activation of the elastic sheet affects the pressure gradient between neighboring nodes. As stated above, the sum of the height of the cavity and elastic sheet is equal to total sheet thickness, which drives discharge in the sheet (Eq. 4.2).

Water in the sheet is connected to discrete channels. Water discharge in the channels, $Q$, is given by

$$Q(s) = -K_c S^\frac{1}{2} \left| \frac{\partial \phi}{\partial s} \right|^{-\frac{1}{2}} \frac{\partial \phi}{\partial s},$$

where $K_c$ is a turbulent flow coefficient for channel flow, and $S$ is the cross-sectional area of channel at a distance along the channel $s$. The growth and decay of channel cross-sectional area is a
competition between the melt back opening of channel walls and creep closure of channel walls given by

\[ \frac{\partial S}{\partial t} = \frac{\rho_w}{\rho_i} M - \frac{2A}{n^2} |N|^n - 1 N, \]  

(4.8)

where \( M \) is the melting rate of channel walls. The melting rate of channel walls \( M \), is expressed as

\[ M = \frac{|Q_{\delta \phi}|}{\rho_{\omega L}} + \frac{\lambda_c |q \cdot \nabla \phi|}{\rho_{\omega L}}, \]  

(4.9)

where \( \lambda_c \) is the incipient sheet width contributing to channel melting (the length scale over which ice melting contributes to channel formation). The first term is the channel melting rate as a function of channel discharge and hydraulic potential along the channel, and the second term should be viewed as a parameterization of how small channels emerge from a sheet flow [Hewitt et al., 2012]. The appropriate value for \( \lambda_c \) is rather uncertain and discussed in Section 4.4.1.

Finally, mass conservation is expressed as a balance between the sheet, channels, and englacial storage with basal melting, channel wall melting, and surface runoff inputs \( E \) according to

\[ \left[ \frac{\partial h}{\partial t} + \nabla \cdot q \right] + \left[ \frac{\partial S}{\partial t} + \frac{\partial Q}{\partial s} \right] \delta(x_c) + \frac{\partial \Sigma}{\partial t} = m + M \delta(x_c) + E, \]  

(4.10)

where \( \Sigma \) is englacial storage, which represents the additional water storage in connected englacial void space [Harper et al., 2010; Bartholomaus et al., 2011; Hewitt, 2013]. Englacial storage is related to water pressure through

\[ \Sigma = \sigma \frac{p_w}{\rho_{\omega L}} + A_m \frac{p_w}{\rho_{\omega L}} \delta(x_m), \]  

(4.11)

where \( \sigma \) is the connected void fraction of the ice and \( A_m \) is the cross-sectional area of the moulin. For Eqs. 4.10 and 4.11, the delta functions only apply at the line positions of the channels, \( x_c(s) \), and the point positions of moulins, \( x_m \).
In this study, we will primarily focus on the model predictions of sheet discharge \( q \) and effective pressure \( N \), which are solved at every model grid point. The model is forced by daily surface runoff inputs \( E \) in Eq. 4.10 derived from a regional climate model (Section 4.3.2.4). We will use \( q \) to determine whether the drainage system morphology is inefficient (majority of drainage through linked cavities) or efficient (majority of drainage through channels). Because the exact form of the sliding law (Eq. 4.1) is uncertain and can be highly non-linear, the ice flow model in Hewitt [2013] is not employed here. Instead, we compare ice surface speed directly to effective pressure \( N \) in order to quantify this relationship both spatially and temporally over the melt season and multiple years.

### 4.3.2.2 Numerical procedure

The subglacial hydrology equations above are discretized onto a two-dimensional, regular rectangular mesh and solved using a finite difference approach [Hewitt, 2013]. Nodes are spaced 900-m apart. The continuous variables hydraulic potential \( \phi \), water sheet thickness \( h \), and water pressure \( p_w \) are discretized onto the nodes of the grid. Every node on the grid is the center of a finite volume square over which discharge in the sheet, \( q \), is calculated. Eight potential channels connect every node to its closest surrounding eight nodes, with the midpoint of all channels crossing the finite volume dividing line between two neighboring nodes. Moulins are defined on a selection of the nodes \( x_m \) chosen based on the surface runoff forcing as discussed in Section 4.3.2.4. The non-linear system for the evolution of \( p_w, h, \) and \( S \) described in Eqs. 4.2–11 is solved at each timestep using an iterative Newton method with variable time step length based on the success of the last iteration. The maximum time step the model can take is set to one day, with time steps decreasing to only a couple hours during periods of high surface runoff during the melt season. The model is forced with daily runoff estimates from January 1, 2008 until December 31st, 2010 (see Section 4.3.2.3 below).

### 4.3.2.3 Model geometry and boundary conditions

Akin to the work of Banwell et al. [2016], the subglacial hydrology model has been modified to a specific region of the Greenland Ice Sheet to incorporate realistic ice sheet bed geometry and surface elevation (Figure 4-1 a,b); pressure boundary conditions; and surface melt magnitude, timing, and input locations (Section 4.3.2.4). Bedrock topography is calculated from the IceBridge BedMachine Greenland Version 2 bedmap available at the NASA National Snow and Ice Data Center.
Bed elevations on the regularly-spaced, 900-m mesh of model nodes are determined by subsampling the Morlighem et al. [2014] bed at every 6th point. Boundary conditions for ice sheet surface elevation are calculated from the Greenland Ice Mapping Project (GIMP) digital elevation model [Howat et al., 2014] with equivalent subsampling methods to that of the bed elevations. The bed and ice sheet surface geometry is treated as fixed, as bedrock and ice sheet shape changes minimally over the course of a few years [Hewitt, 2013].

The model is forced from January 1, 2008 until December 31st, 2010. With the seasonal cycles of runoff forcing, the model never reaches a steady state that is in equilibrium with the background basal melt rate \( m \). Moreover, for some parameter choices, regions of elevated sheet discharge \( q \) persist from the end of one runoff season until the beginnings of the following year's runoff season (Figure 4-3 a). Thus, we use 2008 as a spin-up year and focus on the evolution of the drainage system in 2009 and 2010. At the start of the model run (January 1, 2008), initial hydraulic potential \( \phi \) conditions at the bed are set by prescribing \( p_w \) such that \( \phi \) is equivalent to 90% of overburden pressures. The initial condition for cavity sheet thickness \( h_{cav} \) is calculated from the steady state form of Eq. 4.3. Over the first 100 days of 2008, \( h_{cav} \) averaged across the model domain decreases from an initial height of 0.039 m to 0.025 m, which is balanced by the background basal melt rate \( m \) until melt season surface runoff inputs begin.

At model boundary nodes that are located under interior ice, a no flux condition is applied. At both marine- and land-terminating margins of the ice sheet, we set \( N = 0 \). This boundary condition is appropriate for land-terminating margins so long as ice sheet thickness tapers to zero at the margin (Figure 4-1 b) and approximates hydrostatic conditions at marine-terminating margins. Boundary nodes along the ice sheet margin are dynamically adjusted at each 1-day timestep. If there is inflow at the node, pressure is no longer prescribed at that node and a no flux condition is applied instead. This prevents water from getting sucked under the ice sheet from regions outside of the model domain. If the pressure predicted becomes larger than the boundary pressure, the condition is switched back to a pressure outlet condition.
4.3.2.4 Surface runoff forcing

The model is forced with one of two forms of surface runoff input: distributed and discrete. As this is the first study to incorporate daily surface runoff inputs to the bed for this region, we tested runoff inputs to the bed using two simple cases: (1) the ice sheet bed receives distributed inputs at every model node (distributed) (Figure 4-3); and (2) the ice sheet receives discrete inputs at identified or randomly assigned moulins (discrete) (Figure 4-4). We do not attempt to route water along the surface of the ice sheet [Yang et al., 2015]; remotely observe when individual moulins open up or lakes drain; or estimate when lakes drain based on non-physical threshold lake volume parameterizations [Clason et al., 2012; Arnold et al., 2014; Leeson et al., 2015].

The total meltwater input to the bed is equivalent in both the discrete and distributed cases. In the distributed surface runoff input formation (Figure 4-3), surface runoff estimates from the daily, downscaled 1-km resolution Regional Atmospheric Climate Model (RACMO) [Noë et al., 2015, 2016] are interpolated to the 900-m mesh of model grid nodes. There is no surface storage, and runoff immediately transits to the bed. This scenario is effectively equivalent to having a moulin at every node of the model.

In the discrete surface runoff input formation (Figure 4-4), moulin locations within the TerraSAR-X scene footprint are defined based on moulins identified by Joughin et al. [2013]. Moulin positions outside of the TerraSAR-X scene footprint are randomly assigned, but adhere to a moulin density estimate derived from counting the number of moulins within 100-m surface ice elevation bands within the TerraSAR-X scene footprint, which extends over 500–1200 m a.s.l. (Figure 4-5 a). The density of moulins from 500–700 m a.s.l. is roughly half the density observed at equivalent elevations in the Paakitsoq region [Andrews, 2015], which likely speaks to the overall lower driving stresses in our shallower sloping region of lake basins. Over the 500–700 m a.s.l. elevation band of highest moulin density (1 moulin for every 5 grid nodes), the discrete surface runoff input has a fifth of the moulin density of the distributed surface runoff input scenario (1 moulin at every grid node). Moulin density for elevation bands outside of the TerraSAR-X frame is estimated based on the decline in moulin density observed in the lower and upper elevations of the Paakitsoq region (Figure 4-5 a). The surface area that drains into each moulin is determined by Voronoi tessellation (Figure 4-5 b), and the daily input into each moulin is the integral of the RACMO daily runoff values within the
Voronoi cell. There is no surface storage, and runoff immediately transits to the bed at the location of the moulin within each Voronoi cell.

4.3.3 Coherence and spectral estimation

We employ coherence estimates to compare goodness of fit between surface speeds, static variables, and model output effective pressures. Coherence is a bivariate statistic in the spectral domain that is analogous to correlation in the spatial domain [Simons et al., 2000]. Coherence measures the phase relationship between two signals, with high coherence values indicating constructive interference at wavenumbers where the two signals are correlated [for review, see Kirby, 2014]. For geophysical problems, one-dimensional coherence was first used by Forsyth [1985] to estimate flexural rigidity of the lithosphere through coherence between topography and gravity anomalies along transects across continental rift valleys [Forsyth, 1985]. The approach was expanded by Simons et al. [2000] to investigate two-dimensional lithospheric loading from the coherence between two-dimensional fields of topography and gravity anomalies [Simons et al., 2000, 2003]. The coherence estimation between two two-dimensional fields yields information in the spectral, spatial, and azimuthal domains, which provides the wavelength, spatial, and directional dependence of the coherence between the two fields, respectively [Simons et al., 2003].

In this study, we follow the methodology and analysis routines of Simons et al. [2000] for estimating two-dimensional coherence of stationary fields. For two stochastic fields (e.g., surface ice velocity \(X\) and bedrock topography \(Y\)) defined on \(d\) in the spatial domain and \(k\) in the Fourier domain, the coherence-square function between the two fields, \(\gamma_{XY}^2\), is the ratio between the magnitude of the fields' cross-spectral density, \(S_{XY}\), and the power spectral density of the individual fields, \(S_{XX}\) and \(S_{YY}\):

\[
\gamma_{XY}^2(d, k) = \frac{|S_{XY}(d, k)|^2}{S_{XX}(d, k)S_{YY}(d, k)} \tag{4.12}
\]

Like correlation estimates, coherence-square estimates range from \(0 < \gamma_{XY}^2 < 1\), with \(\gamma_{XY}^2 = 1\) indicating an entirely consistent phase relationship between both fields [Simons et al., 2003].
Some amount of averaging in the wavenumber domain must be completed prior to calculating $\gamma_{XY}^2$ to prevent the ratio of periodograms expressed in Eq. 4.12 from always yielding $\gamma_{XY}^2 = 1$ [Bendat and Piersol, 1993]. Following Simons et al. [2000], we use multitaper spectral estimation [Thomson, 1982] with two-dimensional Slepian tapers [Slepian, 1978] on a Cartesian plane to perform this wavenumber averaging. A weighted average of the spectra is created by multiplying the data by a set of several chosen tapers, taking the two-dimensional Fourier transform of these data-taper products, and finally taking a average in wavenumber space of the resulting power spectra [Kirby, 2014]. The result is a coherence-square estimation over the wavenumber domain, $\gamma_{XY}^2(k_X, k_Y)$. Isotropic coherence-square estimates, $\gamma^2(|k|)$, are calculated by averaging over 360° of azimuth around logarithmically-spaced annuli in the wavenumber domain [Kirby, 2014]. A coherence-square estimation of synthetic data (two 2-D sine waves at right angles to one another) with some noise is provided in Figure 4-6 to illustrate this methodology.

The number and bandwidth of the chosen set of tapers determines the wavenumber resolution and variance of the coherence-square estimate [Simons et al., 2000]. A higher number of tapers and/or a wider taper bandwidth reduces the variance in the coherence-square estimate and reduces the waveband resolution [Kirby, 2014]. Most studies choose taper bandwidths to be the width of 2–5 wavenumber bands [Simons et al., 2000; Kirby, 2014]. For this study, we set the taper bandwidth, $NW$, to 3 and the number of tapers $K$ to 4 for all coherence-square estimates.

As the coherence-square estimate is a statistic, the variance of the isotropic coherence-square estimate is calculated following the Cramer-Rao lower bound:

$$\sigma^2\{\gamma^2(|k|)\} = \frac{2\gamma^2(1-\gamma^2)^2}{J} \frac{1}{\Lambda},$$

(4.13)

which is a measurement of variance determined by maximum likelihood estimates [Seymour and Cumming, 1994; Simons et al., 2003], where $J$ is the number of uncorrelated spectral estimators over which the coherence-square estimate is made [Simons et al., 2003], and $\Lambda$ is the number of points in the wavenumber annuli [Simons et al., 2000]. In our two-dimensional case, $J = K^2$ [Simons et al., 2003]. As we have set $K = 4$, $J = K^2 = 16$ uncorrelated spectral estimators. Error estimates of $\gamma^2(|k|)$
presented throughout the paper are two standard deviations, $2\sigma$. With $J = 16$, the $2\sigma$ values across all possible $\gamma^2(|k|)$ values increases with increasing wavelength, from a minimum of 0.025 at 2 km wavelength to maximum of 0.96 at 30.9 km wavelength.

Finally, the range of wavelengths we can investigate in the spectral domain is set by our data length, $(N_X, N_Y)$, and data spacing, $(dx, dy)$, in the spatial domain. Our coherence-square estimates are constrained by surface velocity data from single-look complex TerraSAR-X radar images, which have $dx = dy = 0.1 \text{ km}$, $N_X = 309$ data points, and $N_Y = 552$ data points. The longest resolvable wavelength (the Rayleigh wavelength, $\lambda_R$) is set by the shorter $x$ dimension to be $\lambda_{RX} = N_X dx = 30.9 \text{ km}$. The shortest resolvable wavelength in either direction is the Nyquist wavelength, $\lambda_N = 2 dx = 0.2 \text{ km}$.

4.4 Results

4.4.1 Parameter Space Calibration

All non-varying parameter values in the model are equivalent to the values used by Banwell et al. [2016] (Table 4-1). We perform model runs with different parameter combinations for the three parameters—$K_s$, $\lambda_c$, and $\sigma$—that most greatly affect the timing and morphology of the inefficient and efficient subglacial drainage systems in previous studies using versions of this model [Hewitt, 2013; Werder et al., 2013; Banwell et al., 2016]. We vary $K_s$ by by factors of 10 across the range $10^{-4} \leq K_s \leq 10^{-2} \text{ Pa}^{-1} \text{s}^{-1}$ to investigate the sensitivity of sheet permeability; $\lambda_c$ across the range $\lambda_c = [100, 1000, 5000] \text{ m}$ to investigate the sensitivity of the width of the region that contributes to channel melting (Eqs. 4-10); and $\sigma$ by a factors of 10 across the range $10^{-4} \leq \sigma \leq 10^{-2}$ to investigate the sensitivity of englacial storage capacity on drainage system evolution. This results in 27 parameter combinations for each of the two surface melt forcing scenarios (distributed or discrete).

To test the relationship between model-derived effective pressures and observed surface speeds is the aim of our study, we need a way to calibrate the parameter space that is independent of surface velocity measurements. Differing from previous studies of land-terminating ice using this model [Hewitt, 2013; Werder et al., 2013; Banwell et al., 2016], we cannot assess parameter space fitness
by comparing measured proglacial discharge at stream discharge stations because proglacial discharge along the margin of our region enters into unmonitored proglacial lakes and fjords. Instead, we use GPS records of surface ice uplift during rapid drainages of supraglacial lake North Lake (68.72° N, -49.70° W; (0,0) km in model domain) [Das et al., 2008; Stevens et al., 2015; 2016a] to bracket a wide range of days over which the drainage system should become efficient at North Lake. In some years, uplift in the North Lake basin subsides to pre-drainage elevations within 24 hours of rapid drainage [e.g., 2006 drainage; Das et al., 2008]. In other years, ice sheet surface elevation remains elevated after the lake drainage for multiple days [e.g., 2011–2013 drainages; Stevens et al., 2015]. To first order, we interpret a longer period of sustained uplift to occur when the subglacial drainage system beneath the lake is inefficient and unable to quickly evacuate water away following a lake drainage event. This interpretation is theoretically supported by a numerical model of North Lake drainage where basal water pressures can subside to pre-drainage levels within 24 hours of the drainage event when sufficiently large pre-existing channels characteristic of an efficient drainage system are present [Pimentel and Flowers, 2010].

We use rapid drainage events in 2006 and 2009 to constrain the timing of the inefficient to efficient drainage system transition in the region. In 2009, North Lake drained rapidly on DOY 168 2009 (17th June) [Stevens et al. 2016a]. This was at least the fourth consecutive year of rapid drainage at North Lake, as constrained by GPS and pressure logger measurements [Das et al., 2008; Joughin et al., 2008; Stevens et al., 2015; 2016a]. A single GPS station located ~1 km north of the lake recorded the ice sheet surface motion during the drainage, capturing an increase in along flowline motion and rapid uplift during the drainage (Figure 4-7). Similar sustained ice sheet surface elevations following early-summer rapid lake drainages were observed in 2011–2013 [Stevens et al., 2015]. In contrast, ice sheet surface elevations subsided to pre-drainage elevations within 24 hours after the late melt season 2006 drainage on DOY 210 (July 29th) [Das et al., 2008]. The 2006 and 2009 melt seasons at North Lake are similar in total melt-season runoff magnitude (1.89 and 1.98 m water equivalent (w.e.), respectively), and runoff onset occurs 3 calendar days apart between the two years [Stevens et al., 2016a]. Thus, we use the 2009 DOY 168 and 2006 DOY 210 lake drainage dates as bounds for the inland migration of an efficient drainage system in 2009. We acknowledge the 40 days between the calendar dates of the 2006 and 2009 lake drainage events comprises a large portion of the melt season, making this parameter space criteria rather imprecise.
The transition from inefficient to channelized drainage travels inland and up elevation from the margin over the first half of the melt season at roughly the location of the $N = 0$ MPa contour (Figures 4-3, 4-4). This drainage system transition reaches the position of North Lake when roughly 40% of the area of the TerraSAR-X region has become an efficient drainage system. We define nodes having an efficient drainage system where $N > 0$ MPa and $q > 0.001$ m$^2$ s$^{-1}$, based on the observation that effective pressures increase rapidly after channelization occurs.

The timing of the inefficient to efficient drainage system transition proves a discerning metric for model parameter space calibration for models with distributed surface runoff forcing (Figure 4-6 a–c). Over the course of the 2009 summer, the area of efficient drainage in the TerraSAR-X region increases at different rates based on model parameters, with higher sheet permeability ($K_s$) and sheet width contributing to melting ($\lambda_c$) leading to faster rates of channelization when englacial storage fraction ($\sigma$) is 0.001 (Figure 4-8 a–c) and 0.0001 (Figure 4-9 d–f). We reject 9 of the 27 distributed runoff models that have that have achieved over 40% of efficient channelized area within the TerraSAR-X region by DOY 174 2009, as the transition from inefficient to efficient drainage in these model runs occurred too quickly to be in agreement with the 2009 lake drainage record (Figures 4-8, 4-9). We also reject an additional 5 of the 27 distributed runoff models that have not achieved at least 40% of efficient channelized area within the TerraSAR-X region by DOY 210 2009, as the transition from inefficient to efficient drainage system occurred too slowly to be in agreement with the 2006 lake drainage record in these cases (Figures 4-8, 4-9). The majority of rejected models employed the highest englacial void fraction of $\sigma = 10^{-2}$, and also exhibit unrealistically long lags between surface runoff input and subglacial system channelization (Figure 4-9 a–c, Sections 4.4.5).

We keep all models that meet the lake drainage criterion (13 of the 27), and chose a model in the middle of the parameter space ($K_s = 0.001$ Pa$^{-1}$ s$^{-1}$, $\lambda_c = 100$ m, and $\sigma = 0.001$) for plotting purposes in Figures 4-3, 4-13, 4-17, and 4-22. Channelization behavior in 2010 models with distributed surface runoff forcing exhibits less variability across $K_s$ and $\lambda_c$ parameter space, which may be due to the larger surface runoff forcing in 2010 (Figure 4-11). This reduced variability in 2010 is not due to preferred discharge morphology developing over multiple model year runs, as 2009 models run over one 2008 spin-up year have similar variability in timing of efficient drainage area to 2009 models run over two 2008 spin-up years.
For models with discrete surface runoff forcing, the input of water at discrete moulin locations is far more important for controlling the transition speed from inefficient to efficient drainage than the wide range of $K_5$, $\lambda_c$, and $\sigma$ parameters we have chosen (Figures 4-8 d–f, 4-10, 4-12). We keep all models that meet the lake drainage criterion (18 of the 27), and chose a model in the middle of the parameter space ($K_5 = 0.001$ Pa$^{-1}$ s$^{-1}$, $\lambda_c = 100$ m, and $\sigma = 0.001$) for plotting purposes in Figures 4-4, 4-13, 4-17, and 4-22. All 9 of the 27 discrete runoff models that employ the highest englacial void fraction of $\sigma = 0.01$ and are rejected (Figures 4-10) for the similar behavior of unrealistically long lags between surface runoff input and subglacial system channelization observed in the distributed runoff models with $\sigma = 0.01$ (Figure 4-9). This channelization behavior across parameter space for models with discrete surface runoff forcing is approximately the same in 2010 (Figure 4-12), with slight variations in timing of efficient drainage area increases due to the earlier onset and higher runoff rates in the 2010 melt season (See Section 4.4.2 below).

4.4.2 Distributed versus discrete surface runoff input

Figures 4-3 and 4-4 show snapshots of the drainage system from the beginning of the year 2009 through the late melt season forced by distributed (Figure 4-3) and discrete (Figure 4-4) surface runoff inputs. Averages across the model domain of selected prescribed (runoff) and derived ($Q_{ap}$, $b$, $S_{ap}$ and $N$) variables are shown as a function of time in Figure 4-13. The equivalent figures for 2010 are plotted in Figures 4-14–16. In general, sheet and channel behavior are similar between the distributed and discrete models, though there are notable differences in elastic sheet size, channelization rate, and channel morphology.

As surface runoff begins near the margins of the domain in 2009 on DOY ~140 (Figures 4-3b, 4-4, and 4-13a), water is accommodated first in the sheet (Figure 4-13 b) and then in the the channels (Figure 4-13 c) as the efficient drainage system grows inland. The runoff inputs to the domain lead the outflow from the domain by roughly 10 days for the entire melt season, with the majority of outflow occurring in the latter half of the melt season (Figure 4-13 a). The runoff and outflow are not equivalent when integrated over the year in both 2009 and 2010 (Figures 4-13, 4-16 a). We think this failed closure of the mass conservation equation is due to errors in how outflow is counted along the discharge nodes. Effective pressures across the domain decrease in the early melt season (Figure 4-13 d), when the majority of water is accommodated in the sheet (Figure 4-13 b). As the amount of water
accommodated in channels increases and the region of efficient drainage increases (Figure 4-13 c), effective pressures across the domain increase and eventually surpass their pre-melt season values (Figure 4-13 d). This transition can be observed spatially by tracking the contour of 0 MPa effective pressure $N$ that moves inland from DOY 174 2009 onwards (Figures 4-3 c–f, 4-4 c–f). Between the ice sheet margin and the 0 MPa effective pressure contour, effective pressures are high ($N>0$) and discharge morphology shows definitive channelization (Figures 4-3 d, 4-4 d). To the east of the 0 MPa contour, effective pressures are low ($N<0$) and discharge morphology shows minimal to moderate channelization (Figures 4-3 d, 4-4 d). This drainage system evolution upglacier is qualitatively similar to that found in the idealized model geometry of Hewitt [2013], with the main differences in system morphology due to flow paths being routed through topographic lows in the ice sheet bed (Figure 4-1 a) [Werder et al., 2013].

There are differences in the activation of the elastic sheet, channel area, and discharge morphology between the distributed and discrete models with equivalent $K_s$, $\lambda_e$, and $\sigma$ values. The height of the sheet layer $h$ averaged across the domain for the discrete model is roughly double that of the distributed model over the melt season, with the majority of the sheet layer height difference between the two models attributable to differences in elastic sheet height $h_e$ (Figure 4-13 b). The larger elastic sheet height is due to the focused, point source input of water in the discrete model, which results in local activation of the elastic sheet layer and more negative effective pressures at moulin sites in the early melt season (e.g., low $N$ values at moulin locations on DOY 152 2009 (Figure 4-4 b)). In contrast, the minimum effective pressures in the distributed model are greater than minimum effective pressures in the discrete model (Figure 4-3 c versus Figure 4-4 c), but negative effective pressures occur over a wider area in the distributed model. Thus, differences in surface runoff input between the two models affect the distribution and magnitude of local effective pressures (Figures 4-3, 4-4). However, these differences result in nearly equivalent minima in area-averaged effective pressures over the melt summer (Figure 4-13 d).

In the early melt-season, channel area increases faster in the distributed model compared to the discrete model for this parameter space combination (Figure 4-8, 4-13 c). At the equivalent $K_s$, $\lambda_e$, and $\sigma$ parameter values, the growth of channel layer area in the distributed model leads discrete model channel layer growth in the early- and mid-melt seasons by 10–15 days (Figure 4-13 c). The maximum channel layer area attained is larger in the distributed model (Figure 4-13 c). In the
distributed model, small channels can start at every node that is receiving surface melt, while channel formation in the discrete model is limited to nodes that are moulins or nodes that are down hydraulic potential from moulins. Thus, while the rate of channel area growth is limited by sheet layer permeability $K_s$ and sheet layer width available for melting $\lambda_c$ for both surface input types (Eq. 9), the rate of channel area growth in the discrete input model is further limited by the larger distance between surface-to-bed meltwater pathways.

While locations of high discharge are equivalent between the two input types by mid-melt season, routes of high discharge are more numerous and geographically focused in the discrete surface input model (Figures 4-3, 4-4). By DOY 218 2009, the discrete surface input model drainage system has ~10 routes to the margin with $q > 0.1 \text{ m}^2 \text{ s}^{-1}$ (Figure 4-4 e), while the distributed surface input model drainage system has ~6 routes with $q > 0.1 \text{ m}^2 \text{ s}^{-1}$ (Figure 4-3 e). Similar to differences in channel area between the two models, this difference may also be attributable to the need for the distributed surface input model drainage system to move water across all nodes, whereas the discrete surface input model drainage system only needs to move water at and down hydraulic potential of moulins. Relatedly, there are more discharge outlet locations along the margin for the discrete input model. Both static [Chu et al., 2016a] and evolving (this study) treatments of subglacial water routing predict no major subglacial flow or discharge outlet down the terminus of Nordenskiöld Gletscher (position (-40 km, -70 km) in model domain) (Figures 4-1, 4-3, 4-4). Channel routes instead favor ice sheet margin discharge locations to the south and north of the outlet glacier, and are likely steered to these outlet locations by the steeper ice sheet surface gradients and small basal topographic valleys in these areas (Figure 4-1 a–b).

Overall drainage system evolution and morphology are equivalent in 2010, with differences in channelization timing and extent driven by the longer duration melt season that year (Figures 4-14–16). A larger total runoff in 2010 results in greater height of the sheet layer $b$ and lower area-averaged effective pressures compared to 2009 (Figures 4-13 b,d, 4-16 b,d). Area-averaged effective pressures are negative during the early and mid-melt season in the 2010 distributed model (Figure 4-16 d) when runoff occurs across the entire model domain (Figure 4-14 c–e). While both distributed and discrete 2010 models rapidly increase the height of the cavity layer in the early melt-season (Figure 4-16 b), channel area increases faster and the maximum channel layer area is attained in the discrete model in 2010 (Figure 4-16 c).
4.4.3 Controls on 2009 melt-season surface speed and speedup compared to winter

The primary aim of this study is to determine the dominant control on melt-season surface speeds in the region. This is investigated through weighted linear regression (Figures 4-17–20) and coherence estimation (Figure 4-21) of the 2009 and 2010 TerraSAR-X surface ice speeds against static (driving stress, bed elevation, surface slope, ice sheet thickness) and evolving (effective pressure) variables (Figures 4-22, 4-23). For the weighted linear regression analysis, 11-day averages of $E, q,$ and $N$ are calculated for each node within the TerraSAR-X region over the equivalent time intervals of the TerraSAR-X data (Figures 4-3, 4-4). The 11-day averages of $N$ are interpolated to the 100-m resolution TerraSAR-X grid and plotted against the TerraSAR-X ice sheet surface speed (Figures 4-17–20). Scatter plots are linearly discretized along the $N$- and speed-axis; speed averages (circles) are calculated within each bin along $N$ (Figures 4-17–20). A weighted linear least squares regression is performed, using two standard deviations of the binned surface speed measurement as the weight on the y-values (Figures 4-17–20). The correlation coefficient, $r$, of the weighted least squares regression is taken as a measurement of strength and direction of a linear relationship between $N$ and speed (Figures 4-22 c, 4-23 c).

The equivalent procedure is used to quantify the relationships between driving stress $\tau_d$ and speed, bed elevation and speed, ice sheet surface slope and speed, and ice sheet thickness and speed (Figures 4-17–20). $\tau_d$ is calculated according to

$$\tau_d = \rho_l g H \sin(\alpha) = \rho_l g (Z_s - Z_b) \sin(\alpha),$$

(4.14)

where $H$ is the ice sheet thickness (the difference between the surface elevation $Z_s$ and the bed elevation $Z_b$) and $\alpha$ is the ice sheet surface slope averaged over 6 km (~4 ice thicknesses) [Cuffey and Patterson, 2010].

In 2009, there is a significant positive relationship between speed and driving stress $\tau_d$ throughout the winter and melt season (Figures 4-17, 4-22 c). The strength and direction of the relationships between surface ice speed and bed elevation, surface slope, and ice sheet thickness
change over the melt season (Figures 4-17, 4-22 c). Bed elevation and surface slope exhibit a negative relationship with surface speeds in the mid-melt season (Figures 4-17 c,d, 4-18 c,d, 4-22 c), while ice thickness exhibits a positive relationship with surface speed in the mid-melt season (Figures 4-18 c,d, 4-22 c).

The strength and direction of the relationships between surface speed and effective pressures for both distributed and discrete surface input models also show variable strength and direction over the melt season (Figures 4-17, 4-22 c). For both distributed and discrete surface inputs, effective pressures and speed have a positive relationship in the early and late melt season and an inverse relationship in the mid-melt season (Figures 4-17, 4-22 c). In winter, effective pressures and surface speed have a positive relationship, though the range of effective pressures over this time is very small ($0.02 < N < 0.06$ MPa) (Figure 4-17 a) compared to the average melt season range ($-1.5 < N < 2.0$ MPa) (Figure 4-17 b–e). Discrete surface input models that meet the lake drainage criterion have highly similar relationships between effective pressures and surface speed, while the equivalent relationships are more diverse for the distributed surface input models that meet the lake drainage criterion (Figure 4-22 c). In general, the distributed surface input models that more quickly transition to efficient drainage systems (Figure 4-8) depict the mid-melt season negative relationship between effective pressures and speed observed in all discrete surface input models (Figure 4-22 c).

Coherence estimation between speed and effective pressures (Figure 4-21 a–e) and speedup and effective pressures (Figure 4-21 f–j) yields information on the wavelength and directional dependence of coherence between the two fields. High coherence (>0.6) is observed in the flowline direction (Figures 4-1 c, 4-12 c) between speed and effective pressures on 2009 DOY 185 and 196, with a peak in azimuthally averaged coherence at 5 km wavelengths (Figure 4-21 e). For the relationship between speedup and effective pressures, high coherence is observed weakly in the flowline direction (Figure 4-21 h) at longer 10–30 km wavelengths (Figure 4-21 j). The highest azimuthally averaged coherences for surface speedup and effective pressures are observed at the beginning of the mid-melt season on 2009 DOY 185 and 196 (Figure 4-22 d). These two highest coherence time intervals coincide with a speedup spatial pattern that is orthogonal to flowline direction (Figure 4-12 e, 4-22 f) in a region of bedrock lows [Joughin et al., 2013]. While azimuthally averaged coherence is strongest between effective pressures and speedup in mid-summer (Figure 4-22 d), directionality in the flowline direction is observed for coherence estimates between effective pressures
and all 11-day surface speed intervals in the 2009 mid- and late-melt season and winter (Figure 4-21 c).

There is little coherence between driving stress and surface speedup (Figure 4-22 d). However, three terms used to compute driving stress (Eq. 12)—ice sheet thickness, bed elevation, and surface slope—show moderate coherence with surface speedup at the beginning of the mid-melt season (Figure 4-22 d).

4.4.5 Controls on 2010 melt-season surface speed and speedup compared to winter

There are differences between the two years that are independent of the model. The 2010 melt season was three weeks longer than the 2009 season, and annual runoff integrated over the model domain was 5.52 km$^3$ larger (25% higher) in 2010 than in 2009 [Stevens et al., 2016a] (Figures 4-22 a, 4-23 a). Additionally, surface melt extended and persisted at higher elevations in 2010 than in 2009 over the mid- and late-melt season (Figures 4-3 c–f, 4-14 c–f). The greatest surface speeds in the TerraSAR-X region occurred in the early-melt season in 2010 (Figure 4-23 a), whereas 2009 maximum speeds occurred in the mid-melt season (Figures 4-1 d, 4-22 a) [Joughin et al., 2013].

The relationships between surface speed and modeled effective pressures observed in 2010 (Figure 4-23 c) are overall consistent with those seen in 2009 (Figure 4-22 c) with a few differences noted here. Again in 2010, there is a significant positive relationship between speed and driving stress throughout the winter and mid-melt season (Figures 4-19 a, 4-23 c). This relationship is insignificant during the early- and late-melt season (Figure 4-23 c). The relationships between speed and bed elevation and speed and ice thickness are again equal in strength and opposite in direction for the entire year (Figures 4-19, 4-20, 4-23 c). The strength and direction of the relationships between speed and surface slope is weakly negative over the year (Figures 4-20, 4-23 c).

In 2010, the strength and direction of the relationships between surface speed and effective pressures for both distributed and discrete surface input models again show variable strength and direction over the melt season (Figures 4-19, 4-23 c). The relationships in both distributed and discrete surface input models show negative relationships with surface speed in the early- and mid-melt season, before switching to a positive relationship in the late melt season and winter (Figures 4-19, 4-23 c). In
general, the main difference between the two years is a lack of the positive relationships between effective pressures and speed seen in the 2009 early melt season in 2010. In contrast to 2009, low coherence (<0.3) is observed between speedup and effective pressures across the 2010 melt season. Ice thickness and surface slope show moderate coherence (0.3–0.6) with speedup in the early and middle melt season, while the remaining static variables show low coherence.

4.4.6 Model Curiosities 1: Oscillatory behavior at high englacial void fraction
When englacial storage fraction is its highest value of 0.01, both distributed and discrete surface runoff models exhibit unrealistically high discharge under interior ice outside of the melt season (Figures 4-9–12). The models with high englacial storage miss melt season onset and termination timing when englacial voids dampen the response of basal water pressure to runoff inputs and delay drainage system transition timing [Hewitt, 2013]. While models with lower englacial storage fractions exhibit a clear transition from efficient to inefficient drainage at 800 m a.s.l. in tandem with the beginning of the mid-melt season (2010 DOY 174) (Figure 4-4 c), models with high englacial storage fraction do not exhibit this transition until the late melt season (2010 DOY 211) (Figure 4-24 e).

At melt season termination, models with high englacial storage fraction store enough water to maintain subglacial routing in the interior for months after the melt season ends (Figure 4-24 a). Similar behavior was observed on a surge-type valley glacier in the St Elias Mountains, Canada, where spontaneous water pressure oscillations correlated in time across several boreholes were observed well after the end of the melt season [Schoof et al., 2014]. These pressure oscillations can be driven by englacial or subglacial water storage that supplies water to a remnant drainage system at rates beneath some critical threshold [Schoof et al., 2014], which produces an instability equivalent to the instability that triggers jökulhlaups [Nye, 1976].

4.4.7 Model Curiosities 2: Effects of a pressure dependent melting point
The pressure dependence of the melting point is often neglected when solving for the evolution of subglacial channel size (Eq. 4.8) [Flowers, 2015], though this term may become important when water flowing up significant bed slopes can freeze [Rüthlisberger, 1972; Creyts and Clarke, 2010]. We neglected the pressure dependence of the melting point to decrease computational expenditure. To test the
effect of including the pressure dependence of the melting point on drainage system morphology, we ran one discrete and one distributed model over 2009 with a pressure-dependent melting point and parameter values in the middle of the parameter space \( K_s = 0.001 \, \text{Pa}^{-1} \, \text{s}^{-1} \), \( \lambda_c = 100 \, \text{m} \), and \( \sigma = 0.001 \).

For the distributed surface runoff input, the inclusion of the pressure dependence of the melting point results in a slower rate of channelization, with areas of negative effective pressures in the TerraSAR-X region through DOY 218 (Figure 4-25). The rate of channelization for the discrete runoff input does not change depending on the inclusion of the pressure dependence of the melting point. The major drainage system pathways do not vary when including the pressure dependence of the melting point (Figure 4-25). Though inclusion of the pressure dependence of melting makes it harder for subglacial water to flow up bedrock ridges, both the distributed and discrete models grow channels across the major bedrock ridge separating the margin from the inland ice (Figures 4-1 a, 4-25). We address the implications of these robust subglacial flow pathways in Section 4.5.3.

4.5 Discussion

4.5.1 Controls on ice sheet margin surface speed dynamics

Based on the general form of models of basal sliding for glacial ice (Eq. 4.1), driving stress \( \tau_d \) and effective pressure \( N \) should control surface speeds in our region. Since driving stress is a product of ice sheet thickness, surface slope, and bed elevation (Eq. 4.14), these variables may also show some level of control on surface speeds. As we do not have a way to test if the model predictions of effective pressure are accurate, we take model-derived effective pressures to be true in order to test the relationship between effective pressure and surface speeds. Additionally, equating surface speed to basal sliding velocity is most reliable in the melt season, with internal ice deformation from borehole measurements in the Greenland Ice Sheet ablation area suggesting basal sliding makes up roughly 90% of the motion in the melt season [Ryser et al., 2014].

Consistently across 2009 and 2010, our results depict an effective pressure and speed relationship that is most akin to the model for basal sliding when surface speeds are high in the mid-melt season. Outside of these periods, the basal sliding model (Eq. 4.1) may be incorrect or effective.
pressure may be less important for speed in comparison to the driving stress. We find similar relationship direction and strength between effective pressures and speed for models with different surface runoff input conditions, though the relationships observed are slightly different between the two years of available surface speed data (Figures 4-22 c, 4-23 c). In both 2009 and 2010, effective pressure and speed exhibit the expected inverse relationship (Eq. 4.1) in the mid-melt season (Figures 4-22 c, 4-23 c). In both 2009 and 2010, effective pressures have an unexpectedly positive relationship with speed during the winter and the late melt season (Figures 4-22 c, 4-23 c). The main difference between the two years is effective pressure and speed exhibiting a positive relationship in the early-melt season in 2009, whereas this relationship is significantly negative (2010 distributed models) or insignificantly negative (2010 discrete models) in the 2010 early melt season. This difference may be related to the magnitude of surface speed itself, as periods of high (>150 m yr\(^{-1}\)) surface speeds across the TerraSAR-X region (Figures 4-22 a, 4-23 a) yield the expected inverse relationship between effective pressures and speed in both 2009 and 2010 (Figures 4-22 c, 4-23 c). In 2009, the expected inverse relationship between effective pressures and speed only occurs after surface speeds across the TerraSAR-X region have risen above 150 m yr\(^{-1}\) in the mid-melt season (Figures 4-22 c). Alternatively, the basal sliding model may be incorrect for the time periods with step changes in meltwater supply at the start and end of the melt season (Figures 4-22 a, 4-23 a).

Our results suggest a shifting importance of driving stress and effective pressures on ice flow over the melt season. Effective pressures are most important for surface speeds in the mid-melt season when they enhance the driving stress contribution to ice flow, while the constant driving stress—influenced mainly by ice sheet thickness—provides more equivalent contributions to ice flow over the entire year. For 2009 and most of 2010, the relationship between driving stress depicts the expected positive relationship with surface speed for the winter and melt season (Figures 4-22 c, 4-23 c). Again, the divergence from the expected relationship occurs in the 2010 early- and late-melt seasons (Figure 4-23 c). This positive relationship in both years is mostly a result of the expected positive relationship between ice thickness and speed (and the expected inverse relationship between bed elevation (dependent on ice thickness) and speed), as the relationship between surface slope and speed is insignificant and weakly negative over the melt season (Figures 4-22 c, 4-23 c). These relationships for driving stress and ice thickness weaken or switch directions most often when there is a positive relationship between effective pressures and speed in the early- and late-melt seasons of 2009 and
2010 (Figures 4-22 c, 4-23 c). This again suggests the basal sliding model may be incorrect for predicting ice flow in the early- and late-melt seasons.

The inconsistency we observe in the late-melt season between the model for basal sliding and the relationships between effective pressures and speed may be consistent with the hypothesis that changes in connectivity to the unchannelized portion of the subglacial drainage system controls late-summer ice flow [Andrews et al., 2014]. Importantly, these changes in connectivity to the unchannelized portion of the subglacial drainage system occur on daily timescales with a diurnal signal of runoff [Andrews et al., 2014; Hoffman et al., 2016]. We do not vary runoff input on diurnal timescales in our model, and effective pressures are entirely positive in the late-melt season when averaged over 11 days (Figures 4-17 e, 4-19 e). Thus, model-derived effective pressures as we have averaged them here may be inconsistent with the sliding law if velocities in this portion of the melt season are more dependent on daily fluctuations in effective pressures [Andrews et al., 2014].

The coherence estimates presented here place a wavelength dependence on the influence of bed topography and ice sheet thickness on melt season surface speedup by Joughin et al. [2013] of 10–30 km in the 2009 mid-melt season when speedup exceeds 100% of the winter speed (Figure 4-1 e). The equivalent 10–30 km wavelength dependence over the same time intervals has higher estimates of coherence for effective pressures (Figures 4-21, 4-22 d). At least in 2009, the results presented here indicate that effective pressures driven by subglacial hydrology can at times more fully explain melt season speedup compared to bed topography alone. In contrast, high coherence between effective pressures and speed up is not observed at all in the 2010 melt-season, and low to mid coherence estimates are observed between ice thickness and surface slope in the early- to mid-melt season (Figure 4-23 d).

Finally, we will make a brief comment on the difference in effective pressures averaged across the entire model domain between the average (2009) and high (2010) runoff years as it relates to observations of annual ice flow variability. Though we did not test the evolution of the model over decadal timescales, area-averaged effective pressures are lower in 2010 than in 2009 over both the melt season (Figures 4-13 d, 4-16 d) and the entire year \( N_{2009} = 1.27 \text{ MPa}; N_{2010} = 1.08 \text{ MPa} \) for distributed surface runoff input. This disparity also holds for discrete surface runoff input models. Taking driving stress as constant over the two years, lower effective pressures would promote higher
basal sliding in both the 2010 melt season and year as compared to 2009 based on Eq. 4.1. In contrast, GPS observations in the model domain observed higher melt season and annual velocities in 2009 than in 2010 [Stevens et al., 2016a]. Furthermore, if Eq. 4.1 is correct, our results are inconsistent with long-term trends of annual ice velocity decrease and annual runoff increase on the Greenland Ice Sheet margin over the past three decades [Tedstone et al., 2015; van de Wal et al., 2015; Stevens et al., 2016a]. This suggests that the model for basal sliding combined with model-derived effective pressures is not a good predictor of annual variability in ice flow and that there are likely other processes acting to affect ice flow not included in the model.

4.5.3 Robust subglacial flow pathways

Overall drainage system morphology in 2009 and 2010 is equivalent across surface runoff input scenarios, with robust locations of high discharge at the margin and under inland ice (Figures 4-3, 4-4, 4-14, 4-15, 4-25). Both distributed and discrete models grow channels across the major bedrock ridge in the model domain, and this behavior is impartial to the inclusion of a pressure-dependent melting point (Figures 4-1 a, 4-3, 4-4, 4-14, 4-15, 4-25). This is contradictory to the static subglacial modeling of this area done by Stevens et al. [2016b] and Chu et al. [2016b], where subglacial drainage catchments are determined by steady state hydraulic potential fields. Catchments with outlets at the terminus of Sarqaqordleq or Alángordliup glaciers do not extend inland across the bedrock ridge except for when the water pressures are, perhaps unrealistically, set to above flotation across the entire region [Chu et al., 2016b].

Two key difference between the calculations of static subglacial catchments [Lewis and Smith, 2009; Lindbäck et al., 2015; Chu et al., 2016b; Stevens et al., 2016b] and the subglacial drainage development in this model and are an evolving hydraulic potential field and the inland growth of subglacial channels [Hewitt, 2013; Banwell et al., 2016]. In our model, channels grow perpendicular to the hydraulic potential field and inland from the ice sheet margin towards bedrock ridges (4-3, 4-4, 4-14, 4-15, 4-25). Local pressure lows around the channels affect the hydraulic potential and steer water in the sheet layer towards the closest channel [Hewitt, 2013; Werder et al., 2013]. How easily a channel can grow in the model depends partially on the term $\lambda_c$ (Eq. 4.9), a width-scale along the bed over which sheet discharge contributes to channel initiation. Though $\lambda_c$ is difficult to estimate empirically, major drainage pathways develop across bedrock ridges for the wide range of $\lambda_c$ we tested (100–5000
m) (Figure 4-8). Thus, in this model, the evolving subglacial water pressure field’s sensitivity to channels may result in the ability for major drainage pathways to develop across bedrock ridges.

In contrast to interior subglacial catchments switching ice margin outlet locations or notions of “water piracy” [Lindbäck et al., 2015; Chu et al., 2016b], the positions of major drainage system pathways in the model are robust and do not switch over the melt season. Again, inland growth of subglacial channels and the time it takes to develop the channel networks likely prevents switching or redirecting of major drainage system pathways over the melt season.

Subglacial drainage models with evolving hydraulic potential fields likely yield more realistic subglacial flow pathways than calculations of subglacial catchments with static and/or spatially invariant water pressures. A physical interpretation of subglacial catchments that best aligns with our results is as follows: there is an interior region of low discharge velocities (0.001–0.01 m$^2$ s$^{-1}$ (~9–90 m$^2$ day$^{-1}$)), where water is mostly stored in the sheet layer until a channel growing from the margin into this interior region modifies the local hydraulic potential field to drive channelization and fast discharge velocities (0.1–1 m$^2$ s$^{-1}$ (~9,000–90,000 m$^2$ day$^{-1}$)). As discharge velocities in the sheet layer are small, water in these inefficient systems may not travel far during the ~10–20 days that elapse before the onset of channelization (Figure 4-13 b,c). Thus, catchment area delineation is likely more important for regions of the bed that develop efficient drainage, as this drainage system has a much greater ability to evacuate large amounts of water.

### 4.5.4 Model limitations and future directions

The relationships between effective pressures and speed are roughly equivalent between the best-fit distributed and discrete surface runoff input scenarios. However, the model could be improved by making the timing and rate of surface runoff inputs to the bed increasingly more realistic. The model could be improved by testing the effect of diurnal runoff input oscillations on subglacial drainage system development [Banwell et al., 2016; Hoffman et al., 2016]. One could also prescribe storage time of supraglacial runoff, effectively lagging the time that meltwater first reaches the bed [de Fleurian et al., 2016]. Additionally, supraglacial meltwater input based on a regional lake drainage record could be implemented to investigate how the system responds to large impulses of meltwater [Banwell et al., 2016].
To do this, elastic bending in the elastic sheet layer $h_d$ must be added to prevent unrealistically high water pressures at moulin nodes where lake drainages occur.

Though endless modifications can be made to model supraglacial inputs and the model itself, efforts may be better spent validating coupled subglacial hydrology and ice flow models against observations [Flowers, 2015]. The subglacial hydrology model for this specific Greenland geometry could be coupled to the ice flow model of Hewitt [2013] to test if the relationships between subglacial drainage and surface speed we have shown are also upheld by the model's sliding law. Ice sheet surface speed measurements at increasingly high temporal resolution are available with the launch of the Sentinel-1 and Landsat-8 satellites [Fahnestock et al., 2015; Mouginot et al., 2017]. These measurements provide abundant opportunities to further test and muddy our theoretical ideas of how ice flows.

4.6 Conclusions

Using a numerical model of subglacial hydrology, we investigate how model-derived effective pressures relate to a complex spatiotemporal pattern of surface speed over the 2009 and 2010 melt seasons. We find equivalent relationships between effective pressure and speed for both distributed and discrete surface runoff input across a wide range of model parameters. Overall drainage system morphology is equivalent in both years, with robust subglacial pathways forming over bedrock ridges and minimal englacial or basal water storage outside of the melt season.

The results presented here indicate that subglacial hydrology can at times more fully explain melt season speedup compared to bed topography alone, especially during intervals in the mid-melt season when speeds exceed 150 m yr$^{-1}$. Consistently across 2009 and 2010, our results depict the expected inverse relationship between effective pressure and speed when surface speeds are high in the mid-melt season. Outside of these periods in the early- and late-melt season, effective pressures and speed have a positive relationship inconsistent with the basal sliding model, suggesting the basal sliding model may be incorrect or effective pressure may be less important for speed in comparison to the driving stress. Either subglacial hydrology models still need to improve to better predict effective pressures, or the models are lacking other processes affecting ice flow than effective pressure and driving stress. Future work should continue to calibrate models regional observations and
investigate what further model advances are necessary for improving effective pressure estimates before coupling the subglacial hydrology model to an ice flow model.

Table 4-1: Values and ranges used for model parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho_w)</td>
<td>Water density</td>
<td>1000 kg m(^{-3})</td>
</tr>
<tr>
<td>(\rho_i)</td>
<td>Ice density</td>
<td>910 kg m(^{-3})</td>
</tr>
<tr>
<td>(g)</td>
<td>Gravitational acceleration</td>
<td>9.8 m s(^{-2})</td>
</tr>
<tr>
<td>(A)</td>
<td>Glen's law fluidity coefficient</td>
<td>(6.8 \times 10^{-24}) Pa(^{-3}) s(^{-1})</td>
</tr>
<tr>
<td>(n)</td>
<td>Glen's law exponent</td>
<td>3</td>
</tr>
<tr>
<td>(L)</td>
<td>Latent heat of melting</td>
<td>(3.5 \times 10^5) J kg(^{-3})</td>
</tr>
<tr>
<td>(G)</td>
<td>Greenland geothermal heat flux</td>
<td>0.063 W m(^2) (^{**})</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Englaciers void fraction</td>
<td>[(10^4, 10^3, 10^2)]</td>
</tr>
<tr>
<td>(K_c)</td>
<td>Turbulent flow coefficient for channel flow</td>
<td>0.1 m s(^{-1}) Pa(^{1/2})</td>
</tr>
<tr>
<td>(K_s)</td>
<td>Sheet flux coefficient (sheet permeability)</td>
<td>[(10^4, 10^3, 10^2)] m(^{-1}) s(^{-1}) (^*)</td>
</tr>
<tr>
<td>(\lambda_c)</td>
<td>Sheet width contributing to melting</td>
<td>[100; 1000; 5000] m (^*)</td>
</tr>
<tr>
<td>(c)</td>
<td>Specific heat capacity of water</td>
<td>4200 J kg(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Melting point pressure gradient</td>
<td>(7.8 \times 10^8) K Pa(^{-1})</td>
</tr>
<tr>
<td>(h_r)</td>
<td>Bed roughness height scale</td>
<td>0.1 m</td>
</tr>
<tr>
<td>(l_r)</td>
<td>Bed roughness length scale</td>
<td>10 m</td>
</tr>
<tr>
<td>(U_b)</td>
<td>Basal sliding speed</td>
<td>100 m yr(^{-1})</td>
</tr>
<tr>
<td>(C_{el})</td>
<td>Uplift regularization rate</td>
<td>(1.02 \times 10^{-6}) m Pa(^{-1})</td>
</tr>
<tr>
<td>(A_m)</td>
<td>Moulin cross-sectional area</td>
<td>10 m(^2)</td>
</tr>
</tbody>
</table>

\(^*\) range of values that differs from Banwell et al. (2016)

\(^{**}\) value from Rogozhina et al. [2012]
Figure 4-1. Model domain and ice sheet velocities. (a) Bedrock topography of the model domain, with ice sheet margin outlined in black. Black triangle marks the location of North Lake. Black rectangle is the area outline of the flow speed maps displayed in Figs. 1c-e. (b) Ice sheet thickness of the model domain. Grey contour lines show 100-m surface ice elevation contours. (c) Average winter flow speed from the MEaSUREs Multi-year Greenland Ice Sheet Velocity Mosaic (Version 1) from Joughin et al. [2010, 2016]. (d) From Joughin et al. [2013], summer 2009 flow speeds from 11-day interval TerraSAR-X images. The date at the top of the panel corresponds to the central date for the 11-day interval over which the velocity was determined. (e) From Joughin et al. [2013], increase in summer 2009 flow speeds relative to the 2007-2009 winter speed (c) plotted as a percentage difference of the winter speed. The date at the top of the panel corresponds to the central date for the 11-day interval over which the velocity was determined.
Figure 4-2. Cross-section schematic of subglacial hydrology model. From left to right, the schematic depicts englacial voids $\sigma$, channels, and cavities of the subglacial hydrology model. The cavity sheet $h_{cav}$ and elastic sheet $h_{el}$ sum to the thickness of the continuous sheet $h$. The cavity layer $h_{cav}$ is bounded by bed undulations of height scale $h_r$ and length scale $l_r$. Melt (red arrows) and creep closure (blue arrows) control the growth and decay of channel and cavity elements. The schematic is not to scale.
Figure 4-3. Averages of surface melt forcing, $E$ (mm day$^{-1}$) (left column), subglacial water discharge, $q$ (m$^2$ s$^{-1}$) (middle column), and effective pressure, $N$ (MPa) (right column), over the 2009 melt season for a distributed surface input scenario. The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. The top panels (a) are averages over the first 100 days of the year. The middle four rows of panels (b–e) are 11-day averages corresponding to the dates of summer flow speeds in Figs. 1d and 1e. For this model run, $K_s = 0.001$ Pa$^{-1}$s$^{-1}$, $\alpha = 0.001$, and $\lambda_c = 1000$ m. Black rectangle is the area outline of the ice flow maps in Figs. 1c-e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Figure 4-3. Averages of moulin input (m$^3$ s$^{-1}$) (left column), subglacial water discharge, q (m$^2$ s$^{-1}$) (middle column), and effective pressure, N (MPa) (right column), over the 2009 melt season for a discrete surface input scenario. The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. The top panels (a) are averages over the first 100 days of the year. The middle four rows of panels (b–e) are 11-day averages corresponding to the dates of summer flow speeds in Figs. 1d and 1e. For this model run, $K_e = 0.001$ Pa$^{-1}$ s$^{-1}$, $\sigma = 0.001$, and $\lambda_c = 1000$ m. Black rectangle is the area outline of the ice flow maps in Figs. 1c–e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Figure 4-5. Moulin density and discrete surface runoff catchment delineation. (a) Moulin density versus elevation from Joughin et al. [2013] map (black), the Paakitsoq region (red) [Andrews, 2015], and the model domain (grey). (b) Voronoi cells calculated for discrete moulin locations $x_m$ (grey circles). Yellow circles denote all potential ice margin discharge locations at the initial timestep.
Figure 4-6. Coherence-square estimation of synthetic data. 2-dimensional, 6-km wavelength sine wave along the (a) x-axis and (b) y-axis. c) Isotropically averaged power of the two fields' power spectral densities, $S_{XX}$ and $S_{YY}$, plotted by wavenumber. Power is plotted normalized to the maximum value in each fields’ isotropically averaged power. Power for each field peaks at 0.16 wavenumber, which is at 6-km wavelength (wavenumber = 1/wavelength). d) The coherence-square estimates between fields X (a) and Y (b) in wavenumber space, $y^2(k_x, k_y)$, where the smallest wavenumbers (largest, Rayleigh wavelengths) plot in the center of plot ($k_x = \lambda_R, k_y = \lambda_R$), and the largest wavenumbers (smallest, Nyquist wavelengths) plot at the edges of the plot. The scale for the $k_x$ and $k_y$ axes are linear in wavenumber. Wavenumber axis is log scale. Zero coherence is observed along the $k_x$ and $k_y$ axes where the two fields have destructive interference. Coherence between the two fields switches to 1 at wavenumbers above 0.25 and wavelengths smaller than 4 km. e) The isotropically averaged coherence-square estimate, $y^2(|k|) \pm 2\sigma$, between fields a and b. The log x-axis is equivalent to the axis in panel c, but x-axis tickmarks are now labeled in wavelength.
Figure 4-7: Surface ice displacement during the rapid drainage of North Lake on 2009 DOY 168. (a) North and (b) uplift displacement of the “Scooby” GPS station (68.74° N –49.50° W) during a North Lake rapid drainage event. Scooby is ~1 km north of the lake margin. Mean station northing (0.044 m day⁻¹) and elevation (0.024 m day⁻¹) rate over DOY 161–162 are subtracted to remove background eastward movement and elevation gain from station advection through North Lake basin.
Figure 4-8. Region of efficient drainage area increases at different rates across model parameter space. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for distributed surface input models on DOY (a) 174, (b) 196, and (c) 218 of 2009. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for discrete surface input models on DOY (d) 174, (e) 196, and (f) 218 of 2009. Efficient drainage area (EDA) is defined as the area within the TerraSAR-X region where $N > 0$ and $q > 0.001 \text{ m}^2 \text{ s}^{-1}$. $\sigma = 0.001$ for all models. Asterisks mark models that fail to meet 2009 lake drainage criterion (EDA < 40% on DOY 174 2009 and EDA > 40% on DOY 218 2009).
Figure 4-9. Region of efficient drainage area for 2009 distributed surface runoff input at $\sigma = 0.01$ and $\sigma = 0.0001$. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for distributed surface input models on DOY (a) 174, (b) 196, and (c) 218 of 2009 with $\sigma = 0.01$. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for distributed surface input models on DOY (d) 174, (e) 196, and (f) 218 of 2009 with $\sigma = 0.0001$. Efficient drainage area is defined as the area within the TerraSAR-X region where $N > 0$ and $q > 0.001 \text{ m}^2\text{s}^{-1}$. Asterisks mark models that fail to meet lake drainage criterion.
Figure 4-10. Region of efficient drainage area for 2009 discrete surface runoff input at $\sigma = 0.01$ and $\sigma = 0.0001$. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for discrete surface input models on DOY (a) 174, (b) 196, and (c) 218 of 2009 with $\sigma = 0.01$. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for discrete surface input models on DOY (d) 174, (e) 196, and (f) 218 of 2009 with $\sigma = 0.0001$. Efficient drainage area is defined as the area within the TerraSAR-X region where $N > 0$ and $q > 0.001 \text{ m}^2 \text{ s}^{-1}$. Asterisks mark models that fail to meet lake drainage criterion.
Figure 4-11. Region of efficient drainage area for 2010 distributed surface runoff input. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for distributed surface input models on DOY 161, 183, and 211 of 2010. Efficient drainage area (EDA) is defined as the area within the TerraSAR-X region where $N > 0$ and $q > 0.001 \text{ m}^2\text{s}^{-1}$. Englacial void fraction $\sigma$ decreases down the three rows of the figure from $\sigma = 0.01$ (a–c), to $\sigma = 0.001$ (d–f), to $\sigma = 0.0001$ (g–i). Asterisks mark models that fail to meet 2009 lake drainage criterion (EDA < 40% on DOY 174 and EDA > 40% on DOY 218).
Figure 4-12. Region of efficient drainage area for 2010 discrete surface runoff input. Percentage of efficient drainage area across $K_s$ and $\lambda_c$ parameter space for discrete surface input models on DOY 161, 183, and 211 of 2010. Efficient drainage area (EDA) is defined as the area within the TerraSAR-X region where $N > 0$ and $q > 0.001$ m$^2$s$^{-1}$. Englacial void fraction $\sigma$ decreases down the three rows of the figure from $\sigma = 0.01$ (a–c), to $\sigma = 0.001$ (d–f), to $\sigma = 0.0001$ (g–i). Asterisks mark models that fail to meet 2009 lake drainage criterion (EDA < 40% on DOY 174 and EDA > 40% on DOY 218).
Figure 4-13. Differences in area-integrated model variables between the 2009 distributed (red) and discrete (blue) surface runoff input scenarios. (a) Surface runoff input across the domain (green) and discharge outflow at distributed (red) and discrete (blue) discharge outlet locations (yellow circles in Figs. 2 and 3). (b) Average sheet height \( h \) across domain area \( A \), with additional showing the contribution from the average cavity sheet height \( h_{\text{cav}} \) (dashed) and average elastic sheet height \( h_{\text{el}} \) (dotted) across the domain area \( A \). (c) Average “height” of the channel layer across the domain area \( A \) and the percentage of efficient drainage area of the TerraSAR-X region. Efficient drainage area (EDA) defined as the area within the TerraSAR-X region where \( N > 0 \) MPa and \( q > 0.001 \text{ m}^2\text{s}^{-1} \). (d) Area-averaged effective pressures \( N \).
Figure 4-14. Averages of surface melt forcing, \( E \) (mm day\(^{-1}\)) (left column), subglacial water discharge, \( q \) (m\(^2\) s\(^{-1}\)) (middle column), and effective pressure, \( N \) (MPa) (right column), over the 2010 melt season for a distributed surface input scenario. The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. For this model run, \( K_c = 0.001 \) Pa\(^{-1}\) s\(^{-1}\), \( \sigma = 0.001 \), and \( \lambda_c = 1000 \) m. Black rectangle is the area outline of the ice flow maps in Figs. 1c-e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Figure 4-15. Averages of moulin input (m$^3$ s$^{-1}$) (left column), subglacial water discharge, q (m$^2$ s$^{-1}$) (middle column), and effective pressure, N (MPa) (right column), over the 2010 melt season for a discrete surface input scenario. The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. For this model run, $K = 0.001$ Pa$^{-1}$ s$^{-1}$, $\sigma = 0.001$, and $\lambda_c = 1000$ m. Black rectangle is the area outline of the ice flow maps in Figs. 1c-e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Figure 4-16. Differences in area-integrated model variables between the 2010 distributed (red) and discrete (blue) surface runoff input scenarios. (a) Surface runoff input across the domain (green) and discharge outflow at distributed (red) and discrete (blue) discharge outlet locations (yellow circles in Supplementary Figs. 6 and 7). (b) Average sheet height \( h \) across domain area \( A \), with additional showing the contribution from the average cavity sheet height \( h_{\text{cav}} \) (dashed) and average elastic sheet height \( h_{\text{el}} \) (dotted) across the domain area \( A \). (c) Average “height” of the channel layer across the domain area \( A \) and the percentage of efficient drainage area of the TerraSAR-X region. Efficient drainage area (EDA) defined as the area within the TerraSAR-X region where \( N > 0 \) MPa and \( q > 0.001 \) m\(^2\) s\(^{-1}\). (d) Area-averaged effective pressures \( N \). Note axes limits for all panels differ from the 2009 area-integrated model variables shown in Figure 4-13. Vertical dashed line through all plots marks limit of the 2009 timeseries shown in Figure 4-13.
Figure 4-17. Correlations with surface speeds evolve through the 2009 melt season. Driving stress $\tau_d$, bed elevation, and model-derived 11-day averages of effective pressure $N$ for a distributed and discrete input of surface forcing against the winter RADARSAT and melt-season TerraSAR-X surface speed measurements. Data are linearly binned along the x- and y-axis, and the color of the bin represents the number of model grid points within that bin. Black contour surrounds data region with more than 10 model grid points. Surface speeds are averaged within each x-axis bin (circles), and are fit with a weighted linear regression (black line), where the y-value weights are 2 standard deviations (error bars). The weighted correlation coefficient $r$ and the $p$-value are derived from the weighted linear regression. Inset in effective pressure row a panels shows detail view of 50–150 m yr$^{-1}$ winter surface speeds and 0–0.1 MPa effective pressures.
Figure 4-18. Correlations with ice sheet thickness, surface slope, and surface speeds through the 2009 melt season. Ice sheet thickness and surface slope against the winter RADARSAT and melt-season TerraSAR-X surface speed measurements. Data are linearly binned along the x- and y-axis, and the color of the bin represents the number of model grid points within that bin. Black contour surrounds data region with more than 10 model grid points. Surface speeds are averaged within each x-axis bin (circles), and are fit with a weighted linear regression (black line), where the y-value weights are 2 standard deviations (error bars). The weighted correlation coefficient $r$ and the $p$-value are derived from the weighted linear regression.
Figure 4-19. Correlations with surface speeds evolve through the 2010 melt season. Driving stress $\tau_d$, bed elevation, and model-derived 11-day averages of effective pressure $N$ for a distributed and discrete input of surface forcing against the winter RADARSAT and melt-season TerraSAR-X surface speed measurements. Data are linearly binned along the x- and y-axis, and the color of the bin represents the number of model grid points within that bin. Black contour surrounds data region with more than 10 model grid points. Surface speeds are averaged within each x-axis bin (circles), and are fit with a weighted linear regression (black line), where the y-value weights are 2 standard deviations (error bars). The weighted correlation coefficient $r$ and the $p$-value are derived from the weighted linear regression. Inset in effective pressure row a panels shows detail view of 50–150 m yr$^{-1}$ winter surface speeds and 0–0.1 MPa effective pressures.
Figure 4-20. Correlations with ice sheet thickness, surface slope, and surface speeds through the 2010 melt season. Ice sheet thickness and surface slope against the winter RADARSAT and melt-season TerraSAR-X surface speed measurements. Data are linearly binned along the x- and y-axis, and the color of the bin represents the number of model grid points within that bin. Black contour surrounds data region with more than 10 model grid points. Surface speeds are averaged within each x-axis bin (circles), and are fit with a weighted linear regression (black line), where the y-value weights are 2 standard deviations (error bars). The weighted correlation coefficient r and the p-value are derived from the weighted linear regression.
Figure 4-21. Coherence between Speed and Effective Pressure on DOY 196 of 2009. Detrended and demeaned fields of 11-day averages centered on DOY 196 of 2009 of (a) surface ice speed and (b) modeled effective pressure (N) for the TerraSAR-X region outside of outlet glacier trunks. c) The coherence-square estimates between fields a and b in wavenumber space, $\gamma^2(k_x, k_y)$, where the smallest wavenumbers (largest, Rayleigh wavelengths) plot in the center of plot ($k_x = \lambda_R$, $k_y = \lambda_R$), and the largest wavenumbers (smallest, Nyquist wavelengths) plot at the edges of the plot. The scale for the $k_x$ and $k_y$ axes are linear in wavenumber. d) Isotropically averaged power of the surface ice speed and effective pressure fields’ power spectral densities plotted by wavenumber. Power is plotted normalized to the maximum value in each fields’ isotropically averaged power. Wavenumber axis is log scale. e) The isotropically averaged coherence-square estimate, $\gamma^2(\{k\}) \pm 2\sigma$, between fields a and b. The log x-axis is equivalent to the axis in panel d, but x-axis tickmarks are now labeled in wavelength. Red star marks maximum value plotted in Figure 4-22 c. (f-j) The equivalent coherence analysis as the first row of panels with detrended and demeaned fields of 11-day averages centered on DOY 196 of 2009 for (f) flow speeds as a percentage of the winter speed instead of the speed itself.
Figure 4-22. Linear and spectral relationships between $\tau_d$, bed elevation, effective pressure, and surface speed evolve over the 2009 winter and melt season. (a) Daily (green line) and 11-day averages (green circle) of runoff over the TerraSAR-X region. Black circles are 11-day averages of TerraSAR-X surface speeds. (b) Daily effective pressure $N$ and efficient drainage area over the TerraSAR-X region for models with distributed (red) and discrete (blue) surface runoff input. (c) Correlation coefficient, $r$, between TerraSAR-X speeds and effective pressure $N$ for the distributed (red range) and discrete (blue range) surface input model runs. Additional lines represent the correlation coefficient between TerraSAR-X speeds and static model parameters: $\tau_d$, bed elevation, ice sheet thickness, and ice sheet surface slope (see legend). (d) Maximum magnitude of isotropically averaged coherence-square estimates, $\gamma^2_{\text{max}}(|k|) \pm 2\sigma$, between each variable. Colors are equivalent to panel c as noted in the legend.
Figure 4-23. Linear and spectral relationships between $\tau_d$, bed elevation, effective pressure, and surface speed evolve over the 2010 winter and melt season. (a) Daily (green line) and 11-day averages (green circle) of runoff over the TerraSAR-X region. Black circles are 11-day averages of TerraSAR-X surface speeds. (b) Daily effective pressure $N$ and efficient drainage area over the TerraSAR-X region for models with distributed (red) and discrete (blue) surface runoff input. (c) Correlation coefficient, $r$, between TerraSAR-X speeds and effective pressure $N$ for the distributed (red range) and discrete (blue range) surface input model runs. Additional lines represent the correlation coefficient between TerraSAR-X speeds and static model parameters: $\tau_d$, bed elevation, ice sheet thickness, and ice sheet surface slope (see legend). (d) Maximum magnitude of isotropically averaged coherence-square estimates, $\gamma_{\text{max}}^2(|k|) \pm 2\sigma$, between each variable. Colors are equivalent to panel c as noted in the legend.
Figure 4-24. Averages of surface melt forcing, $E$ (mm day$^{-1}$) (left column), subglacial water discharge, $q$ ($m^2$ s$^{-1}$) (middle column), and effective pressure, $N$ (MPa) (right column), over the 2010 melt season for a distributed surface input scenario with high englacial void fraction ($\sigma = 0.01$). The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. For this model run, $K_c = 0.001$ Pa$^{-1}$s$^{-1}$, $\sigma = 0.01$, and $\lambda_c = 1000$ m. Black rectangle is the area outline of the ice flow maps in Figure 4-1 c–e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Figure 4-25. Averages of surface melt forcing, \( E \) (mm day\(^{-1}\)) (left column), subglacial water discharge, \( q \) (m\(^2\) s\(^{-1}\)) (middle column), and effective pressure, \( N \) (MPa) (right column), over the 2009 melt season for a distributed surface input scenario with a pressure-dependent melting point. The date at the top of the panel corresponds to the central date for the interval over which the model outputs were determined. The top panels (a) are averages over the first 100 days of the year. The middle four rows of panels (b–e) are 11-day averages corresponding to the dates of summer flow speeds in Figs. 1d and 1e. For this model run, \( K = 0.001 \) Pa s\(^{-1}\), \( \sigma = 0.001 \), and \( \lambda_c = 1000 \) m. Black rectangle is the area outline of the ice flow maps in Figure 4-1 c–e. Black triangle marks the location of North Lake. Yellow circles mark discharge outlet locations along the ice sheet margin.
Chapter 5

Linking glacially modified waters to catchment-scale subglacial discharge using autonomous underwater vehicle observations

This chapter was originally published as: Stevens, L. A., F. Straneo, S. B. Das, A. J. Plueddemann, and A. L. Kukulya (2016), Linking glacially modified waters to catchment-scale subglacial discharge using autonomous underwater vehicle observations, The Cryosphere, 10, 417–432. Used with permission as granted in the original copyright agreement.

5.1 Abstract:
Measurements of near-ice (<200 meters) hydrography and near-terminus subglacial hydrology are lacking due in large part to the difficulty in working at the margin of calving glaciers. Here we pair detailed hydrographic and bathymetric measurements collected with an Autonomous Underwater Vehicle as close as 150 meters from the ice/ocean interface of the Saqqariup sermia/Sarqardleq Fjord system, West Greenland, with modeled and observed subglacial discharge locations and magnitudes. We find evidence of two main types of subsurface glacially modified water (GMW) with distinct properties and locations. The two GMW locations also align with modeled runoff discharged at separate locations along the grounded margin corresponding with two prominent subcatchments beneath Saqqariup sermia. Thus, near-ice observations and subglacial discharge routing indicate that runoff from this glacier occurs primarily at two discrete locations and gives rise to two distinct glacially modified waters. Furthermore, we show that the location with the largest subglacial discharge is associated with the lighter, fresher glacially modified watermass. This is qualitatively consistent with results from an idealized plume model.
5.2 Introduction

Greenland Ice Sheet mass loss quadrupled over the last two decades, contributing roughly 7.4 mm to global sea level rise from 1992-2011 [Shepherd et al., 2012], and increasing freshwater inputs into the North Atlantic [Bamber et al., 2012]. Ice sheet mass loss occurs through runoff of surface melt, ice discharge through iceberg calving, and submarine melt at marine-terminating outlet glacier margins [van den Broeke et al., 2009; Enderlin et al., 2014]. The synchronous retreat and speedup of marine-terminating glaciers in southeast Greenland in the early 2000s was likely initiated by a dynamic change at marine termini [van den Broeke et al., 2009; Rignot and Kanagaratnam, 2006; Thomas et al., 2009], and points towards common external forcings from the warming atmosphere [Box et al., 2009] and/or ocean around Greenland [Straneo and Heimbach, 2013], though the exact forcing mechanisms and relative magnitudes remain unclear [Joughin et al., 2012; Straneo et al., 2013].

Increased submarine melt rates at outlet glacier marine termini may be a leading cause of Greenland Ice Sheet outlet glacier speed up and retreat [Holland et al., 2008; Joughin et al., 2012; Motyka et al., 2013; Post et al., 2011]. The heat to drive submarine melting is supplied by waters from the subpolar North Atlantic and Arctic seas, whose circulation inside the fjords is a result of processes across a range of spatiotemporal scales [Jackson et al., 2014; Straneo et al., 2010]. Ultimately, melt rates are affected by ocean properties (temperature and stratification) and circulation in near-ice waters (<200 m) [Jenkins et al., 2010]. Submarine melting is thought to be enhanced in summer as a result of meltwater runoff along the ice sheet bed entering the fjord across the grounding line as subglacial discharge, which provides an additional buoyancy source alongside submarine melt for initiating buoyant plumes along the terminus face [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013]. Relatively fresh waters rising in the core of these plumes become denser as they entrain salty ambient fjord waters, and this entrainment driven by plumes serves as a mechanism for transporting ambient fjord waters to the glacier face [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013].

Plume theory and models combined with melt rate parameterizations suggest that higher subglacial discharge rates are associated with faster flows and entrainment of a greater volume of ambient fjord waters leading to higher submarine melt rates [Jenkins, 1999, 2011; Sciascia et al., 2013; Xu et al., 2013; Carroll et al., 2015], however ocean property and plume measurements needed to inform and validate model simulations and theory are lacking due to difficulty in working at the margin of calving glaciers [Straneo and Cenedese, 2015]. As a result, current modeling-sourced estimates of
submarine melt rates at tidewater glaciers and their sensitivity to external forcings of the near-ice environment are highly uncertain, and based on unconstrained models of plume dynamics using ice/ocean boundary parameterizations forced by far field (>1 km) ocean property measurements and largely unknown subglacial discharge magnitude and distribution [Jenkins, 2011; Kimura et al., 2014; Sciascia et al., 2013; Slater et al., 2015; Xu et al., 2012, 2013]. For example, in a recent numerical study the spatial distribution of subglacial discharge along the grounding line was found to have a large effect on both the total submarine melt rate and its distribution along marine termini [Slater et al., 2015]. With a lack of observations of both the near-ice environment and subglacial discharge configurations, we are unable to define likely subglacial discharge scenarios and their associated influence on ice/ocean interactions, resulting in an inadequate and untested understanding of how tidewater glaciers respond to oceanic forcing now and in the future [Straneo and Cenedese, 2015]. Specifically, ocean measurements collected at distances >1 km from the glacier terminus provide limited information on the near-ice processes because the signals of glacial modification have, by that time, largely been smeared by lateral mixing processes. Indeed, the picture that emerges from such far-field measurements is of a horizontally invariant overturning cell(s) [Chauché et al., 2014; Inall et al., 2014; Johnson et al., 2011; Mortensen et al., 2011; Straneo et al., 2011; Sutherland et al., 2014].

In this study, we present fjord hydrography and bathymetry measurements from the near-ice environment of a tidewater glacier in west Greenland (Figure 5-1) that allow us to reconstruct the distribution of subglacial discharge and provide key details on the ice-ocean exchanges. We do this by identifying the distribution of Glacially Modified Waters (GMW)—a product of ambient fjord waters mixing with subglacial discharge and glacial melt, including cooling due the melting of ice [Jenkins, 2011; Straneo et al., 2011]—within a few 100 m of the glacier face, and by delineating the subglacial catchments that route subglacial meltwater to discharge locations along the grounded terminus. These hydrographic measurements were obtained primarily in July 2012, using a REMUS-100 (Remote Environmental Measuring UnitS) Autonomous Underwater Vehicle (AUV) (Figure 5-2 a) to observe the temperature, salinity, and turbidity of waters in Sarqardleq Fjord (SF) from ~2 km away to within a couple hundred meters of Saqqarliup sermia (SS) (Sarqardliup sermia in Old Greenlandic), a medium-sized tidewater glacier in West Greenland (68.90° N 50.32° W) (Figure 4-1). This novel, high-risk field campaign was successful in obtaining multiple vertical sections of fjord water properties as close as 150 ± 25 m from the terminus as well as detailed bathymetry of the previously unmapped fjord.
5.3 Field Campaign

5.3.1 REMUS-100 AUV

The REMUS-100 AUV is a small (1.8-m long) and light (45 kilograms) vehicle, rated to 100-m-depth that has been modified for under-ice exploration [Plueddemann et al., 2012] (Figure 5-2a). REMUS environmental sensors included a Neil Brown Ocean Systems conductivity-depth-temperature (CTD) sensor, a WetLabs Environmental Characterization Optics (ECO) Triplet sensor, and a Teledyne/RDI dual (upward and downward looking) 1200 kHz Acoustic Doppler Current Profiler (ADCP). The ECO Triplet provides measurements of turbidity from backscatter at 660 nm. At the surface, REMUS communications include Iridium satellite telemetry, FreeWave 900 MHz radio acoustic data telemetry, WiFi for local area network for wireless testing and configuration, and a Global Positioning System (GPS) receiver for location fixes at the start and end of missions. At depth, REMUS navigates by acoustically ranging to a network of three moored Low Frequency (LF 10 kHz) Long BaseLine (LBL) transponders (Figure 5-3). The vehicle continuously updates its position while underway through a combination of dead reckoning algorithms (which incorporate compass data, as well as propeller turns, water velocity and bottom track data from the ADCP), LBL fixes, and surface GPS fixes when available (see Plueddemann et al. 2012).

Field operations from the shore and in small boats took place from 17–27 July 2012 (DOY 199–209).SF is largely free of icebergs after spring sea ice break up, though frequent calving along the SS terminus prevents boat travel within ~200 m of the terminus. REMUS experienced navigational challenges in fjord environment due to a confluence of factors including a strong surface pycnocline, loud and variable noise from calving and overturning of icebergs, and heavy ice conditions preventing some GPS fixes. Transects presented here include occasional deviations on the order of 5 to 50 m perpendicular to mission tracks. Data collected during mission track deviations are accepted and collapsed back onto the transect line.

Deployed over the side of a small fishing boat, and eventually from the shore, 11 REMUS missions were completed over 9 days for both engineering and science objectives. Although a minor issue for the localization of water properties, the navigation challenges and track-line deviations caused significant uncertainties in the conversion from vehicle-relative to earth-referenced velocities. As a
result, only measurements from the CTD and ECO Triplet are presented here. Combinations of yo-yo, fixed-depth, and fixed-altitude above bottom sampling paths along transects parallel to the glacier face were used to acquire vertical sections of SF water properties. In total, 5 transects of temperature, salinity, and turbidity along 5 terminus-parallel sections (R1–R5 (Figure 5-3)) at distances 150 to 1500 ± 25 m from the terminus selected based on REMUS navigation quality and best across- and along-fjord coverage are presented in this paper (Table 5-1).

5.3.2 Hydrographic and turbidity data
Profiles and sections presented here are made from along-track edited and smoothed REMUS CTD and ECO data. REMUS temperature and salinity data were edited with the removal of occasional erroneous points identified by an along-track first difference filter of density calculated from the temperature and salinity measurements. First differences of >0.1 sigma were removed, affecting 0.2% of the data. Turbidity values were capped at 10 Nephelometric Turbidity Units (NTU). Raw temperature and salinity data were obtained at 0.22 s intervals, while turbidity measurements were taken at 1.15 s intervals. Temperature, salinity, and turbidity measurements were interpolated to 0.5 s and then averaged over 2 s to obtain smoothed, along-track data for all sensors on a common timebase with along-track resolution of 3.2–3.6 m (based on typical vehicle speeds that ranged between 1.6–1.8 m s\(^{-1}\)). Contour maps of observed variables versus depth and distance were created from the REMUS mission tracks by optimal interpolation (kriging) of measurements collapsed along glacier face-parallel transect lines (Figure 5-4). Simple, linear fits to computed autocorrelation were used for temperature, salinity, and turbidity. Kriging was completed over a depth and along-track distance range slightly larger than the data range, with a vertical resolution of 2 m and a horizontal resolution of 100 m, based on the along-track resolution of 3 m and the horizontal distance between REMUS mid-depth sample lines of 100 m, respectively. Sensitivity tests of different kriging models and linear slopes yielded little impact on resulting sections, demonstrating a robust kriging methodology.

Several shipboard CTD casts, collected using an RBR XR 620 CTD during the field campaign, are presented to supplement the REMUS observations (Figure 5-6). Eight shipboard CTD casts were taken along the R1 transect (Figure 5-3), 8 casts were taken along cross-fjord sections in the outer SF (>10 km from the SS terminus) (triangles in Figure 5-7 a), and 3 casts were taken roughly at the R5 midpoint, northeastern end, and southwestern end (Figure 5-3). REMUS and CTD measurements were cross-calibrated by comparing REMUS R1 measurements with the 8 CTD casts taken along the
R1 transect immediately following the completion of the REMUS R1 mission. O, S, and depth offsets were found to be 0.0015 °C, -0.05 PSU, and -2.5 m respectively, between the CTD and REMUS measurements. The RBR XR 620 CTD was calibrated before and after the fieldwork, but the REMUS CTD was not. REMUS measurements were therefore adjusted by 2.5 m to match the CTD observations, and this offset is assumed to have remained constant throughout the campaign.

5.3.3 Bathymetric Data

Detailed bathymetry of the previously unmapped SF was obtained through depth measurements from a shipboard single-beam depth sounder, a shipboard ADCP, and the REMUS downward looking ADCP in bottom-track mode (Figure 5-3). After removing occasional spikes in the REMUS ADCP depth soundings (outliers on order 15 m deeper than background), depth measurements across the sampling platforms at crossover points were consistent within <4 m. Coastline positions were assigned a depth of 0 m, and were obtained from digitizing a June 19, 2012 Landsat image (30-m horizontal resolution). Depth measurements were combined across platforms by calculating a binned average depth measurement over a 25 x 25-m grid across the fjord. The Barnes Objective Analysis (Barnes, 1994) was used to interpolate the binned depth measurements with a 175 x 175-m search radius to create the bathymetry shown in Figure 5-3. The bathymetry product aligns well with the binned depth measurements (less than 1 m offsets) except in the location of the northern side of the seamount (68.92° N 50.34° W), which contains the maximum offset from the gridded depth measurements at ± 5 m. Due to low data coverage, the Barnes Objective Analysis was not extended to the outer regions of SF. However, with depth measurements from the shipboard echosounder we have mapped the fjord centerline depth to the confluence of SF and Tasiussaq Fjord, 15-km from the SS terminus (Figures 5-1, 5-7 a).
5.4 Physical Setting: The Sarqardleq Fjord/Saqqarliup sermia outlet glacier system

5.4.1 Fjord bathymetry, subglacial topography, and historical terminus positions

The Saqqarliup sermia/Sarqardleq Fjord (SS/SF) outlet glacier/fjord system is located in West Greenland roughly 30 km south of Jakobshavn Isbræ (Figure 5-1). SS is a marine terminating outlet glacier with a 6-km wide terminus and an upstream subglacial catchment area of 400 ± 50 km² (Figure 5-7a, Table 5-3; methods described in section 5.4.2). We estimate total annual runoff out of this catchment to be on the order of 1 km³ yr⁻¹ using Regional Atmospheric Climate Model version 2.3 (RACMO2.3) runoff values [van den Broeke et al., 2009] (methods described in section 5.4.2). A bedrock trough 100–150 m below sea level extends 15 km inland from the terminus, and continues further inland as a bedrock trough above sea level [Morlighem et al., 2014] (Figure 5-7 a). The SS centerline ice thickness is ~200 m at the terminus and increases inland (Morlighem et al., 2014) (Figure 5-7 a). The Saqqarliup sermia terminus position has been relatively stable in comparison to the large terminus retreats observed at other Greenland tidewater glaciers (Moon and Joughin, 2008) based on our analyses of LANDSAT imagery from 1979 to present (Figure 5-2 b). Modest advance and retreat phases on the order of ± 500 m are observed over recent decades, with a net retreat of ~1 km within the center third of the glacier terminus observed from 1992 to present (Figure 5-2 b). Average flow velocities within the SS outlet glacier during the 2007–2009 winters were on order 125–175 m yr⁻¹, with the center third of the SS terminus reaching speeds of 200 m yr⁻¹ [Joughin et al., 2013].

The Sarqardleq-Tasiussaq fjord system is the southern side fjord off the larger, deeper Jakobshavn Isbræ (JI) fjord, which connects the largest and fastest Greenland ice stream (JI) to Disko Bugt (Figure 5-1a). From the SS terminus, the shallower Sarqardleq-Tasiussaq Fjord system extends roughly 30 km to the northwest before reaching JI fjord. SF meets Tasiussaq Fjord over a previously unknown 70-m-deep sill, 15 km from the SS terminus (Figures 5-1, 5-7 a). Tasiussaq Fjord meets JI fjord over an at most 125-m-deep sill [Gladish et al., 2015a] 30 km from the SS terminus (Figure 5-1). Waters along the SS terminus range from 20–150-m-depth, and are deepest in two troughs near the center of the glacier (Figure 5-2, Table 5-3). Both SS lateral terminus regions are grounded in relatively shallow lagoons (<20 m) (Figure 5-3). A 40-m-deep seamount is located 2.5 km from the vertical SS calving face (Figure 5-3).
5.4.2 Subglacial catchment and runoff

To first order, subglacial catchments are defined by ice sheet surface and bed topography, which governs subglacial hydraulic potential at the bed [Cuffey and Patterson, 2010]. Gradients in subglacial hydraulic potential at the ice-sheet bed do not completely dictate subglacial meltwater pathways due to the constantly evolving subglacial hydraulic system over the summer melt season [Andrews et al., 2014; Chandler et al., 2013; Hewitt et al., 2012; Schoof, 2010], but subglacial hydraulic potential gradients are likely the dominant regional factor. This is supported by recent modeling studies, which find a strong topographic control of channelized subglacial meltwater routing over Greenland Ice Sheet outlet glaciers [Banwell et al., 2013; Palmer et al., 2011].

The SS catchment area was determined based on streamline analysis through subglacial hydraulic potential gradient fields to estimate which path water parcels located at the bed under inland ice will follow out to the coast. The downslope subglacial hydraulic potential gradient, $-\nabla \Phi_h$, was calculated following:

$$-\nabla \Phi_h = -\varrho_i g \left[ f_w \nabla S + \left[ \frac{\varrho_f}{\varrho_i} - f_w \right] \nabla B \right]$$

(5.1)

where $\varrho_i$ is the density of ice, $\varrho_f$ is the density of freshwater, $g$ is the gravitational acceleration, $f_w$ is the flotation fraction, and $\nabla S$ and $\nabla B$ are the surface and bed gradients, respectively [Cuffey and Patterson, 2010; Shreve, 1972]. We assume water at the bed flows along the steepest subglacial hydraulic potential gradient [Shreve, 1972]. We used two widely available bedrock elevation maps, Bamber et al. (2013) and Morlighem et al. (2014) (hereafter BBM2013 and MBM2014) to calculate $-\nabla \Phi_h$ across a 1-km by 1-km grid [Bamber et al. 2013] and 150-m by 150-m grid [Morlighem et al. 2014] equivalent to the resolution of each bedrock elevation map. MBM2014 beneath SS was updated from the previously published map by adding our SF bathymetry measurements as a boundary constraint along the SS terminus in this otherwise data-sparse region. The MBM2014 used in this study is available online as IceBridge BedMachine Greenland, Version 2 from the National Snow and Ice Data Center [http://nsidc.org/data/docs/daac/icebridge/idbmg4/index.html]. Surface ice gradients ($\nabla S$) are calculated from the Greenland Ice Mapping Project (GIMP) Digital Elevation Model [Howat et al., 2014]. The flotation fraction was set to $f_w = 1$ (basal water pressures are equal to ice overburden
pressure), which resulted in the maximum catchment area possible based on basal hydraulic gradients in this region.

Surface runoff in the SS catchment for 2012 was determined from bilinear interpolation of the 11-km grid resolution RACMO2.3 runoff values (3 grid cells within SS catchment) [van den Broeke et al., 2009] to the 1-km grid from BMB2013 and the 150-m grid from MBM2014 (Figure 5-7 a). Portions of the catchment lower than 400 m a.s.l. were prescribed the same runoff values as the RACMO2.3 grid point within the catchment at 432 m a.s.l. (68.82° N 50.19° W) (Figure 5-7 a), as there are no RACMO2.3 grid points at lower elevations within the catchment. We assume that the ice-sheet bed is impermeable (does not store water) over the timescales considered here, and that all surface runoff is transferred immediately to the bed directly beneath the location of runoff formation at the ice sheet surface.

5.5 Results

5.5.1 Glacially Modified Water (GMW) temperature, salinity, and turbidity properties in Sarqardleq Fjord

The summer Sarqardleq fjord waters are characterized by a ~10–20-m fresh and relatively warm surface layer overlying a thick layer of weakly stratified, relatively salty ($S=30.5–32.5$) and cold ($\theta \approx 1$ °C) waters (Table 5-2, Figure 5-5 a, b). The summer fjord waters are the same as the Surface Waters (SW) and Ilulissat Icefjord Waters (IIW) observed by recent hydrographic surveys throughout Ilulissat Icefjord [Gladish et al., 2015a, 2015b]. SW are a mixture of IIW and fresher, warmer waters originating from local freshwater sources and warmed by summer atmospheric forcing. IIW originates from Arctic Waters observed in Disko and Baffin Bays [Gladish et al., 2015b] that enter SF after crossing sills at the mouth of JI fjord (Schumann et al., 2012), the confluence of JI fjord and Tasiussaq fjord (Gladish et al., 2015a), and the mouth of SF (Figure 5-1). These summer fjord waters are observed in the outer SF by a set of far-field CTD profiles taken near the fjord mouth more than 10 km from the SS terminus (triangles in Figure 5-7 a). We define ambient fjord waters as the average of these far-field CTD profiles (red profile in Figures 5-5 & 5-6).
Near the glacier we observe a range of water masses not found in the outer fjord. These waters are generally colder, fresher, and more turbid than waters near the mouth of the fjord (Figure 5-5 a, b). The REMUS sections reveal two distinct Glacially Modified Waters (GMW), which we refer to as GMW1 and GMW2 (Figure 5-4, Table 5-2). GMW1 and GMW2 are cold anomalies with a high turbidity signal that are most evident at two distinct locations (Figure 5-4). GMW1 is observed in the southwestern ends of R1–R5 at ~40-m depth, while GMW2 is observed in the northeastern ends of R1–R5 at ~60 m depth (Figure 5-4). Both GMW1’s and GMW2’s temperature and turbidity anomalies are most pronounced close to the glacier (Figure 5-4 a–c), and decrease as these waters spread away from the glacier (Figure 5-4 g–i). For example, the high turbidity associated with GMW1 spreads laterally beneath the pycnocline at R1 (Figure 5-4 i). Turbidity does not consistently map onto regions of local temperature minima; there are regions in the REMUS sections with high turbidity but with temperatures above 0.9 °C (northeastern R1 below 80 m depth (Figure 5-4 i)). High turbidity in these regions may be due to other sources including suspended sediment sourced from proglacial streams that enter SF as surface runoff near the northeastern end of R1 (Figure 5-3) or iceberg discharge.

CTD casts 1–3 were taken closer to the SS face than the R5 transect during the same July 2012 field campaign (Figure 5-3), and provide additional θ/S characteristics below the 100-m REMUS depth limit (Figure 5-6 a–c). These casts record deeper cold anomalies at the bottom of SF, as well as cold excursions from ~40 to 80 m depth, similar to REMUS measurements (Figure 5-6 a–c). Overall the CTD profiles align well with REMUS measurements where coincident (above 100-m).

Further insight into the origins of GMW1 and GMW2 is found in θ/S space, where GMW1 and GMW2 stand out as cold anomalies as compared to waters near the mouth of the fjord (Figures 5-5 d, 5-6 a, b). GMW1 and GMW2 are clustered at two distinct densities (Figure 5-6 a, b). At a density of \( \sigma_0 \approx 24.8 \text{ kg m}^{-3} \), where \( \sigma_0 \) is potential density less 1000 kg m\(^{-3}\), GMW1 is lighter than GMW2 (\( \sigma_0 \approx 25.5 \text{ kg m}^{-3} \)) (Table 5-2, Figure 5-6 a, b). In general, GMW is fresher and more turbid compared to ambient waters, consistent with fjord waters mixing with submarine melt and subglacial discharge. If we assume that both GMW1 and GMW2 are driven by subglacial discharge plumes that emerged at the grounding line, then we can assume that the bulk of the entrainment was of deeper waters at densities of \( \sigma_0=25.5–26.5 \text{ kg m}^{-3} \) (Figure 5-6 a, b). In θ/S space, GMW is further identified with the use of meltwater and runoff mixing lines (Figures 5-5 c, d & 5-6 a–c), which represent conservative mixing between ambient water and submarine melt or subglacial discharge, respectively [Jenkins, 1999].
Endpoints for the melt and runoff mixing lines are set to properties observed by CTD cast 2 at grounding line depth (Figures 5-3, 5-6 b). GMW1 and GMW2 are consistent with the transformation of ambient waters by mixing with submarine melt and subglacial discharge, as they fall between the meltwater and runoff mixing lines in O/S space (Figures 5-5 c, d & 5-6 a–c).

Thus, near the glacier we observe water masses not found in the outer fjord that we attribute to glacier/ocean interactions [Jenkins et al., 2010; Straneo et al., 2011]. We observe two distinct GMW that are both colder, fresher, and more turbid compared to ambient waters at similar depths (Figures 5-5 a–c, 5-6 a, b) but are located in different regions of the fjord (Figure 5-3). GMW1, observed in the southwestern ends of R1–R5, is considerably fresher and lighter than the colder GMW2 observed in the northeastern ends of R1–R5 (Figures 5-3, 5-6 a, b, Table 5-2). The lighter GMW1 ($\sigma_0 \approx 24.8$) is observed at an equilibrium depth of 35–60 m, while the denser GMW2 ($\sigma_0 \approx 25.5$) has a deeper equilibrium depth of 50–70 m (Table 5-2), suggesting that GMW1 contains a higher fraction of subglacial runoff than GMW2 (See Section 5.5.3). We further elucidate GMW1 and GMW2 origins in the following section on the SS catchment and subglacial discharge across the SS terminus.

### 5.5.2 SS catchment and subglacial discharge across SS terminus

The 400 ± 50 km$^2$ area SS catchment extends 15-km up the basal valley beneath the 6-km wide SS outlet glacier snout and widens under inland ice, reaching a maximum inland extent of 35-km just above the 900 m a.s.l. ice-sheet surface elevation contour (Figure 5-7 a, Table 5-3). Bedrock basins that steer subglacial water to the southwest delineate the southern boundary of the catchment (Figure 5-7 a). The northern extent of the catchment is bounded by the Alanngorliup sermia outlet glacier catchment parallel to SS (Figure 5-7 a). Three sub-catchments—C1, C2, and C3—are delineated within the SS catchment from binning $-\nabla \Phi_h$ streamline endpoints along the SS face in both the MBM2014 and BBM2013 analyses (Figure 5-7 a). The main difference between the MBM2014 and BBM2013 analyses is the size of the C1 subcatchment (BBM2013 33% larger), with the BBM2013 analysis delineating the northern inland extent of C1 into a region the MBM2014 analysis places in the Alanngorliup sermia catchment (Figures 5-1 & 5-7 a, Table 5-3).

The three sub-catchments delineate three sections along the terminus (Figure 5-7 a), with each section mapping onto a directly observed or inferred subglacial meltwater discharge channel (D1, D2, and D3 in Figure 5-3). Subcatchment C1, the largest sub-catchment at 269 km$^2$ area (MBM2014)
discharges along the middle of the terminus at discharge location D1, while subcatchment C2 and C3 discharge along the northeastern and southwestern extents of the terminus at D2 and D3, respectively (Figure 5-3). D1 and D2 align with two distinct bathymetric troughs of 150 and 132-m depth, respectively (Table 3), bounded by bathymetry highs of 60 to 40 meters depth in SF (Figure 5-3). D1 and D2 also coincide with depressed glacier margin heights along the terminus, enhanced ice sheet velocities [Joughin et al., 2013], and high calving flux relative to the rest of the terminus. D1 is a particularly frequent calving region in comparison to the rest of the terminus, as observed during our two field campaigns. At times, a turbulent, sediment-rich plume reaches the fjord surface at D1, as observed in satellite images and during subsequent fieldwork in July 2013 [Mankoff et al., 2016]. While exhibiting similarly frequent calving, terminus height, and velocity characteristics as D1, surface plumes have not been observed at D2. Subcatchment C3 discharges beneath the slow-moving, southwestern margin of the terminus at D3 (Fig. 3), through a visible, broad channel mouth at the fjord surface, entering into a shallow region of SF (Table 5-3, Figure 5-3).

Variability in calculated subglacial discharge for each subcatchment is controlled primarily by temperature variability, with daily runoff rates a summation of melt and precipitation across the catchment [van den Broeke et al., 2009] (Figure 5-7 b, Table 5-3). During our 2012 field expedition, catchment runoff rates were slightly below the monthly July average, with no above average temperature days falling within the sampling period (Figure 5-7 b). Disregarding the possibility for periods of subglacial water storage during the en- and subglacial transport of runoff to the SS terminus, daily discharge rates across the terminus during the field expedition are 146 m³ s⁻¹ (MBM2014 estimate) (Table 5-3). An additional though likely minor amount of surface meltwater runoff enters the fjord through proglacial streams, which discharge at land-terminating margins abutting SS (Figure 5-2). Daily runoff discharges for C1 and C2 scale primarily with area differences and are 115.78 and 20.62 m³ s⁻¹, respectively (MBM2014) (Table 5-3). As error estimates for the RACMO2.3 runoff rates are not available, we take the standard deviation of July 2012 daily discharge rates as a measure of the potential variation observed during the field expedition (Table 5-3).

5.5.3 Buoyant plume model for the SS/SF system
As described above, we have found evidence for three main subglacial catchments discharging runoff into SF at three locations along the terminus. The two prominent discharge locations, D1 and D2, coincide with GMW1 and GMW2 observations. The picture that emerges is that different properties
of GMW1 and GMW2 are attributable to differences in subglacial discharge magnitude at that location. Here, we use a buoyant plume model to investigate the extent to which the two plumes' predicted characteristics compare with the GMW1 and GMW2 observations. Buoyant plume theory states that the growth of a plume is dictated by the plume's buoyancy forcing, which can be due to subglacial discharge at the grounding line and/or submarine melting along the terminus [Morton et al., 1956; Turner, 1979]. The buoyancy forcing of the plume determines the plume's vertical velocity and entrainment of ambient fjord waters [Morton et al., 1956; Turner, 1979]. A class of simple, one-dimensional buoyant plume models has been used to investigate plume dynamics and terminus melt rates near glaciers [Hellmer and Olbers, 1989; Jenkins, 1991, 2011]. Solutions to these models estimate plume temperature, salinity, vertical velocity, width, and intrusion depth, the depth at which the plume becomes neutrally buoyant and changes from flowing vertically up the terminus to flowing horizontally away from the terminus. Here we investigate D1 and D2 plume scenarios using the Jenkins [2011] buoyant plume model adapted to a half-conical plume driven by a point-source.

The plume model uses conservation of the fluxes of mass, momentum, heat, and salt, to calculate plume characteristics that are uniform in time and across-flow direction [Jenkins, 2011]. Key initial conditions that we prescribe include an ice temperature of -10 °C [Lüthi et al., 2002]; fjord ambient temperature and stratification (Table 5-4); a vertical glacier face; and a modeled subglacial discharge across the terminus, \( Q_g \) (Table 5-4). Entrainment of ambient fjord waters into the buoyant plume is modeled as a product of plume velocity, the sine of the ice terminus slope (vertical for SS), and a theoretically defined entrainment coefficient (\( E_n \)) of 0.08 following Sciascia et al. [2013].

The buoyant plume model is calculated for D1 and D2 scenarios and evaluated based on end plume temperature, salinity, and intrusion depth (Table 5-4). Ambient water properties are defined by two CTD measurements of full water column temperature and salinity from nearby D1 and D2 (CTD1 and CTD2, respectively, Figure 5-3). Temperature, salinity, and intrusion depth at the end of the plume are found to be largely insensitive to varying ambient fjord water properties if the ambient waters show strong summer stratification. We use the RACMO2.3-derived estimates of subglacial discharge across the terminus at D1 and D2 (m³ s⁻¹) (using MBM2014 of average daily runoff during the field expedition (m³ s⁻¹)) (Table 5-3).
Given the observed ocean stratification and the modeled subglacial discharge, the plume model confirms that GMW1 should be notably fresher and lighter than GMW2 (Figure 5-5c, Table 5-4). This supports the conclusion that GMW1 and GMW2 are the result of two distinct discharge locations with different subglacial discharge magnitudes. For the D2 scenario, the plume model predicts end plume properties and neutrally buoyant depths (~31 m) that are aligned with the GMW2 observations at similar depths (Figure 5-5c, d). For the D1 scenario, the plume model predicts end plume properties that are lighter and fresher than the observed GMW1 (Figure 5-5c, Tables 5-2 & 5-4). The predicted D1 plume would reach above the 20-m-deep pycnocline at neutral buoyancy depth of ~14 m, (Table 5-4). With a minimum amount of overshoot, we might expect the D1 plume to reach the surface or depths close enough to the surface to be visible during field observations. In reality, the plume at D1 was not observed to reach the surface, and GMW1 was only observed beneath the pycnocline (Figure 5-4). There are several possible reasons for this discrepancy. First, the plume model may have an incorrect entrainment parameterization. Second, the estimated subglacial discharge could be incorrect. In addition, after detaching from the terminus at the plume’s intrusion depth, GMW spreads an additional 150 m away from the SS face before being observed at R5. Over this time, we would expect lateral mixing to further dilute the GMW properties. The plume model does not describe lateral mixing, as the model ends when the plume reaches intrusion depth.

5.6 Discussion

5.6.1 Subglacial catchments, discharge, and GMW observations

Our analysis of the ocean data and subglacial catchments both suggest that there are two primary subglacial discharge locations along the ice/ocean interface. On the outlet glacier catchment side of the interface, the primary subcatchments, C1 and C2 (Fig. 7a), route substantial (>90%) of the total SS meltwater runoff (Table 5-3) into the fjord across the grounding line at discharge locations D1 and D2, respectively (Figure 5-3). On the ocean side of the interface, GMW1 and GMW2 are located near D1 and D2, respectively, and show fresher, colder waters with high turbidity as compared to ambient fjord waters (Figure 5-5a, b). The properties of these waters, in particular, are consistent with glacial modification due to significant injection of runoff at depth as is expected from a localized discharge of meltwater at D1 and D2. Finally, between D1 and D2, there is a 2-km stretch of the terminus where GMW show cold excursions with low to high turbidity along R4 and R5 (Figure 5-6c). The formation of this GMW is less clear, though in this region between subglacial discharge locations, GMW
properties are more indicative of submarine melt and limited subglacial discharge and/or lateral mixing of GMW1 and GMW2.

Although we lack observations within the plumes themselves in 2012, the ocean observations of GMW suggest that these waters are produced by ambient fjord waters interacting with a limited number of discrete plumes along the terminus. Our observations of GMW beneath the pycnocline at a distance of ~150 m from the terminus suggest that the two plumes reach neutral buoyancy beneath the fjord surface. Visual observations during the 2012 field campaign confirm that the plumes did not reach the fjord surface during this time. In contrast, during the July 2013 field campaign at SF, a vigorous, turbulent plume was observed to break through at the fjord surface at D1 [Mankoff et al., 2016].

Differences in subglacial discharge magnitude entering the fjord at D1 and D2 is both observed and predicted to result in water mass differences between GMW1 and GMW2. Fed by subglacial discharge from the largest subglacial subcatchment, GMW1 is fresher and lighter than GMW2 (Table 5-3, Figures 5-5 a–d, 5-6 a, b). D2 receives roughly 20% of the subglacial discharge magnitude at D1 (Table 5-3). This smaller subglacial discharge results in a relatively saltier and heavier GMW2 in comparison to GMW1 (Figures 5-5 a–d, 5-6 a, b). While a greater volume of subglacial discharge leads to a fresher water mass, the strength of the resultant buoyant plume also plays a role in near-ice water mass transformation. Plume theory predicts that a plume fed by a greater amount of subglacial discharge will have a stronger buoyancy forcing, leading to both faster entrainment of ambient waters and an increase in the fraction of subglacial discharge in the plume [Jenkins, 2011; Straneo and Cenedese, 2015]. In this fjord, the entrainment of ambient waters into a plume results in GMW with temperatures and salinities that are warmer and saltier than the subglacial discharge entering the fjord (θ = 0 °C, S = 0 PSU). The volume fraction of entrained water for both D1 and D2 plumes is above 0.9 (Table 5-4), indicating that for this fjord the plume temperature and salinity at neutral buoyancy depth are largely a function of the entrained ambient water mass. Thus, overall, the greater subglacial discharge at D1 drives a more vigorous plume that mixes with both IIW and SW, which results in GMW that is closer in θ and S to SW than IIW (Table 5-2, Figure 5-6 a). In contrast, smaller subglacial discharge at D2 drives a less vigorous plume that mixes at deeper depths with only IIW, resulting in GMW that retains the cold signature of subglacial discharge and submarine melting (Table 5-2, Figure 5-6b).
Consistent with the ocean data, the plume model predicts end plume conditions at D1 are fresher and lighter than those at D2 as they contain a greater amount of subglacial discharge (Figure 5-5 d, Table 5-4). However, the end plume conditions from the Jenkins (2011) model for D1 scenarios are lighter than the GMW1 we observe (Figure 5-5 c, Table 5-4). In addition to errors in the plume model and subglacial discharge estimates, lateral mixing within ~150 m of the terminus is a consideration for comparing the plume model results and observed GMW. Large amounts of mixing with ambient waters likely occur once the plume detaches from the terminus and GMW is exported away from the ice/ocean interface. This lateral mixing has been observed in other marine terminating outlet glacier systems in Greenland, where GMW from an inferred localized subglacial discharge location was found uniformly across the fjord in profiles taken ~200 m from the terminus [Chauché et al., 2014].

5.6.2 Observing the heterogeneous near-ice environment

The coupling of near-ice observations and subglacial discharge routing is necessary for understanding ice-ocean interactions at marine terminating outlet glaciers. While multiple recent studies have observed GMW in fjords [Chauché et al., 2014; Inall et al., 2014; Johnson et al., 2011; Mortensen et al., 2011; Straneo et al., 2011; Sutherland et al., 2014] and others have measured and modeled runoff based on surface catchment area [Mernild et al., 2015], no studies have directly linked the two sides of this interface or considered the role of basal routing on catchment area. For this study, we pair near-ice observations and subglacial discharge routing to show for the first time that the observed GMW characteristics align with the subglacial discharge magnitudes from outlet glacier subcatchments.

Our results highlight the necessity of subsurface observations within the near-ice zone for accurately characterizing the heterogeneous processes at the ice/ocean interface. We observe heterogeneous, subsurface GMW as high turbidity, cold excursions in across-fjord sections as far as 1.5 km from the SS terminus (Figure 5-4). Further away from the terminus, only the cold excursion at the density of GMW1 remains in the far-field profiles (Figure 5-5 d). Thus, while in the near-ice zone there are multiple subglacial discharge locations across the SS grounding line and different types of GMW observed, only a modified GMW1 is identifiable in far-field profiles. Noble gas observations of GMW in neighboring Greenland fjords observe a dilution of GMW as you move away from the terminus, suggesting that GMW is highly diluted outside of the near-ice zone [Beaird et al., 2015]. Thus,
the fact that only a modified GMW1 is detectable in the far-field profiles is likely due to the larger volume flux of discharge from D1 entering the fjord as compared to discharge from D2 (Table 5-4). Sill depth may be an additional factor impeding the export of GMW2; GMW2 is observed at or barely above the 70-m sill depth, while GMW1 is observed at shallower depths (Figures 5-1 & 5-3, Table 5-2). The implication is that far-field measurements only provide a partial representation of processes along the ice/ocean interface.

Similar to the single cold excursion observed in the ambient SF waters, many studies have observed evidence of subsurface GMW uniformly distributed across fjord width outside of the near-ice zone [Johnson et al., 2011; Mortensen et al., 2011; Straneo et al., 2011; Chauché et al., 2014; Inall et al., 2014; Sutherland et al., 2014]. Observations at Store and Rink glaciers as close as ~200 m to termini identify one to a couple of surface and subsurface plumes along each glacier termini [Chauché et al., 2014]. However, the GMW observed 200 m from the termini is uniform across the fjord [Chauché et al., 2014]. While our observations of subglacial discharge locations in SF are consistent with the low number of subglacial discharge locations found at Store and Rink glaciers [Chauché et al., 2014], we are able to further differentiate and map types of GMW to outlet glacier subcatchments.

The subsurface nature of the plumes and resultant GMW we observed is consistent with multiple studies that have also observed subsurface GMW [Chauché et al., 2014; Inall et al., 2014; Johnson et al., 2011; Mortensen et al., 2011; Straneo et al., 2011; Sutherland et al., 2014]. Together these findings drive home the point that plumes and other processes at the ice/ocean interface actively driving submarine melt can and often do operate without creating an expression on the fjord surface. Surface expressions of plumes have been detected at many Greenland tidewater glaciers and invoked as evidence for runoff release from the ice sheet into fjords and proglacial streams [Chu et al., 2009; Tedstone and Arnold, 2012], and have even been proposed as a potentially useful remote measure of runoff variability [Chu et al., 2012]. However, our observations of plumes and GMW that reach neutral buoyancy beneath the pycnocline suggest in many cases this relationship does not hold true. The magnitude of subglacial discharge entering a fjord, fjord stratification, and fjord depth have all been shown to affect whether a plume reaches the surface [Sciaccia et al., 2013]. The absence of plume surface expression does not negate the presence of subglacial discharge plumes that may be driving significant submarine melt and circulation along a tidewater terminus. Thus, across-fjord subsurface observations
within the near-ice zone provide the most comprehensive characterization of ice/ocean interactions in Greenland fjords.

5.6.3 Observational constraints for modeling the heterogeneous near-ice environment

While spatial distribution of subglacial discharge is a critical component for estimating submarine melt rates at marine terminating outlet glaciers in numerical models [Slater et al., 2015], we have few observations to constrain subglacial discharge scenarios. Model configurations of subglacial discharge for major Greenland outlet glaciers range from a distributed subglacial system where equal amounts of subglacial discharge emerge across the entire grounding line width [Jenkins, 2011; Sciascia et al., 2013], to partitioning subglacial discharge between a number of equally-spaced plumes along the terminus [Kimura et al., 2014; Slater et al., 2015], to routing all subglacial discharge through a single subglacial channel emerging in one, central plume [Slater et al., 2015; Xu et al., 2013]. While all these models, which share the same melt parameterization, agree that submarine melt rates increase with increasing subglacial discharge [Jenkins, 2011; Kimura et al., 2014; Sciascia et al., 2013; Slater et al., 2015; Xu et al., 2012, 2013], the amount and distribution of the increased melting depends on the largely unknown pattern of subglacial discharge [Straneo and Cenedese, 2015]. Most recently, Slater et al. [2015] concluded that a distributed system yields as much as 5 times more submarine melting than a channelized system consisting of a few plumes along the terminus. Thus, spatial distribution of subglacial melt is critically important for accurately estimating submarine melt rates in a numerical model [Slater et al., 2015; Straneo and Cenedese, 2015].

For this system, we observe at least two, localized areas of subglacial discharge separated by wide areas of the terminus with little to no subglacial discharge. Our survey interval was limited to peak summer conditions, when one would expect channelized subglacial discharge. Observations during other times of the year, in particular prior to and during the onset of meltwater runoff early in the melt season, as well as towards the end of the melt season when runoff is reduced again, would be useful to more fully characterize the seasonally evolving magnitude and type of subglacial discharge in this environment. A simple subglacial meltwater routing model using MBM2014, the GIMP ice sheet surface digital elevation model, and RACMO2.3 runoff estimates was able to predict the number, approximate location, and relative magnitude and type of subglacial discharge locations. And while this subglacial catchment delineation method should be supplemented with ocean measurements and field observations where possible, in many cases it may prove a useful first order approximation of
the spatial distribution of subglacial discharge at other marine terminating outlet glaciers where fjord observations are lacking or difficult to obtain.

5.7 Conclusions

Hydrographic surveys completed by an AUV in Sarqardleq Fjord provide several new observational insights to the characteristics and distribution of near-ice GMW in a shallow-silled, moderate-sized west Greenland fjord. Overcoming navigation difficulties in the acoustically noisy, iceberg-filled fjord, the AUV covered a large portion of the near-ice waters along the terminus. AUV observations provide the most comprehensive and spatiotemporally detailed snapshots of across-fjord hydrography in the near-ice zone to date. From these measurements we identified two types of GMW that map onto two plumes based on $\theta$/S/turbidity near-ice properties and subcatchment runoff estimates. The two plumes are, notably, not observed to reach the surface in the fjords, but attain neutral buoyancy beneath the pycnocline of the strongly stratified summer fjord conditions.

Our observations detail how mixing processes at the ice/ocean interface driven by either submarine melting and/or plumes fed by subglacial discharge can produce GMW that is colder, fresher, and at times more turbid than ambient fjord waters. An idealized plume model for plumes fed by a range of RACMO2.3-derived subglacial discharges appropriate for the two plumes observed in this fjord is qualitatively consistent with the largest subglacial discharge being associated with the lighter, fresher glacially modified watermass. The characterization of GMW and subglacial catchments for this outlet glacier system provides critical observational constraints on the widely varying subglacial discharge scenarios employed by the current set of submarine melt modeling studies. Results supply near-ice observations abutting one Greenland Ice Sheet outlet glacier, though the continued investigation of other Greenland outlet glaciers is much needed to ultimately move towards an accurate representation of oceanic forcing at outlet glacier termini and an improved understanding of the ice sheet’s outlet glacier dynamics.
Table 5-1: REMUS Missions in Sarqardleq Fjord

<table>
<thead>
<tr>
<th>Mission</th>
<th>Date</th>
<th>Local Time at Mission Start</th>
<th>Duration (h:mm)</th>
<th>Transect Sampling Path (m-depth)</th>
<th>Distance Traveled (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>7/18</td>
<td>21:10</td>
<td>1:28</td>
<td>Yo-Yo = 5–90</td>
<td>9.00</td>
</tr>
<tr>
<td>R2</td>
<td>7/21</td>
<td>15:37</td>
<td>3:41</td>
<td>Yo-Yo = 5–50; Fixed Depth=50, 70; Altitude = 10 m off bottom</td>
<td>23.11</td>
</tr>
<tr>
<td>R3</td>
<td>7/22</td>
<td>14:58</td>
<td>6:25</td>
<td>Yo-Yo = 5–55; Fixed Depth= 60, 70; Altitude = 10 m above bottom</td>
<td>41.36</td>
</tr>
<tr>
<td>R4</td>
<td>7/23</td>
<td>14:37</td>
<td>5:05</td>
<td>Yo-Yo = 5–50; Fixed Depth = 60, 70; Altitude = 10 m above bottom</td>
<td>30.93</td>
</tr>
<tr>
<td>R5</td>
<td>7/24</td>
<td>18:12</td>
<td>5:26</td>
<td>Yo-Yo 5–60; Fixed Depth=40, 55, 70; Altitude = 10 m above bottom</td>
<td>34.91</td>
</tr>
</tbody>
</table>
Table 5-2: Water mass properties in Sarqardleq Fjord

<table>
<thead>
<tr>
<th>Water mass</th>
<th>Surface Water (SW)</th>
<th>Ilulissat Icefjord Waters (IIW)</th>
<th>Glacially Modified Water 1 (GMW1)</th>
<th>Glacially Modified Water 2 (GMW2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth range (m)</td>
<td>0–20</td>
<td>20–SF bottom</td>
<td>35–60</td>
<td>50–70</td>
</tr>
<tr>
<td>S (PSU)</td>
<td>21–30.5</td>
<td>32.5–33.5</td>
<td>30.8–31.5</td>
<td>31.1–32.3</td>
</tr>
<tr>
<td>0 (°C)</td>
<td>1.5–10</td>
<td>0.8–1.5</td>
<td>0.75–0.85</td>
<td>0.59–0.75</td>
</tr>
<tr>
<td>$\sigma_b\ (\rho_b - 1000 \text{ kg m}^{-3})$</td>
<td>16.0–24.3</td>
<td>25.9–26.7</td>
<td>24.6–25.1</td>
<td>24.8–25.8</td>
</tr>
<tr>
<td>Turbidity (NTU)</td>
<td>Low (&lt;4 NTU)</td>
<td>Low (&lt;4 NTU)</td>
<td>High (&gt;9 NTU)</td>
<td>High (&gt;9 NTU)</td>
</tr>
<tr>
<td>Origin/Formation</td>
<td>Local formation</td>
<td>Disko and Baffin Bay</td>
<td>Local formation</td>
<td>Local formation</td>
</tr>
</tbody>
</table>
Table 5-3: Saqqarliup sermia subcatchments and runoff estimates

<table>
<thead>
<tr>
<th>Subcatchment</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>SS (ΣC1–3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge location</td>
<td>D1</td>
<td>D2</td>
<td>D3</td>
<td>--</td>
</tr>
<tr>
<td>Bathymetry along catchment terminus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average depth (m)</td>
<td>116.4</td>
<td>101.5</td>
<td>39.9</td>
<td>--</td>
</tr>
<tr>
<td>Maximum depth (m)</td>
<td>150.4</td>
<td>131.8</td>
<td>49.9</td>
<td>--</td>
</tr>
</tbody>
</table>

Morlighem et al. (2014) (MBM2014)

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>SS (ΣC1–3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment area (km²)</td>
<td>268.74</td>
<td>47.97</td>
<td>23.31</td>
<td>340.02</td>
</tr>
<tr>
<td>Catchment area compared to SS (%)</td>
<td>79%</td>
<td>14%</td>
<td>7%</td>
<td>--</td>
</tr>
<tr>
<td>Catchment average daily runoff July 2012 ± σ_{JULY} (Q_{sp}) (m³ s⁻¹)</td>
<td>115.78 ± 42.59</td>
<td>20.62 ± 7.33</td>
<td>9.97 ± 3.47</td>
<td>146.37 ± 53.26</td>
</tr>
<tr>
<td>Average daily July runoff compared to SS (%)</td>
<td>79%</td>
<td>14%</td>
<td>7%</td>
<td>--</td>
</tr>
<tr>
<td>Catchment average daily runoff during the field expedition (DOY 200, 203–206) ± σ_{JULY} (Q_{sp}) (m³ s⁻¹)</td>
<td>88.70 ± 42.59</td>
<td>16.10 ± 7.33</td>
<td>7.89 ± 3.47</td>
<td>112.69 ± 53.26</td>
</tr>
</tbody>
</table>

Bamber et al. (2013) (BBM2013)

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>SS (ΣC1–3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment area (km²)</td>
<td>402</td>
<td>42</td>
<td>9</td>
<td>453</td>
</tr>
<tr>
<td>Catchment area compared to SS (%)</td>
<td>89%</td>
<td>9%</td>
<td>2%</td>
<td>--</td>
</tr>
<tr>
<td>Catchment average daily runoff July 2012 ± σ_{JULY} (Q_{sp}) (m³ s⁻¹)</td>
<td>171.01 ± 64.27</td>
<td>17.47 ± 6.40</td>
<td>3.72 ± 1.36</td>
<td>192.20 ± 71.75</td>
</tr>
<tr>
<td>Average daily July runoff compared to SS (%)</td>
<td>89%</td>
<td>9%</td>
<td>2%</td>
<td>--</td>
</tr>
<tr>
<td>Catchment average daily runoff during the field expedition (DOY 200, 203–206) ± σ_{JULY} (Q_{sp}) (m³ s⁻¹)</td>
<td>122.83 ± 64.27</td>
<td>14.08 ± 6.40</td>
<td>3.05 ± 1.36</td>
<td>139.96 ± 71.75</td>
</tr>
</tbody>
</table>
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Table 5-4. Buoyant plume model simulations for D1 and D2 scenarios at MBM2014 subglacial discharge values. Plume $\theta$ and S ranges are plotted in Fig. 5 c, d.

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th>D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient $\theta$/S profile</td>
<td>CTD 1</td>
<td>CTD 2</td>
</tr>
<tr>
<td>Calving face depth (m)</td>
<td>153</td>
<td>140</td>
</tr>
<tr>
<td>Subglacial Discharge ($Q_{\omega}$) (m$^3$ s$^{-1}$)</td>
<td>[46.11, 88.70, 131.29]</td>
<td>[8.77, 16.10, 23.43]</td>
</tr>
<tr>
<td>Plume $\theta$ ($^\circ$C) at neutral buoyancy depth</td>
<td>[0.82, 0.85, 0.84]</td>
<td>[0.83, 0.82, 0.82]</td>
</tr>
<tr>
<td>Plume S (PSU) at neutral buoyancy depth</td>
<td>[30.50, 29.72, 29.17]</td>
<td>[31.32, 30.88, 30.56]</td>
</tr>
<tr>
<td>Plume $\sigma_0$ ($\sigma_0 - 1000$ kg m$^{-3}$) at neutral buoyancy depth</td>
<td>[24.34, 23.74, 23.30]</td>
<td>[24.90, 24.59, 24.35]</td>
</tr>
<tr>
<td>Neutral buoyancy depth (m)</td>
<td>[21.79, 14.03, 13.79]</td>
<td>[41.41, 31.23, 27.68]</td>
</tr>
<tr>
<td>Volume fraction of entrained water</td>
<td>[0.94, 0.94, 0.94]</td>
<td>[0.96, 0.96, 0.96]</td>
</tr>
</tbody>
</table>
Figure 5-1. The Sarqardleq Fjord/Saqqariup sermia outlet glacier system in West Greenland. Modified from NunaGIS 1:100,000 map (Asiaq, Greenland Survey). Sill locations shown in red. Fig. 5-3 location shown in red box.
Figure 5-2. REMUS-100 AUV and past Saqqarliup sermia terminus positions in Sarqardleq Fjord. (a) REMUS-100 AUV before deployment in Sarqardleq Fjord. Note dense ice cover along Saqqarliup sermia terminus. (b) Saqqarliup sermia terminus 1975–2013 summertime positions digitized from the Landsat archive (http://earthexplorer.usgs.gov/) over fjord bathymetry and subglacial topography (see Fig. 5-3). Front position dates are listed in the legend as year and day of year.
Figure 5-3. July 2012 Survey of Sarqardleq Fjord. Sarqardleq Fjord bathymetry (10-meter colored contours below sea level within fjord) and Morlighem et al. [2014] bedrock elevation map (10-meter colored contours above and below sea level outside of fjord) are shown. The Saqqarliup sermia front position and coastline from a June 19, 2012 Landsat image are mapped in red and black lines, respectively. Depth measurements collected during July 2012 field operations used to create the Sarqardleq Fjord bathymetry are plotted as grey dots over the contoured bathymetry. REMUS transects R1–R5 are shown in black, with LBL transponders mapped with red triangles. Subglacial subcatchments C1, C2, and C3 dividing lines from MBM2014 analysis are mapped in dashed blue line, with the location of D1, D2, and D3 subglacial discharge channels along the submerged terminus shown with thin black arrows. CTD casts are shown with diamonds: white diamonds are CTD casts along R1 used in REMUS cross-calibration, and the blue, gold, and grey diamonds are CTD casts 1, 2, and 3 that were taken along R5 within GMW1, GMW2, and the region between GMW1 and GMW2 (outlined in blue, gold, and white, respectively). Three proglacial stream entries to Sarqardleq Fjord are shown along the northeast and southwest fjord coastlines with thick black arrows.
Figure 5-4. Select REMUS Across-Fjord Sections. °C, S (PSU), and turbidity (NTU) sections along REMUS lines (a–c) R5, (d–f) R3, and (g–i) R1 from 0 to 100 m depth. Sections are oriented looking away from the terminus, with the southwestern end of the section on the left. Across-fjord transect distance is plotted as horizontal distance along section, with 0 km located at the intersection of the REMUS section with an along-fjord line running from D1 to the southwestern LBL transponder along R1 (Fig. 3). GMW1 and GMW2 regions identified by black ellipses, and labeled in blue and gold, respectively in a–c. Isopycnals plotted in grey, REMUS mission tracks shown in white (Table 5-1), and bathymetry shown in black (Fig. 5-3).
Figure 5-5. Glacially Modified Water in Sarqardleq Fjord. $\theta$ ($^\circ$C) (a) and $S$ (b) profiles for R4 and R5 measurements over the full water-column depth (grey), with the average of R4 and R5 measurements and the ambient fjord waters in black and red, respectively. Panel a and b insets show same data from 20–95 m depth over a finer $\theta$ or $S$ range, with measurements taken within the GMW1 and GMW2 regions along R4 and R5 (Fig. 5-3) shown in blue and gold, respectively. $\theta$/$S$ plots of R4 and R5 measurements (c) (colors same as in a and b), with melt and runoff mixing lines. Intersection for melt and runoff mixing lines set to CTD2 properties at grounding line depth (Fig. 5-6 b). Black square along ambient fjord water profile shows $\theta$/$S$ properties at sill depth (70 m). $\theta$/$S$ results for the Jenkins [2011] plume modeling (Table 5-4) of D1 (blue triangles) and D2 (gold triangles) shown. (d) Same data as in c over finer $\theta$/$S$ range indicated by thin black box in c.
Figure 5-6. Turbidity of Glacially Modified Waters. $\theta$ (°C) and S (PSU) profiles from the regions along R4 and R5 outlined in blue (GMW1 region) (a), gold (GMW2 region) (b), and white (the region between GMW1 and GMW2) (c) in Figure 3, with turbidity plotted as the color of the point. CTD1 (a), CTD2 (b), and CTD3 (c) are plotted in grey. The GMW region in $\theta$/S space is outlined in purple. The average of all R4 and R5 measurements and the ambient fjord waters are plotted in black and red, respectively. Black square along ambient fjord water profile shows $\theta$/S properties at sill depth (70-m).
Figure 5-7. Saqqarliup sermia catchments and discharge. a) Estimated Saqqarliup sermia catchment (thick black line) and sub-catchments C1, C2, and C3 (dashed black line) from the MBM2014 analysis over Morlighem et al. [2014] bedrock elevation map (filled contours) and ice sheet surface (magenta contours). BBM2013 catchment and subcatchments outlines in thick solid and dashed grey lines, respectively. Ice sheet margin and coastlines shown in red and blue, respectively. RACMO2.3 11-km resolution grid points shown with white diamonds. Sarqardleq fjord bathymetry and outer Sarqardleq fjord CTD positions (black triangles) and depth measurements also shown. b) Daily C1, C2, and C3 subcatchment MBM2014 RACMO2.3 discharge estimates (red, blue, and black lines, respectively) and daily average RACMO2.3 temperature (green line) across the Saqqarliup sermia subcatchment C1 for DOY 150–250, 2012. Daily C1, C2, and C3 subcatchment BBM2013 RACMO2.3 discharge estimates in pink, cyan, and grey lines, respectively. Dates of REMUS and CTD sampling from DOY 200–207 marked by grey bar.
Chapter 6

Conclusions

6.1 Thesis Summary

The rate of mass loss from the Greenland Ice Sheet is accelerating [Shepherd et al., 2012] due to increases in surface melt [Hanna et al., 2013] and changes in ice sheet dynamics [Pritchard et al., 2009]. The dynamical component of mass loss includes iceberg calving at outlet glacier termini [Moon et al., 2008; Nick et al., 2013; Enderlin et al., 2014] and acceleration of the ice sheet interior due to changes in basal sliding [Rignot and Kanagaratnam, 2006; Joughin et al., 2008]. Mass changes across the entire ice sheet derived from satellite observations are increasingly precise [Shepherd et al., 2012; van den Broeke et al., 2016]; however, we are still at the beginning of the work of collecting in situ observations of the processes driving dynamical mass loss. Only through greater understanding of the mechanisms and variability of these processes will we be able to improve predictions of future ice sheet changes driven by atmospheric and oceanic warming.

This thesis integrated observations and numerical modeling across and between the disciplines of glaciology, geophysics, and physical oceanography to investigate mechanisms of dynamical mass loss in a region of the western margin of the Greenland Ice Sheet. We began firmly on the glaciology side of this divide in Chapter 2, with an investigation of a seven-year record of ice-sheet surface motion. Observations from a Global Positioning System (GPS) network operating from 2006–2014 revealed that annual velocities around the North Lake region decrease at an average rate of $-0.9 \pm 1.1$ m yr$^{-2}$, consistent with the negative trend in annual velocities observed in neighboring regions of the western margin over recent decades despite increasing surface melt over the same multi-decadal timeframe. Though there is substantial inter-annual variability in surface melting over the GPS record, we found no statistically significant relationship between runoff season characteristics and ice flow velocities within a given year or season.
While subglacial hydrology and ice-flow models now capture the evolution of the seasonal velocity structure of the ablation zone at a qualitative level [Schoof, 2010; Hewitt, 2013; Werder et al., 2013], the decadal slowdown trend we observe across the western margin is not predicted by current ice sheet models, underscoring that these models do not yet capture all the relevant feedbacks between runoff and ice dynamics needed to predict long term trends in ice sheet flow. Observational studies targeted at long-term records of ice-sheet shape, subglacial hydrology, and basal motion are needed to better understand mechanisms controlling ice-sheet flow on annual to decadal timescales. Moreover, as subglacial hydrology models are further calibrated against regional surface ice flow measurements (Chapter 4), future ice-flow modeling studies should be evaluated alongside the available measurements of ice-flow collected at North Lake, Swiss Camp, and the K-transect.

In Chapter 3, we investigated the upper limits of meltwater's influence on the ice sheet's summer ice flow acceleration by focusing on the same GPS record of ice-sheet surface motion during three rapid supraglacial lake drainages of North Lake in 2011–2013. Lake drainage events rapidly transport large volumes of surface meltwater to the base of the Greenland Ice Sheet, drive transient ice-sheet acceleration, and establish conduits for additional surface-to-bed meltwater transport for the remainder of the melt season [Das et al., 2008]. While it was well established that cracks must remain water-filled to propagate to the bed [Weertman, 1973; Van Der Veen, 2007; Krawczynski et al., 2009], we determined the precise mechanisms that initiate hydro-fracture events beneath lakes forming in regions of ice sheet surface compression. We observed that each drainage event was preceded by a 6–12 hour period of ice-sheet uplift and/or enhanced basal slip. Using a Network Inversion Filter to take advantage of the dense GPS network surrounding the lake, we determine the distribution of meltwater at the ice-sheet bed before, during, and after the three rapid drainages, each of which generated tensile stresses that promoted hydro-fracture beneath the lake. For North Lake, these precursors are likely associated with the introduction of melt-water to the bed through neighboring moulin systems.

Based on the three rapid drainages we observed, we hypothesize that if stress transients associated with enhanced melt-water transport to the bed beneath lakes are required to initiate surface-to-bed hydro-fractures in compressional lake basins, then lakes are less likely to create large-scale hydro-fractures in interior regions of the Greenland Ice Sheet where melt-water access to the bed is limited by lack of pre-existing crevasses [Bartholomew et al., 2011; Joughin et al., 2013; Leeson et al., 2015; Poinar et al., 2015]. Our results imply that as lakes form in less crevassed, higher-elevation interior
regions of the ice sheet, the creation of new surface-to-bed conduits caused by lake-draining hydrofractures may be obstructed by limited meltwater access to the bed and greater distances between compressive lake basins and extensional crevasse-forming regions. Thus, the supply of melt-water to the bed may not be well correlated with the location, abundance, and size of high elevation supraglacial lakes. This finding complicates the commonly used volume-threshold for supraglacial lake drainage used in supraglacial hydrologic routing studies to predict lake drainages in current and future decades [Clason et al., 2012; Leeson et al., 2015].

In Chapter 4, we widened our spatial focus to the entire ablation zone and investigated annual subglacial drainage system morphology with a numerical subglacial hydrology model. The model incorporates both distributed and channelized flow, and has realistic ice sheet geometry and surface runoff input. We ran the model across two years where regional observations of complex spatiotemporal pattern of melt-season surface speed are available for model calibration. We tested whether model-derived effective pressures exhibit the theorized inverse relationship with surface speeds while also performing much needed model calibration to regional observations of surface speed.

We found that overall drainage system morphology is equivalent in both years, with robust subglacial pathways forming over bedrock ridges and minimal englacial or basal water storage outside of the melt season. Across both years, our results depict the expected inverse relationship between effective pressure and speed when surface speeds are at least 150% above winter speeds in the mid-melt season. Outside of these periods in the early- and late-melt season, effective pressures and speed have a positive relationship inconsistent with the basal sliding model, suggesting the basal sliding model may be incorrect or effective pressure may be less important for speed in comparison to the driving stress. Either subglacial hydrology models still need to improve to better predict effective pressures, or the models are lacking other processes affecting ice flow than effective pressure and driving stress such as variable and/or seasonally evolving bed strength. Future work should continue to calibrate models regional observations and investigate what further model advances are necessary for improving effective pressure estimates.

Finally, Chapter 5 worked to bridge the ice-ocean boundary by pairing detailed hydrographic and bathymetric measurements with modeled and observed subglacial discharge locations and
magnitudes for the Saqqarliup sermia/Sarqardleq Fjord system, West Greenland. Hydrographic surveys were completed by an Autonomous Underwater Vehicle as close as 150 meters from the ice/ocean interface, providing several new observational insights to the characteristics and distribution of near-ice glacially modified water in a shallow-silled, moderate-sized west Greenland fjord. Overcoming navigation difficulties in the acoustically noisy, iceberg-filled fjord, the Autonomous Underwater Vehicle covered a large portion of the near-ice waters along the terminus. These Autonomous Underwater Vehicle observations provide the most comprehensive and spatiotemporally detailed snapshots of across-fjord hydrography in the near-ice zone to date.

The near-ice observations and subglacial discharge routing indicate that runoff from this glacier occurs primarily at two discrete locations and gives rise to two distinct glacially modified waters. The two glacially modified water locations align with modeled runoff discharged at separate locations along the grounded margin corresponding with two prominent subcatchments beneath Saqqarliup sermia. The two plumes are, notably, not observed to reach the surface in the fjords, but attain neutral buoyancy beneath the pycnocline of the strongly stratified summer fjord conditions. Mixing processes at the ice–ocean interface driven by either submarine melting and/or plumes fed by subglacial discharge produced glacially modified water that is colder, fresher, and at times more turbid than ambient fjord waters. We show that the location with the largest subglacial discharge is associated with the lighter, fresher glacially modified watermass. This is qualitatively consistent with results from an idealized plume model.

The characterization of glacially modified water and subglacial catchments for this outlet glacier system provides critical observational constraints on the widely varying subglacial discharge scenarios employed by the current set of submarine melt modeling studies. Results supply near-ice observations abutting one Greenland Ice Sheet outlet glacier, though the continued investigation of other Greenland outlet glaciers is much needed to ultimately move towards an accurate representation of oceanic forcing at outlet glacier termini and an improved understanding of the ice sheet’s outlet glacier dynamics.
6.2 Future directions towards synthesis

Understanding and predicting the Greenland Ice Sheet’s dynamic response to atmospheric and oceanic forcing requires interdisciplinary efforts. Though highly specific in their questions and methods, the chapters of this thesis combine to fill in knowledge gaps on the processes driving present day Greenland Ice Sheet hydrodynamics in the ablation zone and at the ice-ocean boundary. From these chapters and other recent work, a better picture can be drawn of the mechanisms of ice sheet flow and outlet glacier retreat. Yet, additional field campaigns and theoretical work reaching beyond traditional discipline boundaries are required to narrow our gap in understanding of the forcing mechanisms and magnitudes of Greenland Ice Sheet dynamic mass loss.

There are enough in situ observational campaigns of inland ice flow with sufficiently long (>5 years) data sets to begin comparing different regions of inland ice flow response to melt. Observations from the K-transect [van de Wal et al., 2008, 2015], North Lake [Joughin et al., 2008; Stevens et al., 2016a], Leverett Glacier [Sole et al., 2013; Doyle et al., 2014], and Swiss Camp [Zwally et al., 2002; Colgan et al., 2011] should be evaluated with finer temporal resolution than the comparison of annual records we performed in Chapter 2 (Figure 2-3). For example, daily and seasonal ice motion could be compared against modeled surface runoff across sites to determine if ice flow response has a dependence on multiple parameters including runoff, ice sheet thickness, bed topography, surface hydrology, or surface ice slope. While stations along a transect along the Leverett Glacier depict an elevation-dependent annual velocity structure [Sole et al., 2013; Doyle et al., 2014], this relationship should be tested for all inland ice sites across the parameters listed above.

As remotely-sensed ice sheet surface speed measurements at increasingly high temporal resolution (weeks– monthly) from the Sentinel-1 and Landsat-8 satellites become available [Fahnestock et al., 2015; Mouginot et al., 2017], contemporaneous GPS observations of ice flow should be used to quality check satellite observations of surface speed. Additionally, contemporaneous satellite observations of surface speed could be used to determine over what area of the ice sheet surface a point-source GPS record of surface speed is applicable. The “practical footprint” of a GPS station may depend on the station’s proximity to surface-to-bed meltwater pathways (lakes, moulins, crevasse fields) and the local bed topography. The practical footprint size of a single GPS station would inform what length scales meltwater input and/or bed properties are important for surface ice flow.
Additionally, knowledge of the practical footprint over a region would improve future GPS network design.

Hydrology and ice-flow models at present [Chapter 4; Schoof, 2010; Hewitt, 2013; Werder et al., 2013] do not capture the trends in decline of ice sheet velocities over recent decades [Tedstone et al., 2015; van de Wal et al., 2015; Stevens et al., 2016a]. These coupled models may not accurately predict ice-flow variability on longer than seasonal to annual timescales. Observational studies targeted at long-term records of ice-sheet shape, subglacial hydrology, and basal motion are needed to better understand mechanisms controlling ice-sheet flow on annual to decadal timescales. These observations should be used to inform future modeling studies alongside continued model calibration with regional observations of surface ice speeds.

Many open questions remain for the current and future impact of supraglacial lake drainages on ice flow. While lakes in close proximity have been observed to drain in clusters [Selmes et al., 2011; Joughin et al., 2013; Fitzpatrick et al., 2014], whether this phenomena is due to lake drainages dynamically triggering the drainage of neighboring lakes or merely an artifact of elevation-dependent melt and supraglacial lake formation is untested. Mechanisms responsible for clustered lake drainages should be investigated with in situ measurements of surface ice movement and stress change over a group of lakes that drain simultaneously. If clustered lake drainage are the result of tensile stress transients at the ice sheet surface instigated by a neighboring lake drainage, we may also be able to constrain a critical radius over which a supraglacial lake drainage can trigger its neighbor. This critical radius could then be used to make a prediction of the drainage characteristics of future lakes forming at higher elevations [Parizek and Alley, 2004; Howat et al., 2013; Leeson et al., 2015] over longer-wavelength surface topography [Lampkin and VanderBerg, 2011; Joughin et al., 2013; Sergienko, 2013; Poinar et al., 2015].

As lakes are projected to migrate inland as climate warms [Leeson et al., 2015], further knowledge on the drainage mechanisms and subglacial consequences of lake drainages in the upper ablation zone is critical for determining when and how the upper ablation zone basal thermal state will change from frozen to thawed [Parizek and Alley, 2004; Alley et al., 2005, 2010]. At this point, the conclusions drawn from modelling surface ice sheet hydrology changes of the upper ablation zone into the future [Leeson et al., 2015; Ignéczi et al., 2016] greatly outpaces our understanding of how lake drainage; moulin and crevasse formation; and subglacial hydrology and bed properties work in the
upper ablation zone. For these reasons, observations of ice sheet motion and stress changes should also be measured for high elevation lakes. Additionally, greater focus should be placed on determining how processes evolve at the bed and how surface-to-bed pathways open up in the upper ablation zone in order to better constrain predictions of the response of ice flow to the growing area of the ablation zone [Poinar et al., 2015].

The field of ice-ocean interactions remains severely observation-limited. While recent advances have been made in measuring near-ice (<200 m) hydrographic properties in medium-sized Greenland fjords with low calving rates [Chauche et al., 2014; Mankoff, 2016; Stevens et al., 2016b], these measurements are missing for many studies attempting to estimate subglacial melt rate of medium-sided outlet glaciers [Beaird et al., 2015; Fried et al., 2015; Carroll et al., 2016], the few remaining Greenland ice shelves [Johnson et al., 2011; Wilson and Straneo, 2015], and outlet glaciers with the largest ice discharge and deepest fjords (e.g., Jakobshavn Isbræ, Kangerdlugssuaq Glacier, and Helheim Glacier) [Straneo et al., 2012; Jackson et al., 2014; Jackson and Straneo, 2016; Sutherland et al., 2014; Gladish et al., 2015]. The five largest outlet glaciers have significant persistent ice mélange, which further complicates field operations in their abutting fjords [Straneo et al., 2013].

Future observational campaigns should focus on observing near-ice hydrography and the distribution, size, and geometry of subglacial conduits delivering subglacial discharge to the fjord at the grounding line. At present we have limited hydrographic observations within plumes fed by subglacial discharge [Bendtsen et al., 2015; Mankoff, 2016], resulting in most studies of coupled plume-outlet glacier dynamics relying on time series of plumes reaching the fjord surface from time-lapse cameras [Fried et al., 2015; Schild et al., 2016; Slater et al., 2017a]. Relying on plume surface expression as a measure of subglacial discharge is inadequate for some tidewater glaciers, as plumes do not always reach the surface of a stratified fjord [Stevens et al., 2016b]. Key questions that need to be answered include “What is the size and geometry of subglacial channels at and before the grounding line?” and “Does fresh subglacial discharge first interact with salty fjord waters at or before the subglacial discharge reaches the grounding line?”. Answering these questions would greatly improve boundary conditions for modeling subglacial discharge plumes [Slater et al., 2015] and aid in determining appropriate scalings for estimating submarine melting from plumes [Slater et al., 2016].
Future observational campaigns should also focus on observing the shape of the calving face [Fried et al., 2015] to better understand how melting of the submerged terminus driven by subglacial discharge may affect calving [O'Leary and Christoffersen, 2013; Slater et al., 2017b]. Though there are many calving laws [reviewed by Benn et al., 2007], a calving law that incorporates fjord hydrographic conditions has yet to be proposed despite recent observations of several Svalbard tidewater glacier calving rates tightly varying with sub-surface fjord temperature [Luckman et al., 2015]. Additional work should consider variability in subglacial discharge location and timing and is possible affect on spatial heterogeneity in calving and termini geometry with promontories and incisions [Fried et al., 2015; Schild et al., 2016; Stevens et al., 2016b; Slater et al., 2017a]. Finally, the observational targets suggested above should be attempted across the range of size and velocity of outlet glaciers and temperature, stratification, and depth of fjords to determine if mechanisms acting at medium-sized outlet glaciers translate to larger outlet glaciers with higher velocities and calving rates.

6.3 An appreciation for complexity

In summary, the work of this thesis and other recent work cited in section 6.2 draws a better picture of the mechanisms of ice sheet flow and outlet glacier retreat. Over the five years I have worked on this thesis, we have developed a new appreciation for the complexity of the Greenland Ice Sheet’s behavior. We have shown that while ice sheet annual velocities are decreasing across the Western margin on decadal timescales, the increase in annual surface melt over the same time period is not sufficient to determine a causal link between runoff forcing and ice sheet velocities over decadal timescales. We have discovered that the triggering of lake drainage events depends not on a volume-threshold large enough to drive a crack to the bed, but rather on local, transient stress perturbations that promote crevasse initiation. By comparing regional surface velocity observations with model-derived effective pressures, we have challenged the seasonal-invariance of the theoretical model for basal sliding. And finally, we have observed spatially complex glacially modified waters in the near-ice environment that suggest heterogeneous subglacial discharge along the grounded terminus of an outlet glacier. In each chapter, the findings of this thesis both clarify the mechanisms at play, while also highlighting their previously unknown intricacies.
An appreciation for the complexity of the ice sheet’s behavior points towards future research directions that work to define and measure the mechanisms governing ice flow and hydraulic processes in small geographic areas. Through a greater understanding of these mechanisms, the findings from site-specific studies may provide suitable analogs for regions of the ice sheet that are projected to experience increased surface melt in the coming decades. For example, while a cluster of supraglacial lake drainages in the mid-ablation zone may be observed in daily satellite images, determining whether or not one lake drainage leads to the triggering of subsequent lake drainages requires \textit{in situ} observations of ice sheet surface motion and strain. The knowledge gained from \textit{in situ} observations of clustered lake drainages could then be extended to predict the potential for clustered lake drainages in regions of greater ice thicknesses and lower density spacing of supraglacial lakes. Additionally, site-specific studies may provide suitable analogs for regions of the ice sheet that are more difficult toobservationally access but contribute significantly to dynamic ice loss through ice discharge. While investigating the dynamics of subglacial discharge at a small tidewater glacier with minimal calving and negligible ice mélange is a necessary starting point, we need to consider how translatable these processes are to the largest outlet glaciers with high calving flux and heavy ice mélange that rest on below sea level bed troughs that extend far inland. Do characteristics of the subglacial drainage system and subglacial discharge at the glacier terminus we have observed in slower-flowing outlet glaciers translate to the fast-flowing outlet glaciers with the highest ice discharge rates? Or, is there some critical velocity reached in an outlet glacier trunk where the subglacial hydrology of slower-moving regions is no longer a suitable analog? In order for future research strategies to take into account the complexity of the ice sheet’s behavior, we must continue to focus on testing and refining classically-held assumptions of ice flow with investigations that are both process-based and potentially translatable to other regions and future states of the ice sheet.
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