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ABSTRACT   

Conventional processes for prosthetic socket fabrication are heavily subjective, often resulting in an interface to the human 
body that is neither comfortable nor completely functional. With nearly 100% of amputees reporting that they experience 
discomfort with the wearing of their prosthetic limb, designing an effective interface to the body can significantly affect 
quality of life and future health outcomes. Active research in medical imaging and biomechanical tissue modeling of 
residual limbs has led to significant advances in computer aided prosthetic socket design, demonstrating an interest in 
moving toward more quantifiable processes that are still patient-specific. In our work, medical ultrasonography is being 
pursued to acquire data that may quantify and improve the design process and fabrication of prosthetic sockets while 
greatly reducing cost compared to an MRI-based framework. This paper presents a prototype limb imaging system that 
uses a medical ultrasound probe, mounted to a mechanical positioning system and submerged in a water bath. The limb 
imaging is combined with three-dimensional optical imaging for motion compensation. Images are collected 
circumferentially around the limb and combined into cross-sectional axial image slices, resulting in a compound image 
that shows tissue distributions and anatomical boundaries similar to magnetic resonance imaging. In this paper we provide 
a progress update on our system development, along with preliminary results as we move toward full volumetric imaging 
of residual limbs for prosthetic socket design. This demonstrates a novel multi-modal approach to residual limb imaging. 

Keywords: ultrasound, motion compensation, lower-extremity, limb imaging, prosthetics 
 

1. INTRODUCTION  
 
A critical component of a prosthesis is the socket, the cup-like interface that connects the prosthetic limb to an individual’s 
residual limb.1 Prosthetic socket design plays a pivotal role in ensuring user comfort, in avoiding tissue injury, and 
ultimately, in the quality of life of the prosthetic user.2 Despite this, creating an effective prosthetic socket remains a 
significant challenge as it has been reported that nearly 100% of amputees experience discomfort as a result of wearing 
their prosthetic limb.3  
 
Conventional fabrication processes for prosthetic socket fabrication are manual, not standardized, heavily subjective and 
often include very little quantitative patient-specific data.4 Thus, discrepancies exist between the quality of prosthetic 
interfaces produced by different prosthetists. To address this, numerous areas of research have emerged that center on 
collecting quantitative information from a patient’s residual limb, and subsequently creating limb models to support 
computer-aided design and manufacturing (CAD/CAM) of sockets. This includes, but is not limited to, data collected from 
computed tomography (CT)5–7, magnetic resonance imaging (MRI)2,8, ultrasound (US)9–12, laser surface scanning13, and 
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mechanical indenters to gauge tissue stiffness.14,15 Despite these advancements, many of these tools are prohibitively 
expensive, and are not always accessible to a broad patient population. 
 
Recently, there has been increased demand for expanding the clinical applications of musculoskeletal (MSK) US, 
particularly for rehabilitative applications.16–18 In several ways, MSK US shows significant promise as a means to image 
and collect quantitative data of an individual’s limb (e.g., limb geometry and biomechanical tissue properties), and 
demonstrates distinct advantages as compared to X-rays, CT and MRI. More specifically, ultrasound imaging can be used 
in certain patients that are contraindicated for MRI imaging (e.g., are claustrophobic or obese), is portable, relatively low 
in cost compared to other imaging modalities, and lacks radiation risk.19  
 
Multiple research groups have pursued volumetric ultrasound imaging of limbs with varying levels of success. Douglas et 
al.20 provide a thorough review of these technical efforts, portions of which are summarized here. Of particular relevance 
are projects pursued by groups at Wright State University9–11 and Sandia National Labs12. Each group has independently 
developed ultrasound B-mode systems that construct three-dimensional images of the residual limb. However, neither of 
the teams advanced to the point where their systems are used routinely in clinical practice. It turns out the mechanical 
setup of the scan was cumbersome, limb motion (which degrades image resolution) was difficult to compensate for, and 
final results did not allow for differentiation between tissue types.20 
 
We are developing ultrasound limb imaging systems that address the design challenges highlighted by previous systems. 
Namely, designing a mechanical setup that allows for full lower-extremity imaging using a clinical ultrasound probe in a 
water tank, and creating image registration algorithms that robustly compensate for limb motion during scanning. In 
previously developed systems, motion compensation for image registration was completed exclusively through matching 
common image features. Feature matching has proven to be an ineffective approach, however, since shared anatomical 
structures may appear dissimilar in ultrasound images when collected at various probe orientations (e.g., the reflective 
surface of bone may appear different in neighboring images despite spatial overlap). Alternatively, we are pursuing a 
method that incorporates optical imagery to track limb motion during a scan.  
 
In this paper, we present a progress update on our imaging system with preliminary results of our multi-modal imaging 
approach, using a conventional ultrasound probe and 3D optical imagery for motion compensation, for imaging of a human 
limb. Our first prototype demonstrated a multi-modal imaging approach that incorporated a clinical ultrasound probe, 
camera for motion tracking, and imaging tank.21 Using that method, we achieved compound ultrasound images that showed 
similar anatomical distributions in the leg when compared to MRI; however, some motion artifact still remained. Building 
on the results from our previous study, we have iterated on the mechanical design of our setup to further automate the data 
acquisition process and update the optical tracking method. In terms of the motion tracking a 3D camera is now used to 
acquire a 3D surface as well as provide quantitative information about the location in space of the object being imaged 
during the scanning procedure. The iterative closest point algorithm (ICP)22 is used on the 3D camera data to define the 
transformation due to motion between consecutive image acquisitions. This transformation is used to register and stitch 
the images together into a final compound image.  
 

2. METHODS 
2.1 Prototype Design 

A side-view schematic of the system is shown in Figure 1A. A subject places his/her limb in the tank, and the ultrasound 
probe rotates circumferentially around the limb collecting images at set angular increments. A KinectTM One combination 
3D, IR and color camera (Microsoft Corp., Seattle, WA) is positioned and secured below the tank looking upward to track 
three-dimensional limb and probe position during a scan, as well as collect a model of the limb surface. A top-view 
schematic depicting the coordinate frame for imaging is shown in Figure 1B, where θ defines the angular increment 
between ultrasound image acquisitions, and r defines the radial direction.  
 
A CAD rendering that depicts the mechanical design of the ultrasound imaging system is shown in Figure 2. The prototype 
was constructed from a 24 inch3 clear acrylic tank, with a 600 mm-diameter ring bearing mounted to the top. A custom 
3D-printed mount was fabricated to secure the ultrasound probe (Cephasonics Inc., Santa Clara, CA) to the rotating portion 
of the ring bearing; the mount is designed in such a way that allows the probe to be fixed at 0-, 45-, or 90-degree angles 
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with relation to horizontal. The flexibility of acquiring at multiple probe angles permits for different features to be 
accentuated depending on the orientation of the probe. 
 

  
Figure 1: (A) Side-view schematic of the prototype ultrasound system. The ultrasound probe is mounted to a ring bearing 
that allows for rotation circumferentially around the limb. A 3D camera is mounted below the tank, facing upward, and is 
used to track motion of the limb during scanning. (B) Top-view schematic showing the coordinate frame for imaging. The 
ultrasound probe rotates and collects images at set angular increments (θ) circumferentially around the limb. r represents the 
radial direction. 

 
 

 
Figure 2: CAD rendering depicting the mechanical design of the ultrasound system. A ring bearing is mounted to the top of 
a clear acrylic tank. An encoder tracks the position of the ring bearing in order to determine the θ-location of the probe. The 
ultrasound probe is mounted to the ring bearing so that it can rotate circumferentially around the limb. The system may be 
manually driven, but a stepper motor for vertical translation and DC motor with friction pinion for circumferential rotation 
are incorporated into the design for more automated data collection. Radial adjustment of the probe can be completed manually 
into set positions. 

(A) (B) 
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Circumferential rotation of the ring bearing can either be driven manually or by means of a DC motor with friction pinion 
(Pololu Electonics, Las Vegas, NV). A non-captive NEMA-17 stepper motor (Schneider Electric, Cambridge, MA) is 
incorporated into the design to enable automated vertical translation of the ultrasound probe. Additionally, the radial 
position of the ultrasound probe can be adjusted manually and locked into set positions; this enables scanning of a diverse 
range of limb sizes.  
 
The circumferential position (θ) of the probe is tracked using a 1μm-resolution linear magnetic encoder system (Renishaw 
Incorporated, Gloucestershire, UK). The encoder consists of an adhesive-backed magnetic scale that was taped around the 
entire circumference of the ring bearing, and a non-contact encoder head to detect variations in the magnetic scale. The 
circumferential position (θ) of the probe is calculated using the detector’s output count value, and basic geometry.  
 

2.2 Subject Recruitment  

Following a procedure approved by the MIT Committee on the Use of Humans as Experimental Subjects (COUHES), 
both amputee and non-amputee subjects were recruited. Before the scan, the subject is required to complete a questionnaire 
that inquires about their health to ensure that they will be able to undergo the scan safely; this includes questions that 
ensure that the subject does not have any open wounds, inflammation, or history of chronic disease. In this paper, we 
present preliminary results of the arm of a subject, and the residual limb of an amputee subject. 
 

2.3 Image Acquisition and Scan Procedures 

MRI 

MRI images are acquired to provide ground truth geometry of the limb for comparison to images generated using the 
experimental ultrasound prototype. The MRI images are obtained using a whole body 3T MRI scanner (Siemens Corp., 
Elrangen, Germany) with a flexible body/abdomen coil for transmission and receiving. The abdomen coil iss used instead 
of a knee coil to provide greater coverage of the limb volume. An ultra-short TE MRI (UTE-MRI) sequence was used 
(TR/TE=5.8/0.1, acquisition matrix 256x256, 256 slices, voxel size 1.18x1.15x1.00 mm) for image data acquisition. The 
subjects are placed in a prone position in the scanner. When scanning a leg, the subject’s thigh is propped up using foam 
pads so that the distal end of the limb is elevated off the scanning bed; this prevents areas of unwanted tissue compression. 
When scanning an arm, the subject is also placed in the prone position but with their arm extended above their head. 
 
Ultrasound Prototype 

The imaging tank is filled with tap water that was approximately body temperature, and all efforts were made to ensure 
that the subject is comfortable during scanning. To complete the ultrasound scan, the subject is seated above the imaging 
tank and asked to submerge his/her limb into the water bath. The medical ultrasound transducer, since it is submerged in 
water, is encased in a sterile medical-grade watertight cover (CIVCO Medical Solutions, Kalona, IA). Once the subject is 
properly situated, the ultrasound probe completed a 360-degree pass circumferentially around the limb; during this period, 
the ultrasound probe and 3D camera collected data simultaneously. One 360-degree pass takes on the order of 1-2 minutes 
to complete. To acquire an image of the limb where the tissue is not deformed, the imaged portion of the limb is not 
physically constrained; therefore, motion of the limb was due solely to natural movement of the subject. 
 
2.4 Motion Compensation with 3D Optical Imagery 

The KinectTM camera provides a depth images (point cloud) along with an IR and RGB (color) image. As water highly 
attenuates IR illumination (used for both the depth image as well as the IR image), areas with no object in them are very 
noisy. Initial processing includes creating an error measure for each pixel in the image based on the local standard deviation 
of gray scale values. This allows to filter out areas with no object. The image is then segmented based on depth, location 
and object size to find both the leg and the probe. The 3D point cloud for the leg is further filtered for noise using the 
moving least squares method. 
 
The iterative closest point algorithm (ICP)22 was used on the 3D point clouds of the leg to define the transformation due 
to motion between consecutive image acquisitions. This transformation is used to register and stitch the images together 
into a final compound axial image slice (motion compensation).  
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The procedure to achieve this was to first rotate collected images to the angle (θ) that they were acquired at and place each 
at an initial radius (r) in the compound image space. The position of each image is then adjusted using the transformation 
output by the ICP algorithm. For overlapping spatial regions of the images, the maximum value pixel was chosen as the 
pixel value for the compound image slice. 
 
Using the approximate probe location gathered from the depth image, we also find the probe location and orientation in 
the IR image. This is done using a sum of square difference (SSD) comparison with a template image. As the IR image is 
captured using active illumination as well as due to the attenuation of IR illumination in water, background clutter is 
eliminated and illumination is constant, making SSD an ideal choice. 
 

3. RESULTS 

A set of example results from the KinectTM 3D camera, which is placed below the imaging tank, is shown in Figure 3. The 
left represents a color image showing the camera view in the imaging tank. The center shows the IR image (on a log scale) 
depicting separation of the background compared to the color image shown on the left. To the right is the depth image, 
which has been filtered to remove noise in order to only show leg, probe and rail supporting the probe.  
 
 

                 
 
Figure 3: Example set of results from the KinectTM camera of our system of a lower-extremity amputee subject. Left: Color 
image showing camera view. Center: IR image (log scale) showing separation of the background compared to the color image. 
Right: The depth image, which has been filtered based on noise levels to only show leg, probe and rail supporting the probe. 
Red represents a depth that is close to the camera, while white represents further distances. 

 
 
Figure 4 shows an example result of our motion compensation framework on a few individual images. Here, three 
neighboring image frames are shown without (Figure 4A) and with (Figure 4B) motion compensation. In the figure, each 
color channel represents a different frame.  
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Figure 4: Result using our motion compensation framework. Image frames are designated by different color channels. (A) 
Before motion compensation. (B) After motion compensation. 

 
 
For this paper, we present preliminary results of a human residual limb and a human arm. The arm scan, which was 
acquired when a subject submerged their arm into the water tank and held their hand in a fist, provides a similar data set 
to a suspended residual limb in the tank (a scan of a leg of a non-amputee proved difficult in this particular study since the 
subject’s foot would block a large portion of the field of view of the 3D camera). The resulting compound ultrasound 
image slice of a subject’s arm can be seen in Figure 5, with an MRI scan of the same arm. It is important to note that the 
MRI and US images may not be the exact same axial slice in the arm since registration markers were not used.  
 
 

  
 
Figure 5: Left: UTE-MRI image of a subject’s arm. Acquisition parameters: TR/TE=5.8/0.1, matrix 256x256, 256 slices, 
voxel size 1.18x1.15x1.00 mm. Right: Resulting ultrasound image slice of the same limb from our prototype system. 
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Similarly, a preliminary result from our ultrasound system of a residual limb can be seen in Figure 6, with a corresponding 
MRI of the same subject. Again, it is important to note that images may not be the exact same axial slice in the residual 
limb since registration markers were not used. 
 
 

  
 
Figure 6: Left: UTE-MRI image of a subject’s residual limb. Acquisition parameters: TR/TE=5.8/0.1, matrix 256x256, 
256 slices, voxel size 1.18x1.15x1.00 mm. Right: Resulting ultrasound image slice of the same limb from our prototype 
system. 

 

4. DISCUSSION 
We present a progress update on our ultrasound limb imaging system with some preliminary results. We first showed the 
design of the imaging tank, and subsequently introduce a motion compensation framework, using 3D camera imagery, to 
counteract limb motion during scanning. Finally, we showed initial results of creating a single compound axial image slice 
of a human residual limb and arm.  These results represent steps toward full volume limb imaging for the clinical 
application to prosthetic socket design. 
 
Figure 3 depicts an example set of results from the KinectTM 3D camera, specifically for an amputee subject’s residual 
limb. These data are collected simultaneously with ultrasound image capture, and are used to track both limb and probe 
motion during the scan. A few neighboring frames are shown before and after motion compensation in Figure 4.  When 
looking at the image on the left, a blurring effect is created due to patient motion. The right figure shows the result of how 
individual images are shifted in the compound image using optical tracking from the 3D camera depth image. 
 
The arm scan, shown in Figure 5, and residual limb scan, shown in Figure 6, show similar anatomical structures and overall 
limb geometry as compared to their respective MRI’s. The UTE-MRI was chosen as the ground truth for comparison since 
it has been optimized to delineate bone boundaries from soft tissue. 
 
This paper represents a proof-of-concept pilot study; therefore, several limitations are noted. First, we present a very 
limited data set of n=1 arm and n=1 residual limb. In future studies, a larger cohort of patients will be reviewed, along 
with their respective MRI, for further validation. Moreover, as noted in the results, the MRI slice did not necessarily 
correlate precisely with the axial slice created using ultrasound. In future studies, MR surface fiducial markers (Beekley 
Medical, Bristol, CT) that are also visible in ultrasound, will be utilized to ensure a direct comparison between the two 
imaging modalities. Furthermore, our ultrasound probe used default parameter settings when acquiring data. Because of 
this, penetration depth, focus, and resolution of the output were not optimized for our water tank setup, resulting in images 
that did not provide adequate depth.  In future scans, we will optimize ultrasound imaging parameters of our probe so that 
we achieve better depth resolution. 
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Though preliminary, the results of this paper show the feasibility of using 3D optical data as a means of tracking motion 
of an imaged body and a clinical ultrasound probe in a water tank, and have warranted future work. In the near term, 
iterations on the mechanical design of the imaging tank will be completed to allow for volumetric scanning of the entire 
limb; this includes a more automated acquisition scheme to decrease scan time. With respect to image processing, more 
advanced registration algorithms to compensate for limb motion in three dimensions, as well as edge detection to create 
3D surfaces of skin and bone will be developed. 
 
In a broader sense, this work represents steps toward collecting free-hand ultrasound images of the limb and subsequently 
stitching them together into an image volume. Upon further development of motion tracking of the probe and limb in 
three-dimensional space, the ultrasound probe will be decoupled from the mechanical positioning system so that images 
can be collected free hand. Such a tool would provide clinicians with a means of collecting quantitative data of human 
limbs for prosthetic socket design by allowing for the creation of 3D CAD surface models of limb geometry as well as 
biomechanical tissue models based on limb anatomy and elastic properties. Furthermore, such research has many 
additional clinical applications including imaging of muscular dystrophy and bone density monitoring, as well as 
ultrasound computed tomography systems that would be improved upon with motion compensation.  
 

5. CONCLUSION 
In summary, we present a progress update and show preliminary results as we move toward full volumetric ultrasound 
imaging of residual limbs for prosthetic socket design. Utilizing ultrasound images collected from a conventional probe, 
along with data acquired from a 3D camera to compensate for limb and probe motion, demonstrates a novel multi-modal 
approach to residual limb imaging. 
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