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ABSTRACT

The Information Theoretic Approach and the Collision Resolution
Approach to Multiaccess Channels are reviewed in terms of the Underlying

Communication Problems that both are modelling. We give some perspective

on the strengths and weakness of these approaches and argue for the need

of a more combined approach focused on coding and decoding techniques.
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1. INTROD

For the last ten vears there have besen alt least three
hodiss of resesrch on mulitilaccess channels. sach procesding in

virtual isolation from the others and each wsing tobtally

'|...~

iffarent model 5. The obischive here i1g bto conbrast these bodies

of work and to gilive soms pe
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soma unification bDelwesn The areas
areas as collision resolution. muwltiaccess intormation theory,
and spread specirum.

The kind or communication situwation that these

is illustrated in fig. 1.1. Theare arse multiple

@Erates a sequencs of

Fandom 1nstan

e major

ia on bthe interd

vedom arvrivals.

This twpe of model is appropriste for the wuplink of a

Aork, for a radio network where there is one central

satellite
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repeater, and for the traffic to the central node on a mulitideop

telephone line. Tt is also adequate in most respects for

)
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shtudying networks where a common channel allows all nodes to hear
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a1l other nodes. Common examples are a cable connecting many
nodes and a fully connected radio network.

The beginning of the collision resolution aporoaach to

multiaccess comnmunication came in 1970 with Abvamson ' s Aloha

)

network [11. The idea here was that whenever a3 message (or

nacket) arrived at a Lransmitter, it would simply be transmitied,

other transmithers 1n the network. I+ another

franaml tter was fransmiiting 1n an overlanping interwval
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interference would prevent the message from being correcitly
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received, the cvolic redundancy check (CRC) would not cheok, no
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acknowl sdgemant . &N he transmitter would try
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sudorandomly chossn To
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again laters the later tTime would

avoid the certainty of another collision i+ both transmitier

Over Lthe vears. this basic sitrategy has besn improved,

generalized, and analvzad in A numbsr of variatio

are 1n wdespread use, and the general topioc of collision

for research.  Section 4 provides an introduction to thess
problems and most oF bthe obher papers in this special issus are

:

devoted Lo the current state
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Collision resolublion res: T

[SIRT s arrivals of me srrence Delw

aes and the interd
tranami bhers, Dot has generally lanocaed the nolse. Mo e
ganarally, this approach ignores the underlying communication

ssuming only that a message bransmission is correctly

rCesE ., 4

received in the absence of collision and incorrectly recsived

has provided many challenging and interssting problams
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The multiacoess information theorstic approach to

)

mltiacocess began 10 1273 with
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Ahlswedse (2] and Liao [33. Thiz work has also been generalized

1N many wavs and has opened up & separate arsa of ressarah

problemns,

are given in [4.5,87. I this

it riarance aspects of the multiacoess channel are appropriately

modellea. but the random arrivals of the messages are ignored.
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to undseretand why

theorists and communication svstem designers have

fa

5 essentially ignored random messace arrivals for point to

-

@2ls, and why this is uswally unreasonabls for

point chanr

-

il T channel s, For a point to point channel . one normally

. T

infinite reservoly of data ©o bhe Dransmnid

i= 1s that it is a minwy practical detail to inform

5]
=
=2
ot
o
el
—
o~
i
i

iteftt out of the model.
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Comman L oat L on.

moin o mul bl access
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A pure theoreticlian wouwld properly point out here that

Dursty ness arrivals have nothing to do with coding btheorems

+or multiaccess channels. The arrivals have to do with the

[

sowrcas and can and shouwld be dealt wid

i

n through sowrce coding.
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thern over bthe arbitrarily long fTiq intervals

theorems, the bursity ivals wil mot mather.,
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From a mors

thaorams oF inforg

poear smoothed out are typically far
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possipility of imoosing long

15 bo assume an Intiniite number of

Eoa new transmitier ig created +or each new

and then destroved when the message 1

ifi
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transmitted. The received seguence or wavadf

Thern s osome function of noise and whatever was being bransmibitsd

b acthivae Dransmnttters. Tt seems that o develop

understanding in this area, 1T is necessacry first to develop zome

wriderstanding of coding (as opposed to coding theorems) in a

mul tiacoess enviranment, This understanding should invalve
decoding in the presence of several messages being transmibtted

simul tansously, since otherwise the problem simply reduces to
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iable transmission

n
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-

contlict resalution with coding added +or
in the absences of contlicts

In section 2, we discuss multiacosss information theory in
mare detall. and in section 3, we discuss what little i1s kEnown
apbout coding. In both sections, the discussion i1z restricted to

vatans wilh only two souwrces. The rationals for this is to
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coding in the simples
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understand mul tilaces
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tackling the problsam of real interest with many sourcss and

transmitters.

The spread specirum approach to multiaccess channels [7,81

will not be discusssd in anvy detail in this paper, buwbt 1s bristiv
discusssd here in order to illustrate the types of possibilities
Tor multiaccess comnunication that lie outside the conventional
coalii=sion resolution and coding theory approaches. SEpread
spechrum 15 a mode of comnunication originally developed to
protect against Jamming in & military environment. The signal to

:

1as mochelat

e bransni thed

avear a muwch brosder ferequsnoy Dand,
say fotimes more, than necessaryv. Assuming that the Jjammer doss

ot know the modualating sequence, the Jjanmer s signal will

sentially look like bDroad band noise to the signal, and the

Mo v bhe receilver atter demodulation will be reduced by

a tactor of .

For omultilacoess communication using spraad

3 p

spectrum, saveral
SOUFCes Can transmlit at once using ditferent modalating
sequences, and gach will look like broad band noise to the
others. I+ we compare this type of svstem to Treguency

multiplexing, using g frequency bands, it appears at first that
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spread spaEctrum 15 not a very good idea. bihen p transmitiers
transmit together using spread spectrum. the selfd noiss bhecomes

am 1s clearly interior to FDM

fa

i

considerable, and the resulting svs

in terms of capaciiy. The problem with FDOM, howsver, is that 1§

.

there are many mors than § transmitters in the syvsitem, but
typically many fewer than B with messages to send, there is a

propiem allocating the frequencies to the busy transmitibers (this

ie the same tTundamental problem handled by the colliision

-

resolution approachl . Since many timeEs more Than § modulation

t oare aimost orthogonal and ook liks

i
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sequences can be ochos:
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noise to each other, spread spectrum provides an avtomatic

solution to the problem of allocating the channel to the busy

if

LSS S. imis solution is not entirely satisfactory, since onea

i
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lTution when too many transmitters rci

at once., and the decoding is very complex. it 1liustrates,
a major point of this paper — namely that a better set
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and approschss are needed for smultilacoess communic

P
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chan collision resolution or intormation theory alone.
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e The Information Theoretic Aporoach

i

The coding theorems of information theory traast the gusstion

i]a

ot how much data can be reliably communicated from one point, or

i

=

1]

af points. to another point, or seit of points. it is tacitiy

azsumed that the souwross have a never empity reservolr of data to

S . Thus the theoretical resulis in this area do not address

the guestion of the delav that arises in mulitilaccess

DEcausas ¥ this random arrival times of data to be fransmitted.

fie class of channels to be considered is
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Fig. Z.1. Each unit of time. the first transmitter sends a

symibol 2 From o an alphabet ¥ and the sescond transmitisyr sands a

svmial w from an alohabet W. There is an oubput alphabet ¥ and a
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transmititer probability agssignmant (Wl detsrmining the
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G {ew e adpy) @ND W = LWy e 00 awy) represent the inputs o

Transmitisrs onsg and fwo respectively over N sucosssive Lime
units. then the probabilibty of receilving y = (Wyganma syl o the

i

JLVENM X W, 1%

P{Y§Xw} s T Fiv {x W} (.10

We assume fYor the fLime Deing that the alphabets are all discrets,
bubt it will soon be obviows that this can be generalized in Lhe
SAME WAaY as Tor single input channels.

A5 indicated in the figuwe, there ars two independent

sources which are encoded independently into the two channel
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inputs. Conzider block coding with a given block length M using

Mocode words, {xi,x;,nunnxﬁ}, for bransmititer 1 oand L code words
ol

n

{wing.g,w‘} for transmititer 2 esch code word is a secquence of N

coda wlith bthess

1
7
G
i

el inouts. For conveniencs we ety
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arsz as an (M.l code. The ra
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= af The [wo souroes are
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datined A
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(In Mi/M, R, = ({In LiI/N (.2

Each N units of time. sowce 1 generates an integsr m uniformly

distributed from 1 fto M and souwrces 2 independently generates an

integer ¥ uniformly distributed from 1 o L. The transmitt

i
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sand x,. and w;
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respectivaely, and the ocorr

-
i
i

ponding channel outpuat
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y enters the decoder and 1s mapped into a decoded
A~ A

I+ bhoth & = m and & = £, the decoding is correct and otherwise a

decoding @rror OCour s, The proBability of

minimiced {or sach vy by a maximum likelihood decoder, ohoosinog

FA B L e e < e 0 g 4w pf b s e o
(M, 8y as integers 15 " XM, 1 0= £°7 % L chat maximize

?(y}xm;wﬁ;}. I+ the masimum 18 NON-UnNIOue, any Maximizing

can bhe chosen with no

iu

frect on F. ot sets of oode

Wy ols ixign,u;xﬂ} AN WL s e e e oW FoSr8 kEnown o the decoder. Dab.

i
ot Courss . the sowroce outputs m, ¥ are unknown.
The most fundamental resulit abowt these channels 1s ths

coding theorem due to Ahlswede [21 and Liao [31. Let @y G0 and

e

bhe probability assignments on the X and W input alphabets

-

respectively. Define the achievable rate region R as the convex

hull of the set of rate patrs (R,

f l,Rq) which, for some cholce of

asslagnnents legvv satisty each of the inequalities:
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where Fiyr = I 0 G (2 8a ()P iy inwr, Fiviw: = &

andg &t R, = [(EiY¥i,

ll"'?!ﬂ‘ g A

CXa v owinh eguality irf ¢ oand w oars also
condgi tional ly indspendant gilven v.

Aol tAah ]l swede, Liaals For each = = O,

UM

an M. such that for all N £ M.

chera @

b there erists an (M.M.L} code with

& 0 and (Rigﬁﬁ}sR, there exists ¢ » O such that P, % £ for all

(MyMyla? codes with M Z exp N(R1+&i, L Z exp NRA+&).

In effect, the theorem savs that reliable communication 13

possible for source rates in the interior of the achievable




region and is impossible outside of the achievable region.

Slepian and Wold [2I later generalized this result by considering

a third souwrce That could be encoded Jjointly for both

transmitbers. They also used a random coding argument which

showed that F_, can be made to decrease ewxponentially with N and

showsd also, 1n a sense, that most codes nave this behavior.

Since this random coding argument is a very simple extansion of

random coding for single input channels and gilives a graat deal of

insight into coding for multiplie access channels, we now go

through the argument for the two sowroes

| 't

SRES.

.l A Multiaccess Coding Theorem

et dlt"/ and G- ({w) be probability assignments on the X and

&l

gelected according to fthe probapility assignment

M
Gy (xx = e, G, S - T O CONT. IREY
Ay (X u) Lty G X 1M My SN
==
and sach code word w,. 1 = & = L 1g independently ssiected
acoording o
i
D SUE o= i Q.,.:\(_wn). W = H"'J}-_.-.. "WN) )
n=1 '

For each code in the ensemble. the decodesr uses maximum

likelihood decoding. and wae want to uppsr bound the expecied

-

valuae F_ of Pe +or this ensemble. Define an error event to be of




typs 1 1f fthe decodsd pair {ﬁ,5} and the original scurce pair
(m, ) satisfy m # m, & = B. An error event is tvpe 2 if M = m
and b ¥ 0, and iz of tvpe % if m # m and Bo# on. Let Peiu Il =1 =
I, be the probability, over the esnsemble, of a tvpe 1 error
avent:; obviousiy Ee = Fai ¥ Faz *+ Fgxe
Consider FP,» first. Note that when im, 2} enters the
encoder, there are M-1 choices for @ and (L-17 choices for B, or
(=13 (l.—11 pairs, that vield a type 2 error. For sach such pair
iﬁ,ﬁ?, the code word pair Kpe W 15 statistically independent of
Kpe W, over the snsembie of codes. Thus, regarding (K,.w! as a
combined input to a single input channel with input alphabet X,
we can directly apply the coding theorem, theorem I3.&.1 of 0103,
which asgert5§ that for all g, O & ¢ = 1,
Fag € D=1 =1317 3 [E B, GO (WIF Cy fxw) 1f{1+?3}1+P
Y MW

Using the produact form of Ly, G, and F, Egs. {(Zaly 208, 2.73,

and the definition of rates in (E.2), this simplifies to

*rhe statement of theorem S.&.1 of [10]1 assumes that all

code

words are chosen independently, but the proof only uses pairwise

independence between the transmitted word (¢ ,w) and each other

word (KW
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Mkt consider Pplq the probability that & # m and & = 1. e
first condition this preobability on a particul ar meEssage d

antaring the second encoder, and a choicze of cods with a

particular w,; transmitted at the second input. CLVENn Wgse WS OAan

view the channel as a sinal

}
]

input channsai with inpui Ko and with
transition probabilitiss P(y%xmwgi.

A omaximum likelihood decoder for that singls input channel

i i - , g H % 3 5 " < PR RN

= L I A ) tonr at least one ms . JEP RN

f X w.@ & g §xnwu) tons at least one m® # om { 1
X i ’ 1 A

simes this event must occur whenever a tvpe 1 error oocurs, the

propapility of a Lvp

@z 1 error, conditional on wy being gent is

upperboundsd by the probability of error or ambiguliity on the

s

apove single inpuit ochannel . Using theorem 3.46.1 of D100 again

For o bhis singls npout channel, we have, for any g, © £ p % 1,

17 (L+pifl+p
Y 6y OF Ly [xw -

e
e

FlType 1 errarlw 1 =1 F

i

i
F

Taking the expected value ¢ (Z2.11) over w, and then using the
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Applving the sams argument to tvpe £ errors, for all ¢, © = p =

-

Foo % expleNR.,] 2 Gy ) ) G, (w?P Oy |ws
Lo B

i
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A

Futting (2.9, {(Z.1Zr. (2.1%) in a form to =smphasize ths
wponential dependence on N, we have:

(Slapian—dnlfi: Consider an ensemble of (M,M,L0

+
s
L

cocdes 10 which {X1“=“"“Xm} and {wi.,nswwi} are indspenden
: 1 X, « W _
chosen according to (2.67 and (.77 1o & given probability

amslarnment Dimwd = L, (i Then the expected @rror

propabpility over the ensenble satistios
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The Dehavior of The expressions Egiipqﬁﬁ

i
e
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a

‘..

>3

i
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R i o=
gsama asz for bthe single inpulb casea. In particular let

LaZed, e given by

L= PixeY Wi, 1. = Iidgvy|Xi. i, = (2.

as detined in (2.3 -2.5). Then if Ii o, the funcition EoiiPaﬁ}

1w oconcave, sitricbly inoreasing in g, and positive for op F oG

Furithermors, Lhe maximuam of Egiiﬂq&)”#R1 sver % g

posibive and decreasing In Ry tor O %

and S.6.4 of D10] for proots). Theorem Z.2 then asserts that 1F

Fo, 0 Ls . A4 o= 1,2,%, then PP decreasas exponentialiy with

incraasing M.




Thers are two questions we want to explore in the rest of

this section, First, how tight is this bound on srror

probapili and second, what indication does it give of the
practicality of coding for multiaccess channels. To explore thes
question of tightness, we ftirst interpret the fterms PEl in
{(Z.147.

Pei’ as uppear bounded in (2.12), iz the error probability

that would result 1F & Y"geniese! informed the decoder about the
also clearly a lawer bound to F, sc that when tvpe 1 esrrors are
the predominant cause of errors, the genie aided errar

probability claosely approximates F. Similarly, the bound +or

Fo= 1g the conventional single input random coding bound for a
single code of rate Rl+“— using combinsd inputs with probability

Q]{xkﬁﬁiw}n Uur conclusion, then, 1s that the bound on F_, in
3 olaee

. . . s

theorem 3.3 is gquite tight Ffor the given nsembls of codes. Thes
proplen, as we shall soon =e2e through a set of exvamples, is that

the best codes are not always representative of the snsemnblss.

a2 The Collision Channel
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We regard O as an
fidlet input, and 1if O 15 the x input for a given w input, then v
is bhe paiv (O.wi. Bimilarly 14F w=0, bthe owtput is (xg,00,

K

Finally if » # O and w # O, the output v i a special svyvmbol o

‘collision®. This

fig. 2.3 for H=2.
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raprasentlng
First consider the achievable rate region. For any given

&léx),ﬁ?(w;, it is easy to see that, conditional on the output vy,

the two inputs are statistically independent; thus I(X;Y}N? =
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rectangle. e next

(Z.5) 15 satisdied

from swymmaehry That

G Gl mhould be constant for w > O thus we neesd only consider

the union of rates satisfving (2.31—-(2.5) over all choices of bhe

icle probabilitiss 8, (G and G0} =i, 2.4 shows the resuliing
L g =

fitdy. The conves hull of this union ragion is the set of

Tt

achisvable rates of «theorem Z.1-. Theoren .2 assurss s Bhat

o+ the wunion reglon. Aany given rate pair in the interior of the

34
i
s

conver hull is on a sthraiaght

s

3
1%
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in the interior of bthe union region.

muitiplering between codes +or these rate pairs, reliable

T is rather sworising at first

A concave

riate tihat I

WYy o

YOy L

and a c3 ., but i= non-oconcave .

Funochion of Con as a funoth:

For winich

vectors

Ql,ﬂq 1% A non Cconvexr reglion. Thus
maximizing I {XW:Y) over Oy and s can be viewsd either as a non-
concave maximization or a concave makimizablion ovaer a non-oconvax

rEaLon. Either way, multiple isolated extrema can exist and
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there 1is Nno analog of the Arimoto-Blahut [123.0131 algorithm that

can be wssd to Find the achievable rates region.

It 2lso might be surprising that the achie for
the collision channel is not achiseved by multiplering between

G, (O = 0

...1 Y

i~ (0 =0 {i.=. by on:

j—

the other "wusing® Ths channe

il
o

wiile the ather 15 1dliss. The

the choice of whethar or not to e idle zslsa

-

convewvs tndformation. and the moltiplesing solution (a2l though

1.

i

aninantly pracitical Ffor large K@ loses this sxira information.
& consider bthe aschievable ervor probsbilitiss for the

I general . for an inpud distribuiion

oy

. wWe can exprass theorem 2.2 in the form:

In principls Eriﬁlaﬁavu} can be maximized over procuact

rrhations G,

ey

= oman B R GRLL.ED gy

and this in principle creates an exponent of error decay for each

Ry Fe in the union region ot +ig. Z2.4. The same kinds of
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axist 1n pertorming this masimization as sxist in

i

P

ng the feasible ragron R. fNots now that if we want i

e

achisve a given exponential decay @, and i+ there are two rate

pailrs, say and R . ¥ o

= @, then, +tor any rate pair ngﬁﬂ
— R . oyt . Y o
o = s, DDA TRYs /., o= PR =S S A U N I =4 (2.

I
3
1
=
d
s

with O < A < 1, an exp of « or more can be achieved, in a

sensa, by Lime sharing between equal block length codes Yor B ,R4

and for RBY LGRS wusing the first code a fraction s of the ftime and

i

This means that we can detdine a region R, of rate

T3
i
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i
it
i

F o0 vor whioh

the convey hull of 2l pairs Hi = 0, K

shrinks from the

plook. This would iead to thes

and (2.22) being replaced v

the different cholces of W, as

No examples have been found where this approach enlarges the

ragions R defined above; this approach 1s sufficient, howaver,

(29

to achieve exponsntial decavs in F, ftor all rate pairs in the




which successive letters are statisticslly depsndent. For the

collision channel , +Tor example, suppose the block is divided into

subp-blocks of four letters egach. Within =ach sub-biock, ws

i

choose to have either the +orm (.1 ,.0,0) oF fhe

form (G,0,x,%) . 2ach wiith equsal probacgiliiitv. Similarly,

zither the form (W, 0,w, 07 o (O.w, 0wl with

Finally, ¥ and w ares indepsndentily and

aouipeobably oho:

DY . With this arrangement,
aach sub-block of lesngth 4 15 sguivalent to a noissless o channesl

3

with 2FE input

srample was sugoestaed by Massevy’' s coding schems for

:
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vichronized collision channesl L1473y, The resulting random

i

le@arly larger than that

witih the

The owpose of the above discussion was not fto find the

achiavable for the colli

Hi

Large ioan channel, but

rather to lllustrate why srror exponents are far mors complicatsd

fo multiacoess channa]

than ftor single input channels. it also

illustrates why fhere is no simple sphere packing lowse bound to

o omual bl a

channmsle thalt vields the same ercor sxponents

as bhe random coding bownd. Arutvunyan L1351 has developsd a type
of smphere packing bound for mueltiaccess channels, but it is
somewhat loose since it does not account for ths separation of

the two encoders +or the type 3 errors.
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Z.F fAdditive Hhite Gaussian Moilse Channel (GSRENT

We now twn o another example of somewhat greater practical
importance where the random coding exponenits wrk out more
nicalv. Suppose the 3, W, and Y alphabets are sach the set of

real numbers, and the output v 1is given by

Y T . T 4 (2. 26}

3
where ¥ ie a zero mean Gaussian random variable of varianoce oo

indepandent of ¥ and w. The ¢ input and w input are =ach
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constrained to have mean square values at most 5y and S5

cascadse of a
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]

respsctively. If we consider the channel a
noiseless channel adding 2 and w +ollowed by a single input

me bthat [(XW:Y?r is at mosit the capaciity of

i

Gaussian channel, we
the single input channel with the input constrained to energy
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These inegqualities are satisfied +or all independent




distributions on % and w and are all satisfied with equality if =
and w are independent zero mean Gaussian with variances Sl and S-
reaspectively. Thus the rate reagion $or which (2.37-(2.57 ars
zatistied for some independent 2 and w distribution is
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Bince bthis region 1s conver alrsady. 1t iz the achievable rate
reglon R

Thie region R is sketched in +ig. 2.5 for wvarious values of

.

signal to noise ratios A4 = S/, § = Sy tEa. for the case where
=k

Mote that the region is almost rectangular for small &

triangular for largs A. Mote that i+ one uses TOH

.

betwsen a code ftor ¢ and a code for w, then the achievable rates

ara limited to fthe region Dounded by the straight line between

P ;N

the awis intercepts of the boundary of R (see fig. Z.860. Thus

1

For Largs A, TOM is almost as good as the best coding, whereas

Ui

For small A, TOM is guite interior. The reason for this can be
seen most clearly for the case Ry = Ro = R. Alternating betwesn
(R, and (O,R) then wastes half the available powsr, since (by

our model), the first transmitter stays within its power

limitation while transmitting. Losing half the available powsr
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loses only small Ffraction of the availabls capacity for largs A
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large fracticn is lost. This suggests
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wheraas, Tor smna

gning o a cantinuwouws time model rather than the discrete ftims

i

model here and wsing frequency division multiplexing, thus

achieving the same simpliciity a

i

TOM, but being able to uses all

the avallable power. Figure 2.6 shows the resulting rate region,

azsuming the same powsyr +or each transmititer and the optimal

zplit of freguency between the transmititers as a function of the
rates.
Mexit consider the random coding exponsnt for thess channels.

Using the above Haussian distribution for ¥ and w, we can fasily
caloulate Egi(p,ﬁb From (2.1717-02.1%9), replacing sums with
integrals. The result is
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where S = S + S.. Letbting A; = SlfULQ WE Can maxKimize

LE itp,&?—pﬁ-J ovar p tTo get the parametric eguations

(2.354)
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e, the error probability of tvpe
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aerrors decreases more rapidly than that for tvpe 1 and 2 errors.

=0 bhat +or small rates the bound is dominated by 2rrars in

souwrce 1 oo £ but not both.

For a single input additive Gaussian nolse channel, choosing
@

a coding ensamiolse with the

beaet thing to do for error exponents. The best distribution

rasults from a shell constraint; that is, cods words are chosen

With a Jaussian distribution conditional on the resulting word

having an enargy very oclose to NS, This distribution (ses

Lion 7.4, {141} vields the same exponent to P, as ths sphere

packing bouwnd Ffor rates sufficiently close to capaciitv.

For a multiac channel , it seems reasonable to again

considar a random ocoding ensemble using & shell constrainit on

met of code words. From the genie interpretation of tvpe 1

Gaussian distribution is not guite the

and 2 errors, we sae that Fel ie upperbounded by the probability

of a2rror for the first set of code words with the additive
Gaussian noise but without the second set of code words. Thus,

tor i=1,d, wa have Fg,; % a;N expl-NE.; (R;)1, where from sectlon
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combined code words X + w are not constrainesd. In fact, i+,

e then constrained x+w o have energy

constraining the code words of the two codes to be arthogonal,

which corresponds (on & continuous time channel! to the fre
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division multiplaring discussed previous
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We mow devalop bound on F_o- using a shell constraint on

the ocode words x and wy. Choose each X independently using the

ki

I a0y
R t d

1:  For NS, - & YK < MNE

whera & 1s an arbitrary positive number, and Hy i a normalizing

constant to make &, (x) integrate fto 1. Substituting (2.432) for

Elix) and G-i{w) into (2.8}, replacing sums with integrals, and

<.

upper bounding 4 (X! by




we fingd that (Z.8) breaks into a product +torm (as in section 7.3

of [1G1r. After some tediows integration, we gebt, fTor any g, O =
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iz proportional to for any
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given choioe of ¢ . oand &, s0 we simply bound 1t by apMN® for

zome suitable a.  The exponent can be optimized aver g, 7, Mo
(o egquivalently over g, 61; o

For tihe important case whers ﬁl
carried out explicitly. Herae by symmetry, the optimal 61 and o
are equal, and such a solution is also valid, but not optimal.
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Thi=z exponent lies roughliy hald way betwesen the previously

derived exponent withowt a shell constraint and the 2xponent with
a shell constraint that would resulit for a single input Gaussian

channel with signal to noise ratio A (i1.=2. that given by (2,341

(2. 4101,
bhen we take the minimum of the three exponents £.. (K. for

1= 1,2,%, we again find tha
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s althouch numerically they arse somnewhat
differant. HWe now know, howsver, that whenever thse rate pair

iqu" an Hi {or

of

codes. For the syvanebric case where Rl

for small enough Ri = and if the point where R

vanishes s above the oritical rate for R, and R., then the

optinun sxponant 1s given by (E.37- (2,39 betwssn fthe point

i

whers Re vanishes and the critical rate. This ph8nomsnon oooue s

whensvaer bthe combined signal to noiss ratio Qﬁ 1m below about 2.




B Coding Technigueas

While the theoretical development of coding thesorems
for multiaccess channels iz guite advanced, very little has been
done with respect to general technigues for multiaccess coding.

fis pointed ouwbt in the introduction, what i3
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technolaogy that is applicable for a large set of transmitisrs of

variable subset simulitansously use the channel.
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which a sma

Here, howsve

"%

, we restrict owselves to the simpler problem of

the two input

N

hannel of fig. Z.1 where both sowcoces alwavys have
somathing to send.

First we observe that the error probability bounds

linear codes. The argument for this is the same as in section
.2 L1411, In general, binary linesar codes can be gensrated for
smach transmitter, and sub-blocks of these binary digits can be

mapped many to one into the channel inpot alphabet, thus

1]

achisving any desirad relative freguency of utilization of the

varions input letters.

Fandom coding bounds for convolutional codes

heen generalized from single input channels to mulii

.

channels (1a] with the same type of enlarged exponant as aoours

For e single inpat channel. Thus there 1s no proplem
generating good codes, eiither bleock or convolutional. The

problem, as with single input channels, is with decoding.
Before discussing decoding, a brief discussion of
channel modelling is in order. The discrete time channels dear

to the hearts of information theorists implicitly assume that
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multiacoess channel, it is well known L173,0187 that {feedback zan

increase the achievable R+~ bevond that achievable by a singls

respactively, but the signal energy at the receiver
This means that the two ftranssmitting antennas are acting
essentially as a phased arravy and that the additional recelver

sneragy can be viewed as coming  from antsnna gain (along with
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impossible, it 12 certainly not a conventional situation.
Twpically we should expect the recelved carrisr phase
from the one transmitter to be roughly indepesndent of that from
b

B . Approzimate svymbol synochroni=smn beteesn the

transmitters is slightly more reasonable fhan phase sSynonronism

and aonprodimate block swnohronism is eminently
only marginal fesdback communication.

to be litbles oFf a gensral

bhe said about the »+fect of azynchroniasm betwsen The sourcoes atl

o an AliGN
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anc bauwd level. For the sg
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chamnnel , however, the situwation is much simpler. Using a

continuous time narrowband Saussian ensemble (with or withoot a

shall constraint) to generate code words, bthe discrete time code




words of the last section can be considered as time sampl
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with alternate letitersz representing in phase and out of

omponents.  Thus for a given set of randomly chosen waveform
code words, a changs of receiver carrier phase and sample time

will changs the discrete time code but will not changs the

e block which we ignored .
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e timing
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Essentially one uses a coding constraint so largs tha
uncertainty becomes negligible. For complete uncertainty in

'

timing, on the other hand, 1t has beaen shown L3313,

teasible region is the union region of fig. 2.4 rather than its

convex hull. The essential idea here is that time sharing cannoi




be used in the total absenoce of relative timing betwesn the
transmitiers.

Having cautioned the reader about the modeling problems
inherent in a discrets time memorviess model of muliiacoess

chanpeis, we now return to this model to see what can be said
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i
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about coding.

Firet, there is a fairly simple general approach that
can reducs the decoding problsasm to several single sowce decoding
nim]

probiems. First supg =]
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I(WsY) For some assignment &, (), S=lwl. Owear fThe ensemble of
codes using Gy .G, a decoder can decode the w code word Dy
igrnoring the x code word and assuming a single input channel wiih
transition probabilities Piviw: = I, By TRy luwr.  Over the

ansemble of codes for the first encoder, fThis 1s pgrecisely the
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fion probabiliti from W Lo v, Thus a “"good®

single inpul channel can decode w reliablv. Hiven

w, another decoder +or a single inpuit channa2l can decods ® using

Pﬂyngxn“ni. This sscond decoding is somewhat unconventional +or

singls inputs in that fhe transition probabilities depend an o

and thus vary with n. but a numbsr of decoding ftechniguss such as
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saguential decoding and Viterbi decoding can deal wi

S huattlon.
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@en from fig. 3.1, any (Elqﬁm} in the
interior of the achievable region of {(2.37-(2.5) for a given

can be reprasented as a convex combination of two rate

. . . i s s
pailrs, one of which, (h{,ﬁﬁ), satisfies
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Codes for each of these r
the two step procedure described sb
ov Lims sharing between two such oo

Fimally, any point in the
rate region is & convex combination
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probability in this approach (i

for Joint decoding of the two code
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that Jjoint decoding is potentially

input decoding. Note. however, tha
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acoded by time sharing Datwsen
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“Lern much smaller than those
words together. I we uss

of decoding simplicity, we see

simpler than the above single

Tt error exponents can



-~
wtn L3

it}

CHNER in

[y

Lmes he mizlea

i
=3

il

[}

as 2 guide to decoding complexity. For
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srample, the random coding exponsnt for a noiseless binary
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ot large. whereas coding and decoding ars trivial.

The other oblisction to fthis approach is bthat it fails
to provide much insiahit into the guestion of ioint decoding of
mavaral souroes, It ceritainly does nobt generalize to the uss of
a small bubt unknown subset of & large st of ftransmnitters.

A second, sinplsr but less general, approach is o
decodse the code words from each transmititer independently
ragarding the other as noise. From fig. 2.5, it is sesen that for
the AWGHN channel with small signal to noise ratio, the achievablie
rate reglion is almost rectangul ar. Analvioically IT{zV: =
By o= (1/72)Inli+Ayd

i small. In this case., the error s:xponent for

individual decoding 13 almost fthe same as for jJjoint decoding.
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f has the adveantage of gQeneralizing immediatels

the case of a larges number of sources wiih an unknown subset of

the sowces Lransmiiting. Spread
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For an arbitrary discrete timg menorvliess mulitlacosss
channel s perhaps with more than two transmitters, ons can

similarly investigate wayvs to choose code word sebts for Lhe

individual transmitters in such a way that they ars mutually non
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dacoded with small error probabiliityvi. Time sharing within a
coda word is one possibillity, but depending on the channel, other
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channel . A more difficult related problem is to choose the code
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decoding of the two code words. I will not consider alogebraic

decoding technigues here since an alaebraloc structurs must De
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matohed In sone sense ¢

e

amars of any axamples of algebraic approaches for general
multiscoess channel s. Viterbl decoding of convolutional codes is
anothar possibility, bult 11t dos2s not appesr very Ppromising as a
Joint decoding btechnigua. The groblem is that the decoder should

yle gtates of both encoders, which lsads to a
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combined nueber of states which is the prodoact of the individuaal

mumbers of states.  With more than two transmitters, the problem

Finally, sequential decoding appears to be a general
approach to multiaccess joint decoding and it has been shown [23]

that lack of block synchronization igs not a serious impediment to
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in section 2. Unfortunately the appropriate metric to use

depends on the type of error being made, and this knowladge is

.

unbknown to bthe decoder.

Another fundamental problem with sequential decoding

Arikan [2413. Arikan considers

hazs recently been

sl o vinary erasuwre channal where ¥ o= {0,13, W = 10,1 and
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independent of the inpubt, v = (3,
srasurs chamnels with perfectly correlated arasures.  Using
gouiprobable inputs for each Dransmitter, w2 can formally

caloulate the computational cutoff region R_' o oa Joinh

clacodser as
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Thus for Ry = Re. (53.35) is the active constraint, and even

without any of The metric problemns discussed
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above, (3.5 limits
the achievable rate with Joint sequential decoding. However,

3

wsing separats saquential decoders for the two transmitters and

ianoring the era
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SLLTE OOy Tion, we can achisve the higher rates

oF (ELE) oand (Bad.

Toy make the situaltion worse, ws sse that -~ Inl(i+3 2 -

also bthe computational culb oft ratse of

o

singls inpul guatsrnary

=1e e channael. Howesver, by regarding the inputs Lo the

o

gquataernary channel as ftwo binary digits and using ssparats

convolutional encodecs and decoderes for the two

again achiave the higher rates. The didficuliy
raeside 1n the particul ar search algorithn being used. e the
gnsenble of convolutional codes for the gquaternary inpui (o
pairs of codes +or binary inputs!, the expected number of

potaential encoded sequences (or palrs of sequences) at length N

which are as likely as the {transmitited sequence (Or pair) 1s
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exponantially increasing in N for any combined rate in

=inl{i+ier/741. The conclusion that one must reach i1s that jramp
is not really a tundamental parameter of communication. fhis

sams example, in the context of the photon channel, has bDeen

discussed by Massey (2571 and Humblet [E57.
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Summarizing the previous approaches to decoding, wa

that muoh mors research s necessary before any cohesive body of

bnowiedge abowt coding and decoding for mulitilaccess channels will
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The collision resolution approa

communication, as mentioned 1n section 1, focusses on allocating

the cnannel! among a large set of users at different transmitting

H
)
i

=¥ it has the weakness of essentially ignoring the
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azssumptions that limit the S5 of svstemns we will be

COMSL el M.

al Slotted Svstems We assume that each message (packet! to be

into one time unit (a =s=lot) Ffor transmission.

44
=
s
mn

transmitted

All transmitters are synchronized so that the recestion of e=ach

transmission starts at an integer time and ends before the next
integsr Lims. Such syncochronization 1s wswally not too difficult
given, Tirst, a small guard space betwsen packetsz, second, a

zmall amount of ftiming feedback from the receiver, and thied,

Mote that this assumpition precludes both the
possinility of sending short packets to make ressrvations for

long packets and of carrier sensing, whioh we discuss later.

Such systems can be understood sinply aftier this basic model is
understoond.,
by Collision or Perfect Reception: e assume that 1§ more than

:

ona bransmitier sends a packet in a slot, then there is a

collision and the receilver gets no information about the contents

or origins of th

it
i

transmitted packets. I just one transmither
sands a packst 1in a sleobh, it is received with no errors. This is
the assumption that removes the noise and communication aspects

fraom the problam; it allows collision resolution to be studied in
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the simplest context but also severelvy limits the clas
strategies and tradeotts that can be considered.

o infinite Set of Transmitiers: Assume that each arriving

packat arrives at a transmitier that has never previousiy
received a packet. This precludes queueing at individual
transmitters and precludes the use of ThHi. This is an

unireasonable assumption from a practical point of view, but note

packets, a tinite set of ftransmitters can wuse the same algorithm,
regarding each packet arrival as corresponding to a separats
conceptual Lransmiitter. In this case, a phvsical transmitier

would sQmeTt1mes:

1} i
i

end simulitaneous, colliding multionle packeis.

ot

This shows, first, that assumption ol provides a worst case Dound

f

on a tinite set of tra
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is only significant when two or more packeis are waiiting at the

mame transmitier. Collision resolution algorithms ars orimarily
wmetul For low input rates where multiple packets rarely gqueus up

at one transmitters in this region, the perfcrﬁance witih a finits
saet of btransmitiers should be well approsvimated by That wiith an
intinite set. The maximum throughpot oFf an algorithm undse the
intinite set assumption is a gqualitative megasure of Lhe goodness
of the algorithm, aveoiding the iess fundamental Throughput

improvemants achievable when gusueing ocours at egach transmitter.

iy Foissaon Arrivals: Aszumne that new packet arrivals are

Foisson at an overall rate M. This is reasonable given
independent arrival proceses at the individual nodes

e} g, 1, ¢ Immediate Feedback: Assume that by the end of each
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slot, =sach tr

i

ter learns whether O packets, 1 packet, or
more than one packet (¢ for collision) were transmitiad in that
slot. This is the only information that each transmither gets
about the existence of packets elsewhere,. The assumption of
immadiate feedback is often unvrealistic, but collision resolution
algorithmes can wsually be modified to deal with delaved {fzedbacks;
the introduction of delay in the feedback, howsver, complicates
analysis with little benefit 1n inzight. The assumption of O, 1,

o fesdback implisgs that the receliver (or the transmitters

alwavs desirable. Soms alternative forms of tesdback will be
discussed in what follows.

4.1 SLOTTED ALDMHA

B

The simplest form of collision resolutior
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The assumpbions above is Slotted Aloha (Roberts [E71F. Siotted

s
o
i

FAloha is a variation of puwe Aloha (Abramson [13:, which wili

described subsegquentlyv. In siotted Aloha. whenever a packetl
arrives at one of the transmitters, that packet is transmitied in

the next slob. Wnenever a collision agccwrs in a slot, =ach
packet involved in the collision 1s sald to be backliogged and
remalns backlogoed until it is successtully transmitted. Each
such backlogged packet is transmitted in each subseqgquent slot
with some fixed probability p > O, independent of past slots and

af other packets. Mote that if p were 1, backlogged packets

wotld continue colliding and no more packets would ever be




successtully transmitied. fMote also that because of the
affactively infinite set of ftransmitters. the collision cannot be

resolved by ftransmitters waiting some numbher of slots detsrmined
by the identity of the transmitter. Such strategiss can be used

wiith a known set of ftransmitter
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ToHA under heavy loading.
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e zesn that slotted dioha can be analvzed as a

homogeneous Markov chain, using the number of backlogoed packsts

at @2ach integer time t as the state. The state at time ©
includes packets that collided in the slot from t-1 to © but doss
ot include new packet arrivals +rom t—1 to t. Let k be the

state at time © and k+i be the state at t+1l. Thus 1 is the

number of new packet arrivals in {(£t-1,t) less the number of

surresstul transmissions (1 any?y in Lk, It folliows £hat 1

= —1 14 no new packet arrives in {t-1,t7 and one backloggs

i
R

naw packet arrives and no successtul transmission ooours Qr one

1
1]
t
]
-
3
=
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e pna and is successtully transmitted.

Same way, w2 see that the

are given by

kp(i*p)k—ze_A i o= -1

P i = Ci-kp (l-py P ae™ &+ (1epyfae™ io= 0
" Ck - X )

L1 - (1-p3 e o= 1

i 22 (4.1




In understanding how this chain behaves, we look first at the
dr-ift, Dk, detined as the expected value of i conditional on k

{i.2, the expected difference petwsen the state at £+1 and that

i+
T
.

at ¢t conditional on the state a

=1 =X

ﬁh = A —L{l-p) A= + kp(i*—p}L 2 ] Uy
The +irst term & is the arrival rate and the second term is the
departurs rate or throughput. Note that for any » » ¢ and anv
P G, D will be positive for all sufficiently large k. This
means that i+ the svstem becomes sufficiently backlogged., it
drifts in the direction of becoming more and more backloggeds
this should not be suwprising since collisions occw on almost
all =lots when the backlog gets sufficiently large. Faplan [E8]

gives a simple but elegant proof that this type of chain is

unstable {(i.2. non—-ergodic).

apite the instability of slotted Aloha, 1t can stilil he a
usaful collision resolution approach especially if the syvstem 1S
moditied to avold or recover {from the heavily backlogged state.

Uming a small value of p helps postpons the onset of the

catastrophic behavior above, and for small p, 4.2) can bhe well
approximabsad by

. \ L = OApk s
& A -~ (a+phkle R (4.5

Fig. 4.1 illustrates this equation. For XA * eﬂl, we see that D,

O for o all k. For M < ewl, there is a range of k for which
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would rather not decrease, and small p means large delay bstween

retrials of a collided packst.

This tradeoff in p is very undesirable; lar:
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other hand, p 1 g2 and thus delay is small. The problem with

this solution is that k is unknown, and either k must be

fa ]

satimatad +from the f=edback or an appropriate valus oFf p omusht be

watlmated. Hajek and Yanboon L2911 have analvzed a Tl
algoritihms in which p is updated alt sach silaot sieoply as a
Function of the pravious p and the feedback information. Thev

. s o . W . = )
showsd that such tunctions cam be chosen for any A 4 &8 ° s0 as fo

From {(4.3), we ses that Dk i positive whenever A > 1/e.
This 1s only an approximation of (4.2), but fthe approximation is
good when p o is small, and p must be small when b 1= large fo
minimize D). Thus, for & > 1/, D is positive for all
sufficiently large k no matter how p is chosen, 30 that slotted
Aloha is unstable in this case even if k is known.

In the next subsection we show that much higher throughputs,

and presumably smaller delavs, are possible when newly arriving
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and the same kinds of stabiliity issues

o the slotted svstem A major practical advantage of

xj i
-+
0
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sure aloha, howsver, 1 its apility to handle packetzs of
i3 3 3 )

i

different lengths (36,311,
4.2 BFLITTING ALBORITHMS

In ouw discussion or slotted Aloh we saw that the

p
']J

et

throughput is upoer bounded by 172 regardiess of the strategy

H

weaed to adjust the retransmission probability of collided

i

packets. Tinis bDound was imposed by the restriction that new
arrivals ware alwavs transmitted 1n the next slot afier their
arrival and that backlogged packets depended upon a single

parameter p for retransmission, To get an intuitive idea of why

the transmission of new arrivals showld somsitimes bDe postponed,

fa=

consider a slot in which two packets fide. I+ the new

i

)

arrivals were Peld up until the collision were vesolved, then a

P

raessonable strategy would be +tor each
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ratransmit in bthe following slot
probability 172, then, 2 successful transmission ocouwrs and the
athar packet would be transmitited in the following slot.

alternatively, with probability 172, another collision o an idl

wlol ansues, ting ons s=lobt, fAgain, in this case, sach packet

wendlel be transmitted in bthe following slot independently with

probability 172, and so forth until the ftwo packets are

aucoessful ly transmltted. The expected number of slots required

-

to successtully transmit the two packets is easily seen to be 5,

which vields an effective throughput of 2/7 during the collision

raesolution period.
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This concept of probabilistically splitting the set of

packets involved in a collision into a8 fransmiftting set and a

a3

fudd

Ting s2t while making other packats waii is ths

fay

non—transmi

central idea of a variety of collision resoliution algorithms that

Li

achieve throughnouts larger than 17e while using assumphtions ad bt

.

@ls we call these algorithms splitting algorithss. The=ze
algorithms differ in the rules used +or splitting the collision
set (which might involve more than two packets? and in the rules
tor allowing walting packets not involved in 2 collision o

transmit ather the collisio 1E resolved.

The First

wara the tres algorithms
developaed Dy Capetanakis [323, Haves [331, and Tsybakov and
Mikhailovy [347. I these algorithms, Lhe system al

etwessn Dwo modes-—normal mode and collision resolution mods.

When a2 collision in noemal mode, all transmitiers go intc

collision resolution mode, all new arcivals wait until fhe next

Lransition into normal mode, and all packets Lnwvol
collision independently sslect one of twd subsets wiith egusl

peobability. e view sach subset as corresponding o a bDranah

root ot a rooted binary tree (see fig. 4.32). In the

glot Following the collision, the first of these subsets 1s

e arismi b 4 another collision ocours, bthis

Foar e ey smal ler subsets, corecespanding bo Foebhse

branches growing from bthe original branch. The +irst of these
subsets is transmitted in the next slot, and i+ this transmission

i1s transmitted

T
i

is successtul or idle, the second of the subse

i
h)

in the following slaot. In gensral, whenever the transmission of




a subset resulits in a colli=sion, the subset is gplit and ftwo new
brranches of the ftreese are grown fraom the old branch. Whensver ithe

transmission of a subset 1= i1dle or successtuwl {(i.2. the subset

is empty or contains ane packetl, the next slot 1z used to
transmit the nexi subset. When 211 subsets have been exhausted,

the normal mode 15 again entered.

it should be apparent that if this algorithm spends

3
3
3
=

mlots resolving & collision, then typically many new arrivals
will sagerly be awaiting the retuwn to normal mode and a

resounding callision will ensue. What 1s even worsa 1is that many

succeszsive collisions will follow until the expected number of
packets in a subsst becomes on the order of 1. Thus the

algorithm can be improved by eliminating the normal mode; at the

e
=5

and of a collision resolubtion psriocd, a new collision resolutior

i

357

period 1s immnediately entered and each waiting packst randomly
Joins one of b subsets. The numizer & inoreases with the length
oFf the preceding collision resolution period so that the expscited
number of packets per subset 15 on the order of one.  The

corresponding tres has bk branches rizing from the root and two

Dranches rising from esch non-leat node.

1y
3

=t anakis showed that thi

= algorithm has a madimum

i_!

throughput of 0,43 and 1s stable for all input rates Than
Gud43, The maximumn theoughpot attainable with tree algorithos was
later increased bto O.46 due to a simple improvemesnt first
suggested by Massey [2531. MNote what the algorithm does when the

sal involved in a collision is split into two subssts of which

the first is empty. The first siot following the collision is
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and the next is a caollision, involving all the packetsz

i

in the first collision. Massey s improvement was to avoid this

predictable collison by resplitting the second subset of a

collision set whenever the first subset iz emptv.
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The next improvemant in throughput w

Bl

Gallager [3&61,

and somswhat lat :

i

ey With & mors complete analys

iﬂ
w

. by Tsvbakov

ree structurs

t

and Mikhailov [371y this involved eliminating the

entiraly. Wz =s=hall describe this algorithm precissly 1

51

ter,

since 1t is considerably sasier to analyvze than the tree

algoritihm. Firet, howsver, we view 1T as ancthar modification of
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N resolution pDeriod,
gach of the k newly found subsets contains a Foilisson distributead
number of packets. i+ a collision oococurs for such a subset and
Lhaen anobther collision ocows in the First of thes two resuliting
subssts, then, conditional on these collisions, the number of

5 1in Foisson distribubed.

i

packets in the second of the ftwo subse
Thus, as far as the algorithm 1s concerned, this subset is
statistically identical to some btime interval of new arrivals,
and the algorithm would be improved 14, rather than wasting a
slaob on this subset, we simply Treated it like waiting new
arrivals.  We will get to the bookkesping issue of how to do this
at as &

sfhortly, bubh nobe that 1+ we e2liminate the second subs

.jx

2 entity every time the first subset is divided, then we
nevar have more than two subsets to consider.

The easiest way to do the bookkeeping concerning subsets and
waiting packets is by means of the arrival times of the packets.

If all the packets that arrived in a given time interval are




transmithed in a siot and a collision resulis, the intsrval

than
is eplit into two egual subintervals and the packets in the +irst
suninterval are regarded as the first subset and those in the
second as the second subzet. With this approach, packets are

alwavs sent in a first come first served (FOFS! order, so we call

this
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We now express the algorithm precisely. Suppose that at
integer time t the algorithm has successfully fransmitted ail
packets that arrived before some time Tt} (not necessarily

integer). In the slot [t,t+1), all the nackets that arrived

petnaen Tt and T{fr+uitl are transmitted. The time Tii) and
the interval size wit) are determined by each transmititer based

o the history of the +esedback up to ftime t. it 1s nelpful to
view the packet arrivals in [T{(t:.t) as being in a distributed

cpuee We would like to allocate the gueued

Ak
f

iwmounbEnown exoept o the

individual arrival time of

e

cransmi tter for that packet. Thus the algorithm attempts to

an interval pit) at the front of the guesue so as to

transmit the wallbing packets as quickly as possible. Mote that

maximizing the probability of success in the next zlaft iz not the

ollis=ion in Dhe next

Dest bhing o do sinoe, wiE rAavE sSesn, A O
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alot allows a higher throughput in the sucoseding tew

i
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with an idle slot or successt

The algorithm given below determines pit), Titl, and

o}

Bitredll,2y for the slot [t,t+l) in terms of plt-1), T(i-1), Git-

17 . and the {feadbs 1, 1,00 for the slot [t-1,t). The state
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: a parameter p- that destermine

i+ fesdback = O and Qit-1r = Z fthen
Tiky = Tob—-1r+pih—10s GlEr = Z3
ity = opit-1 /2 (4,7
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subintarvals
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lows the aslgorithm to "remembser” the

fus

LR )

ance of these two subintervals. It there was a previous

subintacrval [Te-1r+pit-13, TE-1)+2ut-127, the algorithm

o

“forgets" about it at this point, regarding that subintesrval as

i

part of the waiting queus. Az pointed out before, the number of

alsa limited by ©t-Tikd. the interval of arrival times

v, 4




packets in that subinterval, conditional on the feedback history,

n with paramster Apgit-1).
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the head of the queds and allocsites

algorithm when a collision followed by an idlse {or parhaps saveal

i

homogenesous Markowy chain, wsing ity , pitd and ©-TiD)

period depend

i

Fitidl For & oat the beginning of fthe period. bt 1s obherwis

rase wherse the inttial pib?

= 1 the oritical case o larogs
. ,

Dack Lo

in the period, p either stavs

o is halved, so o o= 2 ' u. for some 1 0F O, The state of ths

chain at time
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is described by Bt} and pit), so we denote the

state at time t by Sj i where j = L)
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Ealuﬁ, Figure 4.4 shows the possible state transitions as
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transition probabilid shate S5- ., we have two

I

R oyl e b e g — = i : . o
2ach of size P, = .2 Y. The number of p
2ach subinterval 1s a Foisson random variable, with parameber
Ay, conditional on the sum ot the number of packets in

the two subintervals being ftwo or nore. The transition to 8

T

contains exactly one packst (..

o

MT@rvya

[o8

ooours 1F bhe First sain:

bhe transmission of the first subinterval is successfull.  The
propapility of this is thean
'—'r‘-.g_(_i ""'3'13.
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e subintervals each of size W . The number of

i

sudinterval 18 Folsson, wiith paramebter Ay, . conditional oth on

e sum beilng Lwo or moere and the first interval containing

L1y one pi L. This means thalt the number

sacond subinterval is Folisson conditional on being ons or mors,
The probability of a transition to 5y 4 is then the probability
1,C

of exactly one packet, so
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ha number of s=lots in

simply tha number of states o
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Sy 0 The guesue langth, £-T{(tL); has an increment, over a

paeriod, egual to the number of siobts in the

ceriod less the change in Tdol; the changes In

but is reduced by @, i a collision occurs in S L. Letting V¥ bhe
i 2ol

2 incrament in gueue langbth over a collision resoloation pseiod,

booan be evaluabed

numerically as a function of A and pe, and
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