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Abstract

Quantum dots, also called semiconductor nanocrystals, are an interesting class of
materials because their band gap is a function of the quantum dot size. Their optical properties
are not determined solely by the atomic composition, but may be engineered. Advances in
quantum dot synthesis have enabled control of the ensemble size dispersity and the creation of
monodisperse quantum dot ensembles with size variations of less than one atomic layer.
Quantum dots have been used in a variety of applications including solar cells, light-emitting
diodes, photodetectors, and thermoelectrics. In many of these applications, understanding charge
transport in quantum dot solids is crucial to optimizing efficient devices. We examine charge
transport in monodisperse, coupled quantum dot solids using spectroscopic techniques explained
by hopping transport models that provide a complementary picture to device measurements.

In our monodisperse quantum dot solids, the site-to-site energetic disorder that comes
from size dispersity and the size-dependent band gap is very small and spatial disorder in the
quantum dot superlattice often has a greater impact on charge transport. In Chapter 2, we show
that improved structural order from self-assembly in monodisperse quantum dots reduces the
interparticle spacing and has a greater impact than reduced energetic disorder on increasing
charge carrier hopping rates. In Chapter 3, we present temperature-dependent transport
measurements that demonstrate again that when energetic disorder is very low, structural
changes will dominate the dynamics. We find increasing mobility with decreasing temperature
that can be explained by a 1-2 A contraction in the edge-to-edge nearest neighbor quantum dot
spacing. In Chapter 4, we study optical states that are 100-200 meV lower in energy than the
band gap. Because we work with monodisperse quantum dots, we are able to resolve this trap
state separately from the band edge state and study its optical properties. We identify the trap
state as dimers that form during synthesis and ligand exchange when two bare quantum dot
surfaces fuse. The findings of this thesis point to the importance of minimizing the structural
disorder of the coupled quantum dot solid in addition to the energetic disorder to optimize charge
carrier transport.

Thesis Supervisor: William A. Tisdale
Title: Associate Professor of Chemical Engineering
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Figure 3.8. Temperature-dependent lattice distortion of an ordered superlattice of 5.0 nm QDs
with ethanethiol ligands. (a) GISAXS patterns at 298 K with expected FCC diffraction peak
positions and (b) 160 K with expected BCT peak positions based on the lattice distortion model
described in the text. (c) Change in neighbor center-to-center spacings with temperature

for a and b axes (black, open circles), ¢ axis (blue, open squares), d;o direction (red, open
triangles), and nearest neighbors (PUIPIE CIOSSES). c.cveverereierererieererrerrtesre et eeiens 78

Figure 3.9. Calculated mobility from KMC simulations based on the global hopping model fit for
the fast (a) and slow (b) hopping rates. .......c..cceocevereinirmrinenneseniceeeteteeeenee st senenes 78

Figure 4.1. Emission from band edge and trap states in ethanethiol-treated PbS QD solids. (a)
Photoluminescence spectra as a function of temperature showing PL from the band edge state at
room temperature and from the trap state at lower temperatures. (b) Schematic showing much
higher density of states at the band edge than at the trap state energy, so that at room
temperature, charge carriers are thermalized into the band edge states. (¢) Ratio of band edge to
trap state PL as a function of temperature (filled circles). A fit (dashed line) gives the energetic
barrier between QDs and the density Of trap StALES........ceeveuerrerriesieieteeretereieeeeee et seeaens 86

Figure 4.2. Excite trap states in PbS QD solids and observe de-trapping in coupled films. (a)
Schematic showing population of the trap state followed by upconversion to the band edge state.
(b-f) Color plots showing excitation of the mid-gap trap state QD solids (d =4.2 nm, 6 =2.1-
3.0%) with varying ligand lengths. The pump spectra and QD solution absorption spectra are
shown overlaid for reference. (g) Spectra at early and late times for the ethanethiol treated solid
(b), with peak position and fwhm for the trap state and band edge peaks. (h) Integrated peak
intensities as a function of delay time for the ethanethiol treated solid (b). (i-j) Color plots
showing dynamics following mixed excitation of the trap and band edge state. (k-1) Excitation of
the mid-gap state and band edge state in larger, monodisperse QD solids (d = 4.9 nm, J = 0.6-
0.8%0). ettt ettt st a et ae et e b et se st e e et e b et et e e tens 87

Figure 4.3. Transient absorption exciting at the band edge peak for QD solids with thiol ligands
of varying lengths. A transient redshift indicating charge transport in the observed time window
is present for ethanethiol and butanethiol QD solids, but not for octanethiol, dodecanethiol, or
OlEIC ACHA. ..ttt et et ettt st e e e e e s e s e s s e s e be s s e e e esae b e e e benbeene e eennesbesbeastans 88

Figure 4.4. Transient absorption spectroscopy showing excitation of the trap state and
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Chapter 1 Introduction

1.1 Nanocrystal Quantum Dots

The unique optical properties of nanostructured materials have been employed for
centuries, since long before their science was understood. For example, the vivid reds and
yellows in stained glass windows found in European cathedrals from the 6" to 15™ centuries are
the result of gold and silver nanoparticles, respectively, that formed when gold chloride or silver
nitrate was added during the glass-making process (Figure 1.1)."

Figure 1.1. The ruby red and yellow colors in stained glass windows, such as those in the iconic
north rose window of Notre-Dame de Paris pictured here, are a result of gold and silver
nanoparticles in the glass.

The modern era of scientific research into semiconductor quantum dots (QDs), which are
also called nanocrystals (NCs), began in 1981 when Alexei Ekimov of the USSR formed and
studied the optical properties of semiconductor nanocrystals in a glass matrix.”” A few years
later, Louis Brus of Bell Labs synthesized and studied the first colloidal semiconductor QDS.“'6
In 1993, Moungi Bawendi’s new lab at MIT developed the first controlled, scalable synthesis for
colloidal QDs, which they demonstrated with nearly monodisperse CdSe QDs.’

QDs are clusters of ~1000-10,000 atoms that are ~2-20 nanometers in diameter and
exhibit optical properties that have both bulk and atomic character. A defining feature of
semiconductor QDs is a size-dependent band gap, which determines what colors of light the QDs
will absorb or emit. Synthetic methods have now been developed for a variety of semiconductor
QDs, including Cd, Zn, Hg, and Pb chalcogenides (S, Se, Te), InP, InAs, and perovskites.* " It is
possible to engineer the shape of QDs' 1% a5 well as make a variety of core-shell structures,"”"”
which show near-unity quantum yields. Their optical properties span the near ultra-violet to the
mid-wavelength infrared, making different types of QDs attractive materials for a wide variety of
applications'® including display technologies,'” light-emitting diodes,” solar cells,”
photodetef.:tors,22 thermoelectrics,” biological imaging.”* telecommunications,” thermal imaging
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sensors.”® Lead sulfide (PbS) quantum dots are particularly promising for infrared applications
because they are air stable and have a band gap that can be tuned across the near infrared (NIR)
into the short-wave infrared (SWIR) from ~700nm to 2400nm (1.8eV to 0.5eV).?” PbS QD
photodetectors have figures of merit that outperform commercial technologies.?’ They have been
used in IR LEDs,*® and are the absorber in QD solar cells with efficiencies exceeding 11%.?'

Thus, QDs are a promising designer semiconductor for next-generation optoelectronic
devices, in which one can imagine precisely tuning the semiconductor properties to match the
desired application. They are very good at absorbing and efficiently emitting narrow spectrum
light, so their first commercial applications have been as color filters in display technologies
such as televisions and monitors."” However, other applications, such as solar cells or LEDs,
require better control of the charge carrier transport, and how changing QD properties impacts
transport in QD solids.

1.2 Lead Sulfide Quantum Dot Synthesis

Initial colloidal synthesis for PbS QDs was published by Hines and Scholes in 2003,” a
decade after CdSe QD synthesis was first reported. The synthesis was patterned on previous QD
synthesis methods for cadmium chalcogenides7 and PbSe,”! using lead oxide in oleic acid (OA)
to make lead oleate, and injecting bis(trimethylsilyl)sulfide (TMS) in octadecene (ODE) at
elevated temperatures of 80-140°C. Varying the OA:Pb:S ratios and the injection temperature
adjusts the kinetics of the nucleation and growth rates to control the QD size. This synthesis has
since been adapted to use either lead oleate or lead acetate,*® and is widely used in a variety of
devices.*

Another hot-injection synthesis method developed by Cademartiri et al.,”> and improved
by Moreels ef al.*® and Weidman ef al.*’ uses lead chloride and elemental sulfur precursors in
oleylamine, which acts as both the stabilizing ligand and the solvent. This synthesis follows a
diffusion-limited growth mechanism, and creates highly monodisperse PbS QDs that are lead-
rich with both chlorine ions (from PbCl,) and oleylamine ligands on the surface. Size dispersity,
or the variation in QD sizes within an ensemble, determines the total linewidth of the ensemble
absorption and emission spectra (inhomogeneous broadening is convolved with homogeneous
broadening to give the total linewidth) and the energetic disorder in a QD solid. It is thus a key
parameter to optimize in synthesis, with monodisperse QDs (all QDs the same size), rather than
polydisperse QDs (a range of QD sizes present), desired for most applications. The oleylamine
ligands are weakly bound to the QD surface, and rapidly detach and reattach, in equilibrium with
free oleylamine in solution.* Following synthesis, the oleylamine ligands are replaced with more
strongly bound oleate ligands at a density of about 3 per nm” to ensure long-term colloidal
stability.*® The surface chlorine ions are believed to stabilize the QDs, making them air-stable for
at least several months.”” The oleate and chloride ions also ensure charge neutrality of the lead-
rich QDs.*® While this synthesis is very successful for making QDs with band gaps lower in
energy than 1.2 eV (1000 nm), it does not make the smallest QDs that are often used in
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photovoltaics. Zhang et al.’” have adapted this synthesis to use TMS in place of elemental sulfur
to extend the size range to these smaller QDs.

Additional synthetic methods to make monodisperse PbS QDs have been developed in
recent years. Hendricks er al.*® developed a library of substituted thiourea precursors to precisely
tune the nucleation rate kinetics with lead oleate and prepare monodisperse PbS QDs across a
range of sizes at nearly full reaction conversion. Taking advantage of the excellent synthetic
methods available for CdS and CdSe QDs, Beard and co-workers® use a cation exchange
process to convert highly monodisperse CdS or CdSe QDs to PbS or PbSe QDs. PbCl; is used
for the cation exchange, so these QDs have the chloride passivation that improves air stability.
Larger PbS QDs can be made through the sequential addition of smaller QDs, which dissolve to
create additional monomers in solution and grow the size of the original QDs through an
Ostwald ripening process.*

1.3 Quantum Dot Electronic Structure

The size-dependent band gap in semiconductor QDs arises when the size of the QD
approaches and becomes smaller than the characteristic length scale of a charge carrier in the
material. The charge carrier can be an electron, hole, or electron-hole pair, which is known as an
exciton. The characteristic length scale is given by the Bohr radius:

ag = S%ao (1.1)
where ¢ is the dielectric constant of the material, m is the rest mass of an electron, m* is the
effective mass of the charge carrier (electron, hole, or exciton), and ay is the Bohr radius of the
hydrogen atom. The Bohr radius for the exciton in PbS is ~18 nm, so strong quantum
confinement is expected for typical quantum dot sizes (2-12 nm).*' Additionally, the effective
masses of the electron and hole in PbS are small and approximately equal (m.* = 0.12m, m,* =
0.11m), so both the electron and hole of dissociated excitons are strongly quantum confined.

To a first approximation, the band gap of a QD can be calculated using the particle-in-a-
sphere model,

h?m? (1.2)

2mepr?

where E is the band gap as a function of the QD radius, r,egnd m.y, 1s the exciton reduced mass.
Because the electron and hole effective masses are approximately equal in lead chalcogenides,
the conduction and valence bands are expected to be symmetric in this model. This is in contrast
to the well-studied CdSe QDs, which have a heavier hole mass and thus much more closely
spaced valence band states than conduction band states. While the band structure for lead
chalcogenide (PbS, PbSe) QDs is nearly symmetric, atomistic simulations and experimental
measurements suggest the valence band states are more densely populated and shift less with QD

E,(r) = Epik +
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size as compared to the conduction band states.*”** A schematic of the size-dependent band
structure is shown in Figure 1.2.

A

band gap

energy

bulk

semiconductor * *

Figure 1.2. Schematic showing the size-dependent band structure.

A typical absorption spectrum for PbS QDs is shown in Figure 1.3. The discrete
transitions in a QD are labeled based on analogy to molecular transitions. The lowest energy
transition, which is the band gap, is labeled 1S;-1S,. The 1S}, and 1S, bands are the valence and
conduction bands and are 8-fold degenerate, including spin, in PbS QDs. The second large peak
is the 1Py-1P, transition.”” The small peak observed between these two peaks in highly
monodisperse QDs is from the spin-forbidden 1S,-1P, and 1Py-1S, transitions.*® Higher energy
transitions have been assigned to 1Dy-1D, transitions and other forbidden transitions.*’ The
broad peak at ~500-600 nm has been assigned to a high energy saddle point along the X direction
in the Brillouin zone, which acts as a phonon bottleneck, slowing hot carrier cooling to ~1ps™
and allowing competing processes such as multi-exciton generation or hot electron transfer to
proceed. These excitonic absorption features are sharpest for monodisperse QD ensembles in
which the ensemble spectra approach the single QD spectra. In polydisperse ensembles with
higher size dispersity, the size-dependent band gap results in QDs with different excitonic energy
transitions and blurring of features in the absorption spectrum. By 400 nm, the electronic states
are a continuum of bulk-like states,*® which enable the absorption at 400 nm to be used to
accurately measure the QD concentration in mg/mL regardless of the QD size and size

dispers,ity.49
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Figure 1.3. Absorption spectrum of PbS QDs in tetrachloroethylene.

1.4 QD Solids: Self-assembly and Ligand Exchange

Several fabrication techniques have been uses to deposit QD solids of varying size and
film thickness including drop casting, spin coating, dip coating, spray coating, and assembly at
liquid-air interfaces. Many nanomaterials self-assemble into superlattices given sufficient time in
a mobile environment such as at a liquid-air interface, but monodisperse PbS QDs self-assemble
even in more rapid deposition environments like spin coating.”’ Highly monodisperse PbS QDs
even self-assemble into superlattices in which all the PbS crystal planes in each QD are aligned
throughout the superlattice.””'

To improve charge carrier transport in QD solids, the long, insulating ligands that provide
good colloidal stability during synthesis and storage must be replaced with shorter ligands that
reduce the interparticle spacing between QDs. Traditionally, this has been done using a solid-
state ligand exchange process in which the spin cast or dip coated solid is immersed in a solution
containing the new ligand in a solvent, typically acetonitrile or methanol. Commonly used
ligands include short chain organics like 1,2-ethanedithiol (EDT), 1,3-benzenedithiol (BDT), 3-
mercaptopropionic acid (MPA), or 1,2-ethanediamine (EDA), or inorganic ions such as atomic
halide ions (Br, CI', I') or thiocyanate (SCN") . Ligands with lowest unoccupied molecular
orbitals (LUMOs) near the conduction band energy have also been used to improve transport.52
Additionally, ligands can shift the energy levels of the QD solid relative to vacuum, enabling
band alignment engineering when integrating QD solids into devices.”

Following ligand exchange, the volume of the QD solid contracts, reducing the long-
range order and creating cracks in large area films.> To compensate, devices are usually
fabricated using a layer-by-layer deposition approach in which subsequent layers fill in the
cracks in previous layers, but these solids have reduced long-range order as compared to films
made from a single deposition step.”” To reduce the number of processing steps and improve the
superlattice order, solution phase ligand exchanges are being developed by the quantum dot
research community.”
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1.5 Transport in Quantum Dot Solids

1.5.1 Excitons versus free carriers

In studying transport in QD solids, one must consider the nature of the charge carriers.
Whether they are excitons or dissociated free electrons and holes is determined by the exciton
binding energy and the electronic coupling strength between neighboring QDs. In CdSe QDs, the
exciton binding energy is large, ~0.2-1.0 eV, depending on the QD size, so charge carriers are
excitons under typical experimental conditions.> In PbS and PbSe, the exciton binding energy is
weak, and electronic coupling can be strong in QD solids with short ligands. As a result, photo-
generated excitons rapidly dissociate into free carriers at room temperature. Rapid exciton
dissociation results in low photoluminescence (PL) intensity in these solids because and electron
and hole often do not remain on the same QD for a sufficiently long time for radiative
recombination to occur. The PL intensity increases as temperature decreases (Figure 1.4),
revealing that exciton dissociation is a thermally activated process with an activation energy of
~35-120meV.>* The PL intensity also increases with ligand length, confirming that strong
electronic coupling, which results in fast charge carrier tunneling, also assists in exciton
dissociation. The ligand length dependence of the PL intensity is consistent with a tunneling
barrier height (see Section 1.5.2) of f~1.1A"', consistent with values determined for similar
alkane ligands with electrical mobility measurements.” In device measurements, a charge
separation interface, such as the interface with the electron acceptor zinc oxide, or an applied
electric field can also assist in dissociating photogenerated excitons into free carriers.
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Figure 1.4. Normalized photoluminescence intensity as a function of temperature. PL is low near
room temperature when excitons rapidly dissociate, and high at low temperatures when charge
carriers remain as excitons.

1.5.2  Charge carrier hopping mechanisms

On the nanoscale, transport in QD solids proceeds via charge carrier hopping from QD to
QD. If the charge carriers are excitons, the hopping mechanism is Forster resonance energy
transfer, which is a non-radiative transfer of excitons though electromagnetic interactions
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between the transition dipoles of neighboring QDs. The per QD pair energy transfer rate, krger,
is inversely proportional to the donor lifetime (z4) and the center-to-center distance between QDs

(dCC)

1 (Ry\° (1.3)
kgt = Kkprer = E(E;)
where Ry is the Forster radius and is given by
MpLK® (1.4)
6 _ 4
Ry” = WIFD(A)GA(A)A dA

where 7p,, is the quantum efficiency of the donor, x is the dipole orientation factor, typically
assumed to be 2/3 for randomly oriented dipoles, » is the refractive index, typically assumed to
be the volume-weighted sum of the refractive indices of the inorganic cores and organic ligands,
Fp(4) is the donor emission spectrum, normalized to an integrated area of 1, and o4(A) is the
acceptor absorption spectrum in units of cross-sectional area. Typical values for the Forster
radius are ~8-9 nm in PbS and CdSe QDs.””™ Exciton lifetimes in CdSe QDs are ~15 ns, so the
time between hops (1/kgr) is ~2-20 ns in CdSe QD solids.”” In contrast, the lifetime in PbS QDs
is ~2 ps, so FRET rates are much slower and the time between hops is hundreds of nanoseconds
with native oleic acid ligands, and would be expected to decrease only to several tens of
nanoseconds for short ligands.*®

If charge carriers are free carriers, the hopping mechanism follows electron tunneling,

which has an inverse exponential dependence on the edge-to-edge QD spacing (d)
ket = Keynn o e7F2, (1.5)

The tunneling barrier height, f, is determined by the QD ligand, with typical values of ~2A™' in
vacuum, 0.9-1.2A™ for conjugated hydrocarbons, 0.2-0.6A™" for highly conjugated chains.*’
Reported literature values for charge transport via tunneling in PbS and PbSe QD solids have
varied widely from sub-picosecond®' to a several nanoseconds,” depending on QD size, ligand
treatment, and superlattice structure.

1.5.3 Temperature dependence of charge carrier hopping

A given QD in a QD solid will typically have neighboring QDs with larger and smaller
band gaps as a result of size dispersity in the QD ensemble and the size-dependent band gap.
Energy must be conserved in charge carrier hopping processes, so hops to higher energy QDs
require additional energy which is provided by the environment in the form of thermal energy.
Thus, charge carrier hopping is a thermally-activated process and downhill energy hops are more
favorable than uphill energy hops. As charge carriers equilibrate in the solid, they approach a
Boltzmann distribution convolved with the density of states, regardless of the initial distribution
of excited states. So, following excitation of a random subset of QDs in the solid, the average
energy of QDs containing charge carriers will shift to lower energy with time, and the magnitude
and dynamics of this redshift, which can be monitored using PL or transient absorption
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spectroscopy,’' gives information about the size dispersity and hopping rate (FRET for excitons,
tunneling for free carriers) in the solid, as will be discussed further in Chapter 2. Even if all QDs
are the same size, charge carrier hopping may still be thermally activated because the presence of
a charge carrier changes the electronic structure of the QD, reducing the band gap by an amount
equal to the charging energy, Ec.

The charge carrier hopping rate is strongly dependent on interparticle spacing, so at room
temperature, when thermal energy is readily available, hopping is to nearest neighbors (NNH).
As the temperature decreases, longer range hops to more energetically favorable QDs become
more likely and transport shifts to variable range hopping (VRH). The relevant transport regime
can be determined using the temperature dependence of the conductivity, which takes the form:

0 = 0y exp [— (IT-)Z] (1.6)
where gy, is the conductivity pre-exponential factor, 7* is a fitting parameter with units of
Kelvin, and z is a parameter that describes the power of the temperature dependence and can be
determined from a log-log plot of d(Ins)/d(InT) versus 7. Temperature dependence of z=1 is an
Arrhenius relation and is consistent with NNH with 7* = Ex/kg. Efros-Shklovskii variable range
hopping (ES-VRH), which arises from the soft Coulomb gap in the density of states created by
Coulomb interactions between free electrons,” is characterized by z=0.5. Mott variable range
hopping (M-VRH) is relevant at low density of states when electron correlations are not
important, and is characterized by z = 0.25 for three-dimensional transport or z = 0.33 for two-
dimensional transport.”* M-VRH has been observed in electrochemically charged CdSe QDs,*
and ES-VRH has been observed in both PbSe®**® and CdSe®* ¢’ QDs. The transition from VRH
to NNH occurs when the optimal hopping distance is equal to the center-to-center QD spacing.
The transition from ES-VRH to NNH in PbSe QDs occurs at 70-100K, with increasing transition
temperature for decreasing QD size.*

1.5.4 Experimental transport measurement techniques

Because it is challenging to make direct experimental observations on the nanoscale,
macroscale devices and measurements are employed to measure transport properties in QD
solids.®® Field-effect transistors (FETs) have been frequently used to measure mobility in QD
solids. In an FET, the gate electrode bias shifts the position of the Fermi energy, which can
adjust the carrier concentration and fill mid-gap states. High FET mobilities in excess of 10 cm’
V' s have been measured in QD solids with inorganic ligands.’> %" The expected trend of
increasing mobility with decreasing ligand length as a result of faster tunneling for shorter inter-
particle spacing has been demonstrated through FET measurements.”' They have also been used
to measure the temperature dependence of the mobility to understand charge transport
mechanisms.®® FET measurements have shown either increasing mobility with increasing QD

size or non-monotonic trends.%% 7172
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While FET devices have many advantages, they measure predominantly electron
transport in the accumulation layer at the interface between the QD layer and the gate dielectric
and may be impacted by traps at this interface’ and thus may not reflect the three dimensional
QD solid properties. Hall effect measurements can probe the mobility through the film thickness,
but they can only be used for high mobility QD solids.”*” Time-of-flight photocurrent
measurements provide reliable measurements in low-mobility solids, and are transient
measurements that are not influenced by long-lived deep trap states.”

The time-resolved microwave conductivity technique offers a local probe that measures
intrinsic charge carrier mobility.”’ Spectroscopic techniques such as ultrafast transient absorption
or photoluminescence also offer a similar complementary view of spectrally resolved charge
carrier dynamics in QD solids, and have previously been used to study charge carrier
thermalization'® and diffusion-assisted Auger recombination in quantum dot solids.” They can be
used to monitor charge carrier dynamics in energetically resolved states on nanometer length
scales, and information on charge carrier hopping can be extracted by fitting the data to a
transport model.

1.5.5 Charge carrier delocalization and band-like transport

In an ideal QD solid, free from energetic and spatial disorder, strong coupling will result
in mixing between the wavefunctions of neighboring QDs, analogous to atomic bonding in bulk
crystalline semiconductors. This wavefunction mixing creates continuous energy bands across
the QD solid. Delocalized charge carriers may experience band-like transport similar to bulk
semiconductors, rather than incoherent site-to-site hopping via tunneling through insulating
barriers between QDs. Claims of band-like transport have been made in CdSe’* ® and PbSe™
QD solids with high mobilities of > 1 em*V's! As evidence, they cite the observation of
increased mobility with decreasing temperature (du/dT < 0) over some temperature range,
rather than the thermally activated behavior expected for a hopping mechanism. However,
whether this is sufficient evidence to support the conclusion of band-like transport is the subject
of active debate among the community.®* "% The pre-exponential factor in hopping transport
may increase with decreasing temperature. Einstein’s relations between mobility and diffusion
for a thermally activated hopping process give an expression for the mobility:

__ed® _ ed’Eq _pi E,/kpT (1.7
Hhop = - e >
6ThopkBT 6hkgT

where d is the center-to center spacing, E, is the activation energy, / is the edge-to-edge spacing,
and f is the tunneling constant. Thus, for temperatures above T = E, /kg, hopping transport can
result in mobility that increases with decreasing temperature, and additional evidence is required
to claim band-like transport.”

Band-like or metallic transport occurs in metal nanoparticle solids because of the high
density of states near the band edge, but semiconductor QDs have much lower band-edge
degeneracy (4-fold in PbS and PbSe, singly degenerate in CdSe, without spin).” When the
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degeneracy is high, as in metal nanoparticles, there are many possible conductance channels, so
it does not matter if the transmission through each is relatively low. But for semiconductor QDs,
band formation occurs only if the transmission is nearly unity, which requires that the coupling
energy between QDs is larger than the energy detuning and the natural linewidths of the band-
edge states.” This is unlikely in current QD solids because of variations in confinement energy
(from size dispersity), disorder in coupling strengths (from variation in edge-to-edge spacing),
electron-electron repulsion (charging energy), and thermal broadening. Thus, band-like transport
in QD solids is unlikely because of the amount of disorder still present in these materials, and
simply showing du/dT < 0 over a limited temperature range is not sufficient evidence to prove
band-like transport rather than hopping transport.

Additional evidence for the possibility of band-like transport is the formation of charge
carriers that are delocalized across many QDs. If substantial mixing between wavefunctions of
neighboring QDs is present, the charge carriers will be delocalized across several QDs, or even
the whole QD solid in the ideal scenario of band-like transport. Thus, researchers measure the
localization length of charge carriers using a variety of techniques. Cross-polarized transient
grating spectroscopy of CdSe QDs with InyTe; ligands suggests a localization length of about 2.2
times the QD diameter.®' Low temperature resistance and magenetoresistance measurements of
indium-doped CdSe QD field effect transistors suggested delocalization lengths of several times
the QD diameter at high gate voltages.* Field effect transistors measurements on epitaxially
connected PbSe superlattices also reveal a gate-voltage-dependent localization length of ~2-3
times the QD diameter for electrons and ~1-2 times for holes.® Transport in the present epitaxial
QD solids follows hopping mechanisms, and reductions in the disorder from QD size dispersity,
connectivity (presence of missing connections), and connection width (coupling energy) are
needed to increase the localization length and enable band-like transport.®*

1.5.6 Trap states

Electronic states that exist within the QD band gap are commonly referred to as trap
states and have been the subject of substantial discussion in the literature over the past several
years, 22 28: 34.47. 8496 1 particular, trap states have been identified as a limiting factor to
improving PbS QD solar cell efficiencies. Charge carriers are extracted at the lower energy trap
states within the band gap, reducing the open-circuit voltage.” °” Additionally, charge carriers
diffusing in QD solids become trapped in these low-energy states, which act as recombination
centers in the solid, and are not extracted as current from the device. The diffusion length is
determined not by the diffusivity and carrier lifetime, but by the distance to the nearest trap
state.”>*® Thus, the density of trap states is the subject of much interest, and has been measured
using a variety of techniques including thermal admittance spectroscopy,** ** ** field-effect
transistor measurements,®® and photoluminescence measurements,*® and can vary by orders of
magnitude from ~0.01 traps per QD for thiol ligands to as low as ~10* traps per QD for some
halide ligands.®
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The role of trap states in transport is also the subject of debate, with some authors
claiming transport through trap states”® ** while others present evidence for trapping and release
with transport occurring through band edge states.®” The nature of trap states in QD solids has
also been the subject of substantial study, and multiple types of traps may exist in QD solids.
Some authors discuss an exponential tail of trap states near the band edge,** ' while others
observe states well below the band edge.*® * Trap states are generally assumed to be surface
states because their density changes with different ligand treatments, QD aging, or oxidation.
%0 Attempts to eliminate trap states typically involve surface treatments such as iodide ligand
treatment, capping the PbS QDs with a thin CdS shell®® or treating the QD solid with oxidizing
agents to remove undercharged Pb atoms that may be a source of traps.94

85-86,

1.6 Transient Absorption Spectroscopy

Transient absorption (TA) spectroscopy is a pump-probe spectroscopy that monitors
changes in the absorption spectrum in response to charge carriers in a material. A schematic of
the TA experiment is shown in Figure 1.5. A pump laser pulse excites charge carriers in the
sample. At some delay time later, a continuum probe laser pulse is transmitted through the
sample to measure its absorption spectrum and is collected by a spectrometer. The pump laser
pulse is chopped, so that the sample absorption spectrum is measured with and without the
excitation source. These two spectra are compared to give the transient absorption signal,

1.8
AOD = ODpump on — ODpump off* ( )

The time delay between the pump and probe laser pulses is varied to monitor how the absorption
spectrum changes as a function of time. Based on changes in the TA spectrum, we infer changes
in the charge carrier dynamics and electronic structure of the material.

A sample transient absorption spectrum is shown in Figure 1.6 with the linear absorption
spectrum for reference. When excited charge carriers are present in a given electronic state as a
result of the pump laser pulse, that state is not able to absorb light from the probe laser pulse
because of the Pauli exclusion principle. Thus, the absorption with the pump on is less than the
absorption without, and we get a negative transient absorption signal for that transition feature,
often called a bleach signal (Figure 1.6a). If instead of reducing the absorption peak, the
absorption peak shifts in energy, a derivative feature appears in the TA spectrum (Figure 1.6b).
This may occur when a higher energy peak shifts because of the bi-exciton binding energy with
an exciton in a lower energy state. A peak shift and bleach can occur simultaneously, for
example in probing the band edge peak of a QD with a band edge exciton, and this process
results in a bleach with an induced absorption shoulder (Figure 1.6c). Examples of a peak shift
and a peak bleach with a small shift are shown in Figure 1.6d for the 1Py-1P.and 1Sp-1S,
transitions respectively in 5.8 nm PbS QDs in tetrachloroethylene excited at the band edge
excitonic transition.
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Figure 1.5. Schematic of a transient absorption experiment.
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Figure 1.6. (a-c) Schematics of possible TA signals. (d) Sample TA spectrum of 5.8 nm PbS QDs
in tetrachloroethylene showing typical features for a QD with an exciton in the band edge state.

When higher energy transitions in the QD sample are excited, it is possible to follow
signatures of hot electron and hole relaxation as a function of time. Figure 1.7 shows typical
transient absorption signatures of the 1Sp-1S. and 1P,-1P. excitonic peaks in the first few
picoseconds following excitation at 3.0 eV. The bleach of the 1S,-18S, feature grows in over the
first 1-2 ps. The 1Py,-1P, feature initially shows a bleach feature that becomes a peak shift signal

over this same time scale. Schaller ef al.'®' used TA to show that the hot electron relaxation rate
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from the 1P,-1P. to the 1S,-1S, transition becomes faster with decreasing PbSe QD size. Initially
there is also a strong induced absorption on either side of the 1S,-1S, bleach which has been
attributed to symmetry breaking by the hot electron-hole pair,‘o2 and which disappears with hot
electron relaxation to the 1Sp-1S, state.

o

14

—_
N

probe energy (eV)
P

08

14

1 2 10 12
delay time (ps) probe energy (eV)

Figure 1.7. Transient absorption signatures of hot electron relaxation in 5.8 nm QDs in
tetrachloroethylene. (a) 2D colorplot showing spectral changes as a function of time. (b) TA
spectra at selected time delays.

Photoluminescence spectroscopy requires radiative recombination between an electron
and a hole, and is therefore predominantly sensitive to excitons, which contain the electron and
hole in close proximity. In contrast, transient absorption spectroscopy measures only changes in
the absorption spectrum as a result of the occupation of excited electronic states, which can be
from either excitons or free electrons and holes. If charge carriers are excitons, then the transient
absorption and photoluminescence signals should have the same dynamics, as shown for the 1.6
us lifetime for QDs in solution in Figure 1.8. However, in a coupled QD solid when charge
carriers are predominantly free carriers, the TA and PL lifetimes will not necessarily be the
same. It is also important to note that the sensitivity of the transient absorption signal to the
occupation of a state by a charge carrier will depend on the degeneracy of that state. In CdSe
QDs, the degeneracy of the valence band is much greater than the degeneracy of the conduction
band, so the band edge bleach signal is sensitive only to the electron state.'” In lead
chalcogenide QDs, the conduction and valence bands are much closer to symmetric, and so the
band edge TA bleach signal is equally sensitive to electrons and holes.
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Figure 1.8. Photoluminescence and transient absorption lifetimes from PbS QDs in
tetrachloroethylene.

Because transient absorption is sensitive to electronic state populations, not a specific
recombination mechanism, it monitors both radiative and non-radiative recombination processes.
At high excitation fluences where more than one photon is absorbed by a given QD, creating two
or more excitons on that QD, an additional non-radiative recombination processes called Auger
recombination occurs. In Auger recombination, one exciton recombines and transfers its energy
to another charge carrier (electron or hole), which then relaxes back to the band edge by emitting
phonons. The TA signatures of Auger recombination are shown in Figure 1.9a, which plots the
area of the first absorption peak bleach of 5.8 nm QDs in tetrachloroethylene as a function of
time and excitation density for band edge excitation at 0.92 eV.

The probability that a QD absorbs m photons follows a Poisson distribution:

Na . m ,—{(Ngps) 1.9
P(m) =( b )m€! (1.9)

where (Ngps) is the average number of absorbed photons per QD. (Ng;¢) can be expressed as

1—e %k (1.10)

(Nabs) = ](O)JT

where J(0) is the incident photon fluence, ¢ is the absorption cross section, and aL = 0D In 10 is
the absorption coefficient times the cuvette length measured for the linear absorption spectrum.
At low excitation densities of (N,;,,) < 0.2, nearly all QDs have either 0 or 1 absorbed photon.
The TA dynamics show a rise when the excitation pulse arrives and then flat dynamics because
the exciton lifetime of 1.6 ps is much longer than the | ns time window in this experiment. As
the excitation density increases, a fast decay component on a timescale of ~100 ps begins to
appear. The increased initial bleach intensity reflects QDs with two or more excitons that
undergo Auger recombination, reducing the transient bleach signal from those QDs. At high
excitation densities of (N,p¢) > 2, nearly all QDs have at least one exciton initially, so following
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Auger recombination all QDs contain exactly one exciton and the bleach intensity at 1 ns
saturates. From the bleach intensity values at 1 ns as a function of incident fluence, we can
estimate the absorption cross section from

N =N, Zm=1P(m) = N[)(l - e_(Nabs)) (1.11)

where N is the total number of excitons left at 1 ns and N is the total number of QDs in the
excitation beam path. By plugging equation (1.10) into equation (1.11) and plotting the bleach
intensity at 1 ns as a function of fluence, we estimate the absorption cross section to be about 10
"> ¢m? (Figure 1.9b,c). Following low fluence excitation ({Ngs) < 0.2) at high photon energies
many times the band gap energy, signatures of Auger recombination are used as evidence for
multiple exciton generation, also called carrier multiplication, which occurs when one high

energy photon generates two or more band edge excitons. 1%
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Figure 1.9. Transient absorption signatures of Auger recombination and calculation of the
absorption cross section. (a) Increasing the pump fluence increases the number of absorbed
photons per QD. Excitons on QDs with more than 1 exciton undergo Auger recombination,
reducing the TA bleach signal in a few hundred picoseconds. (b-c) The absorption cross section
can be estimated from a plot of the bleach intensity at | ns, after Auger recombination is
complete but before appreciable single exciton recombination, versus the excitation fluence. This
is shown for 5.8 nm QDs in (b) and 4.9 nm QDs in (c).

TA spectroscopy has historically been used to look at dynamics in isolated QDs in
solution, and has been used extensively to study hot carrier relaxation,'”""'"* Auger
recombination,'® """ multiple exciton generation,'m'mg and trap state dynamics.” However, it
can also be used to look at QD dynamics in solids, especially in cases when charge carriers
dissociate and PL may not be a representative or feasible probe. TA spectroscopy on QD solids
has been used to look at the effect of strong coupling on hot carrier relaxation,®' fluence-
dependent recombination mechanisms,' > and trap state dynamics.®” There is still a large
parameter space that has been studied only with device-level measurements and has not been
explored with optical techniques that are sensitive to nanoscale transport phenomena.
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1.7 Thesis Overview

In this work, we monitor charge carrier hopping dynamics in monodisperse QD solids
using transient absorption spectroscopy and examine the relative impacts of energetic and
structural disorder on transport. In Chapter 2, we demonstrate homogeneously broadened QD
solids made from monodisperse QD ensembles. Fitting our transient absorption data to a kinetic
Monte Carlo model yields charge carrier hopping times ranging from 80 ps for the smallest QDs
to over | ns for the largest, with the same ethanethiol ligand treatment. We make the surprising
observation that in slightly polydisperse quantum dot solids, structural disorder has a greater
impact than energetic disorder in inhibiting charge carrier transport. We also show that the
homogeneous linewidth and the intrinsic charge carrier mobility increase with decreasing QD
size. In Chapter 3, we extend the model developed in Chapter 2 to temperature-dependent
measurements. We are surprised to observe increasing mobility with decreasing temperature
when the transport mechanism is decidedly incoherent site-to-site hopping and not band-like
transport. Once again, structural changes have a greater impact than energetic ones, and we adapt
our model to include thermal expansion of the quantum dot superlattice. We find that a
contraction of only 1-2 A in the nearest neighbor distance is sufficient to overcome the Arrhenius
dependence on charging energy and site-to-site disorder in our monodisperse QD solids. In
Chapter 4, we show that the photophysical properties of a trap state ~100-200 meV below the
band edge are consistent with that of strongly coupled QD dimers or small aggregates.
Uncoupled QD solids with oleic acid ligands show trap-to-ground-state recombination that
resembles Auger recombination, and coupled QD solids show charge transport between the trap
and band edge states. Atomistic calculations confirm size-dependent trends in the energy
difference between dimer and single QD band edge states and suggest that dimers are fused on
(100) crystal facets. Overall, this thesis work demonstrates the importance of controlling the
structure of monodisperse QD solids to optimize their charge transport.
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Chapter 2 Charge Carrier Hopping Dynamics in PbS Quantum Dot
Solids of Varying Size and Size Dispersity

The basis of this chapter has been published as:

R. H. Gilmore, E. M. Y. Lee, M. C. Weidman, A. P. Willard, W. A. Tisdale, “Charge Carrier
Hopping Dynamics in Homogeneously Broadened PbS Quantum Dot Solids,” Nano Lett. 17,
2017.

2.1 Introduction

Energetic disorder inhibits charge carrier transport in a range of nanostructured materials
including polymer and small molecule organics'">"''* and nanocrystal quantum dots (QDs).'">!"”
In particular, energetic disorder in QD solar cells reduces both the open circuit voltage (due to
extraction of charges at lower energy)’’ and the short circuit current (due to reduced minority
carrier diffusion length).%® ''? Because the quantum-confined band gap is a function of QD size,
the size dispersity originating from colloidal synthesis often leads to inhomogeneously
broadened electronic transitions.''® Improved energetic homogeneity would be beneficial to long
range charge carrier transport in quantum dot solids, and is an important avenue to pursue in
further increasing solar cell efficiencies.?! '

Charge carrier transport in PbS quantum dot solids with short ligands at or near room
temperature is dominated by free carriers, rather than excitons.>>>* % Charge transport is thought
to proceed predominantly by site-to-site tunneling.”® Faster tunneling is expected for shorter
inter-particle spacing, and the resulting trend of increasing mobility with decreasing ligand
length has been demonstrated through field-effect transistor (FET) measurements.”' However,
the dependence of mobility on QD size is more complicated. FET measurements have shown
either increasing mobility with increasing QD size or non-monotonic trends,’' "> whereas
theoretical models predict that mobility should decrease with increasing QD size.'?
Spectroscopic techniques such as ultrafast transient absorption (TA) offer a complementary view
of charge carrier dynamics in QD solids, and have previously been used to study charge carrier
thermalization®' and diffusion-assisted Auger recombination in quantum dot solids.'"

Here we present a femtosecond transient absorption (TA) study of charge carrier hopping
dynamics in electronically coupled PbS QD solids as a function of the QD size, d, and size
dispersity, 6, of the QD ensemble. We fit the dynamic spectral redshift of the band-edge bleach
signal to a kinetic Monte Carlo (KMC) model to extract the inhomogeneous linewidth and
charge carrier hopping time. The samples with lowest size dispersity (8 < 3.3%) have
inhomogeneous broadening smaller than 10 meV, or 0.4kgT at room temperature. We use the
measured inhomogeneous broadening and total ensemble linewidth to calculate homogeneous
contributions to the absorption and emission linewidths. We find that the homogeneous
absorption linewidth scales inversely with QD size from ~55 meV for 4.1 nm (1.3 eV) QDs to
~25 meV for 5.8 nm (0.92 eV) QDs. We also find that the charge carrier hopping rate and
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mobility increase with decreasing quantum dot size, consistent with theoretical predictions.
Grazing-incidence small-angle X-ray scattering (GISAXS) measurements reveal that slower
hopping times in solids with similar size QDs but greater size dispersity (6 < 4%) are a result of
larger average inter-particle spacing due to less efficient packing. Thus, we find that structural
disorder can have a greater effect than energetic disorder on transport properties in quantum dot
solids made from slightly polydisperse (8 < 4%) ensembles.

2.2 Fabricate Samples of Varying Size and Size Dispersity
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Figure 2.1. Tuning size dispersity in PbS quantum dot solids. (a) Solution phase absorption (solid
lines) and emission (dashed lines) spectra for the ten PbS quantum dot batches used in this study.
(b) Ensemble absorption linewidth (standard deviation) as a function of first absorption peak
energy, with small QDs with & < 5% in blue, large QDs with 6 < 4% in orange and large QDs
with § < 3.3% in red. The dashed lines show the calculated size dispersity of the ensemble
assuming a delta function homogeneous linewidth. (¢) HR-SEM image of a PbS QD solid (~100
nm thick, 0.92 eV absorption peak, d = 5.8 nm, 6 <4.1%) at ambient temperature following
ethanethiol ligand exchange. (d) Grazing incidence small angle X-ray scattering (GISAXS)
pattern of a similar film (1.17 eV absorption peak, d = 4.9 nm, & < 3.5%), showing some
retention of body-centered cubic (BCC) ordering following ligand exchange.

In Figure 2.1, we show absorption and emission spectra for PbS quantum dots of varying
size and size dispersity that were synthesized according to previously published procedures (see
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Section 2.9).2"37 The absorption spectra were fit (Figure 2.12 and Section 2.10) to determine the
peak energy and ensemble linewidth (standard deviation) of the first absorption peak.'” The
standard deviation of the ensemble absorption linewidth is plotted as a function of the peak
absorption energy in Figure 2.1b. The dotted lines indicate an upper bound on the size dispersity
of the batch, which is calculated from a sizing curve by assuming the entire linewidth is due to
inhomogeneous broadening.”” The size dispersity, d, is the standard deviation in QD diameter
expressed as a percentage of the average diameter. We synthesized several sets of quantum dots
of similar size but differing size dispersity, as shown in Figure 2.1b, where the lowest size
dispersity samples (6 < 3.3%) are shown in red, and the more polydisperse samples of similar
size (0 < 4%) are shown in orange. The smaller QDs, which have greater size dispersity (0 <
5%), are shown in blue.

To fabricate electrically conductive QD solids, QDs dispersed in toluene were spin
coated onto glass substrates and ligand exchanged with ethanethiol inside a nitrogen glovebox
(see Section 2.9). The resulting films were ~100-200 nm thick and nominally n-type as
determined by Seebeck measurement.”” The absorption spectra for the ligand exchanged films
are shown in Figure 2.2. A high-resolution scanning electron microscopy (HR-SEM) image of a
representative ethanethiol-treated QD solid shows regions of local close-packed order (Figure
2.1c). Prior to ligand exchange, these solids were highly ordered superlattices with a body-
centered cubic (BCC) lattice structure (Figure 2.7).°' Following the single step ligand exchange
used here,>® the QD solids still retained some of their original superlattice order, as shown in the
GISAXS pattern for a representative sample in Figure 2.1d and for other samples in Figure 2.13
in Section 2.11, but significant long-range order was lost.
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Figure 2.2. Absorption spectra of quantum dot solids with ethanethiol ligands. The colors are
consistent with those in Figure 2.1a.
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2.3 Transient Absorption of Coupled QD Solids

To monitor the nonequilibrium charge carrier dynamics, we employed ultrafast transient
absorption spectroscopy. Samples were excited by a 2.4 eV (520 nm) excitation pulse, which
was well above the band edge for all QD samples, which ranged from ~0.9-1.3 eV (1350-950
nm). This excitation pulse excited all QDs with nearly equal probability at an excitation density
of 0.03-0.1 photons absorbed per QD per pulse (2x10" photons/cm?), which is two to three
orders of magnitude greater than the dark free carrier density.®* Following hot carrier relaxation,
we monitored the band edge charge carrier population using a broadband infrared probe that
spanned 0.8-1.45 eV (1600-850 nm, see Section 2.9 for additional details). The absorption bleach
of the 1S;-18S, transition in PbS QDs is linearly proportional to the charge carrier population in
both the 1Sy, and 18S; levels, but the peak bleach energy may shift with time as discussed in detail
below 4561110

In Figure 2.3, we show representative absorption transients for QD solids with size
dispersity of 6 < 5.4% (a,c,e) and J < 3.5% (b,d,f). Additional transients for all other samples are
shown in Figure 2.14 in Section 2.11. The color plots in panels a and b show the transient
absorption probe spectrum as a function of time. The linear absorption spectra are overlaid for
reference (white solid lines, right side of graph). The breadth of the transient absorption spectrum
reflects that of the linear spectrum, with the & < 5.4% solid having a noticeably broader TA
bleach than the § < 3.5% solid. Additionally, the peak bleach energy, shown with a dashed line to
guide the eye, shifts noticeably with time in the 8 < 5.4% solid, but not in the 8 < 3.5% solid. A
few hundred picoseconds after excitation, the charge carrier population in the § < 5.4% solid is
on QDs at the low energy edge of the linear absorption peak, whereas in the 8 < 3.5% solid, it is
still on QDs at the absorption peak energy. Spectral slices at selected times are shown in panels ¢
and d, and they confirm the previously mentioned observations of a broader transient bleach that
redshifts with time in the 8 < 5.4% solid and a narrow transient bleach that redshifts minimally in
the 6 <3.5% solid. To extract the average band gap energy of QDs containing excited charge
carriers as a function of time, we fit Gaussians to the bleach spectra (solid lines in panels ¢ and
d), whose central peak positions are shown in panels e and f. In the 2.8 ns time window in our
experiment, the average energy of occupied QDs decreased by 24 meV in the 8 < 5.4% solid, but
by only 2 meV in the § < 3.5% solid. The transient redshift dynamics did not change with
excitation fluence over the range investigated here.
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Figure 2.3. Transient absorption tracks the average energy of QDs containing excited charge
carriers. (a, b) TA data collected from ethanethiol treated solids made from PbS QDs with 6 <
5.4% (a) and & < 3.5% (b). Solid white lines are the ground state linear absorption spectra.
Dashed lines show the TA bleach peak position as a function of time. (¢, d) Spectral slices at
selected times showing the redshift of bleach peak in the § < 5.4% sample (c) but not in the 6 <
3.5% sample (d). Dots represent data and lines show Gaussian fits to the peaks. (e, f) Bleach
peak energy as a function of time for the 6 <5.4% (e) and 6 < 3.5% (f) samples.

2.4 Kinetic Monte Carlo Model to Fit Dynamics

To generate a microscopic physical interpretation of the transient absorption data, we
performed kinetic Monte Carlo simulations of charge carrier dynamics in a model QD solid. By
comparing simulation results to experimental observations, we can infer details about the
microscopic structure of the material and determine how variations in this structure influence
charge transport properties. Our simulations describe the dynamics of independent free charge
carriers diffusing within a three-dimensional array of QDs. In our model, charge carriers are
localized on individual QDs and diffuse via stochastic inter-QD hopping dynamics. As a first
approximation, we assume symmetric conduction and valence bands under the effective mass
approximation, so variation in the band gap energies is distributed equally between the
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conduction and valence bands (see Section 2.12 for a discussion of alternate treatments of band
alignment). The hopping rates for individual charge carriers depend on the relative positions and
energetics of nearby QDs. To model this dependence we describe the hopping rate for electrons
in the conduction band and holes in the valence band from QD i to QD j using the Miller-
Abrahams rate equation,m

, (g —¢)/2
ki = {k exp (— ]—k;%———); g > g 2.1

k'; otherwise.
In this equation &; and ¢; are the band gap energies of QDs i and j respectively, so (¢; - &)/2 is the

energy difference seen by an electron (hole) in the conduction (valence) band under the effective
mass approximation, kg7 is the Boltzmann constant times temperature, and
k' = ko exp(—Bri;), 22)
where 7;; denotes the edge-to-edge distance between the QDs, kj is the intrinsic hopping rate,
and f describes the tunneling radius. This generic model of intermolecular charge transport has
been frequently utilized to describe free carrier diffusion in condensed phase QD and molecular
systems.''* 2133 By parameterizing this model to reflect the specific physical properties of our
experimental QD solids, we were able to reproduce the key features of the TA data, including the

dependence of spectral linewidth and transient redshift on QD size dispersity (such as shown in
Figure 2.3).

We simulated the effects of varying QD size dispersity by generating model QD solids
with varying spatial and energetic characteristics. We modeled the spatial distribution of QDs by
placing model QDs on the vertices of an ordered BCC lattice with a lattice spacing derived
directly from GISAXS data. Because the model system is spatially ordered we can treat the
quantity k' (eq (2.1)) as a physical constant for all nearest neighbor transitions. To simulate the
effects of inhomogeneous broadening, we assigned each QD an energy (¢; and ¢; in eq (2.1)),
drawn randomly from a Gaussian distribution with mean € and standard deviation gjyp,.
Simulations were initialized by distributing charge carriers on random sites within the model QD
solid, mimicking the consequences of photoexcitation with an above band-gap light source. We
then propagated the system forward in time via a standard kinetic Monte Carlo algorithm.'** For
computational efficiency, and to reduce the number of model parameters, we restricted carrier
hopping only to nearest-neighbor sites on a perfectly ordered lattice. We also ran analogous
simulations that do not include these simplifying assumptions (i.e., simulations that feature both
long-range hopping and the presence of explicit spatial disorder), but found no significant
improvement in the ability to reproduce experimental results. For more details on the KMC
simulations, see Section 2.13 and Figure 2.18.

The hops that drive charge carrier diffusion proceed preferentially to QDs with smaller
band gaps. As a result, the distribution of charge carrier energetics shifts to lower energies as the
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system propagates from its initial state to a state in which the free charge carriers are fully
thermalized within their respective bands. This thermalized state reflects a Boltzmann
distribution over the inhomogeneously broadened density of states, which for our model is
simply a Gaussian distribution''* with the same standard deviation (i.e., Oinh/2 within each band,
or iy, for the band gap) and with a mean band gap energy of occupied QDs that is red-shifted
by a value of

Ap = S 23)

2kgT
in the case of symmetric conduction and valence bands (see Section 2.12 for derivation and a
discussion of alternate treatments of band alignment). This relationship implies that the overall
magnitude of the transient red shift can be used to determine the inhomogeneous broadening of
the QD solid. Furthermore, the timescale for the free charge carriers to reach energetic
equilibrium is determined by the value of the hopping pre-factor, k’, in eq (2.1). As a first
approximation, we assume a single k’ value that describes both electron and hole transport
(experimental evidence for different electron and hole mobility is discussed later). Together the
parameters iy, and k' determine the time-dependent profile of simulated TA data.

We simulated experimental data by first determining € based on the position of the first
peak in the absorption spectrum, and then fitting simulation to experiment by varying the
parameters oisn and k'. In Figure 2.4, we show sample fits for the QD solid with & < 5.4% (Figure
2.3a,c,e), which exhibits large oinn and fast k" (Figure 2.4a), the QD solid with 8 < 3.5% (Figure
2.3b,d,f), which exhibits small 6y, and moderate k' (Figure 2.4b), and a larger-diameter,
intermediate dispersity QD sample (8 < 4%) exhibiting moderate gy, and slow k' (Figure 2.4c¢).
Fits for all other quantum dot solids are shown in Figure 2.15.
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Figure 2.4. Kinetic Monte Carlo fits to transient absorption data. (a) KMC fit for a representative
solid of small quantum dots with 8 < 5% (same sample as shown in Figure 2.3a). (b) KMC fit
for a representative QD solid with & < 3.3% (same sample as shown in Figure 2.3b). (c) KMC fit
for a representative QD solid with 8 < 4%. Colored points are the data (same colors as Figure
2.1a), and black lines are the KMC fits with the gray shaded area showing one standard deviation
error in the fitting parameters.

2.5 Single QD Linewidth

In Figure 2.5, we summarize the results of KMC simulation fits for all ten QD ensembles
studied. As shown in Figure 2.5a, inhomogeneous linewidth, &, varies between 8-40 meV in
these samples (see also Table 2.1), with smaller diameter batches (blue symbols) generally
exhibiting greater inhomogeneous broadening. From the inhomogeneous linewidths and the
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ensemble total absorption and emission linewidths, we calculated the homogeneous absorption
and emission linewidths for each sample according to

al%om = c)'tzolr. - Ji211h 24)
The homogeneous absorption linewidth (defined as the standard deviation, ohom) decreased from
55 meV to 25 meV as the QDs size increased from 4 nm to 6 nm in diameter, as shown in Figure
2.5b (and Table 2.1). These values are consistent with a recent report by Jonas and co-workers,
in which 2D spectroscopy was used to determine an average single-nanocrystal absorption
linewidth of 6hom = ~34 meV (~80 meV FWHM) in PbSe QDs with a 1.10 eV average band

gap.IZS

Table 2.1. Key parameters from experiment and simulations: fitted absorption peak maximum;
fitted total absorption linewidth (standard deviation, ai); calculated QD diameter based on our
sizing curve (d);*’ calculated size dispersity assuming delta-function homogeneous linewidth,
expressed as standard deviation of the mean diameter (9); the fitted hopping time constant, which
is the reciprocal of the hopping rate prefactor, t,,,, = 1/k'; fitted inhomogeneous linewidth from
TA experiments (oi,); inferred homogeneous linewidth (ohom from eq (2.4) using oy from
column 2 and oy, from column 6); and the “actual” size dispersity calculated from the fitted
inhomogeneous linewidth, inh, from the KMC model.

abs peak Giot a0} dispersity, Thop Ginh Chom model size
(eV) (meV) J (ns) (meV) (meV)  dispersity
85 5%
1.297 68.6 4.1 5.2% 043 40.1 55,7 3.0%
1.203 60.5 4.4 5.1% 0.44 35.5 49.0 2.9%
1.168 61.9 4.5 5.4% 0.47 34.6 51.3 2.9%
0 < 4%
1.062 40.3 5.0 4.0% 7.6 10.8 38.8 1.0%
0.987 35.6 54 3.9% T 10.7 33.9 1.1%
0.916 33.1 5.8 4.1% 12.7 18.0 ATl 2.2%
0=53.3%
1.077 36.7 4.9 3.5% 2.2 8.2 35.8 0.8%
0.997 32.7 5.3 3.5% 3.1 10.0 31.1 1.1%
0.954 28.5 5.5 3.3% 49 7.5 ik 0.8%
0.914 27.0 5.8 3.4% 5.0 8.2 25.7 1.0%

The corresponding homogeneous emission linewidth was consistently ~10-20 meV larger
than the homogeneous absorption linewidth. These values are in line with previously reported
homogeneous emission linewidths in smaller ~1.6 eV PbS QDs measured by single QD
fluorescence (100 meV FWHM, or ohom = 43 meV),"”® photoluminescence excitation
spectroscopy (170 meV FWHM, or ahom = 72 meV),"?” or solution photon correlation Fourier
spectroscopy (173-234 meV FWHM, or ohom = 73-99 meV for ~1.6-1.9 eV C,)Ds).28 Interestingly,
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the homogeneous linewidths measured in PbS QDs are roughly twice as broad as homogeneous
emission linewidths measured in visible-emitting QDs, such as CdSe, CdSe with CdS or ZnS
shells, InP, or InAs, which have single-QD FWHM linewidths of 40-95 meV (6hom = 17-40
meV).!” 18
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Figure 2.5. Fundamental parameters extracted from KMC fitting. (a) Inhomogeneous linewidths
(standard deviation) of the ten PbS QD samples as found from the fitted energy redshift in the
KMC simulations. (b) Homogeneous linewidth (standard deviation) for the absorption (circles)
and emission (points) spectra, calculated from the ensemble linewidth and the fitted
inhomogeneous linewidth. The solid (absorption) and dashed (emission) lines show the 1/R?
scaling expected for homogeneous broadening dominated by deformation-potential coupling to
acoustic phonons.'*® (¢) Characteristic hopping time, defined as the inverse hopping rate pre-
factor adjusted for the number of nearest neighbors in the lattice. Symbol colors are consistent
with Figure 2.1b.
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Strong coupling to acoustic phonons has been proposed as the origin of the broad
homogeneous linewidth in PbS QDs. Fernée et al. identified a 125 meV temperature-dependent
component to the photoluminescence homogeneous linewidth, indicating rapid dephasing in
about 5 fs.'”” Kamisaka et al. had predicted this fast dephasing time in lead salt QDs.'” In an
early theoretical model, Takagahara predicted increasing coupling to acoustic phonons with
decreasing QD size, due primarily to deformation potential coupling, which follows a 1/R* size
dependence.'?® Bozyigit ef al. also observed coupling to low energy acoustic phonon modes
originating from mechanical softening of the QD surface.** The size-dependence of the
homogeneous linewidth shown in Figure 2.5b follows the expected 1/R? size-dependence (solid
line for absorption, dashed line for emission), further supporting the proposed origin of the
homogenous linewidth in PbS QDs as deformation potential coupling to acoustic phonons. The
dephasing times calculated from our homogeneous linewidths are 5-10 fs, in agreement with
previously reported experimental and theoretical results.'?”"'*

It is often observed that the ensemble emission linewidth is slightly larger than the
ensemble absorption linewidth in highly monodisperse PbS quantum dots.””** Since the
inhomogeneous linewidth arises primarily from size dispersity via the size-dependent band
gap'?> 3% _ which should impact both absorption and emission equally — the difference in
ensemble linewidth likely reflects a difference in the absorption and emission homogeneous
linewidths. It has been suggested that photoluminescence in PbS QDs may arise from
reccombination between a band edge charge carrier and a localized, surface-trapped charge
carrier’' or from a combination of band edge and sub-band edge photoluminescence.”” '’
Emission from both the 1Sp-1S, band edge transition and a defect state may explain the
asymmetric lineshapes of the emission spectra,'?’ and be responsible for larger homogeneous
emission linewidths.

We note that by making the assumption of symmetric contribution of band gap variation
to conduction and valence band levels, we are determining an upper bound on g;,y, and therefore
a lower bound on oy, (see Section 2.12). Atomistic simulations have suggested that the bands
are not actually symmetric, but that the conduction band energy is more sensitive to variations in
QD size than the valence band energy.*? To address the possibility of band asymmetry, we also
ran simulations in which we assumed that the size-dependent energetic dispersity was all
contained in a single band, while the other level is pinned. This extreme case gives qualitatively
similar results to the effective mass model with symmetric band alignment, but provides a lower
bound on gj,, and an upper bound on gy,,. These results are presented in Section 2.12 in Figure
2.16 and Figure 2.17.

The quality of the KMC simulation fits to the transient redshift data shown in Figure 2.4
can be improved by recognizing that both electrons and holes contribute to the transient
absorption signal, and that they likely have different hopping time constants.’' For the small QDs
with & < 5%, which appear to have faster initial dynamics but slower long time dynamics, we fit
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a KMC model with two rate constants k;” and k,” (but still a single value of @i,). The results are
summarized in Figure 2.6. The faster hopping rate constant was consistently found to be 15-20
times greater than the slower time constant. However, the transient absorption experiment alone
cannot identify which charge carrier — electron or hole — is more mobile.
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Figure 2.6. Kinetic Monte Carlo fits for the small samples with size dispersity 8 < 5% with two
time constants representing different hopping rates for electrons and holes.

Our data support the hypothesis that QD size dispersity is the dominant source of static
energetic disorder in thiol-exchanged PbS QD solids. Other authors have pointed to the
importance of surface ligand variation as a significant source of energetic disorder in QD
solids.?' Brown et al. used the ligands on the QD surface to tune the conduction and valence
band position relative to the vacuum level by up to leV without changing the band gap."? One
therefore might expect QD-to-QD variations in surface chemistry to impact the energy landscape
seen by mobile electrons and holes. However, if surface chemistry-induced energetic disorder
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was significant (i.e. same magnitude as heterogeneity due to size-dependent band gap), there
would not be a driving force for transport to QDs with smaller band gaps. Since we clearly and
directly observe a redshift toward charge carrier occupation of smaller-band gap QDs over time,
and the magnitude of this redshift is 1) consistent with the inhomogeneous broadening evident in
the linear absorption spectra, and 2) consistent with the tunable size dispersity in the ensemble,
we conclude that size dispersity is the dominant source of static energetic disorder in our QD
solids.

2.6 Impact of Size Dispersity on Transport

In Figure 2.5¢, we plot the inverse hopping rate pre-factor, 1/8k’, adjusted for the eight
nearest neighbors in a BCC lattice — hereafter referred to as the characteristic hopping time. The
characteristic hopping time, 1/8k’, is slower in the solids with 8 < 4% than those of similar QD
size with 8 < 3.3%. This parameter does not directly include the contribution of energetic
disorder, which enters into the rate equation only through the Boltzmann factor (eq (2.1)).
Instead, larger average QD spacing in the 8 < 4% solids (revealed by GISAXS data presented in
Figure 2.13) yields slower intrinsic tunneling rates. Many studies have shown the exponential
dependence of the tunneling rate on the distance between QDs (eq (2.2)), which is usually
controlled by varying the ligand length for fixed QD size and size dispersity.”" "’ Here, the
ensemble size dispersity determines the interparticle spacing. Monodisperse samples self-
assemble into highly ordered superlattices, and retain some of their order even after solid-state
ligand exchange.’®>" In contrast, solids with greater size dispersity do not self-assemble as well
(Figure 2.7),% '** and the lattice is not able to contract as much during ligand exchange. Larger
average interparticle spacing implies larger edge-to-edge spacing in solids with greater size
dispersity, even with identical ligand exchange procedures. The hopping prefactor includes an
exponential dependence on the edge-to-edge spacing between QDs, as shown in eq (2.2), so the
larger spacing and increased spatial disorder results in slower characteristic hopping times in the
& < 4% solids. When the hopping time constant data in Figure 2.5¢ are re-plotted against center-
to-center spacing — instead of QD diameter — the 8 < 3.3% and & < 4% samples collapse onto a
single monotonic trend (Figure 2.8).
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Figure 2.7. Grazing-incidence small-angle (left) and wide-angle (right) X-ray scattering
(GISAXS and GIWAXS) patterns for quantum dot solids with & < 3.5% (top) and 6 <4.9%
(bottom) with native oleic acid ligands. The & < 3.5% solid shows a highly ordered superlattice
with individual QDs all oriented in the same way with the atomic planes aligned. In contrast, the
& < 4.9% sample shows much less order, both for the superlattice and the individual QD
orientation. The poorer self-assembly in the 6 <4.9% solid results in an average edge-to-edge
QD spacing of 3.1 nm, which is 0.8 nm larger than that of the 6 < 3.5% sample (a 35% increase).

Both energetic and spatial disorder inhibit charge transport and prevent the development
of delocalized charge carriers and band-like transport.””** To understand the relative magnitudes
of the impact of spatial and energetic disorder on charge carrier hopping rates, we compare the
average time between hops in the diffusive transport regime, 1/knop, which includes the influence
of both spatial and energetic disorder, with the characteristic hopping time, 1/8k’, which does
not include contributions from energetic disorder. In the limit of a perfectly monodisperse
sample, these two values are the same since the Boltzmann factor is unity and there are 8 nearest
neighbors in a BCC lattice. The comparison of these two parameters, as extracted from KMC fits
to our experimental data, is shown in Figure 2.9a. For the small QDs with inhomogeneous
linewidths of about 1.5kgT (8 < 5%), the energetic disorder accounts for about one third of the
hopping time, as 1/kh,p is about one and a half times 1/8k’. For the § < 3.3% samples for which
oinh < 0.4kgT, the energetic disorder accounts for less than 2% of the hopping time. Indeed,
transport in these homogeneously broadened solids is in a nearly flat energy landscape, as shown
schematically in Figure 2.10. In contrast, the increased spatial disorder in the & < 4% solids of
similar size increases the hopping time by over a factor of two. Thus, while energetic disorder on
the order of kg T inhibits charge transport, as the size dispersity decreases further, spatial disorder
becomes the dominant factor inhibiting charge transport.
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Figure 2.8. Intrinsic charge carrier hopping rates as a function of center-to-center QD spacing (a)
Hopping times from Figure 2.5 plotted vs center-to-center QD spacing, rather than QD diameter.
(b) The hopping rate decreases with increasing center-to-center spacing. Dashed line shows an
exponential fit. (c) Even after accounting for a greater distance travelled per hop, mobilit)/ and
diffusivity decrease with increasing center-to-center QD spacing. Dashed line shows d 2 fit.
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Figure 2.9. (a) The percentage of the hopping time that is attributed to energetic disorder, as
given by (1/ky-1/8k)/(1/kior). (b) Calculated intrinsic charge carrier mobility and diffusivity as a
function of QD size.
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Figure 2.10. Schematic showing a homogeneously broadened QD solid with an inhomoeneous
linewidth much less than both the single QD (homogeneous) linewidth and the available thermal
energy at room temperature.

2.7 Size-dependent Hopping Rate

Because our KMC fitting model is a spatiotemporal model, it directly provides
information regarding charge carrier transport. By tracking the mean squared displacement
(MSD) as a function of time (Figure 2.11a), we determined the diffusivity, D, from the KMC
simulation according to,

lim,_,e MSD = 6Dt. .5

The diffusivity relates to the mobility, u, by the Einstein relationship, u=¢D/kgT. In Figure 2.9b,
we present the intrinsic free charge carrier mobility and diffusivity as a function of QD size. This
calculated mobility is in line with mobility values reported in the literature for lead salt QD
solids with thiol ligands.”” "** Other chemical binding groups may give faster or slower mobility
for similar ligand lengths, because the chemical nature of the ligands impacts the tunneling
barrier height.'**'** For example, time-resolved microwave conductivity measurements showed
that amine ligands have higher mobility than either carboxylic acid or thiol ligands,”” and
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transient absorption measurements by Gao ef al. on films of ethanediamine-treated PbSe QDs
found fast charge carrier relaxation and diffusion, reaching equilibrium in a few picoseconds.”'

The diffusivity can be related to the diffusion length, Lp, using the charge carrier lifetime,

L, = D% (2.6)

However, determining the intrinsic charge carrier lifetime in coupled PbS QD solids is difficult
because the lifetime is power-dependent at higher excitation densities due to diffusion-assisted
Auger recombination,’ 12 and because signal-to-noise becomes a problem at sufficiently low
excitation densities in thin film samples (<0.001 photons absorbed per QD per pulse).
Additionally, even at low excitation densities, the charge carrier lifetime in QD solids is often
determined by trapping processes, rather than by an intrinsic band edge carrier lifetime.”®'"
Thus, rather than calculating a single diffusion length, the intrinsic charge carrier diffusion
length is plotted as a function of charge carrier lifetime in Figure 2.11b, for lifetimes out to the
PbS QD solution lifetime of 2ps.”’
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Figure 2.11. (a) Mean squared displacement as a function of time from the KMC simulation. The
dashed line shows an example of a linear fit at long times to get the diffusivity from the KMC
simulation. (b) Simulated charge carrier diffusion length as a function of carrier lifetime.

Charge carrier diffusivity is proportional to the site-to-site hopping rate through the

relationship,

D = knopdZ:/6, (27

where d_. is the center-to-center spacing between quantum dots. While the hopping rate, knop, is
expected to increase with decreasing QD size because of stronger electronic coupling between
smaller QDs, the shorter distance traveled per hop (D~dZ.) and the larger charging energy in
smaller QDs (E.~1/d) push the trend in the opposite direction.”> " % Overall, these competing
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factors complicate predictions of size-dependent mobility. Nonetheless, Shabaev et al. predicted
that the hopping rate would dominate, and the mobility would decrease with increasing QD
size.'’ Time-of-flight photocurrent measurements concur, also showing decreasing mobility
with increasing QD size,’® as do our measurements, shown in Figure 2.9b. However, electrical
measurements of the mobility using field-effect transistor (FET) structures disagree, often
showing the opposite trend of increasing mobility with increasing QD size.”'"* Bozyigit et al.
pointed out that the discrepancy between mobility measurements made by FET and those made
by other techniques lies in the contribution of trapped charge carriers to the effective FET
mobility.”> On average, traps are deeper when the band gap is larger (i.e. smaller QDs), resulting
in a larger fraction of trapped charge carriers in films of smaller QDs and a decrease in the
apparent mobility as measured by FET. In contrast, the spectroscopic measurements presented
here reflect the intrinsic charge carrier hopping dynamics of the band-edge population, which
reveal the theoretically predicted trend of decreasing mobility with increasing quantum dot size.

Because we directly monitor the band-edge population, charge carriers are excluded from
our measurement if they fall into deep traps. Fast trapping and release from shallow traps on
timescales within our measurement time window have been observed in PbSe QD
photodetectors.” There is evidence that similar shallow traps are present in our PbS QD solids in
the weak sub-band-edge bleach signal present in several samples shown in Figure 2.14. These
shallow traps would affect our results by increasing the amount of time it takes a charge carrier
to reach a thermally equilibrated state and may be a source of error between the data and KMC
model fit, in particular contributing to the slower time component of the red-shift in smaller QD
solids. Other authors have estimated that the density of these shallow traps is on the order of 1 in
100 QDs,* and that their contribution to the hopping dynamics is small. However, any
contributions from trapping and escape from shallow trap states would suggest that the mobilities
and diffusivities are lower bounds for the intrinsic charge carrier transport behavior.

2.8 Conclusions

We have shown that charge transport in homogeneously broadened PbS quantum dot
solids can be achieved with sufficiently monodisperse QD ensembles. Transient absorption
spectroscopy paired with a kinetic Monte Carlo model was used to determine the inhomogeneous
linewidth and charge carrier hopping time for a range of samples. We confirmed theoretical
predictions for 1/R? size dependence of the homogeneous linewidth as a result of coupling to
acoustic phonons, and for increasing mobility with decreasing QD size. We found that when the
energetic disorder is below the available thermal energy, the size dispersity still contributes
substantially to spatial disorder, which inhibits charge transport. To further increase the spatial
order, and to improve the long-range order needed for many optoelectronic devices, solution-
phase ligand exchanges will be needed. With monodisperse QDs, solution-phase ligand
exchange, and controlled self-assembly, sufficiently ordered solids that are free from energetic
and spatial disorder should be possible, encouraging continued advances in QD optoelectronic
devices.
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2.9 Experimental Methods

PbS QD Synthesis and QD Solids Preparation. The three smallest batches of PbS quantum dots
were synthesized according to Zhang et al,.*” and the larger batches according to Weidman et
al?" Size dispersity was controlled by varying the Pb:S precursor species ratio, with higher Pb
precursor concentrations yielding more monodisperse ensembles. Purified QDs were re-
dispersed in toluene at a concentration of 100 mg/mL in a nitrogen glovebox. 40 pL of the
solution was spun at 1500 rpm for 30 s onto a 0.5 in square borosilicate glass slide (Schott D-263
from Thermo Fisher) that had been cleaned and treated overnight in a 0.02M (3-
mercaptopropyl)trimethoxysilane (Sigma-Aldrich, 95%) solution in toluene to improve QD
adhesion. The sample was then placed in a 0.1M solution of 1-ethanethiol (Sigma-Aldrich, 97%)
in acetonitrile for 24 hours for ligand exchange. This created films with an optical density of
about 0.1 at the first absorption peak. Prior to ligand exchange, these QDs are air stable,”’ and
following ligand exchange, the samples were kept in an inert atmosphere at all times, including
during TA measurements.

Transient Absorption Spectroscopy. Transient absorption spectroscopy was performed at the
Advanced Optical Spectroscopy and Microscopy Facility at the Center for Functional
Nanomaterials at Brookhaven National Laboratory. A commercial Ti:sapphire femtosecond
regenerative amplifier (SpectraPhysics Spitfire Pro) operating at a 1 kHz repetition rate was used
to generate 800 nm fundamental. An optical parametric amplifier (LightConversion) was used to
generate pump pulses at 520 nm with ~100 fs time resolution. The probe pulses were generated
by focusing a small portion of the 800 nm fundamental onto a sapphire crystal to generate a
white-light supercontinuum over the range of 850—-1600 nm. An 850 nm longpass filter was used
to remove excess fundamental light at 800 nm from the probe. The probe light was split into
signal and reference beams, which were dispersed by concave grating spectrometers and detected
on a shot-by-shot basis by fiber-coupled InGaAs diode arrays (256 pixels, 750 — 1600 nm)
coupled to a high-speed data acquisition system (Ultrafast Systems). The pump-probe time delay
was controlled by a mechanical delay stage (Newport). Each measurement is an average of at
least two scans of the delay stage to ensure that dynamics were not changing with laser exposure
time. Probe power was typically only a few hundred nanowatts, much less than the pump powers
of 7-40 microwatts.

Kinetic Monte Carlo Simulations. Numerical simulations of carrier transport in QD solids were
done using a kinetic Monte Carlo (KMC) algorithm in which a free carrier (electron or hole)
undergoes a series of stochastic hops between individual quantum dots according to a rate given
by the Miller-Abrahams model in equation (1) in the main text. The model system consists of a
three-dimensional periodically replicated cell in a BCC lattice configuration containing 16,000
QDs. Each QD is randomly assigned a site energy, €, drawn from a Gaussian distribution with a
standard deviation, .. Statistics were averaged over 10 realizations of the QD solid (energetic
disorder), and each realization of the QD solid consisted of 7.5x10° single carrier trajectories. In
the main text, we reported the average and standard deviation of the observable quantity such as
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transient energetics of free charges from these trajectories. Our code is available at
http.//github.com/emyl3196/QDcarrier.

Fitting the KMC model to the TA data. Based on the predicted average transient energetics
during the first ~3 ns (the longest time delay in the transient absorption experiment) of free
carriers from the KMC simulations, we solved for the two unknown parameters—inhomogenous
linewidth (i) and the hopping rate prefactor (k'}—by minimizing the sum of residuals using
SciPy v. 0.15.0’s built in stochastic population based method for global optimization called the
differential evolution algorithm."?” For each experiment data set, optimal fit parameters were
obtained using the differential evolution algorithm with a population size of 15 and generation
number of 5 such that there were total of 180 function evaluations (note: 5 [generation
number]*15 [population size]*2 [number of parameters] = 180 function evaluations). In each
function evaluation, a single realization of the QD solid with 7.5% 10° KMC trajectories were
done to average these KMC statistics and predict the transient energetics. Once these parameters
were found, we then used these values for the full KMC simulation (10 realizations of the QD
lattice * 7.5x10° single carrier trajectories) to calculate carrier diffusivity and average hopping
time in the diffusive transport regime, in which a larger lattice (up to 35,000 QDs) and longer
simulation time (up to 40 ns) was used if necessary.

Characterization. Absorption spectra were collected using a Cary 5000 UV-vis-NIR
spectrophotometer. Solution phase measurements were made in normal transmission mode and
include contributions from both absorption and scattering. For these measurements, QDs were
suspended at low concentration in tetrachloroethylene. Thin film measurements were made using
an integrating sphere attachment designed to correct for the large amount of scattering observed
in these samples.

Photoluminescence spectra were collected using a BaySpec NIR spectrometer. QDs were
suspended at low concentrations in tetrachloroethylene for photoluminescence measurements.

Scanning electron microscopy (SEM) was performed on a Zeiss Merlin operating at 20
kV. Samples were prepared on silicon substrates following the same methods as used for the
transient absorption measurements.

Grazing-incidence small-angle X-ray scattering (GISAXS) measurements were
performed at the D1 beamline of the Cornell High Energy Synchrotron Source (CHESS). The X-
ray beam was produced by a hardbent dipole magnet and a Mo:B4C multilayer double-bounce
monochromator, producing radiation with a wavelength of 1.166 A and bandwidth of 1.5%. The
GISAXS patterns were collected on a DECTRIS Pilatus3 200 K detector. The sample-to-detector
distances were calibrated using a silver behenate standard. GISAXS data were collected with a 1
s exposure time and a 0.25° incident angle. The illuminated sample area was 100 pm by 1 cm.
GISAXS measurements were performed on the same samples used for TA, after taking the TA
measurements.
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2.10 Appendix A: Fitting Absorption Spectra to Determine Peak and Linewidth

Previous reports have suggested that lead salt quantum dot absorption spectra should be
fit to a series of Gaussian excitonic peaks and a Rayleigh scattering background.m‘ 138 Equally
good fits can also be obtained with an exponential background to approximate very broad
electronic transitions.'” We find that doing so results in better agreement in the size dependent
trends of the absorption and photoluminescence homogeneous linewidths, as shown in Figure
2.12. In the samples with greater size dispersity, broader higher energy features have greater
overlap with the band edge absorption feature, having the effect of making it appear broader and
higher in energy. Thus the maximum value and the half-width at half-maximum (HWHM) on the
low energy side will underestimate the quantum dot size (overestimate peak value) and
overestimate the size dispersity. This disagreement is worse for larger size dispersity samples.
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Figure 2.12. Fitting absorption spectra to determine peak energy and linewidth. (a) Sample fit
(black solid line) to absorption spectrum (purple) with E* Rayleigh scattering and three Gaussian
peaks for the defined features (dotted lines, band edge peak in gray). (b) Sample absorption
spectra fits for monodisperse (top) and polydisperse (bottom) samples near the first absorption
peak, showing the fitted peak position in dark gray. (c) Comparison of the absorption linewidth
for the fit (open circles) to that determined by measuring the half-width at half-maximum
(HWHM, triangles) on the low energy side of the peak. (d) Comparison of the calculated
homogeneous linewidth for the absorption spectra fits (open circles), absorption spectra HWHM
(triangles), and PL (closed circles).

57



2.11 Appendix B: Experimental Data for All QD Sizes
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Figure 2.13. (a-j) GISAXS data for all samples, labelled with the center-to-center spacing, d.,
QD diameter, d, and size dispersity, ¢. Because QDs are actualiéy faceted, not spherical, very
close packing with aligned crystal facets can result in d;. < " (k) Azimuthally integrated
GISAXS intensity. (I) Center-to-center spacing, with dashed line showing expected spacing

based on sizing curve and 0.5 nm edge-to-edge spacing for ethanethiol.”
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2.12 Appendix C: Comments on Energetic Alignment in the KMC model

In our experiments, we are measuring the change in the average energy of the first
absorption peak of QDs with excited charge carriers as a function of time. However, in the KMC
model, we want to model independent hopping of electrons and holes in the conduction and
valence bands, respectively. We thus need a way to relate the modeled charge carrier hopping to
the measured change in energy of occupied QDs. Energetic variations in the QD band gap, which
arise from size dispersity in the QD ensemble, result in changes to the conduction and valence
band positions. Within each band, the average red-shift from the randomly distributed charge
carriers in the initial state to the thermalized state is given by

__ OinhcB’ Ginhve® (2.8)
kT kgT

where Aecg and Aeyp are the changes in energy of the conduction and valence bands, and 6inn cB

and oinn v are the inhomogeneous linewidths (standard deviation) of the conduction and valence

band energies. The total energy red-shift of the band gap that is observed in the transient

absorption measurements is then given by

ASCB = Y AEVB =

_ OinhcB® _ Ginhyve® 2.9
kpT kpT

We now need an expression to relate the conduction and valence band energetic
dispersity to the band gap inhomogeneous linewidth (standard deviation), oin . If we make the
effective mass approximation, the conduction and valence bands are symmetric and each band
sees half of the band gap energetic dispersity. However, atomistic simulations suggest that
energetic variations are actually larger in the conduction band than in the valence band.** Thus,
we define m as the fraction of the band gap change that occurs in the valence band. The
inhomogenous linewidths of the conduction and valence bands are then given by

Aepg = Agcg — Agyp =

2.10
Oinh,cB = (1 = M)0inhBGs Oinh,vB = M Oinh,BG- (2.10)
The red-shift of the band gap is then given by
X 2 ) 2
Aggg = —9":;%((1—m)2+m2) = —%“—(1—2m+2m2). 2.11)

For the case of symmetric conduction and valence bands under the effective mass approximation,
m = 0.5, and the red-shift is given by

__ OinhBG" (2.12)
2kgT ’
which gives the largest fitted values of ginn g for a given measured red-shift. If all energetic

shifts occur in one band while the other is pinned (m =0 or m = 1), then

__ OinnBG- (2.13)
kgT ’

which gives the smallest fitted values of oisn G for a given measured red-shift. If energetic

variations are present in both the conduction and valence bands, but larger in, for example, the

ASBG =
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conduction band than the valence band, the fitted value of gy, g Will be intermediate to these
two cases. For this reason, we assume symmetric bands under the effective mass approximation
in the main text (and show all fits in Figure 2.15), and show the fits for the other extreme with all
energetic variation in one band in Figure 2.16 and give summary figures of the results in Figure
2.17 to give bounds on the inhomogeneous linewidth and the characteristic hopping time.
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Figure 2.15. (a-j) Kinetic Monte Carlo fits (solid lines) for all samples assuming symmetric
conduction and valence bands, with error bounds (shaded gray) and data points shown in same
colors as in the solution absorption (solid) and photoluminescence (dashed) spectra in (k).
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Figure 2.17. The equivalent of Figure 2.5 for fundamental parameters extracted from KMC
simulations assuming all energetic variation in one band (conduction or valence band). (a)
Inhomogeneous linewidths (standard deviation) of the ten PbS QD samples as found from the
fitted energy redshift in the KMC simulations. (b) Homogeneous linewidth (standard deviation)
for the absorption (circles) and emission (points) spectra, calculated from the ensemble linewidth
and the fitted inhomogeneous linewidth. The solid (absorption) and dashed (emission) lines show
the 1/R? scaling expected for homogeneous broadening dominated by deformation-potential
coupling to acoustic phonons. (c) Characteristic hopping time, defined as the inverse hopping
rate pre-factor adjusted for the number of nearest neighbors in the lattice.

2.13 Appendix D: Discussion of Assumptions about the Superlattice Structure

As mentioned in the main text, for computational efficiency and to reduce the number of
model parameters, we restricted charge carrier hopping to nearest-neighbor hopping on a
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perfectly ordered BCC lattice. Here, we demonstrate that those assumptions are reasonable and
more complex models have a very limited effect on the fitting.

The exciton Bohr radius is 20 nm in PbS," so the QDs used in this study experience
strong quantum confinement. Under these conditions, variable range hopping may be possible,
particularly at lower temperatures.** * In Figure 2.18a, we allow for this possibility, and
compare the results from simulations that allow only nearest neighbor hopping to simulations
that allow hopping to QDs that are up to ten times the nearest neighbor distance away. These
simulations are done for the smallest QDs studied, which experience the strongest quantum
confinement. We find that the two simulations are nearly identical, indicating that nearest
neighbor hopping dominates in these solids at room temperature, confirming this assumption of
our model.

PbS QDs have been shown to self-assemble in both BCC and FCC superlattices.”” '*° Our
GISAXS patterns in Figure 2.13 suggest that some of our samples may have an FCC structure
(Figure 2.13c,g,j). The symmetry of these two superlattices is such that the nearest neighbor
distance determined from the first scattering peak is the same for both structures, though the unit
cell size and the next-nearest neighbor spacing is different. Since charge carrier hopping is
nearest neighbor hopping, we expect the KMC model fit to be the same for the BCC and FCC
lattices, as is confirmed in Figure 2.18b. We note that in an FCC lattice each QD has 12 nearest
neighbors, while in a BCC lattice, each QD has only 8 nearest neighbors, so while the choice of
crystal lattice will not affect the overall fitted charge transfer rate, it will affect the per-QD-pair
hopping rate, k;_,;. Variations in number of nearest neighbors, particularly if this varies sample-
to-sample, may be an important source of noise in the extracted hopping time constant and
mobility times presented in Figure 2.5, Figure 2.8, and Figure 2.9.

Based on the GISAXS patterns presented in Figure 2.13, there is clearly some long range
disorder in these QD solids. What is less clear is the degree of disorder on the length scales
relevant to charge transport in these samples. Charge carriers are only expected to travel a few
hundred nanometers in their lifetime, and a much shorter distance in the 3 ns experimental time
window used for the fitting. High-resolution SEM images™’ (and Figure 2.1c) indicate that these
solids may be highly ordered on the short length scales relevant to the timescales studied here,
even if they do not have as much long-range order as shown in the GISAXS patterns.

We considered that heterogeneity in dot-to-dot spacing may play an important role in
transport rates, so we also ran KMC simulations with a disordered lattice, shown in Figure 2.18c.
The disordered lattice was created by performing a NVT simulation with the Molecular
Dynamics software LAMMPS,"' starting with 16,000 Lennard-Jones (L1J) particles initially in a
BCC configuration. The simulation box was enlarged to equilibrate the LJ particles with density
p=0.98pscc and temperature T=1 in reduced units. The distribution of QD center-to-center
spacings in the disordered lattice as compared to a BCC lattice is shown in Figure 2.18d. Using a
disordered lattice also requires using a hopping rate equation with a prefactor that is a function of
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the edge to edge spacing between QDs, as in equation (2) in the main text. For these simulations,
we used a value of f=1A"".** We expected disorder to enhance transport at short time scales,'
but this effect is very small and within the simulation error, as seen in the inset of Figure 2.18c.
While in real samples, disorder will affect the interparticle spacing, the center-to-center distance
is fixed based on the GISAXS data in our model, so the impact of a disordered lattice — beyond a
change in the average surface-to-surface distance — on the simulated hopping dynamics is
minimal.
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Figure 2.18. (a) KMC simulation with a BCC lattice considering hopping to the 8 nearest
neighbors only (black), and with a distance-dependent hopping rate, allowing hopping as far as
10 times the nearest neighbor distance (green). (b) Comparison of KMC simulation with BCC
(black) and FCC (blue) lattices. Dashed lines give the standard deviation of 10 simulations. (c)
Comparison of KMC simulation with BCC (black) and disordered (red) lattices. A tunneling
constant of =1 A is used to calculate the tunneling rate as a function of edge-to-edge spacing
for the disordered lattice.®” Dashed lines give the standard deviation of 10 simulations. (inset)
Zoom in on the fit in the first 140 ps. (d) Distribution of center-to-center spacing for the BCC
lattice and the disordered lattice that is derived from a BCC lattice.
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Chapter 3 Temperature-Dependent Charge Transport

The basis of this chapter is in preparation for submission as:

R. H. Gilmore, E. M. Y. Lee, K. G. Yager, S. W. Winslow, M. N. Ashner, A. P. Willard, W. A.
Tisdale. “Inverse Temperature Dependence of Charge Carrier Hopping in Monodisperse
Quantum Dot Solids”

3.1 Introduction

Temperature-dependent measurements are invaluable for identifying charge transport
mechanisms present in optoelectronic materials such as QD solids, % 64-66:68:69. 787 poanic
semiconductors,+*"14 perovskites,m'}'149 and transition metal dichalcogenides.]5 0 Thermally-
activated nearest neighbor and variable range hopping mechanisms can be differentiated using
temperature-dependent transport measurements.**°*”® In the strong coupling limit when band-
like transport is expected to occur in ordered semiconductor solids, increasing mobility with
decreasing temperature as a result of reduced phonon scattering is expected and often presented
as conclusive evidence in support of this transport mechanism,>% 869 78 130

Here, we present temperature-dependent transient absorption measurements on coupled
QD solids. We extract the transient redshift in the average band gap energy of QDs containing
excited charge carriers, and find increasing redshift with decreasing temperature, as expected for
thermally activated hopping in an inhomogeneous ensemble. We fit this data with the thermally
activated hopping model presented in Chapter 2, holding the inhomogeneous linewidth constant
with temperature and fit two hopping rates representing electrons and holes. We find,
surprisingly, that the hopping rate, which is ~ (10 ps)"' to (10 ns)"', increases with decreasing
temperature, contrary to expected behavior in a thermally activated hopping model. However,
including thermal expansion of the QD superlattice in our model can explain this trend. A
decrease of 1-2A in the edge-to-edge spacing as the temperature decreases from 300K to 150K
can account for the observed increase in the hopping rate. Grazing-incidence small-angle X-ray
scattering (GISAXS) measurements suggest that a superlattice distortion may be responsible for
this decrease in edge-to-edge spacing. These results demonstrate that increasing mobility with
decreasing temperature can occur within an incoherent site-to-site hopping transport model if the
model incorporates both structural and energetic temperature-dependent changes to the QD
superlattice.

3.2 Temperature-Dependent Transient Absorption

We fabricate coupled QD solids from three representative QD sizes (4.2 nm, 5.0 nm, and
5.8 nm in diameter, calculated according to a sizing curve®’ from the absorption spectra in Figure
3.1a, with size dispersity of 3.0%, 1.1%, and 1.0% respectively'*') by spin coating QDs from
toluene and ligand exchanging with ethanethiol in a nitrogen glovebox. The samples were loaded
into a cryostat in the glovebox and cooled with liquid nitrogen so we could monitor temperature-
dependent non-equilibrium charge carrier dynamics using ultrafast transient absorption
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spectroscopy. The 4.2 nm QDs were excited by a 2.4 eV (520 nm) excitation pulse from a | kHz
laser system, while the 5.0 nm and 5.8 nm QDs were excited by a 1.85 eV (670nm) excitation
pulse from a 100 kHz laser system, resulting in nearly equal excitation probability of all QDs
with a density of 0.03-0.1 photons absorbed per QD per pulse (~10" photons/cm?). Following
hot carrier relaxation in 1-2 ps, we monitored the band edge charge carrier population over a 3 ns
delay time using a broadband infrared probe (see Section 3.9 for additional details). The
absorption bleach of the 1S,-18, transition in PbS QDs is linearly proportional to the charge
carrier population in both the 1Sy and 1S, levels, but the peak bleach energy may shift with time
as discussed in detail in Chapter 2 and shown in Figure 3.1b for the 4.2 nm QDs at 300 K. As in
our previous work ' described in Chapter 2, we fit a Gaussian to the transient absorption bleach
at each time delay to extract the average band gap energy of QDs with excited charge carriers as
a function of time following the excitation pulse.
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Figure 3.1. Transient absorption peak bleach redshifts for as a function of sample temperatures.
(a) Linear absorbance spectra of the three QD ensembles used in this study. (b) Transient
absorption color plot for 4.2 nm QDs at 300 K (c) Bleach peak energy as a function of time for
several temperatures (labeled on graph) for the 5.0 nm QDs. (d) The data in panel (c) plotted as a
change in peak energy relative to the energy at zero delay time. The colors used for each
temperature are consistent with panel (c).
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Figure 3.2. Transient absorption peak bleach redshifts for 4.2 nm (a) and 5.8 nm (b) QDs as a
function of temperature. The data in panel (b) is plotted as a change in peak energy relative to the
energy at zero delay time in (c). The colors used for each temperature are consistent across the

panels.

The band edge bleach peak position as a function of delay time at several sample
temperatures is shown in Figure 3.1c¢ for the 5.0 nm QD solid and in Figure 3.2a,b for the 4.2 nm
and 5.8 nm QD solids. The PbS QD band gap is temperature-dependent, and the magnitude of
the shift with temperature depends on the QD size (Figure 3.2), so the starting bleach position for
uniformly excited QDs is a function of temperature (Figure 3.1c). For small QDs, the band gap
blueshifts with decreasing temperature. For the 4.2 nm QDs studied here, the band gap is
approximately constant, redshifting by only a few meV with decreasing temperature (Figure
3.3a). Larger QDs have a band gap that redshifts with decreasing temperature (Figure 3.3b), with
the magnitude of the redshift increasing as the QD size increases.'>? We also note that the QD
absorption cross section appears to increase with decreasing temperature, as indicated by a
stronger band edge peak in the linear absorption (Figure 3.2) and a larger magnitude transient
bleach signal in transient absorption experiments.
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Figure 3.3. Linear absorption spectra as a function of temperature for 4.2 nm and 4.9 nm QDs.

69



To facilitate analyzing the transient redshift as a function of temperature, we replot the
band edge peak position data for the 5.0 nm QDs (Figure 3.1c) and 5.8 nm QDs (Figure 3.2b) as
the change in the peak bleach position energy relative to peak bleach energy at zero delay time
between the excitation pulse and probe in Figure 3.1d and Figure 3.2c. We observed that the
magnitude of the transient redshift increases with decreasing temperature for all QD sizes,
confirming the applicability of a thermally activated hopping transport model in a QD solid with
inhomogeneously distributed energy states.''* Within this model, the hops that drive charge
carrier diffusion proceed preferentially to QDs with smaller band gaps, while hops to QDs with
larger band gaps are slower by a Boltzmann factor, exp(-Ae/kgT), that accounts for the energy
difference, Ag, between the two states (equation (2.1)). Thus the average charge carrier energy
redshifts as the system propagates from the initial state with randomly distributed charge carriers
towards a thermally equilibrated state. In the thermalized state, the excited charge carrier
distribution reflects a Boltzmann distribution convolved with the inhomogeneously broadened
density of states, so the average charge carrier energy is expected to decrease with decreasing
temperature, as is observed experimentally (Figure 3.1 and Figure 3.2).

3.3 Pauli Master Equation Approach to Data Fitting

To simulate our data, we switch from using kinetic Monte Karlo, in which stochastic
sampling of many possible charge carrier trajectories is required to build up robust statistics, to
the Pauli master equation approach, in which the system rate matrix is used to propagate the
ensemble distribution in time and deterministically calculate the charge carrier population

dynamics. The charge carrier hopping from QD to QD is given by'?

—P(t) Z zki,-p,- 3.1

#i j 1
where P; is the charge carrier probability dens]ity on QD iJ, and k;; is the charge carrier hopping
rate from QD i to QD (as given in equation (2.1) and (2.2)). The first term represents the total
hopping rate to QD i from all other QDs (generation of charge carriers on QD i), and the second
term is the total hopping rate from QD i (consumption of charge carriers on QD 7). Equation
(3.1) can be generalized for a superlattice with N QDs,

d B (3.2)
—P(t) = —MP(t)

where P(?) is the charge carrier probability for all N sites and M is the transition rate matrix with
diagonal and off diagonal elements given by M;; = 3. ;..; k;; (the total hopping rate from QD i)

and MU = —k]l

If the transition rate matrix is constant with time, equation (3.2) is an initial value
problem with the solution
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N

P(t) = e MP(0) = Z cie ity
i=1
where P(0) is the initial excitation distribution, which is taken to be a uniform distribution across

all QDs for our simulations, v; are the eigenvectors corresponding to eigenvalues 4; of M, and
constants c; are the solution to P(0)=Ve¢ where V is a matrix with columns v;. The average band
gap energy of QDs with excited charge carriers as a function of time, (E(t)), is calculated as

(3.3)

(E(t)) = €P(t) (3.4)

where € is a row vector containing the band gap energies of the N QDs in the superlattice. The
master equation improved the simulation accuracy by eliminating KMC error and greatly
reduced the computational power required to fit the data, facilitating globally fitting data at all
temperatures for each sample. The calculation of mobility and diffusivity is more complicated
using the master equation, so KMC simulations are still used to gain this spatial information
about charge transport.

3.4 Temperature-Dependent Hopping Rates Based on Previous Model

We now implement the master equation to fit the charge carrier hopping model described
in Chapter 2 to the temperature dependent TA data presented in Figure 3.1 and Figure 3.2. A QD
solid with an ordered body-centered cubic (BCC) QD superlattice is generated and each QD is
randomly assigned a band gap energy drawn from a Gaussian with mean & and standard
deviation gj,. The inhomogeneous linewidth, g;,,, may be a function of temperature because
the change in the QD band gap with temperature is a function of QD size.">* The band gap of the
largest QDs in the ensemble with the lowest energy band gaps will redshift more with decreasing
temperature than the band gap of the smaller QDs with greater band gaps, increasing the
inhomogeneous broadening. We estimated the magnitude of this increased inhomogeneous
broadening with decreased temperature'>* and found that doyy,y, /dT is -2.5 peV/K for the 5.8 nm
QDs, -3.6 peV/K for the 5.0 nm QDs, and -8.9 peV/K for the 4.2 nm QDs. This energy shift is
0.5, 0.8, and 1.9 meV for the three QD sizes, which is 4-5% of the room temperature
inhomogeneous linewidth (Figure 2.15). This change in the inhomogeneous linewidth with
temperature is similar in magnitude to the uncertainty on the inhomogeneous linewidth, so we
neglect this change in the model and fix a single value of the inhomogeneous linewidth for each
QD ensemble.

The inhomogeneous broadening is assumed to be split evenly between symmetric
conduction and valence bands, and two hopping rates, one for electrons and one for holes, are fit
using the Miller-Abrahams rate equation for the hopping rate from QD i to QD j

, (g, —€)/2
ky = {k exp (— ;k—;[l'—); g > & 3.5

k', otherwise.
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where &; and ¢&; are the band gap energies of QD i and QD j, kg is the Boltzmann constant, and T
is the temperature. The two hopping rate prefactors, k," and k,’, are fit for electron and hole
transport at each temperature, though we cannot say from this model which is for electrons and
which is for holes.

At low temperatures, we must consider not just free electrons and holes, but also bound
excitons. Exciton dissociation in PbS QD solids is a thermally activated process.”>>® Nearly all
charge carriers are free carriers near room temperature. At low temperatures, there is insufficient
thermal energy to overcome the exciton binding energy, so a majority of charge carriers remain
as bound excitons and do not dissociate into free carriers. At intermediate temperatures, both
excitons and free charge carriers will be present. We estimate the fraction of dissociated carriers
from the photoluminescence intensity as a function of temperature as shown in Figure 3.4a.
Charge carriers are mostly excitons at 80 K, so we do not fit this data with our free carrier
hopping model. For higher temperatures, we consider the impact of exciton transport on the
observed carrier dynamics, though the fraction of excitons is less than 5% for temperatures 240
K and above. The exciton hopping rate is given by Forster resonant energy transfer (FRET),
rather than tunneling. The exciton lifetime is 1-2 ps and the Forster radius is 8 nm*® to 12 nm,”
so the FRET hopping time is tens of nanoseconds (equation (1.3)). This FRET hopping time is an
order of magnitude longer than the delay times used in our experiments, so excitons are
essentially stationary within the time window of our experiment, and we therefore assume that
the average exciton energy remains at the average QD band gap energy throughout our
experiments.

The simulated transient redshift of the average band gap of QDs with excited charge
carriers is calculated as
_ _ (3.6)

(E(®)) = (1 = faiss)E(t = 0) + faiss (E1(8)) + (E()))/2

where fs; is the fraction of dissociated charge carriers, E(f = 0) is the average band gap of QDs
in the ensemble (because all QDs are excited with equal probability), and (E;(t)) and (E,(t)) are
the average band gap energies of QDs with excited charge carriers calculated according to
equation (3.4) for hopping in the conduction and valence bands according to equation (3.5) with
prefactors k;' and k,’. This simulated transient redshift is fit to the experimental transient
redshifts at temperatures from 150 K to 300 K and the results are shown in Figure 3.4b-d. A
single inhomogenous linewidth, aiq, is fit for each QD ensemble, while the hopping rate
prefactors, k," and k,', are fit at each temperature.
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Figure 3.4. Fits based on model from Chapter 2. (a) Normalized photoluminescence intensity is
used to estimate the fraction of dissociated excitons as a function of temperature. (b-d) Model fit
to data at each temperature for the 4.2 nm (b) 5.0 nm (c), and 5.8 nm (d) QD solids. The colors
used for each temperature are consistent throughout the figure. (e-f) Fitted hopping rates as a
function of temperature for the 5.0 nm QD solids.

The charge carrier hopping model appears to fit the data well for all three QD sizes.
However, the hopping rate prefactors, k;  and k,’, do not show the expected temperature
dependence (Figure 3.3e-f). We expected to see thermally activated behavior in the hopping rate
prefactors with activation energy equal to the charging energy, resulting in a linear, negative
slope equal to the charging energy when In k’ is plotted against inverse temperature. However,
the fitted hopping rate prefactors instead increase with decreasing temperature, opposite to the
expected trend for thermally activated hopping. We also compare the total thermalized hopping
rate of charge carriers in the QD solid, &y, Which includes the Boltzmann factor with the energy
difference between neighboring QDs, and therefore might be expected to decrease with
decreasing temperature as expected for thermally-activated hopping. However, we find that the
total hopping rate also increases with decreasing temperature (Figure 3.3e-f).

The diffusivity and mobility are proportional to the hopping rate, so increasing total
hopping rate with decreasing temperature implies that diffusivity and mobility will increase as
well. This is a very surprising trend because the hopping rates in these QD solids are many
picoseconds to several nanoseconds, which is too slow for band-like transport when du/dT < 0
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is expected.®® Rather, we have a system in which the thermalized population energetic
distribution, given by the magnitudes of the average energy redshifts, is consistent with a
thermally-activated hopping model, but the kinetics are not. In a thermally-activated hopping
model, the hopping rate should be slower at low temperatures, so the redshift of the average band
gap energy of a QD with excited charge carriers should be slower as well. However, even the
data in Figure 3.1d and Figure 3.2 clearly shows that the lower temperature measurements
redshift faster for all QD sizes. Since the thermodynamics in these QD solids matches a
thermally-activated hopping model, but the kinetics do not, we conclude that we are missing a
fundamental physical process that impacts k'(T). Since these QDs have low size dispersity and
thus relatively little energetic disorder, we examine the structural order and possible structural
changes in the QD superlattice to understand the temperature-dependent hopping rate.

3.5 Global Fitting Model Predicts Superlattice Contraction

As we saw with the impact of size dispersity on superlattice structure in Chapter 2, small
changes in the interparticle spacing can have a large effect on the charge carrier tunneling rate.
Most solid material contract in volume with decreasing temperature, so one might expect QD
solids to do so as well. In fact, lattice contraction has been observed in gold nanoparticle
solids."** We therefore propose a form for the hopping rate prefactor that includes both the
thermally activated component from the charging energy and the edge-to-edge distance-
dependent tunneling rate,

_EC
k'(T) = kyexp (leT) exp(—BUT))
where k; is a temperature-independent constant, kg is the Boltzmann constant, 7" is the
temperature, and # is the tunneling constant taken to be 1.1 A"'.”! The charging energy, Ec, is

(3.7)

estimated from the charging energy of a sphere and is given by*®®’
_ 0.35¢? (3.8)
C 7 ameeyd

where e is the elemental charge, ¢ is the dielectric constant of the QD solid, & is the vacuum
permittivity, and d is the QD diameter. The charging energy for our QDs is calculated to be 8.7
meV for the 4.2 nm QDs, 7.3 meV for the 5.0 nm QDs, and 6.3 meV for the 5.8 nm QDs. We
assume linear temperature dependence for the edge-to-edge spacing, /, given by

I(T) = 1(300K) — c(300K — T) (3-9)

where c is a fitting constant that gives the decrease in edge-to-edge spacing per degree Kelvin of
temperature decrease.

Thus, we fit a global hopping transport model with four fitting parameters, the
inhomogeneous linewidth i, two temperature-independent prefactor constants for hopping in
the conduction and valence bands k ; and k 5, and the change in edge-to-edge spacing with
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temperature ¢, to the transient redshifts at all temperatures for each QD solid. These fits are
shown in Figure 3.5a-c. The total hopping rates and hopping rate prefactors given by equation
(3.7) for the three QD sizes are plotted in Figure 3.5e-j. In all cases the prefactor increases with
decreasing temperature, and for the medium and large QDs, the total hopping rate does as well.
In the smallest QDs with largest size dispersity, the total hopping rate initially increases and then
decreases as the temperature is decreased and there is insufficient thermal energy to overcome
the inhomogeneous broadening in the ensemble.
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Figure 3.5. Fits with the global hopping model for the 4.2nm (a), 5.0 nm (b), and 5.8 nm (¢) QD
solids. (d) Predicted change in edge to edge spacing based on the model. (e-j) Fitted hopping rate
prefactors (open symbols) and per QD pair total hopping rates (closed symbols) for the 4.2 nm
(e-f), 5.0 nm (g-h), and 5.8 nm (i-j) QDs.

The global fit gives a prediction for the superlattice contraction with decreasing
temperature for each of the QD solids. The fitted rates for the decrease in edge-to-edge spacing
are 0.94 pm/K for the 4.2 nm QDs, 1.42 pm/K for the 5.0 nm QDs, and 0.89 pm/K for the 5.8 nm
QDs. These contraction rates predict a decrease of 1.5 —2 A in the edge-to-edge spacing when
the temperature decreases from 300 K to 150 K (Figure 3.5d). The expected decrease in QD
diameter based on the thermal expansion coefficient of PbS is an order of magnitude smaller and
therefore negligible.'”> GISAXS measurements for these QD solids give the center-to-center
spacing for these QD solids as 4.4 nm, 5.5 nm, and 5.9 nm for the small, medium, and large QDs
(Figure 2.13). If the QD diameter is calculated based on a sizing curve that assumes spherical
QDs,”’ this center-to-center spacing gives nominal edge-to-edge spacing of 0.1 — 0.5 nm for
these samples. However, real QDs are faceted. In ordered superlattices of monodisperse QDs like
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those we have here, the facets are often oriented towards each other in QD solids,”! decreasing
the relevant QD diameter and increasing the calculated edge-to-edge spacing. The effects of
faceting on the actual distance from the center of the QD to the middle of a facet are shown in
Figure 3.6 (calculations to obtain this figure are shown in Section 3.10). The relevant diameter
for calculating edge-to-edge spacing from the center-to-center spacing can be 10-15% less than
the diameter of a sphere with equivalent volume. If we assume a truncated octahedron shape that
gives a relevant QD diameter that is 12.8% less than the equivalent spherical QD diameter,”' we
calculate edge-to-edge spacing of 0.74 nm, 1.14 nm, and 0.84 nm for the small, medium, and
large QDs at 300 K. Compared to these interparticle distances, a change in the edge-to-edge
spacing of 0.1 — 0.2 nm represents a decrease of 15-20% over a 150 K temperature change.
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Figure 3.6. The effect of QD shape on the relevant QD diameter for charge transfer.

3.6 GISAXS Reveals Superlattice Distortion with Decreasing Temperature

Grazing-incidence small-angle X-ray scattering (GISAXS) experiments confirm that
lattice distortion upon cooling results in a nearest neighbor separation reduction. GISAXS
patterns were collected cooling from 298 K to 133 K using a separate batch of 5.7 nm diameter
oleic acid capped QDs without ligand exchange. Figure 3.6a,b show the initial and final
scattering patterns. Indexing the peaks'*® reveals a lattice distortion in which an initial face-
centered cubic (FCC) lattice expands along the @ and b axes while contracting along the ¢ axis.
The resulting superlattice is a body-centered tetragonal (BCT) lattice with a reduction of 5.2 A in
nearest neighbor spacing overall (Figure 3.7¢). Oleic acid ligands are longer than the ethanethiol
ligands used in the TA experiments. We expect the reduction in neighbor spacing upon distortion
to be smaller in these superlattices but nonetheless significant. Attempts at capturing a similar
distortion using ethanethiol ligand-exchanged QDs were unable to differentiate between lattice
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types due to lack of higher-order scattering peaks. An analogous projected distortion consistent
with the observed GISAXS peaks yields a reduction of 1.4 A in nearest neighbor spacing (Figure
3.8, details in Section 3.11), matching the contraction predicted from the hopping model.

c15

A
W A

-
N

—_
o

neighbor spacing (nm)

g} : inearest neighbors |
T

-0.1 0.0 300 250 200 750 100
q (A7) emperature (K)

-0.2 -0.1 0.0 -0.2

Figure 3.7. Temperature-dependent lattice distortion of an ordered superlattice of 5.7 nm QDs
with oleic acid ligands. (a) GISAXS patterns at 298 K showing a face-centered cubic lattice and
(b) 133 K showing a body-centered tetragonal lattice. (c) Change in neighbor center-to-center
spacings with temperature for a and b axes (black, open circles), ¢ axis (blue, open squares), djio
direction (red, open triangles), and nearest neighbors (purple crosses). (d, e) Schematics showing
the superlattice distortion as a function of temperature with FCC unit cell (blue) and BCT unit
cell (red).
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3.7 Increasing Mobility with Decreasing Temperature
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Figure 3.9. Calculated mobility from KMC simulations based on the global hopping model fit for
the fast (a) and slow (b) hopping rates.

We then use kinetic Monte Carlo model simulations (similar to those presented in
Chapter 2) with the fitted inhomogeneous linewidth and hopping rates from the global hopping
model to simulate charge carrier hopping trajectories. We monitor the mean squared
displacement and calculate the diffusivity and mobility as a function of temperature (as in
Section 2.7 for room temperature data). The mobilities calculated for the fast and slow hopping
rates are plotted in Figure 3.9. The observed increasing mobility with decreasing temperature in
all three QD solids is surprising for charge transport in the hopping regime. The low size
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dispersity in our QD solids makes the Arrhenius contribution to the hopping rate small and
enabled the observation of this surprising result. We attribute the increasing mobility to reduced
interparticle spacing as a result of superlattice contraction at low temperatures.

Increasing mobility with decreasing temperature is expected for band-like transport, as
occurs in bulk semiconductors. However, whether demonstrating du/dT < 0 is sufficient
evidence to claim the observation of band-like transport is the subject of significant debate.
It has previously been suggested that hopping transport with low activation energy, Ea, can give
du/dT < 0 at higher temperatures because of the temperature dependence of prefactor in the
hopping mobility expression that is derived from Einstein’s relations between diffusivity and
mobility,

68,79

ed?E, E, ) (3.10)

Hnop = 3ppe T &P (_B 6T
where e is the unit charge, d is the center-to-center distance between QDs, and 4 is Plank’s
constant.”” Here, we show that the nearest neighbor edge-to-edge spacing, /, may also be a
function of temperature, so the observation of du/dT < 0 for hopping transport may extend to
lower temperatures, depending on the lattice transformations present. We emphasize that the
transient redshift and relaxation of charge carriers into lower energy states observed in the TA
measurements this work is characteristic of hopping transport between localized states, and
means these samples do not experience band-like transport, in which charge carriers would be
expected to maintain a constant energy during transport. We also note that the highly
monodisperse QD ensembles that might be expected to show band-like transport are also most
likely to have small activation energies so that temperature-dependent structural changes or the
temperature-dependent mobility prefactor are more likely to dominate the overall temperature-
dependent mobility trend. Thus, showing du/dT < 0 alone is supporting but not sufficient
evidence for band-like transport and some additional evidence is needed.

While du/dT < 0 is possible in the hopping transport regime, the high mobility
exceeding 10 cm®V™'s™! that has been reported for QD solids showing possible band-like
transport’> ® approaches theoretical limits for hopping transport.” Additionally, some reports
showing high mobility and du/dT < 0 use inorganic ligands such as thiocyanate®® or molecular
metal chalcogenides,’® and it is unclear if these QD solids would be subject to lattice distortions
similar to those observed here for QD solids with organic ligands. Amine treatment strips lead
oleate from the surface of PbSe QDs,"” leading to epitaxially connected superlattices with high
mobility and an activation energy for transport that is inversely proportional to the excitation
density and approaches band-like transport at high fluence.” Epitaxially connected QDs retain
defined absorption peaks that redshift by only a few meV relative to unattached QDs,”® '*® which
is similar to the optical properties of other QD solids exhibiting possible band-like transport.”* ¢
Thus, retaining the excitonic peaks does not prove the absence of sintering, and it is possible that
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the large mobilities in these QD solids arise as a result of delocalized transport through networks
of attached particles.

Regardless of whether QD solids are made of individual particles or attached
superlattices, samples showing high mobility and inverse temperature dependence must also
show some more direct measure of the extent of charge carrier delocalization to convincingly
claim band-like transport. Various methods, including cross-polarized transient grating
spectroscopy,?' low temperature resistance and magnetotransport measurements,* and the
transition from nearest neighbor hopping to variable-range hopping,® have been used to estimate
the charge carrier localization length. Since carrier localization lengths of only a few times the
QD diameter have been measured to date,'* it seems unlikely that band-like transport has been
observed. Instead, in monodisperse QD solids, the temperature-dependence of the spatial
structure (interparticle spacing) may dominate over that of the energetic structure (thermally-
activated Arrhenius dependence on the charging energy and inhomogeneous broadening). If the
relative contributions of the structural and energetic components vary as a function of
temperature, the mobility may initially increase and then decrease as a function of temperature,
as has been observed experimentally.®’

3.8 Conclusions

We have shown that incoherent nearest neighbor hopping transport in QD solids can
result in increasing mobility with decreasing temperature. Temperature-dependent transient
absorption spectroscopy confirmed that charge carriers thermalize on lower energy QDs within
the ensemble as the temperature decreases. However, the rate at which they move to this pseudo
equilibrium does not follow the expected thermally-activated behavior, but instead increases with
decreasing temperature. This surprising trend is explained by a predicted 1.5 — 2 A contraction of
the PbS QD superlattice with decreasing temperature. GISAXS measurements on ordered QD
solids with oleic acid ligands show a lattice distortion that supports this contraction when
extrapolated to ethanethiol-capped QD solids. These results showing increased mobility with
decreasing temperature for hopping transport in monodisperse QD solids have important
implications for analyzing experiments that attempt to achieve band-like transport in QD solids.

3.9 Experimental Methods

PbS QD Synthesis and QD Solids Preparation. The 4.2 nm PbS quantum dots were synthesized
according to Zhang et al,.*” and the 5.0 nm, 5.7 nm and 5.8 nm batches according to Weidman et
al*” Purified QDs were re-dispersed in toluene at a concentration of 100 mg/mL in a nitrogen
glovebox. 40 pL of the solution was spun at 1500 rpm for 30 s onto a 0.5 in square borosilicate
glass slide (Schott D-263 from Thermo Fisher) that had been cleaned and treated overnight in a
0.02M (3-mercaptopropyl)trimethoxysilane (Sigma-Aldrich, 95%) solution in toluene to improve
QD adhesion. The sample was then placed in a 0.1M solution of 1-ethanethiol (Sigma-Aldrich,
97%) in acetonitrile for 24 hours for ligand exchange, and then rinsed with pure acetonitrile to
remove excess ethanethiol. This created films with an optical density of about 0.1 at the first
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absorption peak. Prior to ligand exchange, these QDs are air stable,”” and following ligand
exchange, the samples were kept in an inert atmosphere at all times. The cryostat was loaded in
the glovebox for TA measurements, and care was taken to avoid oxygen exposure when
pumping down. The cryostat was pumped down to a pressure of 10 Torr before cooling with
liquid nitrogen for temperature-dependent TA measurements.

Transient Absorption Spectroscopy. Transient absorption spectroscopy on the 4.2 nm QDs was
performed at the Advanced Optical Spectroscopy and Microscopy Facility at the Center for
Functional Nanomaterials at Brookhaven National Laboratory on the setup described in Section
2.9. For the femtosecond transient absorption experiments on 5.0 and 5.8 nm QDs, the 1040 nm
output from a high repetition-rate Yb amplifier (Spectra-Physics) operating at 100 kHz was split
into two beams. One arm was used to generate a 670 nm pump pulse using a commercial non-
collinear optical parametric amplifier (Light Conversion). The other arm was used to generate a
broadband probe pulse 1050-1600 nm by focusing the 1040 nm fundamental into a 10 mm YAG
window. The pump pulse was compressed to ~50 fs FWHM using a fused silica prism
compressor, sent through a mechanical delay stage (Newport) to control the pump-probe delay,
and focused into a mechanical chopper (ThorLabs) to modulate the pump at 4 kHz. The pump
and probe beams were focused by a concave mirror into the sample mounted in a crysostat, and
the probe beam was coupled into a spectrometer with a high-speed data acquisition system
(Ultrafast Systems) to collect spectra at 8 kHz. The acquisition and chopping were synchronized
with the amplifier repetition rate to ensure a consistent number of laser pulses per spectrometer
acquisition. Each measurement was the average of at least 4 scans with 1s acquisition per time
point to ensure that dynamics did not change under laser exposure. Pump powers were a few
mW to give similar pump pulse energy to the 1kHz laser system TA experiments.

Grazing-Incidence Small-Angle X-ray Scattering. GISAXS on the 5.7 nm oleic acid QDs
and 5.0 nm ethanethiol QDs were performed at the Coherent Hard X-ray (CHX/11-1D) beamline
of the National Synchrotron Light Source II (NSLS-II). The X-ray source is an undulator. A
Si(111) double-crystal monochromator was used, yielding an energy resolution of AE/E =
0.01%. The 5.7 nm QDs were measured at a wavelength of 0.885 A. The 5.0 nm QDs were
measured at wavelength of 0.969 A. The sample-detector distance is known based on the
beamline design. Beamline setup was confirmed using standards, including silver behenate. Each
image was captured from 15 seconds of exposure. The patterns were collected on a DECTRIS
EIGER X 4M detector. An angle of 0.1° was used in the experiments. We observed no beam
damage caused by the X-ray beam by comparison of patterns at fresh locations in the film to
patterns with multiple exposures.

GISAXS patterns were indexed with software'*® !> courtesy of Detlef Smilgies and

Ruipeng Li from the Cornell High Energy Synchrotron Source (CHESS) which allow for
selection of lattice type, lattice parameters, and superlattice plane parallel to the substrate. The
software overlays expected scattering peaks onto the patterns. The patterns were indexed
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manually by eye to ensure agreement between high intensity peaks at low scattering vectors as
well as higher-order reflections.

3.10 Appendix A: Effect of QD shape on minimum center-to-edge distance.

The shape of PbS QDs varies with size, from octahedron to cuboctohedron to cube, and
all the variants in between. This change in shape changes the possible minimum diameter of QD,
which impacts the calculated edge-to-edge spacing from the center-to-center spacing measured
using GISAXS and the QD diameter calculated from a QD sizing curve that assumed spherical
QDs. Thus, here we aim to determine the minimum distance from the center to the surface of the
QD as a function of QD shape, which we normalize by the radius of a sphere of equivalent
volume.

The volume of a cube with side length D is given by V.5, = D3, and the surfaces of the
cube are (100) facets of the PbS lattice. If the corners are removed, revealing (111) facets, the
shape becomes a truncated cube. If a triangular pyramid of length / along the edge of the cube is
removed, the volume of each removed pyramid is given by Vir; pyramia = [>/6, and there are 8
corners, so the volume of truncated cube is given by
(3.11)

4 D
Virunc.cuve = D* _'3'13»0 <l< 2

In the limit that I = D/2, the shape becomes a cuboctahedron with volume Vi pocr. = (5/6)D3.

Approaching from the other end of the spectrum of possible shapes, we consider an
octahedron with (111) surface facets. The volume is given by V,.. = (V2/3)a® = D3/6, where

a = D/+/2 is the side length of the octahedron with height D. Removing the corners of an
octahedron gives a truncated octahedron. If we remove a square pyramid of side length k, each

with volume Vi, ,yramia = k3/ 3v/2, from each of the 6 corners, the volume is given by

V2 a
Virunc.oct = _3_a3 - \/Ek3,0 <k< 5

When k = a/2, this also becomes a cuboctahedron. To ensure the truncated octahedron is a
continuous shape transformation from the truncated cube, the height of the truncated octahedron,

VZ2(a — k), must equal D, so a = D/v/2 + k. Rescaling to let k = v2(D — [),

(3.12)

43D} D 3.13
Veruncoct = '5(‘:2_ - l) —4(D - 1)3:'2' <l<D ( )
gives a continuous shape transformation from cube to cuboctahedron to octahedron for 0 </ <D
in equations (3.10) and (3.12). The radius of a sphere of equivalent volume is then calculated

according to Tsppere = (3V/4m)*/3.

Because of how the volume is defined, the distance from the center of the QD shape to
the center of the (100) surfaces is always given by:
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100 = D/2. (3-14)

The distance from the QD center to the center of the (111) surfaces of the truncated cube is along
the diagonal of the cube and is given by:

V3 1 D .
et =—D——=,0<I<~ (3.15)

23 2

The distance from the QD center to the center of the (111) surface in the truncated octahedron
can be calculated as the height of a triangular pyramid with an equilateral triangle base with side
length a and a volume one-eighth of the volume of the octahedron:

1 /D 1 /3D D (3.16)
Tto111 = '\/——6-(3‘*' k) = ﬁ(—?_ l).'i' <l<D.
Normalizing equations ((3.13), (3.14), and (3.15) by the radius of a sphere with volume given by

equations (3.10) and (3.12) gives the curves plotted in Figure 3.5.

3.11 Appendix B: Lattice Distortion from GISAXS

The initial superlattice for the 5.7 nm oleic acid QDs was indexed as an FCC lattice
(Figure 3.7d) with a = b = ¢ = 13.2 nm. The nearest neighbor edge-to-edge spacing is

ga — D = 3.63 nm. The final superlattice at 133 K was indexed as a BCT lattice (Figure 3.7¢)

Va2+c?

with a = b = 14.3 nm and ¢ = 10.3 nm. The nearest neighbor edge-to-edge spacing is

D = 3.11 nm. Overall, the nearest neighbor edge-to-edge spacing decreased by 14.3%. The
edge-to-edge spacing in the [100] and [010] directions along the a and b axes starts as 7.5 nm
and ends as 8.6 nm, amounting to an increase of 14.7%. This distortion is projected onto the 5.0
nm ethanethiol sample by indexing the initial pattern as an FCC lattice and applying similar
percentage changes in the nearest neighbor edge-to-edge spacing and [100] or [010] directions.
The lattice can be indexed as an FCC lattice with @ = b = ¢ = 8.4 nm. The final superlattice
would then be a BCT lattice with a = b = 8.9 nm and ¢ = 7.46 nm. The nearest neighbor edge-
to-edge spacing decreased from 0.94 nm to 0.80 nm, a contraction of 1.4 A. The indexed
GISAXS images for the oleic acid sample can be found in Figure 3.7. The initial pattern for the
ethanethiol sample and the projected BCT lattice are seen in Figure 3.8. This projection agrees
well with the final GISAXS pattern despite the lack of higher order scattering peaks to confirm
the structure.
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Chapter 4 Origin of Trap States

The basis of this chapter is in preparation for submission as:
R. H. Gilmore, Y. Liu, N. S. Dahod, W. Wu, M. C. Weidman, H. Li, J. C. Grossman, W. A.
Tisdale. “Origin of Trap States in Lead Sulfide Quantum Dot Solids.”

4.1 Introduction

Mid-band gap trap states have garnered substantial attention because they reduce
photovoltaic device efficiencies by reducing the open-circuit voltage’’ and acting as charge
carrier recombination sites.”® Trap states are involved in charge carrier transport, either directly
through mid-gap transport,”** or through multiple trapping and release steps.”>*” The physical
origin of these mid-gap trap states is usually thought to be a surface defect because their
properties change with ligand treatments,'® air exposure,® and other oxidation treatments.”*

Here, we present spectroscopic observations of trap states in PbS QD solids, which
suggest that they are QD dimers or aggregates. In QD solids with insulating oleic acid ligands,
the trap states behave like isolated QDs. Upon excitation of the trap state in an ultrafast transient
absorption experiment, charge carriers undergo Auger recombination, revealing a trap state
degeneracy, bi-exciton decay time, and absorption cross section similar to the band edge state of
a single QD. From temperature-dependent photoluminescence measurements, we find a trap state
density of 1 in ~2500 QDs, which is consistent with literature reports for thiol-treated QD
solids.* - % The availability of states at the band edge energy is much higher than at the trap
state energy, so upon populating only the trap state, we observe upconversion to the band edge
state in coupled QD solids. De-trapping follows two mechanisms, a fluence-dependent,
temperature-independent Auger-assisted electron transfer process that occurs on a timescale of
~35 ps, and a fluence-independent, temperature-dependent thermally-assisted hopping process
that occurs on a time scale of ~500 ps.

The trap states clearly resemble large QDs, both in terms of their isolated optical
properties and their transport properties in how they interact with surrounding band edge states.
However, our QD ensembles are highly monodisperse with only 1-3% size dispersity, and the
trap state would correspond to QDs five to ten standard deviations below the mean. We do not
observe these large QDs in TEM images, but we do occasionally observe two attached QDs,
which can produce the observed trap state optical properties. Strong electronic coupling between
two fused QDs reduces the band gap of the dimer structure by ~100-200 meV relative to the
single QD band gap (1.08 eV for 4.9 nm QDs and 1.3 eV for 4.2 nm QDs), creating this lower
energy trap in the QD solid. Atomistic density functional theory calculations show that QD
dimers attached on the (100) facet exhibit optical properties that are consistent with the measured
properties of trap state dimers in QD solids.
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4.2 Photoluminescence from Band Edge and Trap States

PbS QDs were synthesized according to previously published procedures,””*’ dispersed
in toluene, and spin coated onto glass substrates for TA measurements and single crystal quartz
substrates for low temperature PL measurements. To make electronically coupled solids, QD
solids were ligand exchanged with ethanethiol in a nitrogen glovebox (see Section 4.9).°° In
Figure 4.1a, we present photoluminescence spectra for 4.9 nm (1.08 eV first absorption peak)
QDs. At room temperature, we observe emission from the band edge state, but as the temperature
decreases, emission from a mid-band gap state grows in. Chuang et al.”’ observed a similar state,
which they identified as the likely origin of the large open-circuit voltage deficit in PbS QD
photovoltaics. Despite the presence of the lower energy state, which is expected to act as a trap
state, there are many more available states at the band edge, and at room temperature there is
sufficient thermal energy for charge carriers to escape the trap, as shown in the schematic in
Figure 4.1b. The occupations, n, of the two states follow a Boltzmann distribution that accounts
for the degeneracies, g, of the band edge and trap states:
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Figure 4.1. Emission from band edge and trap states in ethanethiol-treated PbS QD solids. (a)
Photoluminescence spectra as a function of temperature showing PL from the band edge state at
room temperature and from the trap state at lower temperatures. (b) Schematic showing much
higher density of states at the band edge than at the trap state energy, so that at room
temperature, charge carriers are thermalized into the band edge states. (c¢) Ratio of band edge to
trap state PL as a function of temperature (filled circles). A fit (dashed line) gives the energetic
barrier between QDs and the density of trap states.

If we assume similar radiative rates for the band edge and mid-gap trap state, the ratio of
occupations is equal to the ratio of PL emission from the two states, and we can fit the
degeneracy and activation energy, as is shown in Figure 4.1c. Note that we fit the emission only
at high temperatures when excitons readily dissociate to free carriers (see Figure 1.4).5%¢ We
find a trap state degeneracy of | in ~2500 QDs, which is consistent with other published trap
state degeneracies in thiol-treated films measured using a variety of techniques.ss'%‘ 85025 W
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find an activation energy of ~180 meV, which is approximately equal to the energy difference
between the band gap and trap states, suggesting that either the conduction band or the valance
band, but not both, shifts appreciably in energy.

4.3 Transient Absorption Directly Excites Trap States and Monitors De-trapping

Given equilibrium between band edge and trap states in coupled QD solids, if only the
trap state is populated, upconversion to the band edge state is expected, as shown in the
schematic in Figure 4.2a. We observe the dynamics of this de-trapping process using ultrafast
transient absorption spectroscopy (see Section 4.9). In Figure 4.2b, the trap state at 1.06 eV of
4.2 nm (1.3 eV) QDs is excited with a 0.99 eV pump laser pulse, and de-trapping to the band
edge state is observed. The energy of the band edge bleach signal at 1.24 eV is the thermalized
energy of the band edge signal when excited well above the band gap."' Spectral slices (Figure
4.2¢) clearly show only the trap state bleach at early times, and the population of both states at
later times. The intensities of the band edge and trap state bleach signals as a function of time are
presented in Figure 4.2g. If we assume that the decrease in bleach intensity of the trap state is
entirely due to carriers de-trapping to the band edge state, we estimate that the trap state
absorption cross section is approximately two to three times the band edge absorption cross
section.
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Figure 4.2. Excite trap states in PbS QD solids and observe de-trapping in coupled films. (a)
Schematic showing population of the trap state followed by upconversion to the band edge state.
(b-f) Color plots showing excitation of the mid-gap trap state QD solids (d =4.2 nm, d = 2.1-
3.0%) with varying ligand lengths. The pump spectra and QD solution absorption spectra are
shown overlaid for reference. (g) Spectra at early and late times for the ethanethiol treated solid
(b), with peak position and fwhm for the trap state and band edge peaks. (h) Integrated peak
intensities as a function of delay time for the ethanethiol treated solid (b). (i-j) Color plots
showing dynamics following mixed excitation of the trap and band edge state. (k-1) Excitation of
the mid-gap state and band edge state in larger, monodisperse QD solids (d = 4.9 nm, J = 0.6-

0.8%).
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The mid-gap trap states are also present in QD solids with oleic acid ligands, but de-
trapping to the band edge does not occur (Figure 4.2f). Exciting the trap state in QD solids with
varying length thiol ligands (Figure 4.2b-e), we see that de-trapping occurs only for the shortest
two ligands, ethanethiol and butanethiol, but not for the longer octanethiol or dodecanethiol
ligands. From these results, we conclude that electronic coupling and fast diffusion away from
the trap site is needed to depopulate the mid-gap trap state (see also Figure 4.3). Additionally, the
trap state bleach intensity in the thiol-treated samples is consistently approximately three times
greater than that in the oleic acid sample, indicating an increase in the trap state density with
ligand exchange.

increasing ligand length
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Figure 4.3. Transient absorption exciting at the band edge peak for QD solids with thiol ligands
of varying lengths. A transient redshift indicating charge transport in the observed time window
is present for ethanethiol and butanethiol QD solids, but not for octanethiol, dodecanethiol, or
oleic acid.

To gain a better understanding of the energy distribution of the trap state as compared to
the band edge state, we vary the excitation energy in the ethanethiol QD solid. As the excitation
energy is increased to 1.03 eV and 1.08 eV (Figure 4.2h,i), the low energy tail of the band edge
state is increasingly initially populated. The expected blue-shift to the thermalized equilibrium
average energy (white dashed line) is then observed in addition to de-trapping. The mid-gap trap
state and de-trapping in coupled solids is also observed in larger, monodisperse QDs (4.9 nm,
1.08 €V), but the trap state and band edge state are too close in energy to be able to excite only
the trap state with our laser excitation pulse, so the band edge and trap states are excited
simultaneously (Figure 4.2k,l). The monodisperse QDs and the excitation energy dependence
clearly show that the mid-gap state is a distinct state and not simply an exponential tail of the
size distribution, as has been suggested previously.** '® Furthermore, the trap state absorption
bleach at 0.97 eV in these larger QDs is lower in energy than in the smaller QDs, and closer in
energy to the band edge peak, indicating a size-dependence of the mid-gap trap state energy.
Spectral slices and peak intensity as a function of time are given in Figure 4.4. Excitation of trap
states followed by de-trapping to the band edge is also observed for ligand exchange with 3-
mercaptopropionic acid or tetrabutylammonium iodide (Figure 4.7).
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Figure 4.4. Transient absorption spectroscopy showing excitation of the trap state and
upconversion to the band edge state in QD solids with ethanethiol ligands. (top row) Color plots
repeated from Figure 4.2. (middle row) Spectra at 1 ps and 400 ps for the QD solids in the row
above. (bottom row) Population dynamics of the band edge and trap states for the QD solids
shown in the top row.
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Figure 4.5. PbS QDs with mercaptopropionic acid (top row) and tetrabutylamonium iodide
(bottom row) ligands also show trap state excitation and upconversion to the band edge state.
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4.4 Trap State Dynamics are Similar to that of Large QDs

To learn more about the nature of the trap state and the de-trapping process, we turn to
fluence-dependent measurements. Figure 4.5a presents the integrated trap state bleach intensity
in an oleic acid QD solid as a function of delay time following trap state excitation for several
excitation fluences. The initial bleach intensity increases with fluence, as does the fraction of the
intensity that decays within the first ~100 ps. These dynamics are reminiscent of Auger
recombination dynamics in isolated QDs in solution. Indeed, the time constants of the multi-
exciton decay are in line with the band edge multi-exciton decay in PbS QDs (Figure 4.5b),

""" The absorption cross section of the trap state can also
2

which becomes faster for smaller QDs.
be estimated from the intensity-dependent measurements, and yields a value of 8x10"'° cm
(Figure 4.5¢), which is the same order of magnitude as the band edge state (see Figure 1.9b,c).
'! Thus, based on their optical absorption properties, the trap states appear to be large QDs
isolated within a matrix of smaller QDs.
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Figure 4.6. Trap state bleach dynamics. (a) Trap state bleach intensity in QD solid with oleic acid
ligands as a function of delay time and excitation power showing dynamics characteristic of
Auger recombination. (b) Decay time constant as a function of number of excitons absorbed per
QD for the trap state and various sizes of QD band edge states. (c¢) Bleach intensity at Ins as a
function of excitation fluence with experimental data shown with open circles and a fit to the
data to determine the absorption cross section shown with a dashed line. (d) Trap state and band
edge bleach dynamics in ethanethiol-treated QD solid excited at the trap state energy with
varying excitation powers at 300 K. Fitted time constants are 39 + 5 ps (0.8x10"° photons/cm?),
35+ 3 ps (1.6x10" photons/cm?), 34 + 2 ps (3.6x10"° photons/cm?), and 520 + 40 ps (all). The
contribution from the fast component increases with increasing fluence. (¢) Dynamics at 80 K.
(f) Schematic showing proposed de-trapping mechanism.
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Fluence dependent measurements on coupled QD solids with ethanethiol ligands reveal
transport dynamics that are consistent with the trap state being large QDs in the ensemble. Figure
4.5d presents the normalized integrated trap and band edge state bleach intensities as a function
of delay time following trap state excitation for multiple excitation fluences at 300 K. As the
excitation fluence increases, the magnitude of population transfer from the trap to the band edge
state increases. The de-trapping process follows two timescales, a fast component that increases
in magnitude with increasing fluence, and a slow component that does not depend on fluence.
Fluence-dependent measurements at 80 K (Figure 4.5¢) freeze out the slow de-trapping
mechanism, but reveal that the fast de-trapping mechanism is temperature-independent. The fast,
~35 ps, de-trapping process occurs on similar time scales as the Auger recombination process
observed in oleic acid QD solids, so we conclude that the temperature-independent, fluence-
dependent fast de-trapping process is an Auger-assisted process in which Auger recombination
creates a hot charge carrier which then rapidly transfers to a neighboring QD before cooling back
to the band edge. We assign the slow, ~500 ps, de-trapping mechanism to thermally-activated
charge carrier hopping.'”' A summary of these two de-trapping mechanisms is presented in
Figure 4.5f.

4.5 Trap States are QD Dimers

The presence of very large QDs that act as trap sites in the QD solid is surprising based
on our materials characterization. These QDs are highly monodisperse, with the standard
deviation of the size dispersion only 3.0% for the 4.2 nm QDs and 1.0% for the 4.9 nm QDs."**
In contrast, the trap state energies would correspond to QDs with diameters of 4.7 nm and 5.4 nm
for the 4.2 nm and 4.9 nm QDs respectively, 5-10 standard deviations larger than the mean
diameter. We do not see evidence for these large QDs in our TEM images (Figure 4.6a).2”*°
However, we do occasionally see two QDs that appear to be touching each other. High-
resolution TEM (HR-TEM) reveals that the QDs are actually fused into a dimer QD (Figure
4.7b,c), which is expected to have a lower energy than a single QD.”*'®2

To confirm the presence of PbS quantum dot dimers, HR-TEM images of PbS quantum
dot monolayers were collected and analyzed (Figure 4.7). For this analysis, a dimer is defined as
two PbS quantum dots fused together such that they support a single continuous crystal structure
throughout both substructures. This is observed via clear lattice planes that span the entire dimer
with no change in orientation (Figure 4.7b). In contrast, unattached quantum dots that are simply
in close proximity to one another would not display any alignment between their two lattices
(Figure 4.8a). Thus, in order to confirm attachment between two quantum dots that appear to be
in contact, analysis of the HR-TEM images must reveal that the constituent nanocrystals are in
fact aligned on one of their faces.

This analysis is implemented through inspection of the fast Fourier transform (FFT) of
the candidate dimer image. The FFT reveals the orientation and spacing of the lattice planes
visualized in HR-TEM. For instance, FFT analysis of a HR-TEM image of a quantum dot with
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its (200) plane parallel to the beam would reveal a peak at a 0.31 nm/cycle radial position with
respect to the center spot of the FFT. This spacing is confirmed by inspecting the (200) peak in
the XRD pattern for PbS. Additionally, the azimuthal position of the spot corresponding to these
lattice planes is determined by the angle of the planes with respect to the image. For instance,
two QDs in the same image with (200) planes oriented perpendicular to one another would show
a difference in azimuthal position of 90 degrees with respect to the corresponding FFT spots.
Several QDs in an image oriented randomly will show FFT spots at many azimuthal positions
and radial distances (Figure 4.8a).

In analyzing potential dimers, FFTs of both constituents and the entire dimer were used
to determine if all showed lattice planes that were aligned with respect to one another. Through
this method, we observed PbS quantum dot dimers that were attached across their respective
(100) faces (Figure 4.7b). We also observed one case in which two dots likely slightly eschew
from this attachment and dimerize with a twinning boundary between the constituents (Figure
4.7¢ and Figure 4.8b). In this case, while the lattices were aligned as expected, the actual planes
in alignment were different.

Figure 4.7. (a) TEM micrograph of monodisperse 4.9 nm QDs with oleic acid ligands showing
an absence of large QDs, but the presence of a QD dimer. (b) HR-TEM micrograph of a dimer
with FFT of the entire dimer and the left and right QD within the dimer, all identical and
showing (100) planes oriented to the surface, indicating attachment on the (100) facet. (¢) HR-
TEM micrograph of a dimer with a twinning boundary at the attachment interface. FFT shows
the left side of the dimer has (100) planes oriented to the surface while the right side has (111)
planes, but the radially aligned peaks indicate aligned lattice planes across the dimer confirming
fused attachment.
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Figure 4.8. FFT analysis of HR-TEM images. (a) FFT analysis of a monolayer of unattached,
randomly oriented QDs shows many FFT spots at different azimuthal positions. (b) FFT analysis
for the dimer shown in Figure 4.7 shows two different lattice planes aligned and epitaxially
attached.

Intentional formation of PbSe QD dimers by controlling the synthetic conditions has been
demonstrated,'®* as has oriented attachment of PbSe QDs to form extended superlattices.*> '%?
Removal of surface ligands using (NH4),S results in connected QD assemblies for PbS, PbSe,
CdSe, and CdS QDs, indicating that bare QD surfaces are likely attach across a range of
materials.'® It is therefore unsurprising that a few dimers could form unintentionally during
standard synthesis and ligand exchange procedures. Oriented attachment of PbSe QDs proceeds
along the (100) facets,* '®* and we also find fusing predominantly on the (100) facets in our QD
dimers. Increased likelihood of fusing on the (100) facet may be a result of more weakly bound
ligands and a greater chance of a bare surface on this facet as compared to the (111) facet.'®
Some dimers are formed during initial synthesis and solution processing and are present in
solution and oleic acid samples (Figure 4.9). These dimers are not separated from single QDs by
size-selective precipitation using common solvent/non-solvent pairs,'®* and so are not removed
during purification steps. Additional dimers are formed during the solid-state ligand exchange
step, increasing the trap state density by 50% to 100% following ligand exchange.

QDs made using lead oleate or lead acetate precursors, rather than lead chloride, show no
measureable dimer trap state absorption with native oleate ligands, but do show trap state
absorption after ethanethiol ligand exchange (Figure 4.10). There are several possible reasons
why the lead chloride and oleylamine synthesis method might result in measurable dimer states,
whereas the lead oleate or lead acetate synthesis methods do not. Oleylamine binds weakly to the
QD surface and is in rapid equilibrium,™ so it may be easier for ligands to detach and create bare
surfaces that may fuse. The dimers might also form during the oleylamine to oleic acid solution
ligand exchange step. The lead chloride and oleylamine synthesis is capable of producing nearly
monodisperse QDs, and more monodisperse QDs may orient and fuse more readily.”
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Additionally, different purification and processing steps might result in different ligand
coverage,'® which could also impact the likelihood of dimer formation. Alternatively. traps may
be present at similar rates, but are harder to resolve because of greater inhomogeneous
broadening. More work is needed to further understand the role of the synthetic method in dimer
formation in order to make monodisperse, homogeneously-broadened, trap-free PbS QD solids.
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Figure 4.9. Trap state excitation of oleic acid-capped QDs in solution, oleic acid-capped QD
solids, and following ligand exchange for ethanethiol. The optical density at the band edge peak
absorption was 0.2 for the solution sample, 0.1 for the oleic acid sample, and 0.08 for the EMT
sample. Thus, the concentration of trap states seems to be the same in solution and in a QD solid
with oleic acid ligands, but is higher for ethanethiol-treated solids, even after accounting for an
increase in absorption cross section for the shorter ligands.’
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Figure 4.10. Trap state excitation in QDs synthesized with PbO (a-b) or PbAc; (¢). (b) has a
longer wavelength pump pulse than (a)
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4.6 Expected Electronic Structure of a QD Dimer

We turn to theoretical models to verify that the lowest energy transition of the QD dimer
is consistent with the observed trap state energy. Hughes et al.'®” previously reported the
intentional synthesis of PbSe QD dimers in solution. They observed energetic splitting between
the single QD and QD dimer levels, which decreased with increasing QD size from ~150 meV
for 3 nm QDs to ~50 meV for 7 nm QDs.'®? This size-dependent trend in the energy splitting
was explained using a tight binding model based on the effective mass approximation and
spherical wave functions, with faceted QDs represented by spherical QDs of equivalent
volume.'?" ' The energy splitting was then calculated for fused QD dimers for which the
equivalent spherical QDs are overlapped, so the center-to-center distance is less than the
equivalent spherical QD diameter. We adapted this model for faceted PbS QDs as shown in
Figure 4.9. This model predicts slightly shallower trap state depth than the ~100-200 meV we
observe in our 4 to 5 nm faceted PbS QDs, but the size-dependent trend is consistent. However,
this model makes many simplifying assumptions and does not account for attached facet, the size

of the fused area, or any atomic rearrangement that may occur between fused QDs, which should
impact coupling, % 19617

trap state depth (meV)

QD diameter (nm)

Figure 4.11. Calculated trap state depth for different QD shapes (truncated octahedron,
cuboctahedron, truncated cube) and attached facets ((100), (111)) based on effective mass and
tight binding approximations.'*” '* Calculations with a confining potential barrier of 1.0 eV'®
are shown with solid lines and of 1.6 eV”* with dashed lines. Trap state depth extracted from
transient absorption measurements are shown in red circles.

To gain additional insight into how the dimer structure, in particular the crystalline facet
and size of the fused region, relates to the band gap, we performed density functional theory
calculations. Isolated QDs with diameters around 2 nm and 2.5 nm were constructed and directly
fused along the (100) facet, similar to our previous work.'®® The bandgaps of the simulated 2 nm
and 2.5 nm QDs agree with the experimental bandgaps of around 1.3 and 1.1 eV for 4.2 nm and
4.9 nm QDs respectively, due to the well-known DFT underestimation of semiconductor
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bandgaps. When only 4 atoms are fused, the band edge states and first exciton peaks of the fused
dimer is similar to that of single isolated QD (Figure 4.10c). As the size of the fused region
connecting QDs is increased (Figure 4.10a), additional absorption peaks with comparable
degeneracies and absorption coefficients appear at lower energies than the first absorption peak
of the single isolated dot (Figure 4.10b,c). The redshifts of the dimer peaks relative to the single
QD of 80 — 210 meV are not directly proportional to the degree of fusing; rather they depend on
the exact geometric configuration of the fused region. In particular, when there are 12 atoms in
the fused plane, there is significant localization of the wavefunction around the fused region of
the dimer (Figure 4.10d), representing a substantial change to the electronic structures. Similar
results were obtained for the 2.5 nm simulated dot, for which dimers showed a redshift of the
first exciton peak by ~30 — 70 meV and slightly higher absorption coefficients than the single
QD (Figure 4.11).
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Figure 4.12. Sideview of the 2 nm diameter PbS QD. The black and yellow atoms represent Pb
and S respectively. The colored boxes represent increasing degree of fusing in the QD dimers,
from 4 to 12, 16, and 24 atoms. The fusing occurs along the (100) facet. The absorption spectra
and (c¢) band edge states of fused dimers, compared with single isolated QD. (d) The
wavefunction of the conduction band minimum of a single dot, and that of the fused dimer with
12 atoms in the fused plane. Significant localization of the states along the fused region
compared to the delocalized states in the QD core for the single dot.
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Figure 4.13. Sideview of the 2.5 nm diameter PbS QD. The black and yellow atoms represent Pb
and S respectively. The colored boxes represent increasing degree of fusing in the QD dimers,
from 4 to 12, 16, 24, and 32 atoms. The fusing occurs along the (100) facet. The absorption
spectra and (c) band edge states of fused dimers, compared with single isolated QD.

The energetic shifts calculated in these atomistic calculations are consistent with the
experimentally measured trap state energies and with the expected size-dependent trend. The
number of atoms in the attached facet adds another variable in addition to size dispersity that
increases the energetic disorder of QD dimers as compared to single QDs. Thus, we expect a
greater linewidth for the ensemble QD dimer absorption as compared to the single QD
absorption, which is observed experimentally for the highly monodisperse QDs. In contrast to
the (100) fused QDs, QDs fused on the (111) facet showed very large reductions in the band gap
energy by as much as 1 eV, and absorption spectra that do not resemble single QD absorption
spectra in shape. Thus, the lowest energy transitions of QD dimers and absorption cross sections
of these transitions are consistent with the assignment of trap states in QD solids to QD dimers
fused on (100) facets.

4.7 Comparison to Trap State Literature

In light of the assignment of traps in PbS QD solids to QD dimers, we re-examine the
literature, which generally assumes that traps are a surface defect state to see if it is consistent
with QD dimer traps. Speirs ef al.” observed a reduced trap state density and 147 meV increase
in the open-circuit voltage in PbS/CdS core/shell QD solar cells as compared to core-only solar
cells. We propose that the CdS shell prevents dimer formation, rather than passivates surface
defect trap states as the authors suggest. Bozyigit e al.** used thermal admittance spectroscopy
to measure the spectra of electronic trap states in PbS QD solids, and found a trap state spectrum
that looks similar to a QD absorption spectrum, consistent with our findings from atomistic
simulations of QD dimers. In light of the de-trapping mechanisms we have observed (Figure
4.6f), the observation of electrical current in response to optical excitation below the band edge
may be a result of charge carrier de-trapping and transport through band edge states, rather than
transport through trap states.”
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Figure 4.14. Temperature-dependent photoluminescence spectra for (a) ethanethiol-treated and
(b) benzoquinone and ethanethiol-treated PbS QD solids. Normalized spectra are shown in (b)
and (e) respectively. Integrated PL intensity as a function of temperature are shown in (¢) and (f).

It has been proposed that undercharged Pb atoms create emissive surface trap states,
which can be removed by oxidation treatments such as benzoquinone (BQ) to restore only band-
edge PL in ligand exchanged QD solids.”* We treated our PbS QD solids with BQ to see whether
oxidation can remove the optically active dimer trap states in our QD solids. We found that the
BQ treatment did remove the trap state PL from the ethanethiol-treated QD solids, restoring band
edge PL at all temperatures (Figure 4.12). However, it also decreased the quantum yield by an
order of magnitude, and the PL intensity remains low as the temperature decreases (Figure
4.12f). While there is no evidence of trap states in the PL. measurements, in TA measurements
(Figure 4.13) we are still able to directly excite the trap states in BQ-treated QD solids with
either oleic acid or ethanethiol ligands. Based on the TA bleach intensity, the density of trap
states may have decreased by up to ~10%, but increased scattered light might also account for
this difference. The oleic acid samples have TA bleach dynamics that are very similar to non-BQ
treated samples, but the ethanethiol samples show little-to-no upconversion to the band edge
state. When we excite at the band edge state (Figure 4.14), BQ treated samples with either oleic
acid or ethanethiol ligands show much faster charge carrier lifetimes than their non-BQ treated
counterparts. Based on the low QY in BQ-treated solids, we conclude that BQ treatment
introduces additional non-radiative recombination pathways in the QD solid. Because charge
carriers recombine more quickly, a measureable population at the band edge never builds up in a
TA experiment exciting the trap state. Additionally, when charge carriers are excited at the band
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edge, they are likely to recombine before reaching a trap state, so PL is observed only at the band
edge energy. Thus, our experiments suggest that oxidation treatments do not remove dimer trap
states, but instead inhibit charge transport and reduce charge carrier lifetimes in QD solids.
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Figure 4.15. Optically exciting the trap states in QD solids with and without benzoquinone
treatment.
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Figure 4.16. Exciting QD solids with and without benzoquinone treatment at the band edge state.
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4.8 Conclusions

Future efforts must carefully optimize QD synthesis and device fabrication procedures to
avoid the accidental formation of dimers, as they can significantly inhibit QD device
performance even at very low concentrations of 1 in ~1000 QDs. Improved separation
techniques beyond size-selective precipitations are needed to remove dimers that form during
synthesis. Since additional dimers also readily form during solid state ligand exchange, solution-
phase ligand exchanges,”" ' followed by purification to remove any dimers, may be required to
form strongly coupled QD solids free of dimer trap states that can ultimately boost QD device
efficiency.

4.9 Experimental Methods

PbS QD synthesis and QD solids preparation: The 4.2 nm QDs were synthesized according to
Zhang et al.’’ and the 4.9 nm QDs were synthesized according to Weidman er al.2” Both
syntheses use PbCl; in oleylamine, but the Zhang synthesis uses bis(trimethylsilyl)sulfide
((TMS),S), while the Weidman synthesis uses elemental sulfur. The oleylamine ligands from
synthesis were replaced with oleic acid ligands during purification steps following synthesis.
Purified QDs were re-dispersed in toluene at a concentration of 100 mg/mL in a nitrogen
glovebox. 40uL of this solution was spin cast at 1500 rpm for 30 s onto a 0.5 in square
borosilicate glass slide (Schott D-263 from Thermo Fisher) for TA measurements or a 1 cm
single crystal quartz substrate for PL measurements that had been cleaned and treated overnight
with 0.02M (3-mercaptopropyl)trimthoxysilane (Sigma-Aldrich, 95%) solution in toluene to
improve QD adhesion. Some samples were then placed in a 0.1M solution of the desired ligand
(1-ethanethiol (Sigma Aldrich, 97%), 1-butanethiol (Sigma Aldrich, 99%), 1-octanethiol (Sigma
Aldrich, 98.5%), 1-dodecanethiol (Sigma Aldrich, >98%), or 3-mercaptopropionic acid (Sigma
Aldrich, >99%) in acetonitrile for 24 hours for ligand exchange. The ligand exchange for
tetrabutylammonium iodide (Sigma Aldrich, >99%) was done at a concentration of 10 mg/mL in
methanol, and allowed to sit on the sample for 30 s before spinning to remove and then washing
with pure methanol. This created films that were ~100-200 nm thick and have an optical density
of ~0.1 at the first absorption peak. Prior to ligand exchange, these QDs are air stable, and
following ligand exchange, the samples were kept in an inert environment at all times, including
during TA and PL measurements.

Photoluminescence (PL) spectroscopy: Photoluminescence spectra were collected using a 785
nm narrow-band continuous wave diode laser. Photoluminescence spectra were collected in a
Janis ST-100 cryostat, which was loaded in the glovebox to prevent air exposure. The laser was
focused onto the sample using a 125 mm lens at ~30° from the normal, and emitted light was
collected using a backscattered geometry with a 75 mm lens and sent to a Bayspec NIR
spectrometer. The total power density was 0.2 W/cm? at the sample.

Transient absorption (TA) spectroscopy: Transient absorption spectroscopy was performed at the
Advanced Optical Spectroscopy and Microscopy Facility at the Center for Functional
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Nanomaterials at Brookhaven National Laboratory, as described in Section 2.9. The optical
parametric amplifier (LightConversion) was used to generate IR pump pulses (1150nm, 1200nm,
1250nm, or 1350nm) with ~100 fs time resolution. A longpass filter (Thorlabs) 50nm shorter
than the pump pulse wavelength (e.g. 1200nm longpass for 1250nm pump) was used to clean up
the pump line to ensure it did not inadvertently excite higher energy states. The pump and probe
laser pulses were cross polarized (probe is horizontally polarized, pump is vertically polarized) to
reduce the noise from scattered pump light in this degenerate pump-probe experiment. The pump
power to excite the trap state was 300 pW to 2.7 mW, but a significant portion of this light was
scattered or transmitted through the sample because the trap state density is low and thus the
absorbance at those wavelengths is low.

Transmission electron microscopy (TEM): Transmission electron microscopy (TEM) was
performed on a JEOL 2011 instrument operating at 200 kV. High Resolution TEM (HRTEM)
images were collected on a JEOL 2010 instrument operating at 200kV. Samples were prepared
by drop casting QD suspensions in hexanes onto copper TEM grids coated with an amorphous
carbon support film.

Density functional theory (DFT) calculations: The DFT calculations were performed using the
Quantum ESPRESSO suite'” with the PBE generalized gradient approximation'’' to the
exchange correlation functional. Electronic wavefunctions were expanded in plane waves basis
with an energy cutoff of 30 Ry. The Pb 6s%6p® and S 3s?3p° electrons were included in the
valence, and the core-valence interaction was treated by Hartwigsen-Goedeker-Hutter norm-
conserving pseudopotentials.'”* A vacuum spacing of 15 A was added to the supercell in all three
spatial directions to remove any spurious interactions. Only gamma k-point is sampled, and the
atomic positions were relaxed until the residual forces were less than 0.01eV/ A. Absorption
spectra were calculated with random phase approximation using BerkeleyGW.'”
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Chapter 5 Outlook

The scope of this thesis has been to study charge carrier transport in quantum dot solids
with size dispersity of less than 5%. In these ensembles, energetic disorder is limited and
structural variations become the dominant source of disorder in the QD solid; spatial properties
have a greater impact than energetic disorder on charge transport and determine the temperature-
dependent transport properties. Additionally, the use of highly monodisperse QDs allows the
identification and characterization of trap states 100-200 meV below the band edge, which are
found to be caused by unintentionally created QD dimers in the solid.

The findings in this thesis point to several future directions of study. To achieve ordered,
homogeneously broadened, coupled QD solids, solution phase ligand exchanges to shorter
organic or inorganic ligands followed by self-assembly into ordered superlattices will be
required. Recent reports on solution phase ligand exchanges are very promising,?'’- '** but these
techniques will need to become more widespread. Additionally, the propensity of QDs to self-
assemble into ordered superlattices may depend on the ligand length, solvent, ligand coverage,
QD size and shape, and other deposition conditions, and these factors need to be better
understood. Studies of self-assembly and charge transport should be integrated with synthetic
development of new ligand exchange chemistries to achieve ordered QD solids with high
mobilities.

In this work, we found that QD dimer trap states are formed during solid state ligand
exchanges, and once in a QD solid, it will be very difficult if not impossible to remove these QD
dimers. Thus, solution phase ligand exchanges also offer a pathway to eliminating these dimer
trap states. It might be possible to engineer the solution phase ligand exchange process to prevent
their formation by reducing the likelihood that bare QD surfaces come into contact.
Alternatively, more advanced solution phase separation techniques beyond size-selective
precipitation such as density gradient ultracentrifugation174 or size exclusion chromatography,]75
may be used to separate dimers that form during solution phase ligand exchange from single
QDs.

The temperature-dependent lattice distortion that drives increasing mobility with
decreasing temperature was unexpected and merits further study to understand the physical
processes that drive it and how universal it might be across different QD solids. For example,
will a lattice distortion or contraction occur if the superlattice begins as a BCC lattice, rather than
FCC, at room temperature? Also, how does the lattice distortion depend on the QD size and
shape, the organic or inorganic ligand, or the solvent used during film deposition?

While this work focused on free charge carrier transport, with different ligands such as
carboxylic acids, or at lower temperatures, charge carriers are expected to be excitons. If the
temperature-dependent mobility is driven by a contraction in the nearest neighbor spacing, one
would expect exciton mobility to also increase with decreasing temperature in PbS QD solids,
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but this needs to be verified. An improved understanding of temperature-dependent exciton
transport will complement this thesis work and provide a more complete understanding of charge
carrier transport in PbS QD solids.

We hope that this work will inspire others to develop solution phase ligand exchanges
and self-assembly methods that will facilitate the fabrication of strongly coupled,
homogeneously broadened, ordered quantum dot superlattices with superior transport properties
that will enable further progress in quantum dot devices.
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