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We study the phase transition between a trivial and a time-reversal-invariant topological superconductor
in a single-band system. By analyzing the interplay of symmetry, topology, and energetics, we show that for
a generic normal state band structure, the phase transition occurs via extended intermediate phases in which
even- and odd-parity pairing components coexist. For inversion-symmetric systems, the coexistence phase
spontaneously breaks time-reversal symmetry. For noncentrosymmetric superconductors, the low-temper-
ature intermediate phase is time-reversal breaking, while the high-temperature phase preserves time-
reversal symmetry and has topologically protected line nodes. Furthermore, with approximate rotational
invariance, the system has an emergent Uð1Þ ×Uð1Þ symmetry, and novel topological defects, such as half
vortex lines binding Majorana fermions, can exist. We analytically solve for the dispersion of the Majorana
fermion and show that it exhibits small and large velocities at low and high energies. Relevance of our
theory to superconducting pyrochlore oxide Cd2Re2O7 and half-Heusler materials is discussed.
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Introduction.—Topological superconductivity [1–16]
offers a unique platform for studying the interplay between
topological phases of matter, unconventional superconduc-
tivity (SC), and exotic quasiparticle and vortex excitations.
In the presence of time-reversal and inversion symmetry,
topological superconductors require an odd-parity order
parameter (e.g., p wave) [1,17]. Theoretical studies [1,7]
proposed that CuxBi2Se3, a doped topological insulator that
becomes superconducting below Tc ∼ 3.8 K, has an odd-
parity pairing symmetry favored by the strong spin-orbit
coupling in its normal state. Recently, a series of experi-
ments including nuclear magnetic resonance [18], specific
heat [19], magnetoresistance [20,21], and torque measure-
ment [22] under a rotating magnetic field have all found that
the superconducting state in Cu-, Sr-, and Nb-doped Bi2Se3
spontaneously breaks crystal rotational symmetry, only
compatible with the time-reversal-invariant p-wave pairing
with the Eu symmetry [1,4]. There is currently high interest
in searching for the topological excitations in thesematerials
[23–30].
In this Letter, we study topological phase transitions in

superconductors resulting from the change of pairing
symmetry from even to odd parity. Our study is motivated
by a number of experiments showing that pairing inter-
actions in even- and odd-parity channels are of comparable
strength in several materials, hereafter referred to as
multicomponent superconductors. In the noncentrosym-
metric superconductor Li2ðPd; PtÞ3B, the odd-parity spin-
triplet, and even-parity spin-singlet pairing components
vary continuously as a function of the alloy composition
[31–33]. In the pyrochlore oxide Cd2Re2O7 [34,35],
applying pressure drives phase transitions between differ-
ent superconducting states, accompanied by an anomalous

enhancement of the upper critical field exceeding the Pauli
limit [35]. This has been interpreted as a transition from
spin-singlet to spin-triplet dominated superconductivity.
On the theory side, a pairing mechanism for odd-parity
superconductivity in spin-orbit-coupled systems has been
recently proposed [36–38], where the pairing interaction
arises from the fluctuation of an inversion symmetry
breaking order. It was found that this interaction is
attractive and nearly degenerate [39–41] in the two fully
gapped Cooper channels with s-wave and p-wave sym-
metry, respectively.
The topology of a superconductor depends crucially on its

order parameter, which is in turn determined by energetics.
Therefore a change of order parameter as a function of
tuning parameters and temperature can result in a topologi-
cal phase transition in multicomponent superconductors.
Furthermore, spontaneous time-reversal-symmetry break-
ing can be energetically favored in the transition region,
thus changing the symmetry that underlies the classifica-
tion of topological superconductors [42]. Both energetics
and spontaneous symmetry breaking need to be taken into
account in theory of topological phase transitions in
superconductors.
We show that the phase diagram of multicomponent

superconductors is largely determined by the fermiology
of the normal state, rather than the microscopic pairing
mechanism (which is often not exactly known). We find two
types of phase diagrams for generic Fermi surfaces with and
without inversion symmetry, shown in Figs. 1(b) and 1(d).
Remarkably, we find that the transition between the s-wave-
dominated trivial phase and the p-wave-dominated topo-
logical phase is generically interrupted by an extended
intermediate phase where s-wave and p-wave pairings
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coexist. For superconductors with inversion symmetry, the
intermediate phase is a spontaneous time-reversal symmetry
breaking (TRSB) and inversion symmetry breaking super-
conducting state with s-wave and p-wave order parameters
differing by a fixed relative phase of �π=2 [43–46]. This
sþ ip state realizes a superconducting analog of axion
insulator [47–50] and exhibits thermal Hall conductance
on the surface. For noncentrosymmetric superconductors
[51–53], we predict two intermediate phases in the transition
region at different temperatures: a time-reversal-invariant
phase at temperatures close to Tc and a time-reversal-
breaking phase at low temperature. In particular, the time-
reversal-invariant phase has topologically protected line
nodes in the bulk [54,55].
We derive the above results by general considerations of

symmetry, topology, and energetics. Important to our
analysis is an emergent Uð1Þ ×Uð1Þ symmetry associated
with the two phases of Δ� ≡ Δs � Δp, where Δs and Δp

are the s-wave and p-wave superconducting order param-
eters, respectively. In the special case of an isotropic Fermi
surface, the Uð1Þ ×Uð1Þ symmetry is exact at the tran-
sition between s-wave and p-wave pairing symmetry, and
leads to a direct first-order phase transition between trivial
and topological superconductors; see Figs. 1(a) and 1(c).
In the general case of superconductors with anisotropic
Fermi surfaces and gaps, the Uð1Þ ×Uð1Þ symmetry near
the topological phase transition is approximate and pro-
vides a useful starting point for our theory. Moreover, in
this regime, half quantum vortices, which corresponds to
the winding of one of the Uð1Þ phases [56], can appear
as topological defects, which bind chiral Majorana modes.
We solve for the dispersion of the Majorana mode, and
show it has a small velocity at zero energy and a large
velocity near gap edge.
Our theory is largely independent of specific band

structures or pairing mechanisms, and is potentially appli-
cable to a broad range of materials. At the end of this Letter,
we discuss the relevance of our general results for the
superconducting phases of pyrochlore oxide Cd2Re2O7 and
half-Heusler compounds, and make testable predictions.
Uð1Þ × Uð1Þ symmetry.—Throughout this Letter, we

assume the system under study has strong spin-orbit
coupling. Then single-particle energy eigenstates in the
normal state generally do not have well-defined spin.
Nonetheless, when both time-reversal and inversion sym-
metry are present, energy bands remain doubly degenerate at
every momentum k, which we label with pseudospin index
σ.We choose towork in themanifestly covariant Bloch basis
[57], where the state jk; σ ¼ �i has the same symmetry
property as the spin eigenstate jk; sz ¼ ↑ð↓Þi under the joint
rotation of the electron’s momentum and spin.
As a convenient starting point, we first consider systems

with full rotational invariance. In such systems, all the
pairing order parameters can be classified by their total (J)
angular momentum. We focus on J ¼ 0 pairings with a full

gap. If inversion symmetry is present, there are two types of
J ¼ 0 order parameters, with even or odd parity, respec-
tively. The even-parity J ¼ 0 pairing has s-wave orbital
angular momentum given by Hs ¼ Δsc

†
kiσ

yðc†−kÞT, while
the odd-parity J ¼ 0 pairing has p-wave orbital angular
momentum given by Hp ¼ Δpc

†
kðk̂ · σ⃗Þiσyðc†−kÞT. This

p-wave order parameter looks similar to that of the
3He-B phase, but the spin quantization axis is rigidly
locked to the momentum by spin-orbit coupling here. In
both 2D and 3D, Δp realizes time-reversal-invariant topo-
logical superconductivity in the DIII class.
We now analyze the interplay between s-wave and

p-wave pairings. Generically, the free energy is given by

F ¼ α1jΔsj2 þ α2jΔpj2 þ β1jΔsj4 þ β2jΔpj4
þ 4β̄jΔsj2jΔpj2 þ ~βðΔ2

sΔ�2
p þ Δ2

pΔ�2
s Þ: ð1Þ

The temperature-dependent coefficients α1, α2 are deter-
mined by the microscopic pairing mechanism. We are
interested in the case when s-wave and p-wave instabilities
are comparable in strength, i.e., when α1 ∼ α2, so that tuning
some parameters such as pressure or chemical composition
can drive a phase transition. The interplay between s- and
p-wave order parameters is controlled by the β coefficients
only. It is important to note that, within weak-coupling
theory, β’s do not rely on pairing interactions and are
completely determined by the normal state electronic

(a)

(c)

(b)

(d)

FIG. 1. Schematic phase diagrams near a topological phase
transition in multicomponent superconductors with (a),(b) and
without (c),(d) inversion symmetry, and with (a),(c) and without
(b),(d) rotational symmetry. In (a),(b), the “trivial" phase has an s-
wave pairing symmetry and the “topological” phase is p wave. In
(c),(d) without inversion symmetry, the topological phase corre-
sponds to the region where the p-wave component is larger. In
(c) at the dashed line one of the spin-textured Fermi surfaces is
completely gapless, while in (d) in the region between the dashed
lines the superconducting states have topologically protected line
nodes on the Fermi surface.
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structure, as shown from the Feynman diagram calculation
(for details see [58]). Explicitly evaluating these diagrams,
we obtain that β1¼β2¼ β̄¼ ~β≡β¼5ζð3Þ=½8π2T2Nð0Þ�,
where Nð0Þ is the density of states, and ζðxÞ is the
Riemann zeta function.
The last term in (1) is minimized when the phase

difference of the two order parameters at Δϕ ¼ �π=2.
Under this condition, at the phase boundary α1 ¼ α2 ¼ α,
the free energy (1) becomes

F ¼ αðjΔsj2 þ jΔpj2Þ þ βðjΔsj2 þ jΔpj2Þ2: ð2Þ
This free energy possesses a Uð1Þ ×Uð1Þ symmetry [37]
associated with the common phase and relative amplitude
of Δs;p [62]. When α1 ≠ α2, the Uð1Þ ×Uð1Þ symmetry is
broken, and the free energy is minimized such that the
pairing channel with higher transition temperature (i.e.,
smaller α) completely suppresses the other, and the phase
transition is of first order. Thus we obtain the phase diagram
shown in Fig. 1(a). In a previous work [63] it was reported
for a rotational invariant system there is a coexistence phase
with both s-wave and p-wave orders. Our results differ
here, and as we shall see, to obtain the coexistence phase it
is necessary to break the rotational invariance, at least
within weak-coupling theory.
The emergent Uð1Þ symmetry is a general consequence

of the rotational and inversion symmetry of the assumed
normal state electronic structure. To see this more explic-
itly, it is instructive to divide pseoudospin degenerate states
on the Fermi surface into two groups, with helicty χ ¼
σ⃗ · k̂ ¼ �1 separately. Then, the Δs and Δp order param-
eters both correspond to pairing within each group of
helicity eigenstates (which we denote by Δ�), with constant
gap over the Fermi surface as dictated by rotational invari-
ance. The difference of Δs and Δp is that they are even and

odd combinations of Δ�, i.e., Δs;p¼ðΔþ�Δ−Þ=
ffiffiffi

2
p

[6,37,64]. In terms of Δ�, the generic free energy (1) can
be rewritten as

F ¼ αðjΔþj2 þ jΔ−j2Þ þ δαðΔþΔ�
− þ Δ�þΔ−Þ

þ βðjΔþj4 þ jΔ−j4Þ; ð3Þ

where the coefficients α, β for Δ� terms are identical due to
inversion symmetry which transforms opposite helicity
eigenstates into each other, and δα≡ ðα1 − α2Þ=2.
Depending on its sign, δα ¼ δαðxÞ controls the relative

sign of Δ� in the ground state, i.e., whether s-wave or
p-wave order is favored. In this form the Uð1Þ ×Uð1Þ
symmetry is explicit at δα ¼ 0, i.e., the phase boundary of
s- and p-wave orders. The “second Uð1Þ” can be regarded
as a gapless Leggett mode [65] for the relative phase
between Δ�.
Time-reversal symmetry breaking phases.—In an actual

system without full rotational invariance, the Uð1Þ ×Uð1Þ

symmetry is at best approximate. To see this, we still
consider s-wave and p-wave pairing orders, Hs ¼
ΔsfsðkÞc†kiσyðc†−kÞT , Hp ¼ ΔpfpðkÞc†kðk̂ · σ⃗Þiσyðc†−kÞT ,
where the form factors fs;pðkÞ are positive and even
functions of k. For weak-coupling superconductivity,
fs;pðkÞ ¼ fs;pðk̂Þ. Since there is no further symmetry
requirement restricting them, in general fsðk̂Þ ≠ fpðk̂Þ.
As a concrete example, we constructed a microscopic
model [58] (see also [66]) with instabilities towards both
s-wave and p-wave orders.
By computing the β coefficients [58] in Eq. (1) for

generic form factors, we find β̄ ¼ ~β and β̄2 < β1β2. This
indicates a coexistence phase of s-wave and p-wave orders
[45]. Thus the first-order transition with Uð1Þ ×Uð1Þ
symmetry expands into an intermediate phase. Since Δs
and Δp differs by a phase π=2, this sþ ip state sponta-
neously breaks time-reversal symmetry [44–46]. Such state
in three dimensions has unconventional thermal response
described by a axion topological field theory [48,63,
67–70]; hence, it can be called an “axion superconductor.”
Phase diagram without inversion symmetry.—For spin-

orbit-coupled materials without inversion symmetry, the
Fermi surface is generally spin split. With rotational
symmetry, each spin-split Fermi surface is isotropic and
has a definite helicity χ ¼ �1. The free energy, written in
terms of the order parameters Δ� on each of the helical
Fermi surfaces, takes a general form F ¼ αþjΔþj2þ
α−jΔ−j2 þ δαðΔþΔ�

− þ Δ�þΔ−Þ þ βþjΔþj4 þ β−jΔ−j4. At
the phase boundary with δα ¼ 0, the free energy retains
an explicit Uð1Þ ×Uð1Þ symmetry. There are two separate
transition temperatures, corresponding to the onset of Δ�,
respectively. Away from the δα ¼ 0 point, the two order
parameters are always mixed down to zero temperature
once either one of them becomes nonzero. We thus obtain
the phase diagram in Fig. 1(c). For a negative (positive) δα,
Δþ andΔ− take the same (opposite) sign. Switching toΔs;p

notation, the phase with Δ� of opposite signs has the
p-wave pairing component dominating over the s-wave
pairing. This phase is adiabatically connected to the
p-wave-only phase in the presence of inversion symmetry,
and hence is topological [71].
Finally, with broken rotational symmetry, again the

low-temperature first-order transition with Uð1Þ ×Uð1Þ
symmetry expands into a time-reversal symmetry
breaking phase [58,72], as discussed before. At higher
temperatures, r≡ Δs=Δp is real, and jrj ≫ ð≪Þ1 corre-
sponds to a fully gapped trivial (topological) phase. When
r ∼ 1, the intermediate phase generally has nodes given by
rfsðk̂Þ ¼ �fpðk̂Þ, where � corresponds to two spin-split
Fermi surfaces. It can only be satisfied on one of the split
Fermi surfaces. The nodes of this intermediate phase have
codimension 2 and are isolated points in two dimensions and
nodal lines in three dimensions. Time-reversal symmetry
further requires that in 3D nodal lines appear in pairs and in
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2D nodal points in multiples of four (see Fig. 2) [73]. These
nodes are topologically protected by a Z2 invariant [54,55],
and lead to flat bands of surfaceAndreev states [74–76]. The
nodal lines are gapped upon entering the time-reversal
breaking phase. Time-reversal breaking in nodal line super-
conductors was obtained in Ref. [77] but only for the surface
states; here the time-reversal breaking occurs in the bulk.
We summarize the phase diagram in Fig. 1(d).
Experimental consequences.—In the time-reversal-

breaking phase, e.g., the s� ip-SC, the surface state can
be thought of as a Majorana cone gapped by the s-wave
component [58]. Such a surface state exhibits a thermal
Hall effect and polar Kerr effect [68,78].
When rotational symmetry (even when approximate) is

present, half quantum vortices, i.e., the phase winding of
only one of Δ� [denoted as ð�1; 0Þ and ð0;�1Þ], appear as
topological defects because of the Uð1Þ ×Uð1Þ symmetry.
The magnetic flux through a half-quantum vortex is given
by hc=ð4eÞ, i.e., half the flux quantum in a superconductor,
hence the name. In 2D, the two helical Fermi surfaces with
χ ¼ �1 each enclose a Berry flux of π; hence, their
corresponding half-quantum vortex for Δ� binds a single
Majorana zero modewith non-Abelian statistics [59,79,80].
This is in contrast with a full vortex in a time-reversal-
invariant topological superconductor, which binds two
Majorana modes with Abelian statistics.
In 3D, the half quantum vortex line binds a propagating

chiral Majorana mode [67,70]. Furthermore, we find that
the dispersion ϵ ¼ ϵðkzÞ of such a chiral Majorana mode
exhibit both slow and fast components. In [58] we
perturbatively solve the BdG equation for small
kz ≪ Δ=vF, and show that the dispersion of the chiral
Majorana mode is given by ϵðkzÞ ¼ vMkz where

vMðkz ¼ 0Þ ≈ ðΔþ=μÞ2 logðμ=ΔþÞvF ≪ vF: ð4Þ

At larger kz ∼ kF, the 2D Fermi surface slice shrinks and
the above perturbative result is no longer valid. The vortex
mode becomes higher in energy and merges into the
bulk with a much larger velocity vM ∼ vF. Therefore, the

Majorana bound state contains both slow and fast modes,
both of which are chiral. We schematically show such a
dispersion in the inset of Fig. 3.
Given a pair of opposite half quantum vortices, there

exists a pair of chiral Majorana modes on the surface
connecting the two vortices. A (0,1) and (1,0) half-quantum
vortex pair can be viewed as a vortex-antivortex pair for the
relative phase Δφ ¼ φþ − φ− between Δ�. Locally, this
corresponds to ð1þ eiΔφÞsþ ð1 − eiΔφÞp symmetry. In the
slow-varying spatial limit, across the line where Δφ ¼ π,
locally the surface states are described by two Majorana
cones with opposite mass terms [58], shown in Fig. 3. The
Δφ ¼ π line acts as a mass domain wall for the Majorana
fermions, and thus supports a chiral mode. The chiral
Majorana modes bound to the half-quantum vortices and
the surfaces form a closed contour, shown in Fig. 3. This
chiral Majorana mode is charge neutral and can support
thermal transport.
Relation to materials.—Our theory can be applied to

systems where even- and odd-parity superconducting order
parameters are intertwined, such as Cd2Re2O7 and half-
Heusler materials. For Cd2Re2O7 [34,35], the anomalous
enhancement in upper critical field Hc2 indicates a sym-
metry change from spin singlet to spin triplet as a function
of pressure. Our theory predicts nodal as well as time-
reversal-breaking phases near this region in the phase
diagram. In half-Heusler superconductors YPtBi [81]
and LuPtBi [82], order parameters with mixed even- and
odd-parity pairings have been proposed [83,84] to account
for penetration depth measurements [81]. This microscopic
study finds line nodes in a region of mixed-parity phase,
consistent with our general phase diagram for noncentro-
symmetric superconductors presented in Fig. 1(d). Our
theory further predicts that the superconducting state with
line nodes transitions into a new time-reversal breaking
phase upon lowering temperatures. It will be interesting

FIG. 2. Transitions between trivial and topological supercon-
ductor with only time reversal symmetry [the case of Fig. 1(d)]. In
3D, at high T the transition occurs via intermediate nodal line
(nodal points if 2D) superconducting phases, while at low T time-
reversal symmetry is spontaneously broken.

FIG. 3. The chiral Majorana modes (green arrowed lines)
bound to and connecting a pair of half vortices (1,0) and
(0,1). The surface part of the chiral Majorana mode can be
thought of as the chiral edge state at a mass domain wall of the
surface Majorana cone. The bulk part of the chiral Majorana
mode exhibits a dispersion with both slow and fast modes.
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to directly search for this time-reversal symmetry low-
temperature phase.
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