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Abstract 
  

During transcription, cyclin-dependent kinases (CDKs) dynamically phosphorylate the 
C-terminal domain (CTD) of RNA Polymerase II (RNAPII) to recruit factors that coordinate 
transcription and mRNA biogenesis. Cdk12 phosphorylates Serine 2 (Ser2) of the RNAPII CTD, 
a modification associated with the regulation of transcription elongation, splicing, and 
cleavage/polyadenylation. Unlike other transcriptional CDKs that regulate most expressed genes, 
Cdk12 depletion abrogates the expression of homologous recombination (HR) genes relatively 
specifically, suppressing the HR DNA damage repair pathway and sensitizing cells to genotoxic 
stresses that cause replication fork collapse, such as Parp1 inhibitors. The proposed role for 
Cdk12 in regulating HR is clinically significant for two reasons. First, Cdk12 loss-of-function 
mutations populate high-grade serous ovarian carcinoma and castration-resistant prostate tumors 
raising the possibility that Cdk12 mutational status may predict the effectiveness of 
chemotherapeutics that target HR-deficient tumors. Second, readily available small molecule 
inhibitors of Cdk12 induce sensitization of HR-competent tumors to Parp1 inhibitors in vivo 
raising the possibility that inhibitors against Cdk12 could be used as chemotherapeutics. Despite 
this growing clinical interest, the mechanism behind Cdk12’s regulation of HR genes remains 
unknown.  

  
Here we show that Cdk12 suppresses intronic polyadenylation (IPA) and that this 

mechanism explains the exquisite sensitivity of HR genes to Cdk12 loss. We find that Cdk12 
globally enhances transcription elongation rate to kinetically suppress IPA events. Many HR 
genes harbor multiple IPA sites per gene, and the cumulative effect of these sites accounts for the 
increased sensitivity of HR genes to Cdk12. Finally, we find evidence that Cdk12 LOF mutations 
and deletions cause upregulation of IPA sites in HR genes in human tumors. Our results define 
the mechanism by which Cdk12 regulates transcription, mRNA biogenesis, and the HR pathway. 
This work clarifies the biological function of CDK12 and underscores its potential both as a 
chemotherapeutic target and as a tumor biomarker.  
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 Tightly regulated gene expression establishes appropriate cell identity and allows cells to 

respond to a variety of intracellular and extracellular signals. Dysregulation of gene expression 

causes aberrant cellular behavior and promotes many diseases, including cancer. The proper 

expression of protein-coding genes requires several steps, including: (1) transcription of the 

nascent message (pre-mRNA); (2) processing of the pre-mRNA into mature, messenger RNA 

(mRNA); (3) export of the mRNA from the nucleus; and finally, (4) translation of the mRNA 

into protein. Multiple modes of regulation influence each step in gene expression allowing for 

exquisite control over individual genes as well as the coordinated expression of many 

functionally related gene products.  

 One such step in gene expression, maturation of a pre-mRNA into mRNA, requires 

several processing steps including: (1) addition of a 7-methylguanosine “cap” to the 5’ end of the 

transcript, (2) removal of non-coding, intervening RNA sequences (introns) through pre-mRNA 

splicing, and (3) cleavage and polyadenylation of the 3’ end of the pre-mRNA. These processing 

steps occur co-transcriptionally, i.e. during transcription of the nascent RNA, allowing for the 

coordinated regulation of pre-mRNA processing and transcription. This thesis will focus on co-

transcriptional mRNA 3’ end processing, and its consequences for a cancer-relevant gene 

expression program.  

 

The RNA Polymerase II C-Terminal Domain 
 

 
Three RNA Polymerases (RNA Polymerase I, II, and III) transcribe the eukaryotic 

genome (Roeder and Rutter, 1969). Each RNA Polymerase is responsible for transcribing a 

unique set of genomic targets. RNA Polymerase I and III transcribe most of the non-coding, 

housekeeping RNAs in cells. Meanwhile, RNA Polymerase II (RNAPII) transcribes all protein-
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coding mRNAs and several classes of non-coding RNAs. All three eukaryotic RNA Polymerases 

share significant structural and functional homology with each other and to bacterial and 

archaeal RNA Polymerases (Cramer et al., 2008). Despite this shared homology, the largest 

subunit of RNAPII, Rpb1, has a unique C-terminal extension, known as the CTD, consisting of 

tandem repeats of the heptapeptide (Tyr1-Ser2-Pro3-Thr4-Ser5-Pro6-Ser7) (Allison et al., 1985; 

Corden et al., 1985).  The RNAPII CTD is conserved among eukaryotes, and the number of 

heptapeptide repeats increases with genomic complexity ranging from 26 repeats in S. cerevisiae 

(Allison et al., 1985; Nonet et al., 1987) to 52 repeats in mammals (Corden et al., 1985). The 

RNAPII CTD is essential for viability in all eukaryotes (Allison et al., 1988; Bartolomei et al., 

1988; Nonet et al., 1987; Zehring et al., 1988), however it is not required for in vitro 

transcription (Buratowski and Sharp, 1990; Kim and Dahmus, 1989; Zehring et al., 1988). This 

observation suggests that the RNAPII CTD is not required for the catalytic activity of RNAPII 

but that it performs in vivo-specific regulatory functions during the transcription of eukaryotic 

mRNAs.  

Early experiments purifying RNAPII suggested that Rpb1 exists in two distinct forms in 

vivo that share identical primary amino acid sequence but differ in electrophoretic mobility 

(Corden et al., 1985; Schwartz and Roeder, 1975). Shortly after the discovery of the RNAPII 

CTD, Cadena and Dahmus observed that actively engaged RNAPII was phosphorylated on 

serine and threonine residues of the RNAPII CTD accounting for the slower running form of 

RNAPII (Cadena and Dahmus, 1987). We now know that the RNAPII CTD is extensively 

phosphorylated at the Ser2, Ser5, Ser7, Tyr1, and Thr4 positions of the heptapeptide motif, in 

addition to several other post-translational modifications (Harlen and Churchman, 2017; 

Zaborowska et al., 2016). The Ser2 and Ser5 residues of the RNAPII CTD are the most 
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extensively phosphorylated positions of the heptapeptide repeat, showing almost two orders of 

magnitude more phosphorylation in vivo than the other residues (Suh et al., 2016). Here, we will 

limit our discussion to Ser2 and Ser5 phosphorylation. 

Seminal studies using chromatin immunoprecipitation qPCR showed that Ser2 and Ser5 

phosphorylation of the RNAPII CTD showed distinct spatial patterns across actively transcribed 

genes— an observation consistent with these modifications occurring during specific steps of 

transcription and pre-mRNA processing (Chonghui and Sharp, 2003; Komarnitsky et al., 2000; 

Morris et al., 2005). These studies observed that unphosphorylated RNAPII is recruited to the 

promoter of genes where it is rapidly phosphorylated on Ser5 of the RNAPII CTD during 

transcription initiation. Ser5 phosphorylated RNAPII levels peak immediately adjacent to the 

promoter and decrease across the gene body. Conversely, Ser2 phosphorylated RNAPII levels 

remain low near the promoter and begin to accumulate during productive elongation across the 

gene, peaking towards the 3’ end. More recently, genome-wide studies in yeast (Kim et al., 2010; 

Mayer et al., 2010) and mammals (Nojima et al., 2015; Rahl et al., 2010) have confirmed these 

phosphorylation patterns. The preponderance of evidence now suggests that these RNAPII CTD 

phosphorylation patterns are responsible for the recruitment and activity of factors involved in 

regulating transcription and co-transcriptional mRNA processing (Buratowski, 2009; Hsin and 

Manley, 2012).  

Several cyclin-dependent kinases (Cdks) and phosphatases are responsible for the 

dynamic phosphorylation of the RNAPII CTD across expressed genes. Like cell cycle Cdks, 

transcriptional Cdks are serine/threonine kinases that depend on the binding of cyclin cofactors 

for activity (Malumbres, 2014). Unlike cell cycle Cdks, whose activities fluctuate with the cell 

cycle, the activity of transcriptional Cdks is constrained to particular steps during transcription. 
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A good example of this is the main Ser5 RNAPII CTD kinase, Cdk7. Cdk7 is recruited to 

promoters in complex with the general transcription factor TFIIH, which simultaneously recruits 

an ATP-dependent helicase (XPB) required for DNA melting and transcription initiation (Kim et 

al., 2000; Komarnitsky et al., 2000; Lu et al., 1992). The colocalized recruitment of Cdk7 and 

XPB to promoters allows for the rapid phosphorylation of Ser5 of the RNAPII CTD upon 

transcription initiation. RNAPII CTD Ser5 phosphorylation subsequently functions to release 

RNAPII from complexes at the promoter and to recruit and activate the mRNA 5’ capping 

machinery (Buratowski, 2009; Komarnitsky et al., 2000; Rodriguez et al., 2000; Schroeder et al., 

2000; Søgaard and Svejstrup, 2007). Cdk7 is therefore a well-studied example of how 

transcriptional Cdk activity is restricted to particular stages during transcription to spatially and 

temporally regulate transcription and co-transcriptional mRNA processing events.  

RNAPII CTD Ser2 phosphorylation accumulates during RNAPII elongation throughout 

the gene body and is associated with recruiting factors that regulate transcription elongation, 

splicing, and cleavage and polyadenylation (Buratowski, 2009; Hsin and Manley, 2012). Until 

recently, only one RNAPII CTD Ser2 kinase, Cdk9, was known in metazoa. Phylogenetic studies 

identified two additional mammalian Cdks, Cdk12 and Cdk13, with significant homology to 

Cdk9 raising the possibility that additional RNAPII CTD Ser2 kinases existed in mammals (Guo 

and Stiller, 2004; Liu and Kipreos, 2000). Sequence homology suggested that orthologs of 

Cdk12 are conserved throughout metazoa, while Cdk13 is a mammalian-specific paralog. Cdk12 

and Cdk13 are unusually large Cdks, 164 kDa and 165 kDa respectively, that bind the same 

cyclin co-factor, cyclin K (Bartkowiak et al., 2010; Blazek et al., 2011), and that share an almost 

identical, central kinase domain (greater than 92% conserved sequence identity across the 300 

amino acid domain). Outside of their kinase domains, Cdk12 and Cdk13 are more divergent, 
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however they both contain arginine/serine-rich and proline-rich motifs in their N-terminus. In 

addition to these motifs, the N-terminus of Cdk13 contains a highly-repetitive, alanine-rich motif 

(Bösken et al., 2014; Dixon-Clarke et al., 2015; Greifenberg et al., 2016; Kohoutek and Blazek, 

2012). Follow-up biochemical studies confirmed that both Cdk12 and Cdk13 phosphorylated the 

RNAPII CTD at position 2 in vitro and in vivo (Bartkowiak et al., 2010; Blazek et al., 2011).  

Cdk9, the originally identified mammalian RNAPII CTD Ser2 kinase, has been 

extensively studied (discussed below). However, the function of Cdk12 and Cdk13, and why 

there are multiple RNAPII CTD Ser2 kinases in mammals, remains unknown. The remainder of 

this introduction focuses on the regulation of transcription elongation and mRNA 3’ end 

processing, paying particular attention to the role of RNAPII CTD Ser2 phosphorylation in these 

processes. Finally, the biological consequences of Cdk12 loss will be reviewed.  

 

Transcription Regulation 
 

Transcription of an mRNA involves several rate-limiting steps, each of which can be 

regulated to alter the amount of transcript produced (Fuda et al., 2009). Transcription typically 

begins with the recruitment of RNAPII (in complex with general transcription factors) to the 

promoter to form the pre-initiation complex. Once RNAPII is recruited to the promoter, the DNA 

is unwound and RNAPII initiates transcription across the first ~30-60 nucleotides, after which 

the RNAPII pauses at a promoter-proximal site. Paused RNAPII is subsequently “licensed” for 

productive elongation, at which point it efficiently transcribes the remainder of the gene. Upon 

reaching the end of the message, the nascent RNA is cleaved and transcription is rapidly 

terminated. Original models suggested that RNAPII recruitment to the promoter and 

transcription initiation were the key rate-limiting steps during RNAPII transcription. We now 
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know that regulated transcription elongation plays a crucial role in mRNA biogenesis (Jonkers 

and Lis, 2015). Initial events in the transcription cycle have been heavily reviewed (Fuda et al., 

2009; Grünberg and Hahn, 2013; Saunders et al., 2006). Here, we will focus on the regulation of 

RNAPII elongation. RNAPII elongation is regulated in two main steps: (1) release from the 

promoter proximal pause and (2) elongation across the gene body (Jonkers and Lis, 2015).  

 

Promoter Proximal Pause Release 

 The first regulated step in transcription elongation occurs at the promoter proximal pause. 

During transcription initiation, RNAPII interacts with a set of protein machinery that prevents it 

from entering productive elongation, including general transcription factors (Kwak et al., 2013; 

Li and Gilmour, 2013), the negative elongation factor (NELF) (Yamaguchi et al., 1999), and the 

DRB-sensitivity-inducing factor (DSIF) (Wada et al., 1998a). These protein interactions render 

RNAPII “elongation incompetent” and the polymerase transcribes a short distance (~30-60 

nucleotides) before pausing (Guenther et al., 2007; Kim et al., 2005; Krumm et al., 1992; Rahl et 

al., 2010; Rasmussen and Lis, 1993; Rougvie and Lis, 1988; Strobl and Eick, 1992). The Cdk9 

subunit of the P-TEFb complex promotes release of paused RNAPII by phosphorylating NELF, 

DSIF, and the Ser2 position of the RNAPII CTD (Fujinaga et al., 2004; Kim and Sharp, 2001; 

Marshall and Price, 1992; 1995; Marshall et al., 1996; Wada et al., 1998b; Yamada et al., 2006; 

Zhu et al., 1997). Phosphorylation of these substrates “licenses” RNAPII for transcription 

elongation by releasing NELF from the RNAPII complex (Fujinaga et al., 2004) and by 

switching the activity of DSIF from that of an elongation repressor to that of an elongation 

activator (Yamada et al., 2006). RNAPII CTD Ser2 phosphorylation further aids RNAPII’s 

transition to proficient elongation by recruiting elongation factors to RNAPII that facilitate its 
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elongation across a nucleosome template, such as chromatin remodelers, histone chaperones, and 

histone modifiers (discussed further below).  

Studies using small molecule inhibitors of Cdk9 have demonstrated that P-TEFb 

mediated release of RNAPII from the promoter proximal pause is a universal step during 

transcription regulation (Henriques et al., 2013; Jonkers et al., 2014; Rahl et al., 2010). Increased 

RNAPII density is frequently observed adjacent to promoters and a vast majority of this RNAPII 

density is transcriptionally engaged (Core et al., 2012), suggesting that proximal RNAPII density 

mostly reflects paused polymerase. Interestingly, peaks of promoter-proximal RNAPII are only 

observed at approximately 40-70% of expressed genes, indicating that this step is only rate-

limiting in a subset of genes (Core et al., 2008; Jonkers et al., 2014; Kwak et al., 2013; Min et al., 

2011; Nechaev et al., 2010; Rahl et al., 2010). These genes are often involved in development or 

signaling pathways that need to be rapidly activated (Adelman et al., 2009; Aida et al., 2006; 

Krumm et al., 1992; Muse et al., 2007; Zeitlinger et al., 2007) suggesting that these genes may 

utilize promoter-proximal pausing to maintain genes in a transcriptionally “poised” but inactive 

state in preparation for rapid induction in response to extracellular or intracellular cues (Adelman 

and Lis, 2012). A preponderance of evidence now suggests that the degree to which the promoter 

proximal pause is rate limiting (and therefore regulates transcription) depends upon the balance 

between repressors and activators of elongation (Jonkers and Lis, 2015). Transcription factors 

recruited to the promoter by enhancers, such as Myc and Brd4, often recruit P-TEFb to 

promoters to shift this balance towards elongation competency and to promote gene expression 

(Jang et al., 2005; Rahl et al., 2010).  

Transcription Elongation Through the Gene Body  
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 The second step in regulated transcription elongation occurs after the RNAPII is 

“licensed” for productive elongation by P-TEFb. At this point, RNAPII enters productive 

elongation across the remainder of the gene body. Historically, RNAPII elongation through the 

gene body was considered a relatively simple, uniform process across genes. Accumulating 

evidence now suggests that productive elongation is significantly more complex than originally 

thought (Jonkers and Lis, 2015). We now know that elongation rates differ between and within 

genes by as much as three fold (Danko et al., 2013; Fuchs et al., 2014; Jonkers et al., 2014; 

Veloso et al., 2014). This variation can have significant effects on total mRNA accumulation, 

and especially, on co-transcriptional mRNA processing (discussed below in models of alternative 

cleavage and polyadenylation).   

 P-TEFb “licenses” RNAPII for productive elongation by suppressing the activity of 

elongation repressors (e.g. NELF and DSIF) and promoting the association of a series of 

elongation activators. However, the switch from paused polymerase to productively elongating 

polymerase does not occur instantly downstream of the pause site. Instead, transcription 

elongation within the first few kilobases is a relatively inefficient process only catalyzing the 

addition of  ~0.5 kilobases per minute. By the time the polymerase transcribes ~15 kilobases 

downstream, the RNAPII elongation rate typically increases to a much more efficient ~2-5 

kilobases per minute (Danko et al., 2013; Fuchs et al., 2014; Jonkers et al., 2014; Veloso et al., 

2014). This disparity in elongation rates suggests that perhaps the switch towards an elongation 

efficient RNAPII is less of an “On/Off” switch and more of a gradual transition as elongation 

repressors are progressively lost from the complex and positive elongation factors are 

progressively gained (Jonkers and Lis, 2015). Notably, RNAPII CTD Ser2 phosphorylation 

continues to accumulate across the gene as RNAPII elongation rate accelerates suggesting a 



	 20	

potential role for RNAPII CTD Ser2 phosphorylation in recruiting elongation factors to mediate 

rate increases across this region (Harlen and Churchman, 2017).  

Downstream of the promoter-proximal pause, RNAPII navigates additional barriers to 

elongation that can affect its rate. Most notably among these obstacles are nucleosomes, which 

pose a strong, mechanical barrier to RNAPII in vivo (Li et al., 2007). This effect can be observed 

most strongly at the first nucleosome downstream of the transcription start site (Li and Gilmour, 

2013; Weber et al., 2014). Nucleosome-free regions flank promoters and facilitate both the 

recruitment of general transcription factors and RNAPII as well as transcription initiation (Li et 

al., 2007). The first nucleosome downstream of the TSS is the strongest nucleosome barrier to 

productive elongation as evidenced by up to 60% of polymerases backtracking or pausing at this 

position. Although this first nucleosome can colocalize with the promoter-proximal pause, it 

often downstream raising the possibility that this “pause” can act as a second rate-limiting step 

during elongation (Weber et al., 2014). Beyond the first stable nucleosome, transcription through 

the nucleosome template becomes significantly more efficient. However, density of nucleosomes 

and histone modifications can still alter how much of a barrier the nucleosomes pose to 

elongating RNAPII and therefore, how much of an affect they will have on its rate across a gene 

(Danko et al., 2013; Fuchs et al., 2014; Jonkers and Lis, 2015; Jonkers et al., 2014; Veloso et al., 

2014).  

 Several positive transcription elongation factors complex with the RNAPII after the 

promoter-proximal pause. Most of these complexes aid RNAPII in transcribing across a DNA-

nucleosome template. RNAPII navigates nucleosomes by recruiting nucleosome remodeling 

complexes, histone chaperones, and histone tail modifiers directly to the elongating RNAPII. 

This machinery facilitates the removal of nucleosomes downstream of the elongating RNAPII 
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and the post-translational modification of histone tails that loosen the association of DNA with 

nucleosomes. Several examples of these complexes have been extensively studied, such as 

FACT, Spt6, and Paf1 (Jonkers and Lis, 2015; Kwak and Lis, 2013). As RNAPII transcribes 

across the gene body, Ser2 phosphorylation continues to accumulate on the RNAPII CTD 

(Harlen and Churchman, 2017). This has led several groups to hypothesize that Ser2 

phosphorylation aids in the progressive recruitment of positive elongation factors to the 

polymerase throughout transcription elongation. Indeed, some of these factors, most notably 

Spt6, have been shown to associate directly with Ser2 phosphorylation of the RNAPII CTD (Yoh 

et al., 2007; 2008).  

Cdk9 of the P-TEFb complex was originally assumed to be the kinase responsible for 

increasing RNAPII CTD Ser2 phosphorylation downstream of the promoter proximal pause. 

However, Cdk12 and Cdk13 are now attractive candidates for this role based upon experiments 

in Drosophila. ChIP-qPCR of Cdk12 across heat shock genes showed that Cdk12 localized 

downstream of the promoter-proximal pause on actively transcribed genes. Follow-up 

immunofluorescence demonstrated the Cdk12 and Cdk9 localize independently on polytene 

chromosomes (Bartkowiak et al., 2010). Given Cdk9’s well-established role at the promoter 

proximal pause, this suggests that perhaps, Cdk12 (and its paralog Cdk13) function downstream 

of Cdk9 to progressively increase RNAPII CTD Ser2 phosphorylation during transcription. 
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mRNA Cleavage and Polyadenylation  
 

 Mammalian cell fractionation experiments from the early 1970s purified polysome-

associated, translationally-active mRNAs and their nuclear-localized precursors, heterogeneous 

nuclear (hn)RNAs (pre-mRNAs). Biochemical characterization of these RNAs using RNases 

with different substrate specificities identified long poly(A) tails attached to the 3’ ends of 

mRNAs (Adesnik et al., 1972; Darnell et al., 1971a; 1971b; Edmonds et al., 1971; Lee et al., 

1971; Lim and Canellakis, 1970). Kinetic experiments using the transcriptional inhibitor, 

Actinomycin D, (Adesnik et al., 1972; Darnell et al., 1971a; Jelinek et al., 1973) as well as 

experiments comparing the sequence compositions of HeLa cell mRNA and DNA (Birnboim et 

al., 1973) suggested that mRNA poly(A) tails were untemplated and post-transcriptionally added 

to pre-mRNA. The importance of these poly(A) tails was evident early on after experiments 

showed that poly(A) tails were likely required for export of mRNA to the cytoplasm and for 

association of mRNA with translationally-active polysomes (Adesnik et al., 1972; Darnell et al., 

1971a; Jelinek et al., 1973; Lim and Canellakis, 1970). Initial models assumed that the poly(A) 

tail was post-transcriptionally added to the 3’ end of pre-mRNA after the pre-mRNA was 

released from RNAPII by transcription termination. This model was dismissed after pulse-

labeling experiments were used to map nascent transcription at the mouse β-globin (Hofer and 

Darnell, 1981) and across two vial genomes SV40 (Ford and Hsu, 1978; Lai et al., 1978) and 

Adenovirus Type-2 (Fraser et al., 1979; Nevins and Darnell, 1978; Nevins et al., 1980). These 

experiments showed that nascent transcription continued past the mRNA poly(A) site while 

poly(A)-tailed mRNA kinetically appeared in a manner consistent with co-transcriptional 

cleavage of the nascent RNA. Moore and Sharp confirmed that 3’ end formation of mRNA 
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requires endonucleolytic cleavage of the nascent RNA using a HeLa nuclear extract system 

(Moore and Sharp, 1984; 1985). 

We now know that all pre-mRNAs, with the exception of canonical, replication-

dependent histone genes (Adesnik and Darnell, 1972; Marzluff et al., 2008), are processed by co-

transcriptional, endonucleolytic cleavage of the pre-mRNA followed by the post-transcriptional, 

untemplated addition of a 50-100 nucleotide poly(A) tail. These two independent, yet 

intrinsically linked, pre-mRNA processing steps are critical for proper gene expression. The first 

step, co-transcriptional endonucleolytic cleavage of the nascent RNA, defines the 3’ end of the 

pre-mRNA and commits the pre-mRNA to polyadenylation and export from the nucleus. The 

advent of genome-wide approaches has revealed the extensive use of multiple cleavage and 

polyadenylation sites within mammalian genes (Derti et al., 2012; Hoque et al., 2013; Ozsolak et 

al., 2010; Wang et al., 2008). Differential usage of these sites produces alternative isoforms that 

can vary significantly by coding sequence, stability, translational efficiency, and localization 

(Tian and Manley, 2017). As the commitment step, regulation of co-transcriptional cleavage 

determines which isoform will be produced from a gene locus with more than one cleavage and 

polyadenylation site. The second step in mRNA 3’ end formation, the polyadenylation reaction, 

is equally important. Proper addition of the poly(A) tail is required for release of mRNA from 

the RNAPII complex, export of the mRNA to the cytoplasm, stability of the mRNA, and 

translational efficiency (Eckmann et al., 2011; Moore and Proudfoot, 2009; Weill et al., 2012).  

Extensive work over the last 35 years has elucidated many salient details about the 

cleavage and polyadenylation reaction. The development of recombinant DNA technology and 

cell-free nuclear extracts that recapitulate the cleavage and polyadenylation reaction in vitro 

(Manley, 1983; Moore and Sharp, 1984; 1985; Moore et al., 1986; Skolnik-David et al., 1987) 
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rapidly accelerated the characterization of the cis-acting RNA sequence elements and the trans-

acting protein machinery involved in cleavage and polyadenylation. More recently, the 

development of next generation sequencing technologies has allowed researchers to probe the 

regulation of cleavage and polyadenylation events genome-wide. Here, we review our current 

understanding of the machinery and mechanisms involved in mammalian mRNA 3’ end 

formation, paying particular attention to what regulates co-transcriptional cleavage at, and 

therefore usage of, a particular cleavage and polyadenylation site within a given mRNA. 

 

Cis RNA Elements Define Cleavage and Polyadenylation Sites 

 The cleavage and polyadenylation site on a pre-mRNA is defined by a set of RNA 

sequencing elements that are recognized by the cleavage and polyadenylation machinery. Three 

major sequence elements are involved in defining the cleavage and polyadenylation site in 

mammals: (1) the polyadenylation signal (PAS) located within 40 nucleotides upstream of the 

cleavage site, (2) the upstream sequence element (USE) that flanks the PAS site upstream of the 

cleavage site, and (3) the downstream sequence element (DSE) located downstream of the 

cleavage site (Tian and Graber, 2011). All three of these sequence elements are enriched at 

cleavage and polyadenylation sites throughout the genome and each sequence element is 

associated with a set of motifs. However, mammalian cleavage and polyadenylation sites are 

highly divergent. Many sites lack one or more of these cis elements or they utilize sequences at 

these elements that are highly divergent from the canonical motifs. In general, sites that consist 

of more sequence elements and that utilize sequences that are closer to the canonical motifs are 

more efficiently used.  
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 The PAS motif is the most consensus and dominant of the cis sequence elements defining 

mammalian cleavage and polyadenylation sites. The PAS motif was originally identified by 

purifying six highly-abundant mRNAs from human, rabbit, mouse, and chicken and sequencing 

their 3’ ends (Proudfoot and Brownlee, 1976). This experiment identified a conserved, 6 

nucleotide motif (AAUAAA) located 20-30 nucleotides upstream of the cleavage and 

polyadenylation site in all six mRNAs. Given both its proximity to the poly(A) tail and its high 

degree of conservation, Proudfoot and Brownlee hypothesized that the PAS motif was involved 

in defining the cleavage and polyadenylation site of an mRNA. Several subsequent studies 

confirmed the importance of the PAS site for proper cleavage and polyadenylation by showing 

that point mutations and deletions of the PAS site in the SV40 late gene (Fitzgerald and Shenk, 

1981; Wickens and Stephenson, 1984), the Adenovirus E1A gene (Montell et al., 1983), and the 

human α−2 globin gene (Higgs et al., 1983) resulted in abrogated cleavage and polyadenylation 

of their respective pre-mRNA.  

As more cDNAs were cloned and sequenced, a naturally occurring variant of the PAS 

motif (AUUAAA) was identified. In light of this finding, in vitro cleavage and polyadenylation 

reactions were used to analyze the effect of single nucleotide variants of the canonical 

(AAUAAA) PAS motif on cleavage and polyadenylation efficiency (Sheets et al., 1990; Wilusz 

et al., 1989). These experiments showed that most single nucleotide PAS variants abrogated 

efficient cleavage and polyadenylation activity in vitro (Sheets et al., 1990; Wilusz et al., 1989) 

with the exception of AUUAAA, which retained ~80%, and AGUAAA, which retained ~30%, of 

the full cleavage and polyadenylation activity associated with the AAUAAA motif (Sheets et al., 

1990). Analysis of expressed sequence tags in mammals (Beaudoing et al., 2000; Tian et al., 

2005) and 3’ end sequencing data (Derti et al., 2012; Hoque et al., 2013) has now provided an 
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approximate distribution of PAS motifs across the mammalian genome. A majority of used 

cleavage and polyadenylation sites (~80-90%) have a PAS site within 40 nucleotides upstream of 

a cleavage site (Beaudoing et al., 2000; Tian et al., 2005). These sites are heavily biased towards 

the “canonical” PAS motifs (AAUAAA and AUUAAA), which were identified at ~55% and 

~15% of cleavage sites, respectively (Beaudoing et al., 2000; Tian et al., 2005). Of the remaining 

~30% of cleavage and polyadenylation sites, ~10-20% of sites harbor one of the other less 

efficient single nucleotide variants of the PAS motif and the remaining ~5-10% of sites have no 

detectable PAS motif within 40 nucleotides of the cleavage site (Beaudoing et al., 2000; Tian et 

al., 2005). Further analysis of genomic PAS motif distribution revealed that cleavage and 

polyadenylation sites that are more conserved and those that are in the 3’ most distal region of a 

gene are enriched for the stronger, canonical PAS motif (AAUAAA) (Tian et al., 2005; 2007).  

 Shortly after the identification of the PAS motif, several studies suggested that additional 

sequence upstream of the PAS motif, the upstream sequence element (USE), (Brackenridge and 

Proudfoot, 2000; Carswell and Alwine, 1989; DeZazzo et al., 1991; Moreira et al., 1995; 

Valsamakis et al., 1991) and that sequence downstream of the cleavage site, the downstream 

sequence element (DSE), (Gil and Proudfoot, 1984; 1987; Levitt et al., 1989; McDevitt et al., 

1986; McLauchlan et al., 1985) contributed to the definition and strength of a mammalian 

cleavage and polyadenylation site. The motifs associated with the USE and DSE are significantly 

more degenerate than the PAS motif. The USE is typically positioned within 40 nucleotides 

upstream of the PAS motif and is characterized by U-rich sequences and the motifs, UGUA and 

UAUA (Hu et al., 2005; Hutchins et al., 2008; Venkataraman et al., 2005). The DSE is located 

within ~40 nucleotides downstream of the cleavage site and consists of the GU-rich motifs 

GUGU or UGUG followed by U-rich sequences (>3 sequential uridines) (Gil and Proudfoot, 
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1987; Hu et al., 2005; Hutchins et al., 2008; Levitt et al., 1989; McDevitt et al., 1986; 

McLauchlan et al., 1985; Salisbury et al., 2006). The USE and DSE are enriched at mammalian 

cleavage and polyadenylation sites genome wide (Hu et al., 2005; Hutchins et al., 2008; 

Salisbury et al., 2006), however, sites without one or both elements exist. In general, inclusion of 

USE and DSE elements correlates with stronger cleavage and polyadenylation sites (Tian and 

Graber, 2011).  

 

The Cleavage and Polyadenylation Machinery 

The cis sequence elements that define mammalian cleavage and polyadenylation sites 

recruit a complex set of protein machinery that processes the 3’ end of pre-mRNA (Colgan and 

Manley, 1997; Shi and Manley, 2015). Over 85 individual proteins (~15-20 core factors and a 

host of auxiliary proteins) form the cleavage and polyadenylation machinery (Shi et al., 2009). 

The core machinery includes 4 multi-subunit complexes (CPSF- cleavage and polyadenylation 

specificity factor; CstF- cleavage stimulation factor; CFI- cleavage factor I; and CFII- cleavage 

factor II) in addition to several individual proteins, including Poly(A) Polymerase (PAP) (Shi 

and Manley, 2015; Takagaki et al., 1989). The protein machinery involved in cleavage and 

polyadenylation has been extensively characterized and reviewed (Colgan and Manley, 1997; Shi 

and Manley, 2015). Here, we briefly discuss the role of the core complexes.  

 Three of the four core complexes directly bind the RNA sequence elements at the 

cleavage and polyadenylation site. CPSF binds the PAS motif via three (CPSF160, Wdr33, and 

CPSF30) of its six subunits (CPSF160, Wdr33, CPSF100, CPSF73, Fip1, and CPSF30) 

(Bienroth et al., 1991; Chan et al., 2014; Keller et al., 1991; Murthy and Manley, 1992; 1995; 

Schönemann et al., 2014). In addition to recognizing the PAS motif, CPSF catalyzes the 
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endonucleolytic cleavage of the mRNA via its CPSF73 subunit (Mandel et al., 2006; Ryan et al., 

2004), and recruits PAP directly to the cleavage machinery via the Fip1 and CPSF160 subunits 

(Kaufmann et al., 2004; Murthy and Manley, 1995). The CstF complex (CstF77, CstF50, and 

CstF64/CstF64τ) and the CFI complex (CFI25 and CFI59/CFI68) bind the DSE and USE 

respectively (Brown and Gilmartin, 2003; Gilmartin and Nevins, 1991; MacDonald et al., 1994; 

Rüegsegger et al., 1996; Takagaki and Manley, 1997; Takagaki et al., 1990; Yang et al., 2010). 

Binding of these complexes stabilizes the interaction between CPSF and pre-mRNA, thereby 

enhancing usage of a given cleavage and polyadenylation site (Gilmartin and Nevins, 1989; 

1991; Rüegsegger et al., 1996). The function of the fourth core complex, CFII (Pcf11 and Clp1), 

is the least well understood. CFII does not bind RNA sequence elements directly, instead, CFII 

complexes with the core machinery through protein-protein interactions and likely serves a 

scaffolding role that enhances cleavage and polyadenylation (de Vries et al., 2000).  

 

Involvement of the RNAPII CTD in Cleavage and Polyadenylation  

 The cleavage and polyadenylation reaction occurs co-transcriptionally, raising the 

possibility that mRNA 3’ end processing is regulated through interactions with the RNAPII 

complex. Several lines of evidence now suggest that the RNAPII CTD and its post-translational 

modification are required for efficient mRNA 3’ end processing. Initial biochemical evidence in 

support of such a model was reported by Hirose and Manley, who observed that efficient 

cleavage of an SV40 substrate required the inclusion of purified RNAPII in a reconstituted in 

vitro reaction (Hirose and Manley, 1998). Interestingly, both purified phosphorylated and 

unphosphorylated RNAPII CTDs were sufficient to recapitulate the requirement for RNAPII in 

vitro (Hirose and Manley, 1998). Subsequent work demonstrated that the ability of the RNAPII 
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CTD to facilitate the cleavage reaction was heavily dependent upon the number of heptapeptide 

repeats included and that increased numbers of consensus repeats promoted more efficient 

cleavage (Ryan et al., 2002).  Concurrently, genetic evidence emerged suggesting a role for the 

RNAPII CTD in promoting efficient cleavage and polyadenylation. Studies using an α-amanitin 

resistant polymerase lacking all but 5 heptapeptide repeats of the RNAPII CTD showed that 

severe truncation of the RNAPII CTD resulted in decreased cleavage and polyadenylation of 

mRNAs generated from several reporter constructs including the SV40 gene and the rabbit 

β−globin gene (McCracken et al., 1997). Similar observations were made in yeast, after a mutant 

RNAPII, lacking the entire CTD, was expressed in cells using a temperature-sensitive, but 

otherwise wild type, RNAPII. Growth of the yeast at the non-permissive temperature resulted in 

transcription by the RNAPII ∆CTD mutant, which was shown to reduce cleavage and 

polyadenylation efficiency at several endogenous yeast genes as well as a reporter plasmid 

(Licatalosi et al., 2002).  

 Subsequent biochemical analyses revealed that several components of the cleavage and 

polyadenylation machinery interact with the RNAPII CTD, including components of the CPSF 

complex (Dichtl et al., 2002; McCracken et al., 1997), the CstF complex (Barillà et al., 2001; 

Davidson et al., 2014; Fong and Bentley, 2001; McCracken et al., 1997), and the CFII complex 

(Barillà et al., 2001; Dichtl et al., 2002; Licatalosi et al., 2002; Meinhart and Cramer, 2004). 

Intriguingly, one of the components of the CFII complex (Pcf11), binds the RNAPII CTD 

directly and its binding is dependent upon RNAPII CTD Ser2 phosphorylation (Barillà et al., 

2001; Dichtl et al., 2002; Licatalosi et al., 2002; Meinhart and Cramer, 2004). Since RNAPII 

CTD Ser2 phosphorylation accumulates across gene bodies towards the 3’ end of genes, this 

observation raised the intriguing hypothesis that the RNAPII CTD coordinates the recruitment of 
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the cleavage and polyadenylation machinery spatially and temporally with transcription 

elongation. Partial support of this model comes from studies in yeast (Ahn et al., 2004; Kim et 

al., 2010; 2004; Mayer et al., 2010) and human cells (Davidson et al., 2014) that show that 

elongation factors are recruited to RNAPII across the 3’ ends of genes coincident with Ser2 

phosphorylation. Depletion of RNAPII Ser2 phosphorylation by genetic knockout of Ctk1 kinase 

in yeast (Ahn et al., 2004; Skaar and Greenleaf, 2002), flavipiridol treatment of Drosophila cells 

(Ni et al., 2004), expression of an α-amanitin resistant mutant RNAPII with all Ser2 residues 

mutated to alanine in human cells (Gu et al., 2012), or knockdown of Cdk12 in HeLa cells 

recapitulated the decreased cleavage and polyadenylation efficiency observed upon transcription 

with a RNAPII ∆CTD mutant in yeast (Licatalosi et al., 2002).  

 Although this data supports a relatively simplistic model whereby Ser2 phosphorylation 

recruits cleavage and polyadenylation factors to the elongating polymerase, the situation has 

become significantly more complicated. Several groups have noted that RNAPII CTD Ser2 

phosphorylation begins to accumulate over gene bodies shortly downstream of the transcription 

start site (regardless of the location of the cleavage and polyadenylation site), however cleavage 

and polyadenylation factors do not crosslink strongly to RNAPII until very close to the 

polyadenylation site (Ahn et al., 2004; Kim et al., 2010; 2004; Mayer et al., 2010). Additionally, 

several labs have noted that deletion of cleavage and polyadenylation sites abrogates not only the 

recruitment of cleavage and polyadenylation machinery to the elongating RNAPII by ChIP but it 

also decreases Ser2 phosphorylation of the RNAPII surrounding the polyadenylation site (Ahn et 

al., 2004; Davidson et al., 2014). This data suggests a reciprocal feedback between Ser2 

phosphorylation and the cleavage and polyadenylation machinery. Several unanswered questions 
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remain as to the mechanisms and function of coupling between the cleavage and polyadenylation 

machinery and the CTD.  

 

Alternative Cleavage and Polyadenylation 
 

It has long been recognized that many genes harbor more than one cleavage and 

polyadenylation site and that the regulated usage of these sites can generate distinct mRNA 

isoforms with unique functional behavior. The advent of RNA sequencing approaches to probe 

transcriptome-wide expression patterns has greatly increased our appreciation of the role that 

alternative cleavage and polyadenylation (APA) plays in transcriptome diversity and gene 

regulation (Derti et al., 2012; Hoque et al., 2013; Wang et al., 2008). Indeed, up to 80% of 

mammalian genes harbor more than one functional cleavage and polyadenylation site and 

therefore, can be regulated by APA (Derti et al., 2012; Hoque et al., 2013).  

APA events can be classified into three main categories based upon the location of the 

alternative cleavage and polyadenylation site. Tandem 3’UTR-APA occurs when two or more 

cleavage and polyadenylation sites occur within the same 3’ untranslated region (3’UTR). These 

events generate isoforms that encode the same protein coding sequence attached to different 3’ 

UTRs. mRNA 3’UTR’s harbor RNA sequence elements that alter mRNA stability, mRNA 

localization, translational efficiency, and even protein localization (Berkovits and Mayr, 2015; 

Elkon et al., 2013; Mayr, 2016; Tian and Manley, 2017). Usage of an upstream (proximal) 

tandem 3’UTR cleavage and polyadenylation site can produce an isoform with one or more of 

these sequence elements removed from the 3’UTR, altering its downstream expression and 

function. Global regulation of tandem 3’ UTR-APAs has important functional roles in gene 

expression networks during T-cell activation (Sandberg et al., 2008), embryonic development (Ji 
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et al., 2009), and oncogenic transformation (Masamha et al., 2015; Mayr and Bartel, 2009). The 

biological consequences of tandem 3’ UTR-APA and the proposed mechanisms that regulate the 

choice between these sites has been extensively reviewed and will not be discussed further here 

(Elkon et al., 2013; Mayr, 2016; Tian and Manley, 2017).  

The other two types of APA events (Exonic APA and Intronic APA) occur when a 

cleavage and polyadenylation site upstream of the last exon is used. Exonic APA events occur 

when the alternative cleavage and polyadenylation site is located within an upstream exon. These 

events are extremely rare and typically produce mRNAs without stop codons— substrates for 

rapid clearance by non-stop decay (Frischmeyer et al., 2002; Tian and Manley, 2017). Intronic 

APA events utilize cleavage and polyadenylation sites located within introns (intronic 

polyadenylation sites, IPAs) upstream of the distal most exon. Usage of an IPA site generates an 

mRNA that can vary in its protein coding potential as well as its 3’ UTR (Elkon et al., 2013; 

Tian and Manley, 2017). Here we review the mechanisms that regulate intronic versus distal 

polyadenylation site choice and the biological consequences of alternative intronic 

polyadenylation (IPA-APA). 

 

Mechanisms that Regulate Alternative Cleavage and Polyadenylation 

The cis RNA sequence elements that define IPA sites are heavily skewed toward weaker 

cleavage and polyadenylation sites as compared to their distal, 3’-end counterparts (Tian et al., 

2007). Presumably, the selective pressure towards stronger cleavage and polyadenylation sites at 

the 3’ ends of genes helps to ensure that processing of the nascent transcript and subsequent 

transcription termination occur successfully after the distal-most exon of a gene. Conversely, 

weaker cleavage and polyadenylation sites at IPAs allow for both their suppression as well as 
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their dynamic upregulation. A preponderance of the literature suggests that three major classes of 

regulatory pathways exist to increase usage of these weaker IPA sites (Elkon et al., 2013; Tian 

and Manley, 2017). The first involves regulating the expression level of the cleavage and 

polyadenylation machinery to increase recognition of weaker polyadenylation sites. The second 

involves a kinetic competition model between cleavage at an IPA site and splicing of its 

encompassing intron. Meanwhile, the third involves suppression of intronic polyadenylation sites 

by the U1 snRNP. These models are not mutually exclusive, and regulation at a given IPA site 

can depend on contributions from multiple mechanisms. 

The first mode of regulation depends upon the expression levels of the cleavage and 

polyadenylation machinery. This model was originally proposed by work examining regulation 

at the IgM locus. During B-cell activation, there is a striking shift in IgM isoform expression 

from cleavage and polyadenylation at a distal polyadenylation site to an IPA site. Early studies 

examining cleavage and polyadenylation at the IgM locus identified that B-cell activation 

strongly induced expression of CstF64 (the RNA-binding subunit of the CstF complex), which in 

turn, activated the weaker IPA site in IgM  (Takagaki and Manley, 1998; Takagaki et al., 1996). 

From this work, Takagaki and Manley hypothesized that stronger cleavage and polyadenylation 

sites were preferentially bound over weaker cleavage and polyadenylation sites in cells that 

expressed limiting levels of the cleavage and polyadenylation machinery. Conversely, when the 

expression levels of cleavage and polyadenylation machinery were high (not limiting), both 

strong and weak cleavage sites could be recognized and used. IPA sites are transcribed before 

distal polyadenylation sites, and therefore, they become accessible for cleavage and 

polyadenylation first. A situation where the levels of cleavage and polyadenylation machinery 

are abundant would therefore increase the usage of IPA sites over distal polyadenylation sites.  



	 34	

Subsequent work has supported this model at individual IPA sites involving different 

cleavage and polyadenylation factors. A recent paper from Li, et al. probed this model further by 

profiling the effect of RNAi knockdown of each of the core cleavage and polyadenylation 

subunits on IPA-APA sites genome-wide (Li et al., 2015). Unidirectional shifts towards distal 

polyadenylation sites over IPA sites were observed genome-wide upon knockdown of several of 

these factors, supporting the model proposed by Takagaki and Manley. Cleavage and 

polyadenylation machinery expression levels range significantly across different tissue types 

(Gruber et al., 2014), so it is possible that expression of the cleavage and polyadenylation 

machinery helps to establish the baseline level of IPA site usage in a given tissue type.  

An additional point of regulation for IPA sites involves the kinetic competition between 

cleavage at the IPA site and splicing of its encompassing intron. A majority of pre-mRNA 

splicing occurs co-transcriptionally. Once the encompassing intron is removed via splicing, the 

IPA site can no longer be used to define the 3’ end of a transcript. Splicing cannot occur until the 

downstream 3’ splice site is defined, which requires transcription of the full intron and likely the 

downstream exon due to exon definition. Therefore, the cleavage and polyadenylation machinery 

temporally has at least until RNAPII finishes transcribing the intron to recognize and cleave the 

mRNA at the IPA site. Mechanisms that increase the length of time required for RNAPII to 

transcribe the full intron or that slow splicing of the intron containing the IPA can thus favor 

usage of the IPA site (Bentley, 2014). Several experiments have implied such a mechanism. 

Mutations in TFIIS, Spt5, and Rpb2 that slow RNAPII elongation increase IPA site usage in 

yeast (Cui and Denis, 2003). A recent study in Drosophila showed that the expression of a slow-

elongation mutant of RNAPII increases IPA site usage across the genome (Liu et al., 2017). 

Interestingly, in this study, the effect of slow transcription elongation on IPA sites was tissue-
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specific, indicating that different mechanisms of IPA regulation may dominant in different 

tissues. Finally, a recent study that knocked down the elongation factor PAF in mouse C2C12 

cells decreased RNAPII elongation rate (as measured by RNAPII buildup across the gene body) 

and increased IPA site usage genome-wide (Yang et al., 2016). Also in agreement with this 

model, IPA sites that are used with higher frequency tend to reside in longer introns, which is 

consistent with a model in which increasing the time it takes to transcribe the IPA-containing 

intron results in increasing IPA site usage (Tian et al., 2007). 

In addition to modulating the kinetics of transcription to favor IPA site usage, slower or 

impaired co-transcriptional splicing of the IPA-containing intron also increases IPA site usage. 

Indeed, knockdown of several key splicing factors, which would cause slower or impaired 

splicing, resulted in strong global upregulation of IPA sites (Li et al., 2015). In addition to this 

observation, weak 5’ splice sites are strongly correlated with more frequently used IPA sites 

(Tian et al., 2007), suggesting that highly used IPA sites may select for weaker or slower-

splicing introns, consistent with this model. In addition to a direct role in splicing regulation, the 

U1 snRNP plays a critical role in the suppression of cleavage and polyadenylation sites genome-

wide. Several studies have shown that the U1 snRNP binding to RNA protects nascent RNA 

from downstream premature cleavage and polyadenylation (Almada et al., 2013; Berg et al., 

2012; Kaida et al., 2010). Almada et al. extended these observations and demonstrated that 

pervasive transcription in the upstream antisense direction is curtailed by an enrichment of 

polyadenylation signals and a depletion of U1 snRNP motifs. Conversely, in the sense direction, 

intronic cleavage and polyadenylation was inhibited by depletion in polyadenylation motifs and 

an enrichment in U1 snRNP binding sites. Inhibition of U1 snRNPs using an antisense 

morpholino oligonucleotide dramatically increased cleavage and polyadenylation of transcripts 
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in the sense direction but had little effect on the cleavage and polyadenylation of transcripts in 

the antisense direction further supporting this model (Almada et al., 2013). These results suggest 

that U1 binding upstream of an intronic polyadenylation site and that the strength associated with 

that binding site may contribute to inhibition of IPAs.  

 

Biological Consequences of IPA Usage  

IPA usage results in transcripts with altered coding potential (C-terminal deletions) as 

well as altered 3’ UTRs. The protein products translated from IPA isoforms typically differ from 

the full-length protein product in one of three ways: (1) the truncated isoform codes for a protein 

product with distinct biological functions to the full-length isoform, thereby contributing to 

protein diversification across the genome, (2) the truncated isoform loses protein function and 

phenocopies a loss-of-function allele, or (3) the truncated protein antagonizes full-length protein 

function and phenocopies a dominant negative allele (Tian and Manley, 2017).  

 Two of the earliest and most well characterized examples of regulated IPA site usage (the 

IgM heavy chain locus and the calcitonin-related polypeptide-α gene) exemplify how two 

functionally distinct protein isoforms can be produced through regulated IPA-APA. The IgM 

locus was one of the first described examples of regulated alternative polyadenylation (Alt et al., 

1980; Early et al., 1980; Rogers et al., 1980). During B-cell activation, IgM switches from 

expression of a membrane-bound form to expression of a secreted (soluble) form. Both proteins 

are expressed from the same genomic locus, however membrane-bound IgM is expressed from 

the full-length (distal) isoform of the gene, whereas soluble IgM is expressed from a truncated 

IPA isoform that removes IgM’s transmembrane domain through C-terminal deletion. IgM is a 

key example of signaling-regulated IPA usage. Likewise, calcitonin-related polypeptide-α gene 
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(CALCA) produces two distinct peptides with independent hormone signaling activities through 

regulated IPA-APA in a tissue specific manner. Usage of the IPA site predominates in the 

thyroid producing the protein calcitonin, whereas usage of the distal poly(A) site predominates in 

the hypothalamus producing calcitonin gene-related peptide 1 (Amara et al., 1982; Rosenfeld et 

al., 1983).  

 IPA site usage can also result in the abrogation of protein function, mimicking a loss-of-

function allele. One particularly interesting example of this involves the CstF77 gene (Luo et al., 

2013). CstF77 forms part of the CstF complex and serves as a scaffolding protein between the 

RNA binding subunit of the CstF complex (CstF-64 or CstF-64τ) and the rest of the cleavage and 

polyadenylation machinery (Colgan and Manley, 1997). The CstF77 locus consists of 21 exons 

with an IPA site downstream of exon 3 that is highly conserved across metazoa (humans through 

zebrafish). Usage of the IPA site results in a shortened transcript, which produces a severely 

truncated protein isoform (103 amino acids or 44 amino acids depending upon splicing), in 

contrast to usage of the distal polyadenylation site, which produces a full-length protein isoform 

(717 amino acid). Such a large C-terminal truncation from usage of the IPA site can in itself 

result in protein loss-of-function. Interestingly in this case, however, studies using a dual 

fluorescent reporter gene recapitulating CstF-77 IPA site usage or western blots with multiple 

antibodies raised against the N-terminus of CstF-77 suggest that even though both isoforms of 

the protein are expressed at the mRNA level, only the long version of the protein is expressed at 

the protein level (Luo et al., 2013). Recent ongoing work has suggested that translation into non-

coding regions of the genome (as would occur with the usage of an IPA site) results in the 

degradation of the protein products by an unknown surveillance mechanism (Arribere et al., 

2016; Di Santo et al., 2016). How ubiquitous of a surveillance mechanism this is remains 
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unclear. However, IPA site usage can abrogate protein function by removing enough functional 

domains to render a protein product inactive, and potentially also by activating a novel protein 

surveillance mechanism.  

The CstF-77 locus is particularly interesting, because usage of its IPA site is regulated by 

a negative feedback loop with itself (Luo et al., 2013). As noted above, expression levels of 

cleavage and polyadenylation factors are one way of regulating alternative cleavage and 

polyadenylation site choice with high levels of expression correlating with proximal site usage 

and low levels of expression correlating with distal site usage. High levels of CstF-77 lead to an 

increased usage of the CstF-77 IPA site, thereby producing the short isoform, which decreases 

functional CstF-77 levels of protein. As CstF-77 levels decrease, the distal polyadenylation site 

is used more often and functional CstF-77 protein levels begin to rise. In this way, CstF-77 

expression is homeostatically maintained in a tightly-regulated negative feedback loop with 

itself. Functionally, levels of CstF-77 expression correlate with tandem 3’UTR-APA events 

genome-wide. Several studies have observed that rapidly proliferating cells use proximal 3’UTR-

APA sites (Ji et al., 2009; Mayr and Bartel, 2009; Sandberg et al., 2008). Disrupting this negative 

feedback loop by lowering full-length CstF-77 levels with RNAi causes loss of cell cycle gene 

expression and signs of early differentiation through global alterations in 3’UTR-APA site usage. 

Interestingly, similar observations have been made for RNA binding proteins involved in 

alternative splicing. These splicing factors, akin to CstF-77’s role in cleavage and 

polyadenylation, establish self-regulated, splicing-based negative feedback loops to maintain 

their own expression levels and therefore tightly maintain homeostasis over the splicing of their 

target genes (Jangi and Sharp, 2014; Jangi et al., 2014). Based on the CstF-77 data from Luo et 

al., it seems likely that alternative cleavage and polyadenylation networks can be regulated 
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similarly. Regardless of this speculation, CstF-77 is a prime example of the usage of an IPA site 

abrogating protein function.   

The generation of truncated proteins through IPA site usage can also generate isoforms 

that antagonize the function of their full-length counterparts, mimicking a dominant negative 

allele. A prime example of this is the family of receptor tyrosine kinases (Vorlová et al., 2011). 

Receptor tyrosine kinases are cell-surface receptors that transduce extracellular stimuli to 

regulate key cellular processes, such as proliferation, differentiation, survival, metabolism, 

migration, and the cell cycle. Fifty-eight receptor tyrosine kinases are expressed in humans, 

which all have similar protein architecture. The N-terminus of the protein encodes for an 

extracellular ligand-binding domain, followed by a single transmembrane domain, and finally an 

intracellular kinase domain. Ligand binding followed by dimerization (or oligomerization) of 

multiple receptor tyrosine kinases activates downstream signaling. Constitutive and dysregulated 

signaling by receptor tyrosine kinases is a common feature of disease, particularly cancer 

(Lemmon and Schlessinger, 2010). Examination of expressed sequence tag databases revealed 

that receptor tyrosine kinases frequently had IPA sites immediately upstream of the exons 

encoding either the transmembrane domain or the intracellular kinase domain (Vorlová et al., 

2011). These truncated isoforms disrupt receptor tyrosine kinase signaling in several ways. First, 

usage of the IPA site results in decreased expression of the functional, full-length receptor, and 

therefore, this truncated receptor acts as a loss-of-function of the protein. This “loss-of-function” 

characteristic is likely common to all of the receptor tyrosine kinases regulated by these IPA 

sites. However, expression of truncated, IPA-dependent isoforms, can also generate the 

expression of dominant negative proteins. If the IPA site is located upstream of the 

transmembrane domain, a soluble receptor can be expressed and released from the cell. This 
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soluble receptor can act as a “decoy,” binding ligand and sequestering it away from full-length 

receptor and thus, preventing activation of signaling. If the IPA site is located upstream of the 

kinase domain but downstream of the transmembrane domain, truncated receptor can be 

expressed on the cell surface. This truncated receptor can oligomerize with the full-length 

receptor preventing proper oligomerization of functional receptors by ligand binding and 

therefore abrogated signaling. The usage of these sites can be used to decrease receptor tyrosine 

kinase signaling during normal biology, and likely evolved for this purpose. However, these IPA 

sites are additionally interesting from a therapeutic perspective. If alternative cleavage and 

polyadenylation can be controlled to force increased expression of dominant negative (IPA-

encoded) isoforms over full-length receptors, this approach could act as a novel therapeutic for 

receptor tyrosine kinase driven cancers (Vorlová et al., 2011).  

It should be noted that in addition to differences in coding sequence, IPA-APA generates 

isoforms with different 3’ UTRs. Alternative 3’ UTRs can result in isoforms that differ by 

stability, translational efficiency, and mRNA localization. Recent work from Taliaferro et al. 

discovered an intriguing spatial relationship between the distribution of alternative isoforms 

generated by IPA-APA and mRNA localization in the brain (Taliaferro et al., 2016). By isolating 

mRNA localized to neural projections (neurites) versus those localized to the soma, Taliaferro et 

al. showed that IPA-APA isoforms localized preferentially to the soma, whereas distal 

polyadenylation isoforms localized preferentially to neurites. This was attributed to the 3’ UTRs 

of the distal-most isoforms, which were enriched in the sequence motifs for muscleblind (Mbnl) 

RNA binding proteins as well as Mbnl binding itself. Interestingly, these neurite-specific 

isoforms were induced during neuronal differentiation. This work exemplifies an incredibly 

important theme in regulated IPA-APA usage. Global networks of regulated IPA-APA events 



	 41	

can be shifted simultaneously in a unidirectional and concerted manner to simultaneously 

regulate a particular biological process, in this case, neurological development.  

 

Biological Consequences of Cdk12 Loss 
 
 
 Until recently, Cdk9 was the only known RNAPII CTD Ser2 kinase in mammals. Since 

Cdk12 and Cdk13 were identified as novel RNAPII CTD Ser2 kinases (Bartkowiak et al., 2010; 

Blazek et al., 2011), their functional roles during mRNA biogenesis have remained unclear. 

Unlike Cdk9, whose inhibition abrogates transcription at most genes (Henriques et al., 2013; 

Jonkers et al., 2014; Rahl et al., 2010), several studies observed a relatively specific gene 

expression signature upon Cdk12 loss (Blazek et al., 2011; Johnson et al., 2016; Zhang et al., 

2016). Notably, among the genes whose expression consistently decreased upon Cdk12 depletion 

were several DNA damage repair genes, particularly those involved in homologous 

recombination (HR) repair, including: BRCA1, BRCA2, FANCD2, ATM, and ATR (Blazek et 

al., 2011; Johnson et al., 2016; Zhang et al., 2016). Independently of these studies, a genome-

wide shRNA screen provided additional genetic evidence for Cdk12’s role in positively 

regulating the expression of HR repair genes (Bajrami et al., 2014). Of note, Cdk13 knockdown 

does not show similar effects on gene expression, suggesting that this role may be specific to 

Cdk12 activity (Liang et al., 2015). 

 HR repair plays a critical role in maintaining genomic integrity by repairing DNA double 

strand breaks (DSBs) and stalled replication forks during S-phase, lesions which pose serious 

threats to genomic integrity and cell viability (Gaillard et al., 2015; Heyer et al., 2010; Prakash et 

al., 2015). Multiple mechanisms exist in cells to repair DSBs in eukaryotes (Prakash et al., 2015; 

Symington and Gautier, 2011). The HR repair pathway is considered the most “conservative” 



	 42	

repair mechanism since it repairs the DNA lesion without the introduction of mutations. Loss of 

HR repair causes cells to depend on alternative repair pathways, most notably non-homologous 

end joining (NHEJ), which frequently introduces de novo mutations (Lieber, 2010). Cells with 

non-functional HR repair accumulate a distinct DNA mutational profile (Alexandrov et al., 2013) 

and are at increased risk of accumulating tumorigenic mutations (Lord and Ashworth, 2016). 

Indeed, patients with germline and somatic loss-of-function mutations in HR repair genes 

frequently develop some of the most intractable tumor types, including ovarian carcinoma, triple-

negative breast cancer, pancreatic cancer, and metastatic castrate-resistant prostate cancer (Lord 

and Ashworth, 2016).  

HR repair-deficient tumors have a unique “Achilles heel” that can be leveraged as a 

therapeutic target. Compared to HR repair-competent cells, HR repair-deficient cells demonstrate 

increased sensitivity (synthetic lethality) to small molecule drugs that cause replication fork 

arrest and lead to an increased number of DSBs (Lord and Ashworth, 2013; 2016). This 

increased DSB load overstresses the remaining functional DNA damage repair pathways, 

ultimately causing apoptosis or mitotic catastrophe. Small molecules that induce replication fork 

arrest ultimately fall into two groups: (1) genotoxic agents that cause DNA intrastrand crosslinks, 

such as platinum salts and mitomycin C, and (2) small molecule inhibitors of Parp1, which 

prevent the normal release of Parp1 from DNA lesions after the activation of alternative DNA 

repair mechanisms (Lord and Ashworth, 2013; 2016). Tumors that display defective HR repair 

and increased sensitivity to genotoxic agents and Parp1 inhibitors are described as having a 

“BRCAness” phenotype. Mounting evidence from studies of individual genes, patient 

sequencing data, and genome-wide screens for Parp1 inhibitor sensitivity have identified 22 

genes, whose germline or somatic loss-of-function mutation correlates strongly with the rise of 
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“BRCAness” tumors (Lord and Ashworth, 2016). Cdk12 was classified as a novel “BRCAness” 

gene after accumulating evidence suggested that it positively regulates the gene expression of 

HR repair machinery (Bajrami et al., 2014; Blazek et al., 2011; Ekumi et al., 2015; Johnson et 

al., 2016; Joshi et al., 2014; Liang et al., 2015; Zhang et al., 2016) and after several studies 

showed that Cdk12 loss resulted in sensitivity to Parp1 inhibitors in vitro and in vivo (Bajrami et 

al., 2014; Johnson et al., 2016; Joshi et al., 2014). Notably, Cdk12 is the only gene among the 

“BRCAness” set whose function is not directly involved in HR repair (Lord and Ashworth, 

2016).  

These observations have tremendous clinical implications for tumor treatment. First, 

known (Ekumi et al., 2015) and predicted Cdk12 loss-of-function mutations occur recurrently in 

high-grade serous ovarian carcinoma (Carter et al., 2012; The Cancer Genome Atlas Research 

Network, 2011) and castration-resistant prostate adenocarcinoma (Grasso et al., 2012; Robinson 

et al., 2015). Cdk12 mutations in these tumors may therefore predict sensitivity to treatment 

modalities specific to “BRCAness” tumors, such as Parp1 inhibitors and other genotoxic agents. 

Second, as a broad, positive regulator of HR repair gene expression, Cdk12 inhibition may 

induce sensitivity of HR repair-competent cells to treatments otherwise reserved for 

“BRCAness” tumors, such as Parp1 inhibitors. Indeed pharmacological inhibition of Cdk12 has 

been shown to induce Parp1 inhibitor sensitivity in HR repair-competent tumors (Johnson et al., 

2016). Furthermore, Johnson et al. showed that Cdk12 inhibition could reverse acquired Parp1 

inhibitor resistance (Johnson et al., 2016). Parp1 inhibitor resistance can develop many ways; 

however, a common mechanism includes the development of secondary mutations in HR repair 

machinery that re-establish functional HR repair (Lord and Ashworth, 2013). As a broad 

transcriptional regulator of HR repair, Cdk12 has the potential to simultaneously 
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transcriptionally abrogate the expression of several members of the HR repair machinery, 

effectively bypassing the ability of cancer cells to develop Parp1 resistance through such a 

mechanism.    

The mechanisms that underlie Cdk12’s apparent specificity for promoting HR repair gene 

expression and the functional roles of Cdk12 in transcription regulation and mRNA biogenesis 

remain unclear. This thesis focuses on addressing these outstanding questions. 
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Abstract 

 
Mutations that attenuate DNA repair by homologous recombination (HR) promote 

tumorigenesis and sensitize cells to chemotherapeutic agents that cause replication fork collapse, 

a phenotype known as “BRCAness.”1 BRCAness tumors arise from loss-of-function mutations in 

22 genes.1 Of these genes, all but one (Cdk12) directly function in the HR repair pathway.1 

Cdk12 phosphorylates Serine 2 of the RNA Polymerase II (RNAPII) C-terminal domain (CTD) 

heptapeptide repeat,2-6 a modification that regulates transcription elongation, splicing, and 

cleavage/polyadenylation.7-10 Genome-wide expression studies suggest that Cdk12 depletion 

abrogates the expression of several HR genes relatively specifically, blunting HR repair.3-6,11-13 

This observation suggests that Cdk12 mutational status may predict tumor sensitivity to targeted 

treatments against BRCAness, such as Parp 1 inhibitors, and that small-molecule inhibitors of 

Cdk12 may induce sensitization of otherwise HR-competent tumors to these treatments.6,11,13 

Despite this growing clinical interest, the mechanism behind the apparent specificity of Cdk12 in 

regulating HR genes remains unknown.  Here we find that Cdk12 globally suppresses intronic 

polyadenylation events, enabling the production of full-length gene products. Many HR genes 

harbor significantly more intronic polyadenylation sites compared to all expressed genes, and the 

cumulative effect of these sites accounts for the increased sensitivity of HR gene expression to 

Cdk12 loss. Finally, we find evidence that Cdk12 loss-of-function mutations cause increased 

intronic polyadenylation within HR genes in human tumors, suggesting that this mechanism is 

conserved. This work clarifies the biological function of CDK12 and underscores its potential 

both as a chemotherapeutic target and as a tumor biomarker. 
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Results and Discussion 
 
 

Cdk12 regulates the expression of HR genes by an unknown mechanism. In order to 

dissect Cdk12’s molecular function, we sought to establish a genetic knockout of Cdk12 in wild 

type mouse embryonic stem cells (mESCs). mESCs spend most of their cell cycle in S-phase and 

fail to activate a G1/S checkpoint in response to DNA damage, making them heavily dependent 

upon replication-coupled HR repair and, therefore, highly sensitive to HR defects.14-16 We 

generated Cdk12 knockout clones (Cdk12∆) in mESCs that express a complementing, 

doxycycline (Dox)-inducible HA-epitope tagged Cdk12 transgene in the presence of continuous 

Dox treatment (Extended Data Fig. 1A,B). To acutely ablate Cdk12, we removed Dox from the 

growth media and observed significant loss of Cdk12 after 24 hours and undetectable levels after 

48 hours (Fig. 1A, Extended Data Fig. 1C). Cdk12 loss yielded a substantial, progressive 

viability defect beginning at 72 hours of Dox depletion, which was grossly quantified by 

measuring cell doublings (Fig. 1B). Importantly, the first 48 hours of Cdk12 depletion had 

minimal consequences on viability, providing a 48-hour window of time in which to genetically 

probe the function of Cdk12. Notably, the gross cellular defects were largely reversible upon 

Cdk12 re-expression (Fig. 1B). 

The viability defect observed upon Cdk12 loss could be caused by decreased proliferation 

and/or increased cell death. To characterize defects in proliferation, we profiled the cell cycle 

upon Cdk12 loss (Fig. 1C). We observed two major cell-cycle defects. First, we noted a striking 

decrease in nucleotide incorporation during S-phase (as measured by EdU intensity after a short 

EdU pulse). Second, we noted a decreased percentage of cells in active S-phase with an 

increasing proportion of cells in G1. The reversibility of the proliferation defect upon restoration 

of Cdk12 expression correlated with a return to normal levels of EdU incorporation (Fig. 1C). To 
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determine if increased cell death also contributed to the observed viability defects, we measured 

the percentage of cells undergoing active apoptosis (Fig. 1D). We noted increased apoptosis 

upon Cdk12 depletion.  

Failure to repair DNA damage during S-phase results in replication fork stalling/collapse 

and inhibited DNA replication,17,18 which is consistent with the decrease in EdU signal that we 

observed upon Cdk12 depletion. Persistent, unrepaired DNA damage and incomplete DNA 

replication drive mESCs to differentiate or initiate programmed cell death.19,20 The accumulation 

of cells in G1 that we observe upon Cdk12 loss is consistent with differentiating cells that have 

longer G1-stages and competent DNA damage-activated checkpoints.21 Furthermore, the 

increased percentage of cells undergoing apoptosis is consistent with programmed cell death in 

response to unrepaired DNA damage. Because DNA damage induces p53, we looked for 

evidence of a p53 response upon Cdk12 depletion. Indeed, total p53 and Ser15-phosphorylated 

(activated) p5322-24 were both upregulated upon Cdk12 loss (Fig. 1E). Taken in sum, Cdk12 loss 

in mESCs results in phenotypes consistent with defective HR repair.  

We next addressed the molecular consequences of Cdk12 loss on gene expression by 

sequencing polyA-selected RNA after 24 and 48 hours of Cdk12 depletion. We observed that 

140 genes after 24 hours and 814 genes after 48 hours changed significantly in expression at the 

total mRNA level upon Cdk12 depletion (Extended Data Fig. 2A). In line with the observed p53 

activation upon Cdk12 loss, we detected a robust p53-dependent gene expression signature 

among the set of affected genes. Approximately 33% of the affected genes are known p53 target 

genes in mESCs25 and changed in the direction consistent with DNA-damage induced p53-

activation. (Extended Data Fig. 2B). Since p53 activation induces differentiation in mESCs, we 

also looked for enrichment of genes that have bivalent chromatin modifications (H3K4me3 and 
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H3K27me3) at their promoters,26 a characteristic of lineage-specific early differentiation genes in 

mESCs. Indeed, an additional 12% of genes that changed in expression were such lineage-

specific early differentiation genes. These two gene signatures accounted for approximately 70% 

of the genes whose expression increased and ~20% of the genes whose expression decreased 

upon Cdk12 depletion. Excluding these genes as likely secondary effects of p53 activation and 

early differentiation, Cdk12 depletion after 48 hours modestly affected the total expression level 

of 428 genes, or 3% of the 13,594 expressed genes, and a majority of those decreased in 

expression upon Cdk12 loss (Extended Data Fig. 2B). 

Surprisingly, we did not observe by analysis of total RNA-seq a statistically significant 

decrease in gene expression of the HR machinery. We therefore asked whether Cdk12 might 

influence isoform composition. Although Cdk12 has been implicated in alternative splicing 

regulation,27 we observed few changes in alternative splicing genome-wide (Extended Data Fig. 

2C), suggesting little direct role for Cdk12 in splicing regulation. We then examined isoform 

differences caused by alternative cleavage and polyadenylation. In addition to the 

polyadenylation site located after the 3’ most exon of a gene (the distal polyadenylation site), 

intronic polyadenylation sites (IPAs) frequently occur within the internal introns of a gene. 

Usage of these IPAs results in truncated mRNA isoforms that can vary in coding potential, 

stability, translational efficiency, and localization.28-30 We used previously-published 3’ end 

sequencing data from mESCs31 to identify IPA and distal isoforms genome-wide; when we 

quantified the use of these sites in Cdk12-depleted cells we observed a striking increase in IPA 

termination events at the expense of distal sites (Fig. 2A,B). Among 33,115 IPA sites we 

identified in 13,594 expressed genes, 2009 individual IPA isoforms (~6.4% of all identified IPA 

isoforms) were differentially expressed upon Cdk12 loss at the level of statistical significance 
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(Extended Data Fig. 2D). Notably, a vast majority of these IPA isoforms (1824, 91%) increased 

in expression upon Cdk12 depletion.  

We also quantified differential expression of isoforms resulting from usage of the distal 

polyadenylation site by measuring the fold change in the expression of the distal-most exon as 

normalized to the rest of the transcript (Fig. 2A). Opposite to the trend in IPA isoforms, the 

majority (1848, 75%) of all significantly changing distal isoforms decreased in expression upon 

Cdk12 loss (Fig. 2A, Extended Data Fig. 2D). In a subset of these genes (571), we could also 

detect a corresponding, statistically significant increase in at least one IPA isoform (Extended 

Data Fig. 2E). A majority (56%) of the remaining genes with a statistically significant decrease 

in distal isoform expression contained at least one IPA site that increased in usage even though 

they did not reach the threshold for statistical significance. Thus, we consider these 1,848 genes 

with significantly decreasing distal exons to also be altered by Cdk12-depedent IPA usage. 

A single intron may contain multiple IPA sites (i.e. tandem polyadenylation sites), and a 

gene may contain multiple IPA isoforms (i.e. IPAs in multiple introns). In order to determine the 

extent of this regulatory mechanism on expressed genes, we collapsed the data to single genes. 

Approximately 22% of all expressed genes had at least one significantly increasing IPA isoform, 

a significantly decreasing distal isoform, or both (Fig. 2C). These 2,948 genes are the genes most 

strongly affected by a shift in isoform usage from the distal (full-length) isoform to the proximal 

IPA isoform(s) after 48 hours of Cdk12 loss. We chose to focus on this set of genes for the later 

mechanistic studies presented here; however, it is notable that IPA isoform usage increased and 

distal isoform usage decreased globally whether or not they reached statistical significance (Fig. 

2D). Therefore, we conclude that the primary effect of Cdk12 on gene expression is to suppress 

IPA sites genome-wide and thus to promote distal (full-length) isoform expression. 
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Since cleavage and polyadenylation occur co-transcriptionally and Cdk12 is a RNAPII 

CTD Ser2 kinase, we sought to determine if Cdk12 depletion resulted in changes to RNAPII or 

its Ser2 phosphorylation (Ser2p) status that might explain the increased IPA site usage. We used 

a high-resolution chromatin immunoprecipitation sequencing method32,33 to map RNAPII and 

Ser2p RNAPII density genome-wide in the presence (+Dox) or absence (-Dox 48 hours) of 

Cdk12. To increase robustness in our ChIP sequencing data, we isolated ChIP samples for both 

RNAPII and Ser2p RNAPII using two independent antibodies for each target and repeated the 

ChIP in biological duplicate for each one of these antibodies and conditions (16 libraries in 

total). Comparing metagene profiles of the average read densities of all ChIPs across biological 

replicates indicates that ChIP profiles from the two independent antibodies are highly 

reproducible and similar (Extended Data Fig. 3). We therefore aggregated data from both 

antibodies and both biological replicates throughout our metagene analyses in order to 

effectively incorporate four independent biological replicates per condition (Extended Data Fig. 

4A). Furthermore, we developed a statistical framework (Extended Data Fig. 4B-D) to measure 

the significance of the differences observed in ChIP signal in the presence and absence of Cdk12 

in order to achieve a high level of confidence that we can reliably and reproducibly quantify even 

subtle differences in ChIP read density. 

To analyze the effects of Cdk12 loss on RNAPII elongation, we plotted metagene profiles 

of RNAPII density across genes with statistically significant Cdk12-sensitive IPA or distal 

isoform changes from the transcriptional start site (TSS) to the distal polyadenylation site (Distal 

PAS) (Fig. 3A). Because RNAPII density correlates strongly with gene expression levels and 

inversely with gene length, we conservatively removed the shortest and longest length quartiles 

and focused on the middle two quartiles of affected genes (Extended Data Fig. 5A,B). Cdk12 
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loss resulted in decreased RNAPII density at the 5’ end of genes, transitioning to increased 

RNAPII density toward the 3’end (Fig. 3B, Extended Data Fig. 5B,C). Notably, since increased 

IPA usage upon Cdk12 depletion would result in the dissociation of RNAPII prior to the 3’ end 

of the metagene profiles, the magnitude of the increase in RNAPII signal the 3’ end of the 

metagene profile is probably underestimated. This pattern was not specific to genes with 

statistically-significant Cdk12-sensitive IPA or distal polyA isoforms and was observed in two 

different length- and expression-matched control gene sets (Extended Data Fig. 6).  

 In order to determine whether the decreased RNAPII density at the 5’ end of genes could 

be caused by less RNAPII entering productive elongation upon Cdk12 loss, we aligned metagene 

profiles on the first stable nucleosome downstream of the promoter, a spatial barrier associated 

with promoter-proximal pausing prior to the polymerase entering productive elongation (Fig. 

3A).34 Indeed, upon Cdk12 loss, RNAPII density increased just upstream of, and decreased 

immediately downstream of the first stable nucleosome, indicating that less RNAPII entered 

productive elongation upon Cdk12 depletion and accounting for the decrease in RNAPII density 

at the 5’ end of genes (Fig. 3C, Extended Data Fig. 7). Based on this observation, the increased 

RNAPII density over the 3’ ends of genes observed upon Cdk12 loss is most parsimoniously 

explained by a decrease in the transcription elongation rate of the RNAPII that results in a 

progressive accumulation of RNAPII density across the gene body in the Cdk12 depleted 

condition. Consistent with its putative role as a RNAPII Ser2 kinase, Cdk12 loss resulted in a 

substantial decrease in Ser2p RNAPII across the entire gene body (Fig. 3D, Extended Data Fig. 

8). Ser2p has been shown to recruit a variety of transcription elongation factors to RNAPII.35-37 

Therefore, our data suggest that Cdk12-mediated phosphorylation of the RNAPII CTD is 

required to maintain efficient transcription elongation across all or most expressed genes.  
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The observed effects on RNAPII elongation provide a likely mechanistic explanation for 

the global increase in IPA site usage observed upon Cdk12 loss. IPA usage is in kinetic 

competition with the splicing of its encompassing intron, which must be transcribed completely 

in order to be excised. Reducing the transcription elongation rate would therefore alter the 

kinetic balance to favor IPA usage by allowing more time between transcription of the IPA site 

and transcription of the downstream exon (Extended Data Fig. 9). This model is consistent with 

previous studies that demonstrated that slower RNAPII elongation rates, due to mutant 

polymerases or alterations in transcription elongation factors, increased IPA usage over that of 

distal sites.8,38-40 Our data suggest that Cdk12 activity globally increases elongation rates across 

gene bodies to suppress IPA usage. Although the reduction in elongation efficiency when Cdk12 

is depleted is probably small enough in magnitude so as not to affect the expression of the 

majority of genes at the total transcript level, those with active IPA sites undergo enhanced IPA 

site usage and decreased production of full-length isoforms.  

Given that we did not observe expression differences in the HR genes at the total gene 

level, we asked whether changes in IPA usage could explain the sensitivity of HR genes to 

Cdk12 depletion. Gene ontology analysis revealed that homologous recombination (as well as 

other DNA damage repair) genes are enriched in statistically significant Cdk12-sensitive IPA 

sites, including over half of the genes that contribute to the “BRCAness” phenotype.1 However, 

this observation did not explain the apparent specificity of the HR machinery to Cdk12 loss since 

many other gene ontology categories were also enriched. This observation raised the possibility 

that HR genes were more profoundly affected by IPA usage as a group than genes in other 

functional categories. To test this hypothesis, we compared the total number of IPA sites per 
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gene and found that the Cdk12-sensitive HR genes were significantly enriched in the frequency 

of IPA sites per gene compared to all expressed genes (Fig. 4A).  

In genes where multiple IPA sites are used, the negative effect of terminating at each 

individual IPA site on the amount of full-length isoform is cumulative. Indeed, we observed a 

strong correlation between increasing numbers of IPA sites per gene and the effect of Cdk12 

depletion on the amount of full-length isoform produced for that gene (Fig. 4B). Consistent with 

their tendency toward higher numbers of IPA sites, HR genes were among those exhibiting the 

most profound decrease in full-length isoform expression. To confirm that the changes observed 

at the mRNA level impact protein expression, we performed immunoblotting on several HR 

family members over a time course of Cdk12 depletion, and observed significant decreases in the 

expression of full-length protein (Fig. 4C,D). Since Cdk12 activity maintains the full-length 

expression of over half of the identified BRCAness genes, we propose that the combined effect 

of strong downregulation of multiple gene products within the same functional pathway 

contributes to the HR-deficient phenotypes observed upon Cdk12 loss and is consistent with the 

cellular phenotypes that we observe in mESCs. Therefore, Cdk12 appears to be a “master 

regulator” of HR genes.  

Predicted and validated5 loss-of-function (LOF) point mutations and genomic deletions in 

Cdk12 have been identified recurrently in genomic sequencing of prostate41-43 and ovarian44,45 

tumors. We analyzed RNA sequencing data from ovarian serous adenocarcinoma44 and prostate 

adenocarcinoma42 tumors to determine whether CDK12 LOF affects IPA usage in human tumor 

samples. We found that tumors harboring predicted loss-of-function point mutations in CDK12 

and/or gene deletions across the CDK12 locus consistently showed evidence of upregulated IPA 

site usage within several key BRCAness genes, including ATM, ATR, WRN, FANCA and 
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FANCD2, compared to tumors that were diploid or amplified in copy number and wild type in 

CDK12 gene expression (Fig. 4E,F). Notably, the only CDK12-mutated tumor that had no 

apparent effect on an ATM IPA site harbored a missense mutation (K975E) that was previously 

shown to not cause loss-of-function of CDK12 activity.5 These data suggest that the gene 

expression mechanism we describe here is conserved in humans and functions in human cancer 

to downregulate expression of HR genes. Differential IPA usage may therefore function as a 

biomarker for functional loss of CDK12 (and thus HR) in human tumors and could potentially be 

used to identify patients with tumors that would respond to targeted treatments against 

“BRCAness” phenotypes, e.g. PARP1 inhibitor treatment.  
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Materials and Methods 

 
To ensure reproducibility, all experiments were repeated at least three times.  
 

Cell Culture, Cell Line Generation, Drug Conditions 

V6.5 (C57Bl/6-129) mESCs and derived cell lines were cultured on 0.2% gelatin-coated 

tissue culture plates in ES media (HEPES-buffered DMEM (Thermo Fisher) supplemented with 

15% FBS (Hyclone), 1000U/mL LIF (Millipore), non-essential amino acids, L-glutamine, BME, 

penicillin, and streptomycin). Cdk12∆ clones were maintained in 1ug/mL doxycycline (dox) 

(Sigma) in ES media (changed daily) to sustain complementing levels of Cdk12. To investigate 

Cdk12 loss, cells were washed at time zero with HBS and switched to ES media without dox.  

Cdk12∆ clones were generated as follows (see Extended Data Fig. 1A). A Cdk12-Flox 

clone was isolated using CRISPR/Cas9 genome editing technology.46 Two sgRNA sequences 

targeting introns 3 and 4 of the endogenous Cdk12 locus were cloned into pX330 (a gift from 

Feng Zhang,	Addgene# 42230).47 Lipofectamine®2000 (Thermo Fisher) was used to co-transfect 

wild type V6.5 cells with the sgRNA plasmids, along with single-stranded 

oligodeoxynucleotides (ssODNs) from Integrated DNA Technologies (IDT) containing a LoxP 

sequence adjacent to an NcoI restriction site flanked on either side by 60-nucleotide homology 

arms complementary to intron 3 or intron 4 surrounding the sgRNA cut site, and the pLKO.1 

plasmid harboring a puromycin-resistance gene. Cells were selected 24 hours after transfection 

with 1ug/mL puromycin (Sigma) for 48 hours and single-cell cloned. Clones were screened for 

homozygous LoxP site insertion into both introns by PCR followed by NcoI digest. Positive 

clones were confirmed by Sanger sequencing. A dox-inducible Cdk12 transgene was stably 

introduced into the Cdk12-Flox cell line using a piggybac retrotransposon system. N-terminal 
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Flag- HA- tandem epitope tagged Cdk12 (NM_001109626.1) was cloned from polyA-selected 

mouse cDNA into pCR8/GW/TOPO (Thermo Fisher) followed by transfer into the doxycycline-

inducible piggybac expression vector, PBNeoTetO-Dest (a gift from A.W. Cheng), using 

standard TOPO and Gateway cloning kits (Thermo Fisher). This expression vector was 

cotransfected with pAC4 (constitutively expressing M2rtTA, the dox-inducible transactivator, 

flanked by piggybac recombination sites, A.W. Cheng) and mPBase (piggybac transposase 

expression plasmid, A.W. Cheng) using Lipofectamine®2000. 24 hours after transfection, cells 

were selected with 150 ug/mL Hygromycin (Thermo Fisher) and 200 ug/mL G418 (Sigma) to 

select stable transformants. Subsequently, a constitutive Cre expression plasmid, pPGK-Cre-bpA 

(a gift from Klaus Rajewsky, Addgene plasmid # 11543), and a constitutive mCherry expression 

vector, pCAGGS-mCherry48 were co-transfected using Lipofectamine®2000 into the Cdk12 

Flox cells with stably integrated doxycycline-inducible Cdk12. 48 hours after transfection, the 

cell population was single-cell FACS sorted for mCherry positive cells. Beginning 4-6 hours 

after Cre transfection, the cells were treated daily with 1ug/mL dox (Sigma) supplemented ES 

media to express rescuing levels of Cdk12 protein. PCR was used to select clones harboring 

homozygous deletions of exon 4 and exon 4 deletion was confirmed by Sanger sequencing 

across the locus. Several homozygous knockout clones were isolated and two clones were picked 

for subsequent analysis.  

Endogenous N-terminal, V5-epitope tagged ATM, BRCA2, and FANCD2 cell lines were 

made as follows. sgRNAs targeting genomic loci near the start codon of ATM, BRCA2, and 

FANCD2 were cloned into pX330. gBlocks (IDT) containing a V5 epitope tag positioned in-

frame, immediately adjacent to the start codon flanked by 64 to 354 nucleotides of homology 

were TOPO cloned and sequenced verified. For ATM where homologous insertion of the V5 tag 
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disrupted sgRNA/Cas9 cutting, we added a restriction enzyme site in frame to the end of the V5 

tag to facilitate screening. For FANCD2 and BRCA2 where homologous insertion of the V5 

epitope tag did not inhibit sgRNA/Cas9 re-cleavage, we also engineered point mutations into the 

gBlock construct that would introduce a novel restriction enzyme site adjacent to the sgRNA 

PAM motif to disrupt sgRNA/Cas9 re-cutting and facilitate screening. Cdk12∆ cells were co-

transfected with the appropriate sgRNA, TOPO-cloned gBlock, and pLKO.1 with blasticidin 

resistance. Cells were selected with 2ug/mL Blasticidin and single cell cloned. Cells were 

screened by PCR followed by restriction enzyme digest. Heterozygous and homozygous 

insertions of the V5 tag were isolated and confirmed by Sanger sequencing across the locus. Two 

independent clones with homozygous or heterozygous insertions of the V5 tag were isolated and 

experiments were replicated in at least two independent clones.  

 

FACS Assays 

FACS analyses were performed using BD FACS machines: FACS Celesta, LSRII, FACS Canto 

II, FACS LSR Fortessa, and FACS Aria IIIu. Data was collected using FACS Diva Version 8.0.1 

and data was analyzed using FlowJo version 1.0.1. 

 

Growth Curve Analysis 

24 hours prior to starting the time course, cells were plated at the same cell number in 

biological triplicate for each of the first 3 time points of the experiment (0, 24, and 48 hours) in 

+dox media such that they would reach no more than 90% confluency after 72 hours of growth 

in the +dox condition. Since mESCs do not tolerate growth on cell cultures dishes for longer than 

72 hours, in order to observe cell growth out to 96 hours, additional cells were grown in parallel 
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cultures. After 24 hours, we split these parallel cultures into biological triplicates per condition 

for the final three time points of the experiment (48, 72, and 96 hours). Starting at time 0, cells 

received daily media changes with +dox or -dox media as appropriate. At each time point, 

triplicate cell cultures were washed with HBS and harvested by trypsinization. Each biological 

replicate was resuspended in 450uL of ES media followed by addition of 1uL of 50uM calcein-

AM in DMSO and 2uL of 2mM ethidium homodimer-1 (Thermo Fisher).  Samples were 

incubated for 15-20 minutes at room temperature protected from light. After staining, 50uL of 

CountBright Absolute Counting Beads (Thermo Fisher) was added to each sample. Samples 

were analyzed by flow cytometry such that at least ~5000 CountBright Absolute Counting Beads 

(~100uL) were recorded per sample, during which samples were vortexed every minute to 

prevent counting beads from settling out of solution. The number of live cells per replicate was 

quantified in each sample by counting the number of live (Calcein-AM positive and Ethidium 

Homodimer-1 negative) cells and comparing it to the number of CountBright Absolute Counting 

Beads (with known concentration). The number of live cells was averaged across biological 

replicates. To calculate the number of viable cell doublings over time, the number of live cells at 

each time point was compared to the previous time point to give the ratio of live cells after 24 

hours. This number was converted into number of cell doublings by taking the log (ratio of 

viable cells)/log(2).  

 

Cell Cycle Profiling 

Cells were plated at approximately equal cell density 24 hours prior to profiling, such that 

cells were 50-80% confluent at the time of harvest. Cells were pulsed with 10uM 5-ethynl-2’-

deoxyuridine (EdU) for 1 hour under standard growth conditions, then harvested by 
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trypsinization. Collected cell pellets were fixed, permeabilized, and stained for EdU 

incorporation with Alexa Fluor 647 using Click-iT EdU Flow Cytometry Assay Kit (Thermo 

Fisher) according to manufacturer’s instructions. After EdU staining, cells were resuspended in 

1x Click-iT saponin-based permeabilization and wash reagent (Thermo Fisher) with 50ug/mL 

propidium iodide to label total DNA content and 100ug/mL RNase A. Cells were incubated at 

room temperature in the dark for 30 minutes, and at least 50,000 cells were analyzed by flow 

cytometry for EdU content (AlexaFluor 647) and total DNA content (propidium iodide).  

 

Apoptosis 

Cells were plated at approximately equal cell density at least 24 hours prior to harvest. 

Cells were harvested by trypsinization. The growth media and HBS wash prior to trypsinization 

were collected and centrifuged with the trypsinized cell population to collect any apoptosing 

cells with decreased adherence to the plate. Cell pellets were washed twice with cold PBS. Cells 

were fixed, permeabilized, and stained for cleaved Caspase-3 (apoptosis) using the FITC Active 

Caspase-3 Apoptosis Kit (BD Pharmingen) and the recommended protocol. At least 50,000 

stained cells were analyzed by FACS.  

 

Western Blotting  

Whole cell extract was harvested from cells by washing the cells in cold phosphate-

buffered saline (PBS) and lysing in RIPA (10mM Tris pH7.4, 150mM NaCl, 1% TritonX-100, 

0.1% SDS, 0.5% Sodium Deoxycholate, and 1mM EDTA) supplemented with 1x cOmplete, 

EDTA-free Protease Inhibitors (Roche), 2uL/mL Benzonase Nuclease (Sigma), and if needed, 1x 

Halt Phosphatase Inhibitor Cocktail (Thermo Fisher). Lysates were incubated on ice for at least 
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30min, centrifuged for 10 min at 4°C and max speed, and the cleared lysate was quantified using 

a standard BCA assay (Thermo Fisher). Lysates were normalized in 1x Loading Dye (62.5mM 

Tris pH6.8, 5% glycerol, 2% SDS, 16.67% BME, and 0.083% bromophenol blue) or 1x 

NuPAGE LDS Sample Buffer (Thermo Fisher) with 1x NuPAGE Reducing Agent (Thermo 

Fisher). Normalized lysates were boiled for 5 min or incubated at 70°C for 10 min and run on 

one of the following types of precast gels: NuPAGE 4-12% Bis-Tris Gels (Thermo Fisher), 

NuPAGE 3-8% Tris-Acetate Protein Gels (Thermo Fisher), Novex 4-20% Tris Glycine Gels 

(Thermo Fisher), Novex 10-20% Tris Glycine gels. Gels were transferred overnight (30 V) to 

PVDF in 10% methanol supplemented 1x NuPAGE Transfer Buffer (NuPAGE Bis-Tris Gels) 

for Bis-Tris and Tris-Acetate gels or 20% methanol supplemented 1x Novex Tris-Glycine 

Transfer Buffer (Thermo Fisher) for Tris-Glycine gels. Primary antibodies used for blotting: 

Anti-HA High Affinity Antibody (Roche 11867423001), Enolase I (CST 3810S), Vinculin 

(Sigma V9131), p53 (1C12) (CST2524S), P-p53 Serine15 (CST 9284S), ATR (CST 13934S), 

FANCD2 (Abcam ab108928), and V5 (Life Technologies R96025). Secondary antibodies used 

all blots except the V5 epitope tag: ECL Anti-Rat IgG (GE Healthcare NA935V), ECL Anti-

Mouse IgG (GE Healthcare NA931V), and ECL Anti-Rabbit IgG (GE Healthcare NA934V). For 

blots with the V5 epitope tag, we used the Anti-Mouse IgG, HRP-linked antibody (CST 7076S). 

Blots were exposed with Western Lightning Plus-ECL (Perkin Elmer) or SuperSignal West Dura 

Extended Duration Substrate (Thermo Fisher).  

 

RNA Sequencing 

Total RNA was harvested using Trizol Reagent (Thermo Fisher) from two independent 

Cdk12Δ clones each in biological duplicate from cells maintained in dox (+dox) or withdrawn 
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from dox for 24 hours (-dox 24 hours) or 48 hours (-dox 48 hours). In parallel, total RNA was 

harvested from Cdk12 floxed cells (without integrated dox-inducible transgene) that had been 

pre-treated with 1ug/mL dox daily for 17 days and subjected to the same dox conditions (+dox, -

dox 24 hours, -dox 48 hours) in biological duplicate to serve as a control for gene expression 

effects of long-term dox treatment followed by short-term withdrawal. RNA was extracted 

following the standard Trizol protocol and subsequently DNase treated with Turbo DNase 

(Thermo Fisher) under standard reaction conditions. RNA quality was assessed by Agilent 2100 

Bioanalyzer and only samples with a RIN value ≥ 9 were used for library preparation and 

sequencing.  PolyA-selected libraries were made from 1ug of total RNA input using the TruSeq 

Stranded mRNA Library Prep Kit (Illumina RS-122-2102) with multiplexing barcodes, 

following the standard protocol with the following specifications: (1) 5 min RNA fragmentation 

time, (2) Superscript III (Thermo Fisher) was used for reverse transcription, (3) 15 cycles of PCR 

were used during the library amplification step, and (4) AMPure beads (Beckman Coulter) were 

used to size select/purify the library post PCR amplification instead of gel size selection. The 18 

libraries were pooled and sequenced on two lanes of an Illumina NextSeq500.  

 

Chromatin Immunoprecipitation Sequencing 

We modified a high resolution, micrococcal nuclease (MNase) digestion-based ChIP 

methodology.32,33 We performed ChIP on Cdk12∆ cells in +dox or –dox 48 hour conditions for 

total RNAPII density and Ser2p RNAPII density. Two independent antibodies were used for 

each antigen as follows: 8WG16 (Abcam ab817) and Rpb3 (Bethyl A303-771A) for total 

RNAPII density; and H5 Clone (Abcam ab24758) and 3E10 Clone (Millipore 04-1571) for 

Ser2p RNAPII density. Two biological replicates were processed for each antibody and dox 
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condition (for example of the experimental setup for one protein target, e.g. RNAPII, see 

Extended Data Fig. 4). For each dox condition, we also processed 4 negative control libraries: 

one whole-cell extract (WCE) sample and 3 mock IP samples with the following antibodies: goat 

anti-mouse IgM (Thermo Fisher 31172), goat anti-rat IgG (Thermo Fisher 31226), mouse IgG2a 

[MOPC-173] Isotype Control (Abcam ab18413).   

Chromatin immunoprecipitation was performed as follows. Briefly, 48 hours before cells 

were harvested, 10e6 CDK12Δ cells were plated in 15 cm dishes either in +dox or –dox ES 

media. Cells were crosslinked directly in media on the plate in 1% methanol-free formaldehyde 

(Thermo Fisher) for 10 minutes at room temperature. Crosslinking was quenched with 250mM 

glycine. Cells were washed 3x in 10mL chilled PBS and harvested by scraping. Cells were 

pelleted, washed in 10mL chilled PBS, and pelleted again. PBS was aspirated off the cells and 

the pellets were flash frozen in liquid nitrogen and stored at -80°C. Pellets were thawed on ice 

and resuspended in 0.9mL of ChIP Lysis Buffer (1% SDS, 10mM EDTA, 50mM Tris-HCL 

pH7.5) supplemented with 1x cOmplete Protease Inhibitors (Roche) and 1x Halt Phosphatase 

Inhibitors (Thermo Fisher) and lysed for 10 minutes at room temperature. Pellets were diluted in 

8.1mL of ChIP Dilution Buffer (1% TritonX-100, 2mM EDTA, 150mM NaCl, 20mM Tris-HCl 

ph7.5) supplemented with 1x cOmplete Protease Inhibitors (Roche) and 1x Halt Phosphatase 

Inhibitors (Thermo Fisher) and 3mM CaCl2. Each tube was pre-warmed at 37°C for 2 minutes. 

12 Units of micrococcal nuclease (MNase, Sigma) were added per tube and samples were 

digested for 30 min at 37°C with rotation. The digestion reaction was quenched with the addition 

of 180uL 500mM EDTA and 360uL 500mM EGTA per tube. Samples were sonicated in 15mL 

polystyrene tubes in a BioRupter (Diagenode) for 20 cycles on high (1 cycle = 30 seconds ON/30 

seconds OFF). Samples were cleared by centrifugation (max speed, 4°C, 10min).  



	 82	

Soluble material was transferred to a new tube and each sample (one pellet) was split into 

four 1.8mL parts. Lysate was incubated overnight at 4°C plus rotation with 10ug or 10uL of 

acites fluid of the following antibodies: Total RNAPII (8WG16 and Rpb3), and RNAPII CTD 

Ser2p (H5 and 3E10). After the overnight incubation, the IPs were incubated for 2 hours at 4°C 

as follows: The 8WG16 and Rpb3 IPs were incubated with 100uL of Protein G Dynabeads 

(Thermo Fisher). The H5 IPs were incubated with 100uL of Protein G Dynabeads pre-conjugated 

overnight with 20ug goat anti-mouse IgM (Thermo Fisher 31172) in Bead Preparation Solution 

(9 ChIP Dilution Buffer: 1 ChIP Lysis Buffer). The 3E10 IP was incubated with 100uL of 

Protein G Dynabeads pre-conjugated with 20ug goat anti-rat IgG (Thermo Fisher 31226). IPs 

were washed as follows 2 x 2mL LB3 (20mM Tris-HCl pH7.5, 150mM NaCl, 2mM EDTA, 

0.1% SDS, 1% Triton X-100); 1x 2mL LB3+ (20mM Tris-HCl pH7.5, 500mM NaCl, 2mM 

EDTA, 0.1% SDS, 1% Triton X-100); 1x 2mL Lithium Chloride Buffer (10mM Tris-HCl, pH 

7.5, 250mM LiCl, 1mM EDTA, 1% NP-40), and 1x 2mL TE+50mM NaCl (10mM Tris-HCl, pH 

7.5, 1mM EDTA, 50mM NaCl). After washing, beads were resuspended in 200uL of Extraction 

Buffer (50 mM Tris pH 8, 10mM EDTA, 5mM EGTA, 1% SDS). For WCE control, 100uL of 

soluble input material was added to 100uL of Extraction buffer. Samples were incubated 

overnight at 65°C +1000rpm shaking to elute IP and reverse crosslinks. 200uL of eluted samples 

was cleared of beads and added to 200uL TE pH 8. Samples were digested with 0.2mg/mL 

RNaseA for 1 hour at 37°C. 7 uL of CaCl2 solution (10mM Tris-HCl, pH 8 and 300mM CaCl2) 

and 4uL of 20mg/mL proteinase K were added to each sample and incubated for 1 hour at 55°C. 

Samples were extracted 1 x phenol:chloroform followed by 1 x chloroform and precipitated 

overnight at -80°C with a standard NaCl, ethanol, and glycogen DNA precipitation. Pellets were 

washed 2x 1mL 70% ethanol, dried, and resuspended in 70uL 0.1x TE pH 8.  
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All of the ChIP material (70 uL resuspended) or 200ng of input material (WCE) was used 

to prepare libraries. Sample DNA was end-repaired for 30 min at 20°C in a 100uL reaction: 1x 

T4 DNA Ligase Buffer (New England Biolabs, NEB), 0.4 mM dNTPs (NEB), 15 U of T4 DNA 

Polymerase (NEB), 5 U of Klenow enzyme (NEB), 50 U of T4 PNK (NEB). Samples were 

purified by Invitrogen Purelink Kit (Thermo Fisher) following standard conditions and eluted in 

33uL. 32uL of purified product was A-tailed for 37°C for 30 min in a 50uL reaction with 1x 

NEB Buffer 2, 2 uM dATP (NEB), and 15 U of Klenow exo- (NEB). Samples were purified by 

Invitrogen Purelink Kit and eluted in 11uL. Illumina genomic adapters were ligated onto 10uL of 

the purified product for 15min at 20°C in the following 50uL reaction with 1x Quick Ligase 

Buffer (NEB), 400nM of Y-shaped Adapter Oligo, and 5uL of Quick Ligase. The reaction was 

cleaned up by a double size selection with AMPure beads as described by the manufacturer with 

the initial size selection using a 0.9x AMPure ratio and keeping the supernatant (to select against 

large products – mononucleosomes and larger) followed by a 1.8x AMPure selection keeping the 

bead bound material (to select against adapter dimers and free adapters). Note: When switching 

between first and second size selection, we used the following formula provided by the 

manufacturer to calculate the amount of additional beads to add: (second ratio-first 

ratio)*volume transferred. Illumina adapter oligos were added to the size selected product in a 50 

uL PCR reaction with 200uM dNTPs (NEB), 1x High Fidelity Phusion Buffer (NEB), 1uL 

Phusion Polymerase (NEB), 0.5uM forward Illumina oligo adapter, and 0.5uM reverse Illumina 

oligo adapter with 16x cycles of standard Phusion PCR conditions (annealing: 65°C 30 sec and 

extension: 72°C 30 sec). PCR products were AMPure purified (1.8x ratio) according to 

manufacturer guidelines. Libraries were run on the BioAnalyzer. Libraries with adapter dimer 

contamination were repurified with extra AMPure selections until adapter dimer contamination 
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disappeared. The libraries were sequenced with 40bp paired-end reads on 4 lanes of an Illumina 

HiSeq 2000. Sequencing results from the four lanes were pooled and analyzed. 

 

Bioinformatics and statistical analyses 

 

Mapping reads and junctions 

Raw RNA-seq reads were mapped using STAR aligner version 2.4.1d49 with the 

parameters: 

STAR --runMode alignReads --runThreadN 2 --genomeDir UCSC_mm9 --twopassMode Basic -

-sjdbOverhang 74  --outSAMtype BAM SortedByCoordinate --outFilterMultimapNmax 20 --

outFilterMismatchNmax 999 --outFilterMismatchNoverLmax 0.04 --alignIntronMin 70 --

alignIntronMax 500000 --alignMatesGapMax 500000 --alignSJoverhangMin 8 --

alignSJDBoverhangMin 1 --outSAMstrandField intronMotif --outFilterType BySJout 

 

Gene expression quantitation 

Gene-level quantification was performed using Rsem version 1.2.2650 and EBSeq version 

1.10.151 using the UCSC mm9 genome annotation with four independent replicates each (2x 

technical replicates of 2x independent clones) for Cdk12-expressing and Cdk12-depleted 

samples at 24 and 48 hours post dox-withdrawal.   Parameters: 

rsem-calculate-expression --forward-prob 0.5 --output-genome-bam -p 2 --paired-end  

UCSC_mm9  

Rsem analysis was followed by read-count matrix assembly and standard EBSeq differential 

expression analysis. 
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Gene-level and quantification was also performed using DESeq52 to obtain independent 

validation as well as to derive an adjusted p value for use in gene expression volcano plots. Gene 

expression differences at the total gene level were considered significant if the posterior 

probability of differential expression (PPDE) as determined by EBSeq > 0.95. Genes that 

exhibited statistically significant changes in response to doxycycline alone were excluded from 

the set of Cdk12-affected genes.  

 

Annotation of p53-target genes and bivalent promoters 

p53 target genes were derived from previously published data.25 In order to be considered 

a direct p53 transcriptional target gene, the gene was required to have a p53 ChIP peak within 

~5.5 kb upstream and 2.5 kb downstream of the TSS, and exhibit a p53-dependent transcriptional 

response to DNA-damage induced by Adriamycin (doxorubicin) dosing in mouse ES cells. 

Directionality of transcriptional responses was determined by microarray-assayed gene 

expression changes. 

Classification of bivalent-promoter genes was based on previously published data.26 

Genome wide ChIP experiments were used as the basis for classifying genes based on histome 

modifications within the promoter region. Genes with H3K4-trimethylation overlapping H3K27-

trimethylation in mouse ES cells were considered to belong to the bivalent class. 

 

Determination and quantitation of alternative splicing events 

Mapped splice junctions detected in all samples were combined and processed using 

custom Python scripts to filter out junctions representing < ~1% of transcripts. Alternative and 

constitutive intron classifications were performed using custom Python scripts, and are agnostic 



	 86	

with regard to existing annotations other than known gene boundaries. If no overlapping introns 

exist for a given intron, it is assigned to the constitutive class. The subgroups containing 

overlapping introns are assigned a splicing classification if the start and end coordinates of all of 

the constituent introns fall into a pattern representing a known splice type (cassette, mutually 

exclusive, alternative 5' splice site, alternative 3' splice site).  

To quantify differences in alternative splicing events between Cdk12-expressing and 

Cdk12-depleted cells, splicing events determined from mapped junctions as described above 

were converted into event-specific gff3 annotation files compatible with MISO.53 We then 

performed two separate MISO analyses (one for each clone, comparing Cdk12-expressing versus 

Cdk12-depleted samples) per alternative splicing type.  To be considered significant, both 

independent clones were required to change in percent-spliced in (delta-PSI) in the same 

direction, both with a Bayes factor of >= 5.  

 

Annotation of intronic polyadenylation (IPA) sites 

We used previously published 3’ end sequencing data31 to identify genome-wide 

polyadenylation sites in the same strain of mouse ES cells used to generate the Cdk12 knockout 

lines.  These data were generated from poly(A)-selected RNA that was oligo-dT primed and 

reverse transcribed.  cDNAs were circularized, PCR amplified, and sequenced. After mapping 

the reads were filtered to remove genomically-encoded poly(A) tracts and polyadenylation sites 

associated with B2-SINE retrotransposons.  Putative cleavage sites were then required to have 

one of 36 polyadenylation signal sequences within 40 nucleotides upstream. In the data analysis 

performed here, we first combined all cleavage sites from both control and U1-snRNA antisense 

morpholino oligonucleotide treated cells, two replicates each, and cleavage sites within 40 
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nucleotides of contiguous sequence were combined into clusters.  Clusters were then required to 

contain a minimum of 20 reads to be included.  

 

Genome-wide IPA transcript annotation and quantification 

We used custom Python scripts to derive a transcriptome annotation based on Mm9 

(Mus_musculus_NCBI_build37.1) gene start and end boundaries, the location of 

polyadenylation sites as determined by 2-p seq (described above), and the genomic locations of 

all mapped splice junctions from the RNA-seq data. The annotation the distal polyadenylation 

site isoform for each gene was set to identify the consensus isoform, i.e. the junctions defining 

each exon are the most frequently used junction detected within all of the combined samples. 

Each IPA site within a gene was then assigned to an additional transcript based on the consensus 

isoform but terminating at the IPA cleavage site. These gene annotations were then converted to 

DEXseq exon parts using DEXseq-associated script dexseq_prepare_annotation.py and the reads 

mapping to each exon part in each sample were counted using dexseq_count.py. Using the 

counts matrix thus derived for all biological replicates in each condition, DEXseq was used to 

identify changes in the relative abundance of each exon part as normalized to all exon parts 

within the gene, including those representing the IPAs and distal polyadenylation site isoform 3’ 

terminal exon. This gave us a log2-fold change and FDR adjusted p value for each exon part as it 

differed between the Cdk12-expressing and Cdk12-depleted samples. IPA sites or distal 

polyadenylation site isoform 3’ terminal exons whose exon part exhibited an adjusted p value < 

0.05 were considered statistically significant.  

 
Determination of first stable nucleosome dyad positions 
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Genomic coordinates of nucleosome dyads in mESCs were download from previously 

published data.54 To identify regions with stable nucleosomes, five different mESC MNase-seq 

datasets were analyzed with NucTools.55 Stable nucleosome regions were determined using 

stable_nucs_replicates.pl with a sliding window of 50 bases and a relative error based on five 

replicates < 0.5. The NucTools-defined stable region dyad downstream and most proximal to the 

transcription start site was regarded as the +1 dyad (first stable nucleosome). 

 

Chromatin Immunoprecipitation sequencing analysis 

 Custom Python and R scripts were used to calculate normalized read densities of ChIP 

data, bin for metagene analysis, and perform statistical tests.  Briefly, genomic coordinates for 

full genes or TSS-flanking regions for specific gene sets were first compiled.  Mapped reads 

from ChIP data sets were counted within the specified regions using the Bedtools coverageBed 

tool,56 combining both replicates of both antibodies for the ChIP under analysis. Each gene was 

divided into 100 equal-length bins and the total read counts per nucleotide for each gene within 

each bin were summed. Summed read counts were normalized by total mapped reads for the 

sample under consideration and the average of these count values across all genes was plotted as 

the normalized read density for that bin. Bin-wise p values were obtained using a one-sided 

Kolmogorov-Smirnov test comparing the distributions of normalized reads across all genes in the 

group between Cdk12 +/- samples. 

  
Determination of index of Cdk12 sensitivity 

In order to determine the cumulative effect of IPA site usage on full-length gene 

expression, the log2-fold change between Cdk12-expressing and Cdk12-depleted samples in the 

ratios of the previously annotated (see above) first and last (distal polyA isoform) exons of each 
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gene was calculated. We refer to this change in ratio as the “index of Cdk12 sensitivity”. The 

index for each gene was plotted as part of a distribution containing all other genes sharing the 

same total number of detected IPA sites as determined by the IPA annotation (see above). 

 

Identification and quantitation of IPA sites in The Cancer Genome Atlas (TCGA) tumor samples 

Patient samples from the prostate adenocarcinoma42 and ovarian serous 

cystadenocarcinoma44 TCGA cohorts were assessed for the presence of missense or truncating 

point mutations as well as copy-number variations (amplifications or deletions) in CDK12 using 

cBioPortal (www.cbioportal.org).57,58 Additionally, normalized CDK12 mRNA expression levels 

were considered.  A set of patients from each cohort with wild type, diploid CDK12 loci were 

selected along with all available CDK12-mutation carrying tumors and a subset of tumors 

carrying CDK12 gene deletions, as well as one to two samples from each tumor type carrying an 

amplified locus. Aligned reads (STAR-mapped .bam files) covering relevant gene loci were 

downloaded from the Genomic Data Commons (https://gdc.cancer.gov/) using the bam-slicing 

tool.  Reads were visually inspected to identify regions with clear IPA events that aligned with a 

canonical PAS motif. Regions spanning from the upstream 5’ splice site of the preceding exon to 

the PAS site were added to gtf annotations of the gene of interest, and DEXseq tools were used 

for annotating and counting reads mapping to each exon part as described above; these were used 

to generate a matrix of counts per exon part in each individual tumor sample.  All exonic reads 

aligning within the gene were summed for each sample, and then read counts for each exon part 

were normalized to exon length and total exon counts in the gene for each sample to obtain a 

normalized IPA site usage metric for that sample. GraphPad PRISM 7 software was used to 

generate plots. Significance levels of the differences in IPA site usage between wild type diploid 
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versus the deletion and mutation group were determined using the Mann-Whitney U test (one-

tailed). 

  

Data and software availability 

RNAseq and ChIP-seq data are deposited in GEO.	Custom scripts used for analysis will be made 

available upon request.	
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Figure 1. Loss of Cdk12 leads to profound, but reversible, viability defects in mESCs 
(legend on next page)  
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Figure 1. Loss of Cdk12 leads to profound, but reversible, viability defects in mESCs 
a, Immunoblot for Cdk12 transgene (HA epitope) in one representative Cdk12Δ clone. Enolase 
serves as a loading control. b, Average number of cell doublings for two independent clones 
quantified by FACS every 24 hours. +Dox (blue bars) and -Dox (red bars) conditions maintained 
throughout time-course. Orange bars (-Dox 48hrs) and yellow bars (-Dox 72hrs) followed by re-
addition of Dox for 48 or 24 hours, respectively.  Error bars represent standard error of the mean. 
c, FACS-based cell cycle profiling of one representative clone and biological replicate for the 
same conditions as in (b) (top) and quantification (bottom). d, FACS-based quantification of 
cleaved Caspase 3 positive (apoptotic) cells. One representative clone and biological replicate 
shown. e, Immunoblot for total (left) and phosphorylated Ser15 (P-Ser15) p53 (right) upon 
Cdk12 loss for the indicated times. Vinculin serves as a loading control.  
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Figure 2. Cdk12 loss increases intronic polyadenylation and decreases distal 
polyadenylation (legend on next page) 
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Figure 2. Cdk12 loss increases intronic polyadenylation and decreases distal 
polyadenylation  
a, Schematic of a gene with IPA site and distal polyadenylation site indicated. Right: boxplot of 
all statistically significantly changing IPA isoforms (red) and distal polyadenylation isoforms 
(blue) indicating the log2 fold change in normalized read densities in cells 48 hours after Dox 
removal compared to cells grown in the presence of Dox. b, IGV browser image of RNA 
sequencing read density at the 3’ end of one example gene (Dido1) with two significantly 
increasing IPA sites (red) and a significantly decreasing terminal exon (blue) grown in Dox or 
after 24 and 48 hours post-Dox removal. Density histograms for sequenced reads representing 3’ 
ends are shown below.  A schematic of the gene structure is indicated, note there are additional 
exons on the 5’ end not shown. c, Pie chart showing proportions of expressed genes with at least 
one significantly increasing IPA and/or a significantly decreasing distal isoform (orange), with at 
least one identified IPA isoform that does not change significantly nor does its terminal isoform 
(blue), or genes without any identified IPA site (grey). d, Log2 fold changes of all IPA sites (left) 
and all terminal sites (right) in expressed genes that change statistically significantly upon Dox 
depletion for 24 or 48 hours (orange) or do not change statistically significantly upon Dox 
depletion after 24 or 48 hours (blue). 
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Figure 3. Cdk12 loss results in reduced RNAPII elongation rate and a corresponding 
decrease in RNAPII-CTD Ser2 phosphorylation (legend on next page)	
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Figure 3. Cdk12 loss results in reduced RNAPII elongation rate and a corresponding 
decrease in RNAPII-CTD Ser2 phosphorylation  
a, Schematic of gene elements and key to metagene plots. b, Metagene profiles of total RNAPII 
density across the gene body from the transcription start site (TSS) to the distal polyadenylation 
site for the significantly changing IPA/distal isoforms. Shortest and longest gene length quartiles 
are excluded (see Extended Data Fig. 5). In (b), (c), and (d) solid lines indicate normalized read 
depth with (blue) or without (red) Cdk12, and shaded areas indicate the negative log10 of the bin-
wise p values (Kolmogorov-Smirnov one-sided test) of the difference in read depth, with blue 
shading indicating the plus Cdk12 signal is significantly greater, and pink shading indicating the 
minus Cdk12 signal is significantly greater. The negative log10 of the p value is shown in the axis 
on the right, and the horizontal dashed line is p = 0.05. c, Total RNAPII metagene density 1 kb 
upstream and 1kb downstream of the first stable nucleosome for the significantly changing 
IPA/distal isoforms. Vertical dashed line indicates the first stable nucleosome dyad. d, RNAPII 
CTD Ser2p metagene density across the entire gene body for the significantly changing 
IPA/distal isoforms. As in (b), shortest and longest length quartiles are excluded. 
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Figure 4. Many BRCAness HR genes contain multiple IPAs, making them particularly 
sensitive to Cdk12 loss; human tumors with CDK12 LOF upregulate IPAs  (legend on next 
page) 
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Figure 4. Many BRCAness HR genes contain multiple IPAs, making them particularly 
sensitive to Cdk12 loss; human tumors with CDK12 LOF upregulate IPAs  
a, Kernel density plot of the distribution of genes with different numbers of IPA sites (x-axis). 
Statistically-significantly Cdk12 sensitive BRCAness HR genes are indicated as orange bars. b, 
Boxplots showing the distributions of Cdk12-loss dependent changes in the ratio of full-length 
isoforms to IPA usage (as quantified by comparing the expression of the distal-most exon to the 
expression of the first exon, “Index of Cdk12 Sensitivity”, y-axis), compared to the number of 
IPA sites per gene (x-axis). BRCAness genes with statistically significant Cdk12-sensitivity are 
highlighted in red. c, Immunoblots of Cdk12Δ after Dox removal for the indicated times using 
endogenous antibodies against ATR and FANCD2. Vinculin serves as a loading control. d, 
ATM, BRCA2, and FANCD2 were endogenously, N-terminally V5 epitope tagged in Cdk12∆ 
cells using CRISPR/Cas9. Immunoblots of V5 tag for one representative clone each of ATM, 
BRCA2, and FANCD2 tagged cells are shown after Dox removal for the indicated times. Lysate 
from untagged Cdk12Δ cells (+Dox) are shown as an antibody control. Vinculin serves as a 
loading control. e, IGV browser shot of RNA sequencing read density from TCGA tumors of 
prostate adenocarcinoma (PRAD) and ovarian cystadenocarcinoma (OV) with the indicated 
mutational status at a CDK12-sensitive IPA site in the human ATM locus (ATM IPA #2). 
Tumors shown in blue are wild type for CDK12 and diploid unless marked as amplified (A). 
Tumors shown in red carry missense or truncating mutations and/or shallow (SD) or deep (DD) 
gene deletions at the CDK12 locus. f, Quantification of usage of two different IPA sites in 
human ATM and at IPA sites in FANCD2 and WRN. Tumors with wild type or amplified 
CDK12 are shown in blue (WT), those with CDK12 deletions, missense mutations, or truncating 
mutations in red (Mut). Medians are indicated by horizontal black bars, sample size indicated 
below (2 CDK12-deletion tumors showed no reads mapping to ATM, possibly due to a deletion 
at this locus), and p-values determined by one-sided Mann-Whitney U test (** p< 0.01, ****p < 
0.0001). 
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Extended Data Figure 1. Generation of Cdk12 genetic knockouts in mESCs (legend on next 
page) 
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Extended Data Figure 1. Generation of Cdk12 genetic knockouts in mESCs 
a, Schematic of Cdk12Δ cell line generation, LoxP sites (red triangles), sgRNA cut sites (*), 
endogenous promoter (black arrows), Doxycycline-inducible promoter (orange arrow). b, PCR 
products across the Cdk12 locus flanking exon 4 (primers shown as orange arrows) for wild type 
mESCs and Cdk12∆ clones. Clones 28 and 36 used in this study are indicated in red. c, 
Immunoblot for Cdk12 transgene (HA epitope) in second independent Cdk12Δ clone used 
throughout the paper. 
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Extended Data Figure 2. Gene expression changes in Cdk12-depleted mESCs are 
dominated by increased IPA usage (legend on next page) 
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Extended Data Figure 2. Gene expression changes in Cdk12-depleted mESCs are 
dominated by increased IPA usage 
a, Volcano plots of significant gene expression events (colored dots) at the total gene level after 
24 hours (left) or 48 hours (right) of Dox withdrawal. b, Pie chart indicating genes that decrease 
(left) or increase (right) in total gene expression at a statistically significant level after 24 or 48 
hours of Dox withdrawal (combined). Likely secondary effects are indicated: p53 repressed 
genes (red), p53 enhanced genes (blue), bivalent promoter genes (yellow), p53 repressed and 
bivalent promoter genes (orange), and p53 enhanced and bivalent promoter genes (green). Genes 
belonging to none of the above groups are indicated in gray. c, Table summarizing significant 
alternative splicing events observed after 24 and 48 hours of Dox depletion in Cdk12Δ cells. d, 
Left: IPA sites exhibiting a statistically significant change (orange) or not (blue) in expressed 
genes after 24 or 48 hours of Dox depletion. Right: Expressed genes with terminal 
polyadenylation sites that are significantly changed (orange) or not statistically significant (blue) 
as normalized to the rest of the transcript. e, Scatterplot showing log2 fold changes upon Cdk12 
loss in distal exons (y-axis) versus IPA sites (x-axis) in genes that have both a statistically 
significant IPA site and a statistically significant distal polyadenylation change. 
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Extended Data Figure 3. ChIP antibodies recognizing the same target protein exhibit 
strongly overlapping metagene patterns (legend on next page) 
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Extended Data Figure 3. ChIP antibodies recognizing the same target protein exhibit 
strongly overlapping metagene patterns 
Metagene profiles broken down by individual antibodies used. Blue lines indicate normalized 
read density for the specific ChIP in the two combined biological replicates.  Orange lines 
indicate the negative control (combined whole cell extract and all antibody negative controls 
combined for both replicates).  Black dashed lines indicate the fold-enrichment (specific ChIP / 
negative control). Shaded areas indicate the negative log10 of the bin-wise p values 
(Kolmogorov-Smirnov one-sided test) of the difference in read depth, with blue shading 
indicating the plus Cdk12 signal is significantly greater. The negative log10 of the p value is 
shown in the axis on the right, and the horizontal dashed line is p = 0.05. TSS=Transcription 
Start Site; DPA=Distal PolyAdenylation site. Both total RNAPII antibodies (8WG16 and Rpb3) 
and both Ser2 RNAPII antibodies (3E10 and H5) show similar density patterns across genes. The 
patterns are consistent, though the magnitudes differ, between Cdk12+ (left panels) and Cdk12-
depleted (right panels)	
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Extended Data Figure 4. Schematic of ChIP experiments and data analysis 
a, Schematic of biological replicate/antibody replicate experimental design.  Each ChIP set 
(RNAPII and Ser2p, in Cdk12+/-) consists of 2 biological replicates each ChIP’ed with two 
different antibodies recognizing the same protein. These four replicates were then combined for 
the ChIP metagene analyses. b-d, Schematic of the steps used to determine average read 
densities for the ChIP assays, and the statistical test used to determine significant differences in 
the read density dependent on Cdk12 expression. 
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Extended Data Figure 5. RNAPII metagene patterns are influenced by gene length and 
expression (legend on next page).	
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Extended Data Figure 5. RNAPII metagene patterns are influenced by gene length and 
expression 
a, Boxplots of length and expression quartiles of the significantly changing IPA/distal isoform 
genes. Top panels: size distributions (log10 of length in nucleotides) of each length quartile (left) 
and gene expression distributions (log10 of transcripts per million) of each expression quartile 
(right) compared to the respective distributions of all expressed genes. Bottom panels: expression 
distributions for each length quartile (left) and length distributions for each expression quartile 
(right). Note that gene length is generally inversely correlated with expression level, but median 
expression of all quartiles of the significantly changing IPA/distal isoforms is higher than the 
median for all expressed genes.  Additionally, the median length of all expression quartiles of the 
significantly changing IPA/distal isoforms is longer than the median for all expressed genes.  
Thus, the genes comprising the significantly changing IPA/distal isoform set are longer and more 
highly expressed for their length than the broader gene population. b, Metagene profiles of 
RNAPII density in genes with a statistically-significant Cdk12-sensitive IPA or terminal site 
divided into length-based quartiles. TSS=Transcription Start Site; DPA=Distal PolyAdenylation 
site. Note that in the shortest quartile, the Cdk12-depleted cells show a trend toward increased 
density at the 3’ end, but the shortest genes terminate before the polymerase can reach a higher 
density than the Cdk12 competent cells. Conversely, the longest genes are expressed at a lower 
level (see (a)) resulting in lower RNAPII ChIP signal. For these reasons, the shortest and longest 
length quartiles were excluded in Fig. 3b,d. c, Metagene profiles of RNAPII density in genes 
with a statistically-significant Cdk12-sensitive IPA or terminal site divided into expression-based 
quartiles.  
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Extended Data Figure 6. RNAPII ChIP pattern is not specific to Cdk12 IPA-affected genes 
(legend on next page) 
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Extended Data Figure 6. RNAPII ChIP pattern is not specific to Cdk12 IPA-affected genes 
a, Metagene profile of RNAPII density in a set of control genes length-matched to the 
significantly changing IPA/distal isoforms gene set. Top: all control genes. Bottom: shortest and 
longest quartiles removed (as in Fig. 3B). TSS=Transcription Start Site; DPA=Distal 
PolyAdenylation site. b, Metagene profile of RNAPII density in a set of control genes length-
matched to the significantly changing IPA/distal isoforms gene set divided into length quartiles. 
c, Metagene profile of RNAPII density in a set of control genes expression-matched to the 
significantly changing IPA/distal isoforms gene set. d, Metagene profile of RNAPII density in a 
set of control genes expression-matched to the significantly changing IPA/distal isoforms gene 
set divided into expression quartiles. 
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Extended Data Figure 7. Increased RNAPII upstream and decreased RNAPII downstream 
of first stable nucleosome occurs in all gene expression quartiles (legend on next page)	
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Extended Data Figure 7. Increased RNAPII upstream and decreased RNAPII downstream 
of first stable nucleosome occurs in all gene expression quartiles 
Total RNAPII metagene density 1 kb upstream and 1kb downstream of the first stable 
nucleosome for the significantly changing IPA/distal isoforms divided into gene expression 
quartiles. As in Fig 3C, solid lines indicate normalized read depth with (blue) or without (red) 
Cdk12, and shaded areas indicate the negative log10 of the bin-wise p values (Kolmogorov-
Smirnov one-sided test) of the difference in read depth, with blue shading indicating the plus 
Cdk12 signal is significantly greater, and pink shading indicating the minus Cdk12 signal is 
significantly greater. The negative log10 of the p value is shown in the axis on the right, and the 
horizontal dashed line is p = 0.05. Vertical dashed line indicates the position of the first stable 
nucleosome dyad. 
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Extended Data Figure 8. Ser2p is depleted by Cdk12 loss and metagene patterns are 
influenced by gene expression and length (legend on next page) 
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Extended Data Figure 8. Ser2p is depleted by Cdk12 loss and metagene patterns are 
influenced by gene expression and length 
a, Metagene profiles of Ser2p density in genes with a statistically-significant Cdk12-sensitive 
IPA or terminal site divided into length-based quartiles. As in Fig. 3D, solid blue lines indicate 
average normalized read density in Cdk12+ cells, red solid lines are the average normalized read 
density in Cdk12-depleted samples. Light blue shading indicates the plus Cdk12 signal is 
significantly greater. TSS=Transcription Start Site; DPA=Distal PolyAdenylation site. Note that 
in all quartiles, Ser2p signal increases from TSS to TES and is profoundly depleted in Cdk12 
depleted cells. However, shorter genes have a steeper, linear increase while longer genes begin 
with a shallower slope that increases in slope toward the TSS; in shorter genes the difference 
between Cdk12 + and – cells is similar across the gene body, while the difference is greatest in 
the 5’ end of longer genes and becomes less pronounced toward the 3’ ends. b, Metagene 
profiles of Ser2p density in genes with a statistically-significant Cdk12-sensitive IPA or terminal 
site divided into expression-based quartiles.  
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	 120	

	
	
	
	
Extended Data Figure 9. Model for Cdk12-dependent effect on elongation rate affecting 
kinetics of IPA site usage. 
Upper panel: As RNAPII transcribes through a region of a gene (exonic regions shown in blue 
with 5’ and 3’ splice sites (SS) indicated, introns in gray) containing an IPA site (red octagon), 
Cdk12-dependent RNAPII-CTD Ser2 phosphorylation suppresses IPA site usage by enhancing 
the rate of transcription elongation (thick arrow), thereby increasing the frequency at which the 
polymerase transcribes through the downstream exon to enable splicing of the IPA-containing 
intron before the IPA site can be cleaved for termination and polyadenylation. 
Lower panel: In the absence of Cdk12, RNAPII-CTD Ser2 phosphorylation is decreased, and 
the rate of elongation slows, resulting in an increase in the use of the IPA site for cleavage and 
polyadenylation.  Polymerase that transcribes through the downstream exon, enabling removal of 
the intron prior to cleavage and polyadenylation, accumulates with increasing density toward the 
3’ end of the gene. 
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Chapter 3  
 
 
Conclusions and Future Directions 
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Until recently, Cdk9 was the only known RNAPII CTD Ser2 kinase in mammals. Since 

Cdk12 and Cdk13 were identified as novel RNAPII CTD Ser2 kinases, their functional roles 

during mRNA biogenesis have remained unclear. Mounting evidence that Cdk12 functions as a 

“master regulator” of homologous recombination (HR) repair machinery piqued substantial 

clinical interest in Cdk12 as a potential biomarker for “BRCAness” tumors and in small-

molecule inhibitors of Cdk12 as potential chemotherapeutics to induce Parp1 inhibitor sensitivity 

in otherwise HR-competent tumor cells. Despite this growing clinical interest, the mechanism 

behind Cdk12’s apparent “specificity” for regulating the HR repair machinery remained 

unknown. 

 

Conclusions 

 

In this thesis, we established a genetic system in mouse embryonic stem cells (mESCs) to 

conditionally ablate Cdk12 activity and probe the molecular function of Cdk12. Cdk12 ablation 

in mESCs caused striking cellular phenotypes suggestive of impaired HR repair. Using this 

system, we found that Cdk12 loss resulted in few gene expression changes at the total gene level, 

consistent with several previous studies (Blazek et al., 2011; Johnson et al., 2016; Liang et al., 

2015; Zhang et al., 2016). In contrast, we observed profound changes in mRNA isoform 

composition caused by increased usage of intronic cleavage and polyadenylation sites (IPAs) 

genome-wide. This data suggests that Cdk12 primarily affects mRNA processing by suppressing 

IPA sites across the genome.   

High-resolution ChIP sequencing data allowed us to probe the transcriptional 

consequences of Cdk12 loss. Using this method, we showed that Cdk12 loss resulted in global 
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increases in total RNAPII density across the 3’ end of genes irrespective of whether those genes 

contained Cdk12-sensitive IPAs. This pattern occurred in conjunction with subtly decreased 

RNAPII density entering productive elongation immediately downstream of the first stable 

nucleosome. These total RNAPII density patterns coincided with significantly decreased 

RNAPII CTD Ser2 phosphorylation across the entire gene. This data is consistent with CDK12 

knockout causing a decrease in RNAPII elongation rate across the gene body, presumably 

through the loss of RNAPII CTD Ser2 phosphorylation. As described in the introduction to this 

thesis, RNAPII CTD Ser2 phosphorylation is known to recruit several factors to elongation-

competent RNAPII. Future experiments are needed to decipher the molecular factors mediating 

this effect.  

mRNA splicing and cleavage/polyadenylation occur co-transcriptionally and this 

temporal coupling allows for the regulation of IPA via transcription elongation rate (Bentley, 

2014). Usage of IPA sites is in kinetic competition with splicing of the encompassing intron, 

which cannot occur until the downstream 3’ splice site is transcribed. Once the encompassing 

intron is spliced out, which often occurs rapidly after transcription of the downstream exon, the 

IPA can no longer be used. Therefore, the cleavage and polyadenylation machinery has a 

temporal window between transcription of the IPA site and transcription of the downstream 3’ 

splice site to recognize the IPA site and cleave the RNA. Modulation of transcription elongation 

rate would thus be expected to alter this kinetic balance. A decrease in the transcription 

elongation rate would result in longer amounts of time between transcription of the IPA site and 

transcription of the downstream exon, and therefore increased likelihood that the IPA site will be 

recognized and cleaved. Alternatively, an increased transcription elongation rate would mean 

less time between transcription of these two sites and a decreased likelihood that the IPA site 
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would be used. Little is known about the mechanisms that regulate RNAPII elongation rate. 

However, several studies utilizing mutant polymerases or knockdown of elongation factors that 

slow RNAPII elongation rates have shown that alterations in transcription elongation rates do 

indeed alter IPA usage, supporting the kinetic model proposed above (Cui and Denis, 2003; Liu 

et al., 2017; Yang et al., 2016). Although the alteration in RNAPII elongation rate that we 

observed upon Cdk12 knockout is not enough to affect the expression of a majority of genes, 

those with active IPA sites showed enhanced IPA site usage and increased production of 

truncated isoforms suggesting that this mechanism is potentially extremely sensitive to even low 

magnitude changes in elongation rate. 

Usage of IPA sites results in the expression of truncated RNA isoforms, which can alter 

protein-coding sequence and/or RNA stability, frequently resulting in the loss-of-function of the 

protein product (Tian and Manley, 2017). Our data suggests that Cdk12’s role in suppressing 

IPA site usage accounts for its phenotypic specificity and proposed role as a “master regulator” 

of HR repair machinery. Although Cdk12 depletion resulted in increased IPA usage genome-

wide, we found that as a group, many HR repair genes have significantly more IPA sites per 

gene. These include some of the most functionally essential genes in the HR repair pathway, 

including ATM, ATR, BRCA2, and FANCD2. As expected, genes with more IPA sites showed 

enhanced repression of their full-length isoforms upon Cdk12 loss. Over half of the BRCAness 

genes are enriched in the number of IPA sites per gene and consequently, their full-length 

isoforms show greater repression upon Cdk12 loss. We propose that the combinatorial affect of 

attenuating full-length isoform expression of multiple genes within the same functional pathway 

makes HR repair exquisitely sensitive to Cdk12 loss.  
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Finally, our work suggests several important implications for the diagnosis and treatment 

of ovarian and prostate cancer. Previous studies suggested that recurrent CDK12 loss-of-function 

(LOF) mutations in high-grade serous ovarian carcinoma (Carter et al., 2012; Ekumi et al., 2015; 

The Cancer Genome Atlas Research Network, 2011) and castration-resistant prostate cancer 

(Grasso et al., 2012; Robinson et al., 2015) may predict ovarian or prostate tumors with 

“BRCAness” phenotypes and therefore, sensitivity to particular drug regimens. Our data 

suggests that using RNA sequencing data to analyze IPA site usage in HR repair machinery in 

conjunction with Cdk12 mutational status may generate a more accurate set of diagnostic 

biomarkers. Although a number of Cdk12 mutations have been validated in vitro for their effects 

on Cdk12 activity (Ekumi et al., 2015), not all Cdk12 mutations, especially novel missense 

mutations, have known functional consequences. These mutations could be significant events or 

passenger mutations, and therefore these mutations would have unknown prognostic potential in 

the clinic. To circumvent this problem, IPA site usage in key HR repair genes (such as ATM) 

could be quantified from RNA sequencing data isolated in parallel from the patient’s tumor as a 

functional readout for Cdk12 activity. Our analysis of RNA sequencing data from TCGA patient 

cohorts provided proof of concept for this idea with a tumor harboring the Cdk12 E928Gfs*27 

mutation (confirmed LOF mutation in vitro) showing dramatic upregulation of an ATM IPA site 

while a tumor harboring the Cdk12 K975E (a mutation with near wild-type levels of Cdk12 

activity in vitro) showed no usage of the ATM IPA site (Ekumi et al., 2015). 
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Future Directions 
 

Functional Role for Cdk13 in Transcription and mRNA Biogenesis 

 Our work has begun to characterize Cdk12’s role in transcription, mRNA biogenesis, and 

tumor biology. However, the function of Cdk12’s mammalian specific paralog, Cdk13, remains 

almost completely unexplored. These two RNAPII CTD Ser2 kinases share the same cyclin co-

factor (cyclin K) and almost identical kinase domains (92% conserved sequence identity across 

the 302 amino acid domain). Given these shared features, several groups have speculated that the 

two kinases may perform similar molecular functions. Several pieces of evidence from our work 

and others now suggest that this is likely not the case. First, Cdk13 is expressed in our Cdk12 

knockout clones. However, this level of expression is incapable of rescuing the fitness defects 

observed upon Cdk12 knockout. Second, although Cdk12 is essential in mESCs, Cdk13 

knockouts are phenotypically normal (unpublished data). Finally, accumulating evidence 

suggests that Cdk12 and Cdk13 LOF mutations cause distinct physiological defects in humans. 

While Cdk12 LOF mutations are strongly implicated in the development of “BRCAness” 

tumors, mounting evidence suggests that Cdk13 LOF mutations cause developmental defects 

including congenital heart abnormalities, dysmorphic facial features, and intellectual 

developmental delays (Bostwick et al., 2017; Deciphering Developmental Disorder Study, 2017; 

Sifrim et al., 2016). Taken together, these observations suggest that Cdk12 and Cdk13 may 

perform independent functions in mammals. 

How Cdk13 regulates gene expression and how its activity relates to Cdk12 (and the 

other transcriptional Cdks) still remain unanswered. Answers to these questions would not only 

further our understanding of gene expression mechanisms but would also provide key insight 

into the development of Cdk12 inhibitors as chemotherapeutics. Current inhibitors of Cdk12 
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interact directly with the kinase domain (Johnson et al., 2016; Kwiatkowski et al., 2014; Zhang 

et al., 2016). Due to the strong sequence conservation between the kinase domains of Cdk12 and 

Cdk13, even the most specific inhibitors of Cdk12 show little distinction between their affinity 

for Cdk12 and Cdk13 (Kwiatkowski et al., 2014; Zhang et al., 2016). Recently, Cdk12 inhibitors 

have shown exciting results in vitro and in vivo for inducing Parp1 inhibitor sensitivity in cells 

that either have de novo or acquired Parp1 inhibitor resistance (Johnson et al., 2016). These 

effects have largely been attributed to Cdk12 based upon literature precedence that Cdk12 is a 

positive regulator of HR repair genes (Bajrami et al., 2014; Blazek et al., 2011; Ekumi et al., 

2015; Johnson et al., 2016; Joshi et al., 2014; Liang et al., 2015); our own work supports this 

model. However, whether or not inhibition of Cdk13 (or other cross-targeted Cdks) contributes 

to these effects have not been formally tested. 

To probe the function of Cdk13 in gene expression, we would mimic our experimental 

design used here for analyzing Cdk12 function in Cdk13 knockout clones. This would allow us 

to compare the data from our single-kinase knockout cell lines, which would ultimately allow us 

to tease apart independent effects of the two kinases from potentially redundant roles. 

Furthermore, by establishing single knockouts of each kinase in mESCs, we could use these cell 

lines to characterize specific and non-specific effects of Cdk12/Cdk13 inhibitors. To do this, we 

would treat each single knockout with or without inhibitor and identify which gene expression 

and cellular phenotypes (e.g. Parp1 inhibitor sensitivity) were caused by Cdk12 inhibition versus 

Cdk13 inhibition. Formally testing the molecular specificity of these cellular phenotypes could 

have important implications for next-generation small-molecule inhibitors and their desired 

specificity. 
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Dissecting the Molecular Factors Downstream of Cdk12  
 
 As mentioned above, our experiments do not suggest what molecular players mediate the 

effect of Cdk12 on elongation rate. RNAPII CTD Ser2 phosphorylation has been suggested to 

recruit elongation factors to the transcribing polymerase. Follow-up studies could attempt to use 

a targeted approach to test individual elongation factors known to interact with Ser2 

phosphorylation on RNAPII CTD, such as Spt6 (Yoh et al., 2007; 2008), to see if overexpression 

partially (or fully) rescues the Cdk12 knockout phenotype. These experiments are complicated, 

however, by our relatively naive understanding of the factors involved in regulating transcription 

elongation. Instead, we could take an unbiased approach and perform parallel knockout and 

activating genome-wide CRISPR/Cas9 screens to identify factors that suppress the viability 

phenotype observed upon Cdk12 loss. Identification of factors from these screens can then be 

followed up biochemically.  

 

Dissecting the Function of Cdk12 in Ovarian Cancer  

  Accumulating evidence now suggests that inactivating mutations in Cdk12 promote 

tumorigenesis in ovarian carcinomas, likely by fostering a “BRCAness” phenotype and 

promoting the accumulation of tumorigenic mutations. Interestingly, despite ovarian tumor cells 

selecting for Cdk12 loss-of-function mutations, Cdk12 is absolutely essential for viability in 

mESCs. This suggests that either: (1) Cdk12 is essential only in certain cell types, or (2) ovarian 

tumors acquire additional mutations that permit cell viability following Cdk12 LOF. 

Distinguishing between these two scenarios may have profound implications for the treatment of 

ovarian carcinoma. If Cdk12 LOF mutations require a secondary mutation for viability, 

identification of these mutations could identify additional (Parp1 inhibitor-independent) 
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druggable targets that would induce synthetic lethality in Cdk12 LOF cells. This type of 

treatment would be especially useful in Cdk12 knockout tumors that develop Parp1 inhibitor 

resistance. To test this, we would create inducible Cdk12 knockout clones (akin to how the 

Cdk12∆ mESCs were made) in hTERT-immortalized ovarian epithelial cells that are otherwise 

untransformed and non-tumorigenic (Merritt et al., 2013). If Cdk12 LOF is not compatible with 

viability in this cell line, this would imply the second scenario. We could then perform parallel 

CRISPR knockout and CRISPR activation screens to identify necessary secondary mutations 

required for Cdk12 LOF viability in ovarian epithelial cells. If Cdk12 loss is compatible with 

viability in this cell line, then we could use the same system with and without Parp1 inhibitor 

treatment to identify mutations that cause resistance to Parp1 inhibitors in Cdk12 LOF ovarian 

epithelial cells. 

 

Dissecting the Function of Cdk12 in Breast Cancer 

 Much of this thesis has been dedicated to how Cdk12 LOF promotes tumorigenesis by 

fostering a “BRCAness” phenotype in ovarian and prostate tumors. Interestingly, however, 

mutations in Cdk12 are also frequently identified in Her2-amplified breast cancer tumors. 

Surprisingly, instead of harboring LOF mutations in Cdk12, these Her2-amplified breast cancers 

are highly enriched for Cdk12 amplification at the DNA, RNA, and protein levels (Mertins et al., 

2016). Complicating this molecular profile, Cdk12 is located adjacent to the Her2 gene (ERBB2) 

in the genome. As with many tumorigenic amplifications, selection for Her2 amplifications 

drives amplification of many of the surrounding genes as passenger mutations. These 

observations raise two potential hypotheses, either: (1) Cdk12 is amplified as a passenger 

mutation during ERBB2 genomic amplification; or (2) intriguingly, Cdk12 can act as a tumor 
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suppressor in certain contexts (for example ovarian tumors), and as an oncogene in other 

contexts (for example Her2-amplified breast cancer).  

Given its role in suppressing IPA sites, several mechanisms could account for Cdk12 

switching between the role of a tumor suppressor and that of an oncogene depending upon the 

cellular context. Our work and others have shed significant light on the “tumor-suppressive” role 

for Cdk12 in a “BRCAness” type context. Any potential “oncogenic” roles for Cdk12 are based 

solely on conjecture. However, literature precedent suggests one very intriguing hypothesis: 

perhaps, amplified expression of Her2 requires high levels of Cdk12 activity. Her2 is a receptor 

tyrosine kinase (RTK). As mentioned in Chapter 1, RTKs are critical for a host of cellular 

processes that drive tumorigenesis, and as a family, RTKs are enriched for strong IPA sites 

upstream of their transmembrane domain. Usage of these IPA sites frequently results in 

dominant negative versions of the RTK that are endogenously used to decrease the activity of 

these receptors. Vorlova et al recently screened for all RTKs regulated by IPA in this manner 

and identified 19 IPA-sensitive RTKs, one of which was Her2 (Vorlová et al., 2011). Perhaps, 

amplified levels of Cdk12 activity are required to suppress IPA site usage and effectively 

increase full-length (functional) Her2 expression in tumors dependent upon Her2-amplified 

signaling. Several experiments are required to begin testing if Cdk12 activity can act as an 

oncogene in addition to a tumor suppressor. An initial test to distinguish between a “passenger 

mutation” and an “oncogenic” role for Cdk12 in Her2-amplified tumors, would be to knockdown 

Cdk12 in breast cancers cells that are amplified for both Her2 and Cdk12 and identify if there is 

a proliferative disadvantage or decreased sensitivity to Her2 ligand binding.  
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Research Grant Awards and Fellowships 
§ Koch Institute Marlena Felter Bradford Research Travel Fellowship- Travel award to 

attend the 2015 CSHL Eukaryotic mRNA Processing Meeting 
§ David H. Koch Fellowship in Cancer Research Award- Full tuition, stipend, and health 

insurance funding for the 2014-2015 academic year 
§ Katherine L. Krieghbaum Scholarship Award- 1 of 5 students in the College of Arts and 

Sciences Class of 2010 to receive specialized research funds for proposed honors thesis 
research, Northwestern University, 2009-2010 

§ Undergraduate Research Grant Summer Award- $3000 to support summer undergraduate 
research project, Northwestern University Office of the Provost, Summer 2009 

§ Undergraduate Research Grant Academic Year Award- $1000 to support winter quarter 
undergraduate research project, Northwestern University Office of the Provost, Winter 
2009 

§ Summer Cancer Research Training Award, National Cancer Institute, NIH, 2008 
 

Teaching Experience 
MIT Graduate Teaching Assistant, MIT, September 2013-December 2013 

§ 7.03 Genetics, Professors: Gerald Fink and Peter Reddien 
§ Responsible for two weekly recitations (discussion sections), making problem sets, 

revising exams, holding office hours, grading, and organizing course logistics 
 

MIT Graduate Teaching Assistant, MIT, September 2011-December 2011 
§ 7.06 Cell Biology, Professors: Angelika Amon and Harvey Lodish 
§ Responsible for running a weekly recitation (discussion section), making problem sets, 

revising exams, holding office hours, grading, and organizing course logistics 
 
MIT Principles of Biochemical Analysis (7.51) Tutor, MIT, September 2011-December 2011 

§ Tutored Graduate Biochemistry (7.51) to first-year graduate students 
 
MIT Office of Minority Education, MIT, October 2010-December 2010 

§ Led an academic enrichment seminar for freshmen focused on problem solving skills and 
mastery of core subject matter in General Chemistry 

§ Facilitated weekly drop-in tutor hours for Introductory Biology and General Chemistry 
students 

 
Mill Creek Education, Mill Creek, WA, June 2010-August 2010 

§ Tutored individual and small groups of high school students in all levels of math, 
chemistry, and biology (including AP courses) 

 
N'CAT Tutoring Program, Northwestern University, September 2009-June 2010 

§ Tutored individual student-athletes in General Chemistry, Organic Chemistry, Physics, 
General Biology, Single-Variable Calculus, and Statistics 

§ Facilitated group drop-in tutoring sessions for 3-12 student-athletes in General Chemistry 
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NU Tutors, Northwestern University, March 2009-March 2010 
§ Tutored individual high school students in all levels of Biology, Chemistry, Physics, and 

Math  
§ All students increased their performance by at least one letter grade 

 
Academic Honors and Scholarships 

§ Phi Beta Kappa Honors Society, 2010 
§ Graduated Magna Cum Laude from Northwestern University, 2010 
§ Graduated with Departmental Honors in Biology from Northwestern University, 2010 
§ F. Sheppard Shanley Fund Endowed Tuition Scholarship, Northwestern University, 

2008-2010 
§ J.G. Nolan Endowed Tuition Scholarship, Northwestern University, 2007-2010 
§ Women’s Board Endowed Tuition Scholarship, Northwestern University, 2007-2008 
§ Alpha Lambda Delta Honors Society, 2007-2010 
§ 10 Quarters on the Dean’s List, 2006-2010 

 
Service Activities 

MIT BioREFS, Massachusetts Institute of Technology, June 2011-February 2018 
§ Member of the MIT BioREFS (Resource for Easing Friction and Stress)- We are a group 

of MIT biology graduate students and postdocs that serve as an independent resource and 
support system to the biology community to encourage, diffuse, and mediate to fellow 
graduate students and postdocs.  

§ 40 hours of mediation training through MIT Division of Student Life 
 

 
 
 


