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ABSTRACT

Unlike most other commodities, electricity produced at any given time must match the electricity
being consumed or the stability of the electric grid is jeopardized. Electricity demand changes
throughout the day result in required generation ramp-ups that strain power plants, reduce cycle
efficiency and increase CO 2 emissions. This problem is exacerbated when renewable sources such
as wind and solar are integrated into the grid, due to their intermittency. A change in methods of
energy production globally that allows synergistic coupling of renewable and fossil fuels is needed.
Currently, pumped hydroelectric and compressed air energy storage are the two most common
methods of storage, but are highly geographic dependent systems and thus of limited applicability.
There exists a strong demand for grid-scale energy storage that are cost-effective and without
geographic constraints. In this thesis, storage systems that are charged by electricity and discharged
to produce electricity at times of high demand, are theoretically evaluated. Various types of
storage such as chemical, thermal, and mechanical, are reviewed to determine the most ideal
method for grid-level energy storage. Thermal energy storage systems using phase change
materials are most attractive on a cost and energy density basis. Two system designs are evaluated
that can couple to both existing and future power plants since they are electrically charged, via
joule heating for example, and later discharged to produce electricity using the plant's
turbomachinery. Described within is a novel system in which silicon is used as the storage
medium and energy release is predominantly through radiative heat transfer. Another design based
on the eutectic alloy Alo.s8 Sio.12 and other sensible energy storage materials is also evaluated. As
an example, the energy storage systems are coupled to a power plant operating according to a
supercritical Rankin cycle, and their performance is compared to that of a boiler. Additionally,
system cost is compared to existing storage technologies. Although storing electricity as heat and
back to electricity is thermodynamically unfavorable, we present an analysis to show that this
approach can be cost competitive and provides a segue from fossil fuels to renewable energy.
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Title: Carl Richard Soderberg Professor of Power Engineering
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Chapter 1 Introduction

1.1. Current State of Power Plants

Two central issues can be identified that give rise to problems our electric grid currently faces: the

need for dispatchable energy, and managing the periods of fluctuation in how much dispatchable

energy is required throughout a 24-hour timespan, illustrated in Figure 1-1. Power plants based

on sources such as coal or nuclear, i.e. baseload plants, cannot meet the fluctuating conditions of

the electrical grid. Rather, another type of power plant, known as peaker plants, are used to manage

peak hours of demand. These power plants normally consume natural gas as their energy supply,

contribute to emissions, and can have a higher levelized cost of generation compared to cleaner

energy storage systems'.

2.1
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Figure 1-1 Variation in electricity demand for state of New York over course of 4

Data obtained from NYISO 2 .

100 110 120

days in February of 2017.
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Although peaker plants alleviate high demand on baseload plants, baseload plants are still subject

to operating at partial load and cycling. Fluctuations in energy demand throughout a day induce

stress and reduced efficiency on generation units. Often, plant operators must operate generation

units at minimal capacity during periods of low demand to avoid the cost of start-ups, thus emitting

CO 2 at unnecessary cost to our environment. Operation of boilers at minimal capacity also

contributes to thermal stress on the system, considering base-load boilers were designed to operate

continuously at maximum rated capacity3- 5. Bergh et al. studied the effect of partial load operation

on efficiency for different types of power plants, with the resulting trends from his study provided

in Figure 1-26.

100
95 -

-040 00

Or A

5 85-
-AGas Turbine Power Plant

80- /4- Steam Power Plant
-0 IGCC Power Plant

75 -

70 -

65 -

At

60''''
30 40 50 60 70 80 90

Load FactorS%)

Figure 1-2. Relative efficiency of power plant with respect to relative load. Load factor refers to the output

relative to the maximum rated capacity. IGCC stands for integrated gasification combined cycle (IGCC)

using both gas turbine and steam turbine. Data adapted from Bergh et al"-.
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Renewable energies, such as wind and solar thermal or solar photovoltaics, introduce further

aggravation upon the grid due to the intrinsic intermittency of these sources. Oversupply of

electricity generated during peak hours has led to negative pricing in some regions 9-12. In other

regions, there is a mismatch between hours in which renewable energies are most available and

hours of peak electricity demand' 3 . Beyond hourly demand balancing, energy stored for durations

on the order of months is attractive. Because the earth does not revolve around the sun in a

perfectly circular path, and its axis of rotation is tilted with respect to earth's orbit about the sun,

the intensity and distribution of solar radiation incident upon earth's surface varies over the course

of a year. Hence, seasonal energy storage is of great interest for year-round utilization of solar

energy.

1.1.1. Power Plant Efficiencies

Fossil fuel power plants operating on the Rankine cycle have been increasing their efficiency since

the 1950's with the introduction of superheated and supercritical steam". Governing the

efficiency (q) across all power plants, irrespective of energy source, is the Carnot efficiency for

ideal heat engines, qj = 1 - TL/TH , where TL is temperature of the cold reservoir, and TH is

temperature of the hot reservoir, which conveys the simple relation of higher working fluid

temperatures leading to higher efficiencies. Considering mechanical components of the power

cycle, specifically turbines, have essentially reached the maximum efficiency attainable'5 , other

methods of increasing overall plant efficiency are sought after. Thus, the temperature of the fluid

fed into steam turbines has been progressively increasing with the development of materials that

can withstand such high temperatures without loss in structural integrity.

17



Supercritical water power plants operate with pressures around 250 bar and temperatures of 540-

560'C, resulting in efficiencies as high as 50% under ideal conditions'6, 7 . Ultra-supercritical

water power plants operate at even higher temperatures and pressures, upwards of 580'C and 250

bar, respectively. Given such thermodynamic conditions, ultra-supercritical plants have potential

to reach efficiencies greater than 54% under ideal conditions, yet have not been implemented to

the extent that supercritical plants have due to the higher cost of materials that can withstand such

temperatures 7" 8 . Supercritical C02 Brayton cycles are also gaining attention due to the high

temperatures such cycles can reach, over 600'C, and corresponding high efficiencies around

50%19,20. The thermodynamic cycle with the highest practical efficiency is that of an integrated

gasification combined cycle (IGCC) using both gas turbine and steam turbine, able to achieve

efficiencies around 60%21. A summary of thermodynamic conditions and efficiencies of common

cycles are provided in Table 1.

Table 1. Thermodynamic Properties and Cycle Efficiency
Plant Efficiency

Thermodynamic under Ideal
Power Plant Cycle Properties Conditions
Subcritical Steam Rankine Cycle P<220 bar, T up to 5650C q 46%

Supercritical Water Rankine Cycle' 61 7  P ~ 250 bar, T = 540-5600C q 50%

Ultra-supercritical Water Rankine P ~ 250 bar, T upwards of 5800 C ri > 54%

Cycle'7

Supercritical C02 Brayton Cycle19, 20  T > 600 *C 1 ~ 50%

Integrated Gasification Combined Cycle with both gas and steam turbine 2 1 T ~ 60%

18



1.1.2. Supercritical Water Power Plants

Coal remains to be the largest source of public power generation in most countries, including

China, the United States, India, Germany, the UK and Ireland, Korea, and Australia. Many

countries continue to see growth in coal-fired generation and although from a global perspective

current deployment of supercritical and ultra-supercritical technologies is low relative to

subcritical units (Figure 1-3, adapted from IEA23 ), supercritical technologies are rapidly populating

17coal-fired fleets, especially in China

-
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Figure 1-3. Capacity of subcritical, supercritical, and ultra-supercritical power plants in major countries

according to study by IEA. Japan and South Korea own the majority of supercritical and ultra-supercritical

power plants (over 68%) out of all countries shown. Figure adapted from IEA, data by Platts'.
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This increase in supercritical technologies has resulted in increase of coal-fired power production

efficiencies in many countries. For example, Japan and Korea's supercritical power plants have

average efficiencies greater than 40% on a lower heating value (LHV) basis". An efficiency of

41.5% can readily be achieved by supercritical power plants2 5,26 . France has an average coal-fired

power efficiency of 43% including subcritical, supercritical and ultra-supercritical plants22. Ultra-

supercritical power plants have already achieved high efficiencies in practice, such as the Yuhuan,

Skaerbaek 3, Nordjylland, and Avedore power plants with efficiencies from 47-49%16,27. A

summary by ECOFYS of average coal-fired power efficiency is provided in Figure 1-422

50% -

45%

40%

35%

30%

25%

20% 11
1990 19921994 1996 1998 2000 2002 2004 2006 2008 2010 2012

-+- Australia

-- China

-*- France

* Germany

-e- India

Japan

- Korea

-+-- Nordic countries

--- UK + Ireland

-+- United States

Figure 1-4. Average efficiency of coal-fired power plants including subcritical, supercritical, and ultra-

supercritical generation units. Figure adapted from ECOFYS22.
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1.2. The Environmental Role

The detrimental effects that carbon dioxide (C02) emissions are imparting upon our planet are well

recognized 2 8- 3 4 . Though implementing new policies could lead to a decrease in future C02

emissions than would occur under current policies, an increased rate in emissions has nevertheless

been predicted by the year 2035 compared to the current rate35 . The Paris climate accord is also

motivating an effort towards further change in our methods of global energy production. The

introduction of renewable energy into the grid has indeed helped, however renewables inherently

have problematic characteristics that must also be addressed. Accordingly, we pursue a more

sustainable framework for energy production that can be met by both developed countries as well

as fossil-fuel-dependent developing.

The causal relation between CO 2 emissions and economic growth can explain temporal trends of

CO 2 emissions, albeit to different degrees depending upon region of interest. As countries in the

Organization for Economic Cooperation and Development (OECD) work to meet the standards

set by the Kyoto Protocol, countries outside of the OECD are in fact increasing their coal

consumption and C02 emissions. Jinke et al. studied the trends and effects of OECD and non-

OECD countries versus economic growth, concluding a unidirectional causality between GDP and

coal consumption in, but not limited to, Japan and China 3 6. Thus, it is simply unrealistic to

perceive the global switch from fossil fuels to renewable technologies as a near-term achievable

goal, in agreement with the principle of "Common but Differentiated Responsibility and

Respective Capabilities". This principle is also acknowledged in the Paris Agreement. Rather,

we introduce a system that will mitigate the amount of fossil fuel consumption necessary without

jeopardizing the economic growth of such countries. This is possible by a system that is

21



electrically charged, capable of coupling to both existing fossil-fuel fired power plants and

renewable energy-based power plants. It should be emphasized that such an energy storage system

is not limited to coal-fired plants, the example case in this study. Gas powered plants and nuclear

power plants can similarly gain benefits from the storage system described herein.

1.3. Existing Energy Storage Technologies

Various energy storage technologies have been developed; however the main factor affecting wide

scale application of these technologies for grid-level energy storage is cost. Nevertheless, there are

other important characteristics that contribute to the feasibility of an energy storage technology

being applied. Such characteristics include the necessity of high durability and reliability, long

life, resistance to cycling, and high round-trip efficiency. Each energy storage technology

discussed has its respective advantages and disadvantages, described in this review, and thus may

be suitable for certain applications where a differing technology is not. A comprehensive review

of energy storage technologies, including those still under research and those already implemented,

is performed to determine which energy storage method to pursue. Following the description of

all technologies, a summary of key properties is provided, including efficiency, energy density,

and cost.

1.3.1. Batteries

Batteries, or electrochemical accumulators, store electricity in the form of chemical energy,

alternating between charge and discharge phases to store and release electricity. The discharge

phase consists of redox reaction of electrodes converting the stored chemical energy into electrical

22



energy, with the reverse process occurring during the charging phase. An electrochemical cell

consists of two half-cells, each with an electrode and electrolyte, which transfer electrons through

the electrode via oxidation-reduction reactions. The main advantages of batteries include high

energy densities, flexible power and energy characteristics, low maintenance, and pollution-free

operation. The main disadvantage of batteries is their low durability when subject to large-

amplitude cycling, and contribution to pollutions during the manufacturing process." Following a

brief overview of various types of batteries, a summary of properties is provided in Table 2.

1.3.1.1. Lithium-ion

Lithium ions in lithium-ion (Li-ion) batteries move between the anode and cathode to produce

a current, with concomitant oxidation and reduction processes occurring at the two electrodes.

The electrical energy is stored in electrodes made of Li-intercalation compounds. 38 The

advantages of Li-ion batteries include energy-to-weight ratio, long cycle life and rate

capability, no memory effect, and low self-discharge. The benefits of the Li-electrochemistry

that induced interested in Li-ion technologies are low molecular weight, resulting in use for

portable applications; small ionic radius, benefiting diffusion; and high cell potentials and thus

high-energy densities. Due to the high energy density of Li-ion batteries, they are currently

being used for electric vehicles. Recent testing of the Li-ion battery for stationary applications

most prominently implements a battery pack unit consisting of 6-8 prismatic cells with or

without an integrated cooling system, depending on the size of the energy storage.38

Compared to Ni-Metal Hydride (Ni-MH) or Ni-Cd batteries, Li-ion batteries have double the

energy density on a per kilogram basis. Furthermore, the ratio of specific energy density to
23



specific power density of Li-ion batteries exceed that of Ni-MH, Ni-Cd, and lead-acid by at

least a factor of 2.5, indicating superior performance of delivered energy at high specific

power. 39

The cost of Li-ion batteries remains an issue and hindrance to application for medium- and

large-scale energy storage. Currently, the cost of the Tesla Powerpack with a 200 kWh (kilo-

Watt hour) capacity is around ~$40040. Li-ion batteries based on LiFePO4 have gained attention

due to attractive cost and safety features. Nonetheless, the limited lithium resources will

increase raw material costs. Furthermore, the internal resistance produces internal heat-up and

failure, thus requiring a battery management system to couple with the Li-ion battery system.4 1

1.3.1.2. Lithium-air

Lithium-air batteries convert chemical energy in lithium and oxygen into electrical energy

during discharge. Lithium is the anode while oxygen is the cathode. The electrical energy is

stored by the splitting of Li-02 discharge products. As of now, Li-air batteries still have a

considerable amount of research and development before commercialization, though have at

least been proven on a laboratory scale. The most common application suggested for Li-air

batteries is that of replacing Li-ion batteries in electric vehicles 42 4 3 . Li-Air batteries are deemed

impractical for grid-level energy storage due to their low power density, poor cycling

capability, and low energy efficiency 9 .
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1.3.1.3. Lithium-Sulfur

Lithium-sulfur (Li-S) batteries seem attractive due to the advantageous characteristics of

elemental Sulfur, such as abundance low cost, and a 3-5 fold higher theoretical energy density

compared to Li-ion. Because of this higher density, efforts have gone into addressing the

fundamental challenges with Li-S batteries such as understanding sulfur redox chemistry and

speciation in the cell44'45 . However, Li-S batteries are still far from application in grid-level

energy storage due to poor cyclability, low coulombic efficiency, and current lack of a scalable

approach to the materials design, among other issues. 4 2 ,4 5

1.3.1.4. Sodium-Sulfur

Sodium Sulfur (Na-S) batteries are a high-temperature battery that reversibly charge and

discharge electricity through sodium ion transport across a V"-A1 20 3 solid electrolyte that is

doped with Li' or Mg2+. 3 8 The P-alumina ceramic tubes are the key to determining the battery

operation and cost. Although large-scale production of P-alumina has been established,

production yields and costs remain major concerns. The Na-S chemistries are quite mature,

first being developed in the late 1960s. Various MWh systems have been demonstrated on the

electrical grid. The world's largest energy storage system uses Na-S, with a power rating of

34MW and total reserve capacity of 238 MWh, designed to support a 51MW wind farm in

northern Japan.46 ,3 8 Na-S batteries appear to be an economic option for both power quality and

peak shaving. 47
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Currently, Na-S ranks highly amongst the various battery technologies. Advantages of Na-S

batteries include high power and energy density, high coulombic efficiency, good temperature

stability, low maintenance requirements, long cycle life, quick reversibility between charging

and discharging, and suitability for high volume mass production. Na-S batteries have a cycle

life of up to 2500 cycles at 100% depth of discharge, and up to 5000 cycles at 90% depth of

discharge.4 6 The discharge power rating is high and comparative to that of flow batteries and

lead acid batteries, being up to 10MW for several hours. In operation lifetime, Na-S batteries

surpass lead-acid batteries,, being able to operate daily for as long as 15 years, with an energy

density comparable to lead-acid. The cost of Na-S is expected to decrease as production

increases.

A possible disadvantage of Na-S batteries is that they must be heated externally to 300'C-

360'C for optimal operation. However, when coupled with solar thermal energy, this can be

easily achieved. Furthermore, the safe operation and cost reduction of Na-S batteries requires

integration of scientific advancements to create new electrode architectures and chemistries. 39

1.3.1.5. ZEBRA: Sodium Nickel-Chloride

The most common and commercialized ZEBRA battery is a battery that operates on the Na-

NiCl 2 chemistry, where ZEBRA stands for Zero-Emission Battery Research Activities. These

Na-NiCl 2 ZEBRA batteries have gained prominence due to the advantages they have over Na-

S batteries. Compared to Na-S batteries, Na-NiCl2 ZEBRA batteries have a higher cell voltage,

better safety characteristics, low operating temperature, and ability to withstand overcharge

and discharge. Disadvantages compared to Na-S batteries include its lower power and energy
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density. Further disadvantages include high cost and self-discharge issues. The Na-NiCl 2

ZEBRA battery may only be produced by the company Beta R&D in the UK, which has been

continuously developing improved versions of the ZEBRA for various applications.48 In order

to make the Na-NiCl2 ZEBRA battery a largely promising energy storage system for large-

scale stationary energy-storage, the cost must be reduced and the cycle life must be improved.

The technology is currently used for electric vehicles and submarines.4 7

A novel ZEBRA battery based on Na-FeCl2 has been studied that aims to mitigate some of the

disadvantages incurred with Na-NiCl 2, such as high cost. The main source of high cost for Na-

NiCl2 cells is the cathode material, Ni. By replacing Ni with Fe in the cell, a cost reduction of

61% is estimated. The Na-FeCl2 battery uses polysulfide additives to allow for inexpensive

pretreatment and discharged state assembly processes for the cathode at intermediate

temperatures. The performance results of the Na-FeCl2 ZEBRA battery includes high overall

energy efficiency >92%, sustainable battery performances, promising output voltages, and

inherent safety.49

1.3.1.6. Lead-Acid Battery

Lead-acid batteries are the most technologically mature of all rechargeable batteries. A lead-

acid (Pb-acid) battery cell is composed of lead dioxide as the active material at the anode, Pb

as the negative active material, sulfuric acid as the electrolyte, and Pb as the current collector.

During discharge, both electrolytes are converted to lead sulfate, with the reverse occurring

during charging. 4 1 A valve-regulated design has been introduced to the lead-acid battery,

leading to the valve-regulated lead-acid (VRLA) battery. The VRLA battery, compared to
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traditional lead-acid batteries, offers reduced maintenance, reduced footprint, and improved

performance. 3 8

Although the lead-acid battery is most mature, numerous disadvantages restrict the use of lead-

acid batteries for grid-level energy storage. Lead-acid batteries have a limited cycle life, low

energy density due to the lead current collectors, poor low-temperature performance, are

difficult to transport due to being heavy and bulky, and require maintenance due to the

corrosion of lead. Lead specifically presents numerous hazards to the environment, including

pollution, explosions, poisoning, etc50 . Furthermore, like lithium but to a more severe degree,

the world supply of lead is limited and thus lead-acid batteries are not a sustainable solution.

1.3.1.7. Lead-Carbon UltraBattery

A lead-carbon (PbC) battery is an evolved version of a lead-acid battery, with the lead-anode

replaced to some degree by carbon for improved performance and reduced life-cycle cost. An

ultrabattery is a PbC battery with a split negative electrode, half of it as lead and the remaining

half as carbon. The PbC ultrabattery combines a Pb-acid battery and PbC asymmetric

supercapacitor into one unit.

Ultrabatteries exceed discharge power behavior of lead-acid batteries by 50%, and charge

power by 60%. They also have a longer life cycle than lead-acid batteries, lasting roughly 2.7

times longer than traditional Pb-acid batteries. Ultrabatteries are currently commercialized but

testing must be performed to determine the length of a deep cycle life.. Disadvantages of the

ultrabattery include high capital cost and slow ramp rate38
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1.3.1.8. Nickel-Cadmium Battery

Nickel-Cadmium (NiCd) batteries use nickel oxide hydroxide as the positive electrode and

metallic cadmium as the negative electrode, immersed in an electrolyte.

NiCd batteries are advantageous over lead-acid batteries due to their higher energy density,

robustness to deep discharges, and longer cycle life. Nonetheless, NiCd batteries are far more

expensive than Pb-acid and remain inferior to Li-ion and Nickel-metal hydride (NiMH)

chemistries. Compared to NiMH, NiCd batteries have a short life cycle, more pronounced

memory effect, complex recycling procedure, low energy density, and thermal runaway issues

in voltage-controlled charging. 4' Furthermore, the cost of NiCd batteries resultant to expensive

manufacturing processes is a major drawback, at -1000$/kWh as of 2008.48 NiCd batteries

are most suitable for portable and few industrial applications, which require high power output,

however the high environmental hazard of NiCd batteries must be considered. 5 1

1.3.1.9. Nickel-Metal Hydride Battery

Nickel-Metal hydride (NiMH) batteries use nickel oxide hydroxide as the positive electrode

and a hydrogen-absorbing alloy as the negative electrode.

NiMH batteries have recently gained more attention over NiCd batteries due to their energy

density, performance and environmental advantages compared to NiCd batteries. NiMH

batteries are currently being applied to electric vehicles due to their high energy density.
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Advantages of NiMH include a high power density, proven safety, good abuse tolerance, and

long life cycle at a partial state of charge.4 1

Disadvantages of NiMH batteries include high self-discharge, hydrogen buildup, which can

cause cell rupture, and capacity reduction if overdischarged. NiMH batteries are not a suitable

option for long term energy storage due to their high self-discharge rate.

1.3.1.10. Redox Flow Batteries

Redox flow cells use two circulating soluble redox couples as the electroactive species that are

oxidized and reduced to store or deliver power. Unlike many electrochemical energy storage

systems, flow batteries decouple total stored energy from rated power, allowing the flow

batteries to provide large amounts of power and energy required by utilities. The system power

is determined by the size of cell stacks, while the system capacity is determined by the size of

the electrolyte tanks.

Advantages of redox-flow batteries include high and flexible power and energy capacity, fast

recharge by replacing exhausted electrolyte, long life cycle enabled by easy electrolyte

replacement, full discharge capability, use of nontoxic materials, and low temperature

operation. Furthermore, the fact that power and energy are decoupled allows design flexibility

with respect to capacity and power. The low cost of redox-flow batteries is enticing but

application requires further development of the technology. 41,52
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Unlike Na-S and lead-acid batteries, redox-flow batteries are relatively new and in the early

stages of development. There have been very few field tests and currently have limited

solubility, contributing to the low energy density of 25 Wh kg-1 . Currently, Vanadium redox

battery (VRB) and Polysulfide-bromine flow battery are the most mature of flow batteries and

have been tested for stationary energy storage, with VRB's going onto peak shaving, load-

leveling and renewable storage installations 5. VRB Disadvantages of redox-flow batteries

include the requirement of pumps, thus possibilities of mechanical failures, limited

concentration of redox couples leading to low energy densities, low power density, and lack of

an appropriate membrane for controlling long-term ion cross-over effects.3 9

Recently, a semi-solid lithium redox-flow battery has been developed, with much higher

energy densities than typical redox-flow batteries, and lower cost of manufacturing compared

to lithium-ion batteries. A very preliminary systems-level estimate of cost results in $40-$80

kWh-1 for the active materials and electrolytes, not including manufacturing costs. This figure

is indeed attractive compared to existing batteries, though other types of storage such as

thermal can achieve even lower cost '

In summary, flow batteries have been deemed suitable for long-term storage due to their high-

power and high-capacity discharge, rapid and deep cycling, and low operating costs when idle.

Specific services that flow batteries could provide include voltage and frequency regulation,

load leveling, and peak power support.5 1
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Table 2. Properties of Various Battery Chemistries

Battery Chenistry Effciency %

ZEBRA Na-NiCI2
ZnBr Flow

Vanadinn Redox

Lead Acid

NaS
Fe/Cr Redox Flow
Zn/Air

Li-Ion
Lead-carbon ultrabatteries
Advanced Pb-Acid

Ni-Cd
Carbon anode

L-ion LiCoO2 cathode
Li4Ti5O12 anode
LiFePO4 cathode

Ni-MH
L-Polyrer

Energy
Density
(Wh/ka)

Power
Densiy
(W/ka?)

Operating
Teni *C

Self
Cycle Lit Durabilty Discharge

(cycles) (years) (20*C)
3,000 deep;

75-90 100-140 130-245 300-350 2,500-3,000 8-14
75-80 60-85 50-150 - -2000 5-20

5,000 deep;
65-85 10-75 10 to 40 >13,000 10-20

500-1,000
70-90 30-50 75-300 -40 to 60 deep cycles 5-15

4,000 deep;
75-90 150-240 150-230 300 to 350 2,000-5,000 15

75 - - - >10,000 -
75 1086 - - 4500 -

85-90 75-200 100-5000 1,000-10,000 5-20
- 25-40 - -40 to 60 3000 deep -

75-90 - - - 4500 -
2,000 deep;

60-70 50-75 140-180 -10 to 45 1,000-2,500 10-20

94-99 155

94-99 50-70 -

60-66 30-110 250-2000
70 200 250-1000

-25

-25

15% per day

3-9% per
nonth

4-50% per
nonth

negligible

0.1-0.3%
per day

5-20% per
=nth

2% per
to 40 1,000 deep - nwnth

to 40 4,000 deep - 2% per
niwnth

- 200-1,500 3-15 High
- >1,200 - Medin

Power
Maturity (MW)

Discharge
duration

Capial Cost Cost Bounds

($/kW) ($/kWh)
lower upper

Denw. 0.001-1 nms-8hrs 150-300 100
Dev. 0.025-1 up to 4hrs 700-2500 150

DenD 0.005-1.5 up to 8hrs 600-1500 150

Mature 0-40 up to 8hrs 300-600 200

Corm
R&D
R&D

Der.
Conm
Denm.

0.05-34
I

F 1

0.1-50

I to 12

5-8 hrs
4 hrs

5.4 hrs

0.1-5 hrs
up to 4 hrs
3.2-4 Irs

1000-3000
1200-1600
1750-1900

1200-4000

2000-4600

Conm 0-40 up to 4 brs 500-1500

R&D

R&D

Dev.

- up to 4 hrs

- up to 4 hrs

0.01 to I secs to hrs

300
300
325

500
500
625

200
1000

1000

400

500
400
350

2500

1150

800 11500

900

900

1700

1700

Sources: ZEBRA38 ,4 7-49, ZnBr Flow 39 ,4 7, Vanadium Redox 38 ,4 7, Lead Acid 8 ,4 7,51,62 , NaS 38' 4 7, Fe/Cr Redox3 9, Zn-air3 9 75,
carbon ultrabattery38, Advanced Pb-Acid 39, Ni-Cd3 ,4 1,51,62, Li-ion variations 38, Ni-MH4 1,4 7, Li-polymer4'

Li ion41,4 7,62 , Lead-
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1.3.2. Supercapacitors

Supercapacitors, formerly known as electrochemical double-layer capacitors (EDLCs), store

energy in the electrochemical capacitor by simple charge separation, thus no Faradic processes

occur. Supercapacitors can store a relatively large amount of energy at the collector surface by

using porous carbon as the current collector, maximizing the electrode surface area.

Advantages of supercapacitors include high capacitance ratings, long cycle life due to lack of

chemical changes on the electrode, high efficiency and power density, and low-voltage-withstand

capability. They are specifically attractive for voltage regulation, uninterruptible power supplies,

hybrid vehicles, and high-power applications that require very short discharge durations. However,

supercapacitors have low energy density, high cost, high self-discharge rate, and their ability to be

completely discharged gives rise to the possibility of large voltage swings 41,51

1.3.3. Fuel Cells

Fuel cells have gained more attention with the proposed hydrogen economy, in which hydrogen is

stored as a gaseous fuel to generate electricity for future needs. Fuel cells (FCs) are

electrochemical conversion devices that produce water and electricity through the consumption of

hydrogen and oxygen. Regenerative fuel cells combine the function of a FC and electrolyser into

one device. Technologies based on hydrogen storage are highly applicable for load shifting

applications, however they are currently too expensive for implementation and have a low round

trip efficiency."
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Regenerative FCs reduce system size of an energy storage and production system, and have a high

energy density. However, regenerative FCs remain costly. Furthermore, similar to conventional

FCs, regenerative FCs experience life degradation in dynamic applications. To minimize these

effects, regenerative FCs are coupled with EDLCs or other energy storage systems.4 1

The main issue with unitized regenerative fuel cells (URFC) is their high cost due to the use of

platinum group metal catalysts, required by the proton exchange membranes (PEMs) employed in

URFC. A low-temperature unitized regenerative fuel cell (URFC) has been developed that utilizes

non-precious metal catalysts with alkaline anion exchange membranes (AEMs) in order to

significantly reduce the cost of URFC systems. The best precious-metal based PEM URFC has a

round trip efficiency of 60%. The round-trip efficiency of the non-precious metal based AEM-

URFC reaches 40%, with current densities around 15 mA cm 2 . The AEM-URFC is attractive due

to its low cost, clean, scalable, and ability to achieve high energy densities. However, the AEM-

URFC must undergo further research and development to reach round-trip efficiencies greater than

80% and current densities around 1 A cm-. 56

1.3.4. Superconducting Magnetic Energy Storage

Superconducting magnetic energy storage (SMES) utilizes direct current flowing through a

superconducting coil without ohmic losses, creating a magnetic field in which the energy is stored.

The coil must be cooled to a temperature below its superconducting critical temperature. An

example alloy used for storage and transmission is niobium-titanium (NbTi) alloys cooled to liquid

helium temperatures 57. For an NbTi alloy, the refrigeration system required to cool the coil

typically consumes approximately 1.5kW per MWh of storage capacity, continuously. Excluding
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the refrigeration system, the storage efficiency reaches above 90%.58 Further advantages include

the high dynamic response leading to response times within milliseconds, infinite charge and

discharge cycles, reliability, low maintenance and relatively large power density than other

ESS.415

With a fast response speed suitable for power grid applications, SMES are best applicable for

improving power quality rather behaving as a long-duration energy storage system. The

energy/power density of SMES systems has been improved using high-temperature

superconductors (HTS). High temperature superconductors include compounds such as

T1 2 Ba2 Ca2 Cu 3 0x (TBCCO) which has a critical temperature around 120K60. The advantages of a

HTS SMES system are response speeds on the order of milliseconds, a large power density,

efficiency above 95%, and no mechanically moving parts. Disadvantages of the HTS SMES

system include high material cost, high cooling cost, self-discharge in several days, low energy

density, and superconductor instability in the loss of cooling power. Future work includes scaling

up the current HTS SMES system, however system cost must be reduced dramatically for large-

scale applications. 59

1.3.5. Flywheel Energy Storage

Flywheel energy storage systems (FESSs) store energy in a rotary mass, consisting of a unit that

serves as a motor and generator. The maximum rotational speed of the flywheel is the key design

factor. Total energy stored in the flywheel is proportional to the square of the rotational speed.

Consequently, a flywheel capable of higher speeds provides a higher energy density. The

maximum stored energy depends on the flywheel material tensile strength, and the maximum
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specific energy depends on the ratio of the energy density and material density of the rotating disk

material.5 ' The two main types of FESS are low-speed (corresponding to high power) and high-

speed (corresponding to high energy) flywheel systems.

Advantages of FESSs include ability to provide very high peak power, high power and energy

density, long lifetime, lack of environmental detriments, and apparent unlimited life cycles. The

useful lifetime of FESS systems are also comparatively long, up to 20 years. However, the more

high-speed a FESS is, the more complex, which results in a prohibitively high cost.4 ' A major

component of the cost is the material in which the flywheel is composed of. Thus, high

performance materials at lower cost must be researched and implemented for FESS to become

more wide spread. Additional disadvantages of FESS include its relatively low energy density as

well as a high self-discharge rate compared to other types of energy storage.5 1

FESSs are mainly being developed for vehicle application and impulse power generation for large-

scale storage applications. FESSs are highly efficient when absorbing and releasing energy in

short durations. FESSs have been used for various purposes including short-term storage and

improving system frequency stability. Currently, the most successful application for FESS is in

uninterruptible power systems (UPS). FESS is favored over electrochemical batteries in UPS. For

frequency regulation applications, FESS must compete with Li-ion batteries. 61 As previously

stated, FESS remain too expensive to be widely implemented for large-scale power system

applications.
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A wind/hydrogen plant in Utsira-Norway utilizes a 100 kVA grid forming synchronous machine

and a 200 kW output power low-speed FESS. The FESS is utilized for short-term energy storage,

with a capacity of 5kWh. A power system on the island of Flores-Azores has a FESS capable of

350 kW output power and 5 kWh energy capacity, primarily used to improve system frequency

stability. Another example plant implementing FESSs is a wind diesel hybrid system in Australia

with a FESS used to smooth fluctuations in available wind power.6 1

1.3.6. Pumped Hydroelectric Energy Storage

Pumped hydroelectric energy storage (PHES) is a mature technology used globally. During

periods of low electrical demand, water is pumped from a lower reservoir to an upper reservoir.

When demand is high, water flows out of the upper reservoir and activates a turbine(s) to generate

electricity during peak hours. Depending on equipment, efficiency is 65-80%. Storage capacity

depends on the height of waterfall and volume of water. The main advantage of PHES is that it is

readily available where geographically suitable, considering its use of hydroelectric power. PHES

also has quick response times allowing control of electrical network frequency." Of all the

developed energy storage technologies, PHES is the most mature and reliable storage, and

currently most used for high-power applications. Its main disadvantage is geographic limitations

due to the need for a site with different water elevation or alternatively a very large body of water.

Although PHES is relatively inexpensive and efficient, this geographic constraint leads to the

search for energy storage systems that can be implemented globally. Furthermore, the high

construction costs and environmental issues are deterrents for further adaption of PHES

system.
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1.3.7. Compressed Air Energy Storage

During off peak hours, electricity is used to compress air, and during peak hours, compressed air

is used to operate a combustion turbine along with the burning of natural gas to produce electricity.

Aquifer storage is the most cost effective reservoir type for compressed air energy storage (CAES).

Advantages of CAES systems include durability and flexible system size, with reduced sizes

achievable through increased pressure. For example, the energy density of a CAES system is on

the order of 12 kWh-m-3 under 140 bars of pressure (P) and around 5.6 kWh- m 3 under 30 bars, a

more common pressure adopted for CAES systems, calculated simply by h(P)p(P)/3600 where h

is the specific enthalpy and p is the density at 25'C. Disadvantages include high initial capital

costs, slow response, and geographic limitations. 47 A constant system temperature is necessary in

CAES systems, which is affected by the exothermic and endothermic processes during air

compression and expansion, respectively. The most commercially implemented system of

managing the system temperature equilibrium uses external power to heat or cool the air.4 1 CAES

has the lowest cost per kWh of developed energy storage technologies, aside from certain thermal

energy storage systems. However, this cost does not consider the cost required to cool and reheat

the air, via burning fuel, when storing and releasing the air. CAES and PHS are currently deemed

as the only suitable storage options for large-scale power and high energy storage, although CAES

is capable of having a lower capital cost (depending on underground conditions and volume

required) and minimal impact to the exposed environment if underground CAES is used, rather

aboveground.", 
1 ,62
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1.3.8. Thermal Energy Storage

Thermal energy storage ( TES ) systems receive energy during charging, store the energy, then

release the energy at a later time for use. For large-scale energy storage, the thermal energy is

stored as thermochemical, latent heat, and/or sensible heat through a change in the internal energy

of the storage medium. They are known for their ability to shift electrical loads between high-

peak and off-peak hours, facilitate large-scale switching, ensure energy security, efficiency and

environmental quality.51 ,63 Main challenges in TES consist of developing low cost, and high

temperature systems. 64

1.3.8.1. Sensible Heat TES

In sensible TES, energy is stored by increasing the temperature of the material without the

material undergoing phase change. The amount of thermal energy stored depends on the

temperature change, density, specific heat, and volume of the material. The thermal storage

material is typically a solid or liquid. Sensible TES systems consist of the storage medium,

tank, and inlet/outlet devices. Disadvantages of sensible TES are the large tank size required

due to large volume of material required, and the temperature swing produced from the

addition and extraction of energy. Increase in storage size results in an increase in cost as well

as thermal losses. The main factors affecting performance of sensible TES is the thermal

diffusivity, density, and specific heat of the material used. Sensible TES systems utilizing

water as the liquid media are primarily used for solar water heating plants. Molten salts have

been applied in power tower systems due to their low cost, high temperature range, and non-

toxicity.5 ' Table 3 introduces material properties of common sensible heat TES materials.
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Table 3. Main Characteristics of Sensible Heat TES reprinted from Kousksou et al."
Cow Hot Averag Avwgp hest Average beet Volurme peic Costs per Costs per kWh

Storeg medurn Ternparalure Ternmprature dens4y Am) oDcndWtivity (W/m K) cepsoity (kJIkg 10 heat cpec;tt (kWh.mAn kg (IJSS$g) OJSScM.,

SAid stoags medum
SarnckinralI 200 300 1700 1 13 60 0.15 4.2
Reinforced coicite 200 400 2200 15 0.85 100 0.05 1
NaCUslWI 200 500 2160 7 025 150 0.15 1.5
Cast rn 200 400 7200 37 0-56 160 1 32
Slica fe bricks 200 700 1820 1.5 1 150 1 7
Magness fre tricks 200 1200 3000 1 115 600 2 6

Uioudl sworagv modom
ITECSedereait 120 133 1900 0 - - - -

Minerl oil 200 300 770 0.12 2.6 55 0.3 42
Synthelic of 250 350 900 0.11 2.3 57 3 42

Slicon oil 300 400 900 0.1 2.1 52 5 60
Whio As 250 450 1825 0.57 1. 152 1 12
irate sas 265 565 1870 0-52 15 250 0.5 3-7

Carbonatesalts 45D 850 2100 2 12 430 2A 11
Liquid sodum 270 530 50 71 1.3 so 2 21

1.3.8.2. Latent Heat TES

Latent heat TES utilizes the heat released and absorbed during the phase change of a material.

Phase change materials (PCMs) are viewed to be advantageous over sensible heat storage

materials due to their higher stored energy density, resulting in less volume and mass of the

storage medium required. From a thermodynamic point of view, phase change materials are

also attractive as they deliver heat at near-constant temperature. Solid-liquid phase change in

PCMs is most suitable for large-scale energy storage, with the three most common types being

organic-PCM, inorganic-PCM, and eutectic-PCM. However, there remains developmental

issues with most PCMs due to low thermal conductivity, instability of material properties

during cycling, material corrosion, and maintaining transition temperatures.5 1 ,63,64  Material

properties of studied metal alloy PCMs are presented in Table 4. Recently, elemental silicon

has been considered as a thermal storage medium, given its high energy density around 1200

kWh-m-3 at the melting temperature of~-1414 C65,66.
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Table 4. Material Properties of Metal Alloy PCMs reprinted from Gasanaliev, et al.67

Alloys (wt.%) Melting temperature,'C Heat of fusion, Jjg

46.3Mg-53.7Zn 340 185
9GZn-4A1 381 138
34.65Mg-65.35A 497 285
60.8A-33.2Cu-6.OMg 506 365
64.1Al-5.2Si-28Cu-2.2Mg 507 374
68,5A1-5.OSi-26.5Cu 525 364
64.3-34.OCu-1.7Sb 545 331
66.92A-33.08Cu 548 372
83.14Al-11.7Si-.1 6Mg 555 485
87.76A1-12.24Si 557 498
46.3AI-4.6Si-49.1Cu 571 406
86.4AI-9ASi-4.2Sb 471 471

1.3.8.3. Thermochemical TES

Thermochemical energy storage utilizes the energy released through the breaking of chemical

bonds, then recovered through a reversible chemical reaction. The charging of the system is

endothermic, storing of the energy does not result in any thermal losses, and discharging of the

system is exothermic. Advantages of thermochemical energy storage include higher energy

densities than sensible and latent heat storage, on the order of 103 - 104 kWh. m-3 as well as

minimal heat loss. Thermochemical energy storage is deemed more optimal for long-term

energy storage than sensible or latent heat storage methods due to the minimal heat loss during

storage, applicability to both short and long duration storage such as seasonal thermal storage,

and higher energy density. 51 That being said, there still remains much work to be done in the

material compatibility and system design as thermochemical storage systems require various

components such as compressors, heat exchangers, storage tanks, and reactors. This gives rise

to high system costs compared to sensible and latent TES systems. Promising thermochemical

materials are evaluated based on cost, corrosiveness, cycling abilities, reaction rate and
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temperature range, energy storage density, non-toxic and non-flammable, and proper heat

transfer and flow characteristics. Aside from material selection, reactor design is also a key

consideration.63

1.4. Summary

To avoid and reduce negative impacts currently imposed upon existing power plants, the economy,

as well as the environment, an energy storage solution is needed that can address the above

enumerated issues. Namely, energy storage can replace peaker plants as a cleaner alternative to

natural gas-fired peaker plants, energy storage can balance variations in demand such that baseload

power plants are not forced into operating at partial- nor peak-load, and storage provides a segue

from reliance on fossil fuels to renewable energies through hourly and seasonal storage. That

being said, energy storage for power plants is not a novel concept to say the least, pumped

hydroelectric energy storage has been developed since the 1890's68,69, various battery chemistries

have been proposed to support the grid39 ,53 ,7 -7 2 , among other technologies reviewed. To

emphasize key points from the technology overview, we summarize key points of. the major

technologies.

Pumped hydroelectric energy storage (PHES) converts off-peak electricity into stored gravitation

potential energy via mechanical pumps, having a typical efficiency of 70-85%47,51,62. The energy

is then converted back to electric through turbines during times of peak demand. PHES has been

the main method of energy storage for fossil fuel fired power plants of high power generation,

37
though the applicability of this method is highly dependent upon geographic location3.

Compressed air energy storage (CAES) utilizes electricity to pressurize air and thus store the
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molecular energy to be later converted back to electricity through expansion, having a typical

efficiency of 70-89% for underground CAES and only 50% for aboveground CAES 39,4 1,62. Just as

PHES, CAES is also limited by geographic location, albeit to a less severe extent for aboveground

CAES. Among the energy storage technologies under research, batteries are being pursued the

most 39,49,71-74, however the cost of such technologies are still too high to be practical for large-

scale applications. Batteries can use off-peak electricity to charge and store energy in the form of

chemical energy, then use chemical reactions to create a flow of electricity, having efficiencies

that range from 60% to as high as 99%3848. Even more expensive than batteries are technologies

such as super magnetic energy storage, supercapacitors, flywheels, etc. 39,47,51,62. All of the above

methods of energy storage convert electricity already produced by other means, into another form

of energy prior to storage. A summary of efficiencies, energy densities, and cost of the above

reviewed technologies is provided in Figure 1-5 through Figure 1-7.
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Figure 1-5. Energy storage technologies with respect to round-trip efficiency of the device. Sources: CAES

underground and aboveground41 ,62 , Pumped Hydroelectric (Pumped hydro)4 75 ,1,62 High temperature thermal

energy storage (HT-TES) 47,51,62, Cryogenic TES62, ZEBRA38 ,47-4 9, ZnBr Flow 39' 47, Vanadium Redox

Battery (VRB)38'4 7, Lead Acid38,47,51,62, NaS38'47, Fe/Cr Redox39, Zn-air39,75, Li ion41,47,62, Lead-carbon

ultrabattery 38, Advanced Pb-Acid 39, Ni-Cd 38 ,4 1,51 ,62 , Li-ion Carbon anode, LiCoO 2 cathode (C/LiCoO 2)
3 8,

Ni-MH414 7, Li-polymer 1 , Supercapacitors 47,62, SMES 4 7,62 , Flywheels 47,62, Fuel cells 47,62

Efficiency is not the only key characteristic in determining a feasible storage method for power

plants; energy density and cost are also critical factors. Of the aforementioned storage options,

thermal energy storage has the best chance of competing with PHES in terms of cost per kilowatt-

hour due to high energy densities and low material cost, as can be seen from Figure 1-7.
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Figure 1-6. Energy storage technologies with respect to cost of device, for upper bounds exceeding 500

$/kWh. Sources: ZnBr Flow3 9,4 7, Vanadium Redox Battery (VRB) 38,4 7, Li ion 4 1,47 ,62, Advanced Pb-Acid 39,

Ni-Cd38 ,4 1,51,62, Supercapacitors 47,62
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Figure 1-7. Energy storage technologies with respect to cost of device, for upper bounds below 500 $/kWh.

Sources: CAES underground and aboveground 4 1,62, Pumped Hydroelectric (Pumped hydro)4 7,51 ,62 , High

temperature thermal energy storage (HT-TES) 47,1,62, Lead Acid38 ,47,1 ,62 , NaS 38,47, Fe/Cr Redox 39, Zn-

air 39,75, ZEBRA
3 8 47-49
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Figure 1-8. Energy storage technologies with respect to gravimetric energy density. Sources: CAES

underground and aboveground41 ,62 , Pumped Hydroelectric (Pumped hydro)47 ,'1 ,62, High temperature thermal

energy storage (HT-TES) 47,51,62, Cryogenic TES62 , ZEBRA38,47- 9, ZnBr Flow3 9,47 , Vanadium Redox

Battery (VRB)384 7, Lead Acid3 8,4 7,51 ,62 , NaS 38,4 7, Fe/Cr Redox 39 , Zn-air39,75, Li ion41,47,62, Lead-carbon

ultrabattery 38, Advanced Pb-Acid 39, Ni-Cd 38,4 1,51,62, Li-ion Carbon anode, LiCoO2 cathode (C/LiCoO 2)
3 8,

Ni-MH41
,
4 7 , Li-polymer41 , Supercapacitors 47,62, SMES 47 ,62, Flywheels 47 ,62, Fuel cells 47,62

For regions in which PHES or CAES is not an option due to geographical constraint thermal energy

storage (TES) presents itself as a complete solution and is, in fact, the main method of energy

storage for solar thermal power plants in the form of sensible heat718O. That being said, TES

requires further development towards fulfilling storage needs across the spectrum of power plants

(e.g. renewable energy, pulverized coal, nuclear, etc.). Existing large-scale TES systems in

practice directly store thermal energy rather utilizing electricity already produced by existing
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power plants. Unlike these existing TES systems, an energy storage system must be developed

that can couple with both renewable, nuclear energy and existing fossil-fuel dependent plants,

otherwise global adoption does not seem to be feasible for present efforts to mitigate climate

change. Electrically charging a TES system gives rise to system flexibility with respect to coupling

to different types of energy sources.

In theory, electrical heating can produce temperatures as high as desired, given material

compatibility, thereby allowing high Carnot efficiencies. Furthermore, utilizing electricity via

resistive heating to 'charge' a thermal energy storage unit has negligible losses, i.e. ~100%

efficient, since all current supplied to the resistive heating element will be converted into heat

dissipated into the surrounding TES medium. The round trip efficiency using TES is hence

essentially determined by the thermal-to-electrical power plant machinery such as condensers and

turbines, and any losses from the storage unit to the environment, which are later proved negligible.

Considering that the mentioned thermal power plant efficiencies (ref section 1.1) have included

exhaust losses, while a TES does not have exhaust loss, it is reasonable to expect that TES systems

based on supercritical Rankine cycle can achieve round-trip efficiencies above -42%. Such TES

systems are absent of geographical restraints and can take advantage of the existing power

conversion block in a typical power plant for reduced capital cost. They can provide a universal

storage solution to numerous issues presently threatening the stability of the electric grid as well

as the environment. Whether electrical heating of sensible or latent heat-based materials proves

most cost effective presents a more involved question to be pursued.
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As TES is well known to convert thermal to electrical energy, small scale systems have been

implemented which convert electricity to thermal energy (i.e. electrical load management in

buildings, TES for cooling capacity, home water heaters) 8 1-84. Only recently has there been work

published on conversion of electricity to thermal energy then back to electricity, including: the

conversion of electricity from wind turbines into sensible heat stored in rocks then back to

electricity via steam turbines by Siemens 85; possible conversion of electricity into latent and

sensible heat stored in silicon then back to electricity via thermophotovoltaic cells by Datas et al. 65;

and possible conversion of electricity into latent and sensible heat stored in silicon then back to

electricity via Brayton cycle by the Australian company 1414 Degrees 86

We aim to evaluate a cycle connecting these two cycles-systematic conversion of electrical to

thermal back to electrical energy, using thermal energy storage in the form of latent or sensible

heat. From a thermodynamic perspective, converting electrical energy into thermal energy, then

back to electrical is not favorable. Nonetheless, such a method is deserving of consideration on

large scales, since the widely adopted systems of PHS and CAES also demand such energy

conversions as depicted in, yet do not present themselves as global solutions to the energy crisis.

1.5. Outline of Thesis

In this thesis, an evaluation is performed on the potential integration schemes of an electrically

heated thermal energy release and storage system (TERS) into existing fossil fuel-fired plants as

well as renewable energy-based plants. For high-temperature, high-pressure power blocks, such

as those utilizing supercritical water or supercritical C0 2, we introduce a version of TERS based

49



off radiative heat transfer between the TES medium and the water pipes. We also introduce

versions of TERS that utilize conduction to release stored heat, through direct contact between

TES units and water pipes, which is capable of producing supercritical fluids but more ideal for

lower pressure systems due to safety aspects to be discussed.

It is important to note that for any system being developed with the goal of implementation in

mind, attention during conception must be paid not only to the technical aspects, but also to the

economic, social, and environmental aspects of the system. Candidate energy storage materials

are evaluated based on metrics such as ease of integration, environmental impact, operating

temperatures, and cost. The objective of this work is not to perform a detailed whole-system

analysis, but rather to provide a sound argument that such TES systems have the potential to

provide a cost-effective solution for grid-level energy storage in the near-term, for both renewable-

based and fossil-fuel dependent plants, rather one or the other. A sustainable framework of energy

production for immediate action against climate change must allow for, and be built upon, nuclear,

fossil, and renewable energy sources working synergistically, as also acknowledged by Forsberg87 .

Chapter 2 describes the overall schematic of an electrically charged thermal energy storage system

with supercritical power plants, and lists the power and storage demand of the model power plant

considered. The benefits of the system are discussed with respect to both fossil fuel-fired power

plants, and renewable energy-based power plants. In chapter 3, the radiation based thermal energy

storage system is introduced and the heat transfer model is derived. Likewise, in chapter 4, the

conduction based thermal energy storage system is described. Chapter 5 concerns the cost of the
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electrically charged thermal energy storage systems and how it compares to existing storage

methods.
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Chapter 2 Supercritical Water Power Plant Integration

2.1. Integration with Fossil Fuel-Fired Power Plants

As previously stated, the thermal energy storage system developed herein can couple to different

power blocks and heat fluids to different temperatures depending on restrictions set by the existing

infrastructure (e.g. according to turbine specification, maximum temperature and pressure of pipes,

etc.). However, since coal is expected to remain a key source for electricity generation, and even

grow in demand in developing countries, it is most appropriate to evaluate TERS coupled to a

coal-fired power plant 8 . More specifically, we model TERS coupled to a supercritical water

power plant (Figure 2-1), as that is the cycle that most recent and future coal-fired power plants

adopt.
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Figure 2-1. Illustration of TERS coupled to coal-fired power plant for peak shaving, load leveling, and

reduction of fuel consumption. The same concept may be applied to other power plants such as nuclear.

In the configuration depicted in Figure 2-1, the boiler operates at baseload according to rated

capacity, while TERS compensates for variations in demand. TERS can be charged by electricity

generated by the plant, or electricity from the grid. Here, dashed flow lines indicate exhaust fluid.

The amount of power produced by TERS can be controlled by the mass flow rate of the fluid sent

to the subsystem. For a supercritical (SC) water rankine cycle, water shall flow through TERS,

reaching temperatures above 575*C at a pressure of 250 bar, thus transitioning to supercritical

water prior to the outlet. A separate line of water can flow through the boiler (B), reaching

supercritical temperatures within the boiler and rejoining the supercritical water from TERS at the

high-pressure (HP) turbine. If the boiler is in operation, air will be preheated by heat exchange

with exiting flue gas. Note, there is no flue gas generated by TERS. After the HP turbine, exhaust
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steam goes through a reheat cycle within the boiler/TERS at constant pressure (no longer in the

supercritical regime) to reduce moisture content of the steam and produce further work within the

intermediate-pressure (MP) turbine. Exhaust from the MP turbine is sent through the low-pressure

(LP) turbine without reheat. The turbines will be used to convert mechanical energy into electrical

via the electrical generator (EG). Extraction points within the turbines direct steam to the

feedwater heaters for increased plant efficiency.

The hourly operation of TERS in the above configuration (Figure 2-1) to manage load following

and peak shaving is demonstrated in Figure 2-2. By operating a thermal energy storage unit as

illustrated, boilers can operate at a nearly constant load, reducing thermal stress on the boiler. Such

operation solves a number of issues that fossil fuel-fired plants battle. First, it eliminates the need

for cyclic operation. The nature of the deregulated market gives rise to operators having to choose

between less than ideal unit operations, up to the point of steady electricity production wherein the

operator is able to compete in the market again. Supercritical boilers in particular require a

considerable amount of fuel for successful startup, and therefore startup is costly for both the plant

economy and the environment. Second, cyclic operation (includes load following, on/off

operation) of boilers reduces the boiler lifetime, increases operation and maintenance costs, and

increases emissions by the reduction in thermal efficiency. Savings achieved with the proposed

energy system in supercritical power plants can reach around 100$ per megawatt capacity, per cold

start, and around 2$ per megawatt capacity, per load following event assuming a typical normal

ramp rate for a coal-fired supercritical power plant. Here, load following event is defined as a

change in generation within 32% of gross dependable capacity, beyond which the event is defined

according to a warm or cold start8 9. A detailed energy storage dispatch model for assessing the
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economic benefits introduced with an energy storage system for cycling and load following,

specifically with respect to CAES and wind penetration, is provided by Das et a1 3. Though

evaluated for CAES with condition of wind penetration, their conclusions support the claims made

herein. Mainly, that bulk energy storage greatly benefits the grid through relief of unit cycling

thereby increasing system efficiency, and storage reduces the total system CO 2 emissions therefore

increasing revenue through elimination of carbon tax and through increased system efficiency.
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Figure 2-2. Hourly Demand Balance for state of New York. (a) Example operation of TERS over a period

of 24 hours, using demand data of February 10th, 20172 . During times in which demand falls below base-

load operation (shaded blue regions), electricity generated is used to charge TERS. During times in which

the electricity demand exceeds base-load operation, TERS is discharged to compensate.
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A critical aspect of the system envisaged within is the ability to charge TERS with electricity, an

ability that originally made batteries so attractive. With the freedom to charge this system with

electricity, operation of TERS is not restricted to optimizing boiler effeciency. Rather, revenue

can be maximized by energy arbitrage. Energy arbitrage in this scenario refers to charging TERS

during times of low Locational Marginal Price (LMP), and discharging TERS during times at

which the LMP is high. In TERS, the discharge is achieved by passing heat transfer fluids through

the TERS. An example case based on realtime LMP pricing for the state of New York (NY) over

the course of 24 hours is presented in Figure 2-390.
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Figure 2-3. Revenue-maximizing operation of TERS in current energy market. Real-time price variation

for state of New York over the period of a day (Feb. 10%, 2017) with example distribution of charging and

discharging TERS, based on price arbitrage in NY electricity market.
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Regardless of whether TERS is charged by purchasing electricity at low LMP from the grid, or

charged by electricity generated from the accompanying boiler, an overall profit can be made by

optimizing according to hourly variation in the LMP. Although thermal energy storage systems

are excluded from their evaluation, Bradbury et al. study the economic potential for energy storage

systems in terms of the internal rate of return (IRR), operating based on price arbitrage, and can

be reffered to for a detailed economic analysis. Of the systems examined, Bradbury et al. conclude

that PHS and CAES have the greatest potential for arbitrage, having the highest IRR due to a

combination of low self-discharge rate, high round-trip efficiency, and ability to store 5 or more

hours of energy 91 . Based on such conclusions, TERS should also have great potential for price

arbitrage, considering it meets the above listed criteria to the same degree, if not better, as CAES

and PHS. Indeed, we find that TERS in operation based on price arbitrage such as depicted in

Figure 2-3 can create a revenue of 16 $/MWh of electricity during discharge, assuming electricity

is purchased from the grid to charge TERS. This estimate is simply calculated by taking the

difference in sum revenue during discharge and sum expense during charging, divided by the

period of discharge (12 hours). . For power plants charging TERS with electricity produced in-

house, this revenue estimate will undoubtedly be greater since on average the cost to produce

electricity is less than the price at which it is sold.

2.2. Integration with Renewable-based Power Plants

For regions of the world with large penetration of renewable energies, TERS can be designed such

that it supports the grid during times at which renewable energy is not instantly available. Solar

energy is a globally available resource, photovoltaics are widely deployed compared to solar
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thermal, and pathways towards terawatt scale deployment of PV have been identified 92 . Due to

the incontrollable intermittency of solar energy, an energy storage system must work

synergistically with PV for global adoption. We present an example scenario of TERS coupled

with PV to allow further deployment globally, depicted in Figure 2-4. Rather direct distribution

into the grid, electricity generated by PV can be stored in TERS, then later converted back to

electricity by existing or new power plants. As an inexhaustible source of clean energy, harnessing

solar energy through PV is becoming more widely adopted on large scales (i.e. MW PV farms) in

various countries, including Spain, Germany, U.S., etc93 . Specifically, China and Mongolia have

constructed PV farms in the desert, and utilize transmission lines to direct the electricity from the

desert to populated regions. A system such as TERS can alleviate both frequency regulation issues

associated with PV and also allow for more effective use of solar energy94 95
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Figure 2-4. TERS charged by renewable energies. Illustration of TERS coupled with PV to resolve the

intermittency issue inherent to solar energy and allow deployment of PV for large-scale electricity

generation. Section view of TERS provided to illustrate electrical heating elements and water pipes.

To allow deployment of PV for large-scale electricity generation, TERS can be charged by excess

electricity from PV, and discharged to produce electricity by utilizing the infrastructure of an

existing or new power plant. However, a boiler or combustion chamber is not requisite to produce

electricity upon discharge when TERS is coupled to PV.

In 2016, the state of New York generated a total of 62,000 MWh for the month of November,

solely from solar photovoltaic technologies. This was a 47% increase from the previous year, and

considering the decreasing price of silicon photovoltaic cells, an increase in PV production can be

expected 96. Unfortunately, the price of PV cells is only half the struggle in successful and efficient

adoption of PV-based power plants. The other half consists of efficient and economic storage of
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the electricity, with flexibility to meet dispatch demands. Aside from reduction of emissions and

frequency regulation, storage for PV electricity generation can also be used for arbitrage or for

increasing revenue by the sale of renewable, as discussed for wind and solar energy by Braff et

al.97

By storing electricity from renewable energy sources during times of low demand and then

discharging this electricity via TERS, PHS, CAES, or batteries during times of high demand, one

can undoubtedly mitigate C02 emissions.

2.3. Thermal Energy Storage Parameters

To estimate cost of TERS for an example power plant, and thus feasibility, the desired storage

capacity must first be set. We consider a typical plant output capacity of 650 MWe for which

charging and discharging may follow that of Figure 2-2. The energy stored in TERS will therefore

be the area under the baseload curve bounded by the electricity demand. This results in a total of

~670 MWehr of energy stored, and ~ 500 MWehr of energy released during discharge. Considering

the cycle efficiency, the amount of total thermal energy stored in TERS follows

E = 103 [f' (BL - Demand(t)) dt + 2 (BL - Demand(t)) dt - 3600 / 77 (2-1)

In Eqn. (2-1), E is the amount of stored thermal energy in kilojoules (kj), BL is the constant

baseload provided by the boiler (650 MWe), Demand(t) is the hourly demand according to Figure
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2-2, t is the storage time in hours, and il is the electric-to-thermal efficiency, a function of storage

efficiency and power block efficiency.

The efficiency of the storage system is simply given by 7storage = 1 - Qloss/Qstored where Qstored

accounts for the energy put into TERS through resistive heating and Qloss accounts for unwanted

convection between the insulation and surroundings, radiation from the insulation, and conduction

through the insulation. In fact, Henry et al. has performed the above thermal loss analysis for a

thermophotovoltaic block, concluding that heat leakage ultimately depends on the volume to

surface area ratio of the system, and thus system sizes must be optimized to minimize loss and

maximize efficiency 66. After performing a similar analysis for TERS, the same conclusion is

made, and therefore the efficiency of the storage system can be estimated as 100% for initial

modeling. Taking into account that a boiler's flue gas exhaust is accountable for 3-8% of

efficiency loss in coal-fired power plants, the efficiency of supercritical fluid generated with TERS

will be 3-8% higher than the typical 41.5% - 45% system efficiency of supercritical coal-fired

power plants since TERS does not generate exhaust gas 9 8 99 . Therefore, we can conservatively

estimate the entire cycle efficiency ij to be that of the cycle efficiency without storage, and without

thermal losses by exhaust gas, i.e. -45%-50% efficiency for supercritical Rankine cycle adopting

the lower bound of typical supercritical plant efficiency as discussed in section 1.1.2.

The required volume, in cubic meters, of storage material is then

V E(2-2)
P(hL+cp(Tc-TD))
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where p is the density of the thermal energy storage medium, hL and Cp are the latent heat of fusion

and heat capacity of the material, respectively, Tc is the charged temperature of the storage

medium, and TD is the discharged temperature of the medium. Since we wish to take advantage of

the large latent heat of the phase change materials evaluated, it is not necessary to have a large

temperature deviation from the phase change temperature. A temperature difference of 100'C is

used in the calculations. The discharge (min. temperature) and charged (max. temperature)

temperatures used for sensible storage materials is provided in Table 5. Material properties for all

evaluated storage mediums are provided below in Table 5 and Table 6. Phase change materials

(PCMs) are selected for evaluation based on the thermal conductivity, as a low thermal

conductivity is typically the limiting factor in applying PCMs for thermal storage.

Material
Table 5. Solid and Liquid Sensible Material Properties

Min. Max. Density Average
Temp Temp (kg m-) Thermal

(*C) (OC) Conductivity
(W mr'K-')

Average
Heat
Capacity
(kJ kg-'K')

Silica Fire Bricks100 200 700 1820 1.5 1

Magnesia Fire 200 1200 3000 1 1.15
Bricks1 00

Carbonate Salts 450 850 2100 2 1.8

Table 6. Phase Change Material Properties
Material Tmelt Density Average Latent Heat Average

(0C) (kg m-3) Thermal of Fusion Heat
Conductivity (kJ kg') Capacity
(W m-'K-') (kJ kg'K-')

Silicon'01 1414 at 1414 0C at 14140C 1800 1.04
2520 (liq.) -56 (liq.)

-20 (solid)
Alo.g8 Sio.12

102 576 2700 160 560 1.741
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The thermal conductivity of silicon varies considerably near the melting point, as can be seen in

Figure 2-5 adapted from Yamasue 2002. There will therefore be uncertainty in the thermal

conductivity used to calculate total heat flux through silicon in the following chapter.
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Figure 2-5. Thermal conductivity of silicon in solid state and liquid state. Figure reprinted from Yamasue

20020.
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Chapter 3 Radiation Based Thermal Energy Storage

3.1. Introduction

From Table 6, we find that silicon not only has an exceedingly high latent heat of fusion, but also

has a melting point that is an order of magnitude greater than the final heat transfer fluid (HTF)

temperature (570'C). This allows us to harness radiative heat transfer from the thermal storage

unit to the heat transfer pipes, an attractive mode of heat transfer from a safety aspect. Supercritical

fluids are pressurized to over 200 bar, which presents safety challenges when the HTF pipes are

immersed in a molten metal. In the case of a pipe cracking after prolonged thermal cycling and

fatigue (an inevitable occurrence in boiler furnaces), the pressurized fluid in contact with

unpressurized molten metal may create a highly hazardous event. Therefore, we first consider a

storage design based on radiative heat transfer between the storage unit and HTF pipes,

circumventing any need for intimate contact between pressurized fluid and molten silicon.

As previously stated, a key limiting factor in energy storage systems becoming widely adopted is

cost. Although silicon is the second most abundant element in the earth's crust, lending itself as

an abundant phase change material at low cost, there are numerous system components that may

raise the cost beyond acceptable values. These include the electrical heating elements, container

material enclosing silicon, HTF pipes, insulation, etc.

3.2. Electrical Heating Methods

There are multiple methods in which silicon can be electrically heated. In silicon smeltering plants,

silicon is typically produced in a submerged electric arc furnace. This method involves immersed
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carbon electrodes in a crucible filled with quartz and charge, as shown in Figure 3-1. The charge

may be a mixture of reductants such as coal, coke and chips which are necessary since solid silicon

is not electrically conductive enough on its own. The arc is formed between the electrodes and

crucible, through the material. Due to the higher density of pure silicon than silica, upon the main

reaction of SiO2(s) + 2C(s) -> Si(/) + 2CO(g), molten silicon sinks to the bottom of the crucible

allowing for separation from the resulting slag. Although electric arc furnaces are capable of

reaching temperatures over 2000'C, continuous feeding of charge is impractical for melting silicon

in storage applications and will require the silicon to be transported from the arc furnace to a

separate container after melting so that the silicon may be separated from remaining solid charge

in the crucible.
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Figure 3-1. Typical submerged arc furnace for silicon smelting. Figure adapted from Southern Africa

1040

Analysis & Smelting.

A stationary design for the molten silicon is more attractive in thermal storage applications.

Therefore, we consider inductive heating or immersed cartridge heaters. Induction heating of

silicon is a well-established method in the field of solar cells and microelectronics 05 -108.A

example inductive melting method consists of copper coils wound around silicon in a water-cooled

metallic crucible. By keeping the crucible cool, a solid layer of silicon will remain between the

crucible and molten silicon thus eliminating contamination from the crucible and protects the

crucible from the melt. A schematic of an induction cold crucible furnace is provided in Figure

3-2. In the case of storing thermal energy in silicon, the only reason for concern towards silicon

reacting with the container is that of reducing the container's structural integrity through diffusion

of, for example, carbon from a graphite or silicon carbide container. Aside from being a non-
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contact method of electrically heating silicon, another advantage of induction heating is that of

mixing within the molten silicon by the electromagnetic Lorentz force, resulting in a more uniform

body of silicon. The efficiency of inductive heating depends upon the material properties of the

crucible. For a graphite crucible, we may expect efficiencies around 90%. One must also consider

the size of the sample to be heated and the properties of the sample. For example, since the

electrical resistivity of silicon is on the same order as that of graphite, the size of each must be

designed such that heating occurs mainly in the silicon rather graphite.

The heat generation rate by induction heating in a cylindrical body of solid silicon can be

approximately expressed as

' = B3B2a4f2 /. (3-1)

where Q '9 is the heat generation rate per unit length of the silicon having units of Watt per meter

[W/m], B is the effective magnetic flux density, a is the radius of silicon, f is frequency of the

sinusoidal magnetic flux, and o is the electrical conductivity. Since the electrical conductivity of

silicon increases abruptly upon transition from solid to liquid, the heat generation rate is expressed

differently in liquid silicon, as

Q'g = 2B 2a T (3-2)

where p is the magnetic permeability 10 7 . The optimal frequency can be determined by Eqn.3-1

and Eqn.3-2.
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Figure 3-2. Illustration of an induction cold crucible furnace for silicon melting, adapted from Muhlbauer'09.

Skull refers to the solid layer of silicon between the melt and crucible.

In induction heating, eddy currents induced by the electromagnetic field result in joule heating of

the silicon. Rather than implementing this direct method of joule heating, one can also implement

indirect joule heating through immersed electrical heating elements. The generated heat will

conduct into the surrounding silicon in which the thermal energy is stored as latent heat.

Resistance heaters are quite common and used in a variety of applications, which includes heating

thermal storage media such as refractory bricks to provide residential heating throughout the day.

Most heating elements are composed of silicon carbide (SiC), capable of heating up to ~1 5000C

in an oxidizing atmosphere such as air. One can also use graphite heating elements, similar to the

carbon electrodes used in submerged arc furnaces"1 0. We use cartridge heaters as the example

heating method to estimate system cost since they are more common, flexible in application, and

pricing is easily accessible compared to the aforementioned heating methods. The expression for

heat generation rate from an electrical heater is much more simple than that by induction, expressed
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as P = 2REH = Qg where P is the power converted from electrical to thermal energy, I is the current

(direct current), REH is the electrical resistance of the heating element and Qg is the heat generation

rate.

Another option for heating is directly passing current through the silicon. In this case, the main

parameter in need of controlling is the overall electrical resistance of silicon, Rsi. This resistance

is a function of the sample geometry and resistivity of silicon (psi) as Rsi = psi1l/A where 1 and A

is the length and cross-sectional area, respectively, through which current must pass from the

negative to positive electrode. In the case of all four methods, testing must be done to evaluate if

it is viable to produce heat using silicon as the electrical resistor. The electrical resistance of silicon

from solid to molten form is provided in Figure 3-3. To use direct current heating or electric arc

heating without added charge, solid silicon must provide the resistance through which the arc

forms. This is the same concept as having a silicon carbide resistance or graphite heater immersed

in silicon if all the current isn't dissipated as heat in the heating element. Induction heating seems

most attractive as reaction of electrodes with molten silicon will not be a concern. Again,

experimental work must be done to prove if it is a viable method given the electrical resistance of

silicon.
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3.3. Molten Silicon Container and HTF Tubes

To effectively harness radiative heat transfer as the main mode of heat transfer between the

contained silicon and HTF pipes, the container must have high emissivity and high thermal

conductivity. The container material is further restricted by compatibility with molten silicon, as

molten silicon reacts with most materials. Conveniently, graphite has both a high emissivity and

high thermal conductivity, with ample studies previously conducted on the wettability and reaction

of molten silicon with graphite since graphite-lined vessels are used in the silicon smelter and

photovoltaic industry"1"5.
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Molten silicon reacts with graphite to form SiC, though the extent of this reaction is highly

dependent upon surface roughness, graphite grade and material structure, atmospheric

composition, and oxygen partial pressure, amongst other factors. Although the formation of a SiC

layer at the interface of graphite and molten silicon is unavoidable, further infiltration of silicon

into graphite can be avoided by using high-density isostatically pressed graphite grades"'. In fact,

molten silicon (Si) itself does not wet a carbon surface, where wetting is characterized by the

contact angle 6 as shown in Figure 3-4(d) and defined by the Young-Dupr6 equation as

0= cos-1 [Ys~Ysl (3-3)

for a liquid droplet on a flat surface 16. In Eqn. (3-3) ysg is the surface energy between solid and

gas phases, ysi is between the solid and liquid phase, and yig is between the liquid and gas phase.

Rather, the SiC layer is wettable (i.e. 0 < 900) by molten Si and is the primary driving force of

infiltration in porous carbon ".
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Figure 3-4. Wetting process of silicon on graphite from solid to liquid phase transition. Silicon begins as a

solid (a), starts melting (b), begins forming a contact angle (c) and becomes pure liquid (d). Upon formation

of silicon carbide layer (e) spreading begins, followed by the final contact angle and stabilization (f).

Numerous experiments have been performed characterizing the reaction kinetics until equilibrium

is reached and characterizing the wetting angle by the sessile method, in which a drop of molten

silicon is placed on a graphite surface. Once equilibrium is reached, within seconds to a minute,

the rate of further reaction between Si and graphite is greatly reduced by the interfacial layer of

SiC existing on the order of micrometers"2,1 1 7- 120.

Another key requirement of the silicon container is that it must be resistant to oxidation, assuming

TERS is operated in a normal oxidizing environment. Graphite reacts with oxygen to form carbon

monoxide (CO) and/or carbon dioxide (C0 2), depending on graphite temperatures and oxygen

flow rate. The rate of reaction further depends on graphite porosity and surface roughness. In
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general however, for the temperatures considered here (around 1400'C) the reaction of graphite

with oxygen is controlled by a boundary layer. The dependence of reaction rate on temperature,

and thus reaction regime, is provided in Figure 3-5a. The sample was a high impurity graphite IG-

110 tested under 20 mI/min of dry air at room temperature. Oxidation rates for bare graphite of

the same composition and oxygen flow rate is provided in Figure 3-5b. In the boundary layer

regime, a coating such as silica or silicon carbide may be used to protect the graphite from ingress

of oxygen, most commonly studied in the field of high temperature reactors 12L-25. For example,

testing has been performed on SiC coatings which were able to withstand thermal cycling and

prolonged periods at temperatures up to 16000C 22 . Future work will consist of testing different

coatings that can protect graphite from oxidation without hindering the rate of radiative heat

transfer.

f a ) (6+}--- ------- --- ----
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Figure 3-5. Oxidation of high-impurity IG-1 10 graphite. ( a ) controlled regimes of graphite oxidation with

respect to temperature, and ( b ) oxidation rate of graphite held at 15001C. Figure adapted from Xiaowei et

al. 126
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Having determined graphite as the ideal container material from which radiation shall emanate,

we proceed to discussion of the HTF tubes that shall absorb the radiation. The material for HTF

tubes in supercritical boilers is determined based on the maximum operating temperature and

pressure, keeping material cost at a minimum as well. We can simply use the same material for

the HTF pipes as that in supercritical boilers, namely P91 or P92 steel alloy. Boilers typically

adopt one of two configurations for the waterwall, one in which metal strips are welded between

the tubes, known as a membrane wall, depicted in Figure 3-6( a ), and one in which the tubes are

not connected, with a reflective surface behind the tubes Figure 3-6( b ). The strips welded

between the tubes behave as heat concentrators, conducting any incident radiation into the tubes.

For the following system analysis, we adopt the configuration of Figure 3-6( a ) to enhance heat

transfer to the HTF. The strips are composed of the same material as the tubes, P92 ferritic steel

alloy.

(a) (b)

Figure 3-6. Waterwall configurations in typical boilers. (a) Tubes are connected by strips of metal aka

membrane wall. (b) Tubes are not connected, with a reflective surface behind the tubes.
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3.4. Non-negligible Modes of Heat Transfer

Thus far, we have elemental silicon as the phase change material, cartridge heaters immersed in

the silicon, graphite enclosing the silicon, and a bank of finned heat transfer tubes also known as

a membrane wall, illustrated in Figure 3-7.

P92 Steel HTF Tube

Electrical Heaters

Silicon

Graphite\

! 7Mernbrane wall

Figure 3-7. Assembly of components in radiative TERS. To charge TERS, electrical heaters such as

immersed cartridge heaters are implemented. The energy from the heaters is stored in the form of latent and

sensible heat in silicon near its solid to liquid phase change temperature. During hours of discharge,

radiative heat transfer from TERS to the bank of tubes produces, for example, supercritical water. In a real

system, multiple units of silicon and water tube banks are present, with all components contained within an

enclosure open to atmospheric pressure.
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To estimate the system cost, the number of required HTF tubes (N) must be known. This quantity

is a function of the HTF mass flow rate ( mf ) and heat transferred ( Q ) to the HTF by N =

Q/(zhAh) where Ah is the change in enthalpy of the HTF. The HTF mass flow rate is known

within some range of Reynold's number such that an acceptable heat transfer coefficient is

obtained following correlations for supercritical water, to be discussed. Therefore, the heat

transferred from the molten silicon to membrane wall is the central problem to be solved before

system cost can be estimated.

To start, let us consider the different heat transfer processes occurring within each component.

During discharge of the silicon, a solidification front propagates from the inner graphite surface

towards the center of silicon, illustrated in Figure 3-8. The speed, ds/dt, at which this solidification

front moves is determined by the heat transferred by radiation to the membrane wall, further a

function of the HTF flowing through the tubes. Since the initial and final temperature of the water

will vary in the z-direction, we expect ds/dt to also be a function of z- as illustrated in Figure

3-8(b). Therefore, there will be a larger temperature gradient from the edge of the solidification

front to the edge of graphite at z(O) versus z(>O). This leads to conduction heat transfer in both the

x- and z- direction, i.e. Q(x,z,t). If the fins (Figure 3-8(a)) are designed such that they are isothermal

with a temperature close to that of the tubes, then we can assume that any conduction in the y-

direction within the silicon is negligible.
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radiation

tube
fins
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III

radiation

Waterwall
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Figure 3-8. Illustration of various modes of heat transfer occurring during system discharge. (a) Top cross-

sectional view of system taken at arbitrary position in z-direction. (b) Side cross-sectional view of system

at time t when solidification front is at s.

It should be noted that natural convective effects within silicon are neglected, resulting in a

conservative estimate for the overall heat transfer rate from the silicon to membrane wall. In

general, heat transfer performance of energy storage during phase transitions from solid to liquid

have been studied and the importance of convection versus conduction in the process has been

discussed12 7-29 . In the case of Si, this assumption is valid considering the high value of thermal

conductivity and consequently low Rayleigh number3 -1 3
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The molten silicon is at its phase change temperature (Tm) of 1414'C while the HTF is at a

temperature between 100*C and 570*C. Given the temperature difference between Si and HTF

(AT > 800), there will be a significant rate of heat transfer through radiation and a contribution by

natural convection between the two bodies. The heat transferred to the membrane wall will

eventually be transferred to the HTF, heating water to supercritical temperatures.

3.4.1. Phase Change in Silicon

Currently, the rate of heat transfer through solid silicon is two-dimensional and time-dependent,

where we have assumed that the molten silicon is initially and uniformly at its phase change

temperature and thus has zero resistance to heat transfer (or equivalently infinite thermal

conductivity). Therefore, heat transfer in silicon occurs in the solid phase only. In reality, there

will be a small temperature gradient across the molten silicon with a boundary layer at the interface

between solid and molten silicon.

We can estimate the upper bound of system cost by estimating the lower bound of heat transfer in

the system. In approaching the lower bound of heat flux, the contribution of conduction in the z-

direction through the solid silicon is neglected, as illustrated in Figure 3-9. Conduction from the

upper region of silicon to the lower region will only enhance the heat transfer rate from the silicon

to membrane wall, since the temperature difference between the silicon and membrane wall will

be greater than the difference when conduction in the z-direction is neglected.
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ds

-- A/ -4

Si( s

x= 0

ds

dt
Figure 3-9. Illustration of heat transfer through silicon following initial simplification. Conduction in the z-

direction is neglected to simplify 2D conduction into 1 D conduction.

This then reduces the problem to a one-dimensional moving boundary problem, known as the

Stefan problem' 34

s= k
PSCPS at S X (3-4)

with an initial condition of

T(x, t) = Tm for x > 0, t = 0, (3-5)

boundary condition

(3-6)-ks dT(Ot) qrdt=gr

and continuity conditions at the moving boundary

Ts(s, t) = Tm for t> 0 (3-7)
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plhL ds(t) = ks )(3-8)dt ax is(t)

in which ps, cps, ks and T, are the density, heat capacity, thermal conductivity, and temperature of

solid silicon, assuming invariant thermophysical properties of silicon in the liquid or solid. The

boundary condition states that the heat flux by conduction through the silicon must be equal to the

heat flux by conduction through the graphite, qgr, at the silicon-graphite interface. In Eqn. (3-8),

pi is the density of molten silicon and all other variables are defined as before.

Often, to obtain rough estimates of phase change processes, the quasi-static approximation is used

to simplify the Stefan problem such that the energy equation in silicon now becomes one of steady-

state conduction, i.e. Eqn. (3-4) becomes

0 = kSa (3-9)

The Stefan number (during discharge) is defined as Ste = cp,(Tc - TD)/hL, with all parameters

defined previously in Chapter 2.3. For silicon, the charged temperature Tc is 1500*C and the

discharged temperature TD is around 1400*C, resulting in a Stefan number on the order of ~10-2

which is less than the requisite 10- to justify the use of the quasi-static approximation, implying

that the effects of sensible heat are negligible relative to those of latent heat. While the equation

defining the temperature distribution in solid silicon is now time-independent, the solidification

interface condition is retained which itself is time-dependent and used to estimate the position and

134velocity of the interface
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This system of equations allows us to determine the interface position s(t) through the boundary

and initial conditions, and thus temperature distribution in the solid silicon as a function of x, s(t),

and Tgr-si (t) where Tgr-si is the temperature at the interface of graphite and silicon. Although we

have already made some approximations to simplify the analysis, numerical methods must still be

applied to evaluate the above equations. The conduction through graphite is dependent on

radiation from the graphite surface, which complicates the analysis of s(t). As a first

approximation, we can use scaling analysis to solve Eqn. (3-8) for s(t) as s(t)

V2k(Tc - Tm)/PLhL. Future work will consist of numerically solving for the transient

temperature profile in silicon during discharge by using COMSOL or applying the finite-difference

time-domian (FDTD) method in MATLAB.

The time at which the solidification front has reached the silicon core represents the steady state

regime where Eqn. (3-9) applies without any approximation made. At this point, the length of

silicon is at its maximum, defined in Figure 3-10. Consequently, the heat flux through silicon is

at a minimum, since the resistance to heat conduction through silicon scales as 1/s.
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ds

Si( s

)

smax

Figure 3-10. Illustration of length of silicon 1,(t). Once solidification front has reached x 0, ls(t) =

'smax and thus resistance to conduction in the x-direction is at a maximum.

We can determine the lowest bound of heat transfer achievable, corresponding to the maximum

number of HTF tubes necessary, by evaluating system performance when all latent heat has been

discharged and silicon is in its solid state.

3.4.2. Radiation versus Natural Convection

The contained silicon and membrane wall will be close enough such that the height of each is much

greater than the distance between. To avoid large hydrostatic pressures on graphite from silicon,

the height H is chosen to be 5 m. If this height is at least an order of magnitude greater than the

distance between the bodies, then natural convection will behave more like convection within an

enclosure (i.e. air circulating between the two bodies) than convection across parallel plates. The

Rayleigh number is determined by

Ras -j 2H3P (3-10)
V

2
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where H is the height of the water wall and contained silicon, ', is the temperature of the graphite

containing silicon averaged along the z-direction, T2 is the average temperature of the water wall,

p is the thermal coefficient of expansion of air, v is the kinematic viscosity of air, and Pr is the

Prandtl number which compares momentum diffusivity to thermal diffusivity by v/a where a is

the thermal diffusivity. All properties of air are evaluated at the bulk fluid temperature, average

of T and T2. We take Tas 1414'C and T2 as the average of the water inlet and outlet temperature

(100 0C and 570'C, respectively) such that a maximum temperature difference is considered in

estimating the Rayleigh number.

The Rayleigh number of air in these conditions remains on the order of- 1010 with increasing water

wall, resulting in mixed boundary-layer type flow. This type of flow most notably features laminar

to turbulent boundary layers along the vertical walls (graphite surface and membrane wall), and

recirculating core cells 3 5 . The turbulent case greatly complicates the analysis though variation in

the resulting heat transfer coefficient is not significant. The Nusselt number correlation used here

is as follows 36

NUH = 0.620Ra4 (3-11)

valid for differentially heated and cooled vertical walls that can be modeled as isothermal, with

0.3<Ra<6x1 010. The heat transfer coefficient can then be determined as h = NuH k/H where k is

the thermal conductivity of air evaluated at the average temperature. Results are plotted in Figure

3-11.
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Figure 3-11. Approximate heat transfer coefficient for natural convection between the contained silicon and

membrane wall. Rate of heat transfer per unit width of membrane wall is defined according to temperature

difference between bulk fluid temperature and membrane wall temperature.

To compare this natural convection heat transfer coefficient to radiative heat transfer, a radiative

heat transfer coefficient must first be estimated. Due to the large temperature difference between

the graphite surface and the water wall, the radiative heat transfer coefficient hIrad cannot be

linearized. Rather, the coefficient is approximated as,

hrad =- 1-61+ 1 +1-62 /(T1 - T2) ( 3-12 )
El F1 - 2  E2

where the graphite surface is denoted by a subscript of 1, and the membrane wall by subscript 2,

E is emissivity, a is the Stefan-boltzmann constant, and FI.2 is the view factor between the graphite

surface and membrane wall. By considering both the membrane wall and the graphite surface as
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isothermal, at their respective average temperatures, this is a highly approximate value used solely

to compare the significance of natural convection versus radiation heat transfer. By this isothermal

assumption, the view factor is that of parallel plates, Fi-2= 1. The emissivity of graphite ( E1 ) at

1400'C is 0.87 and that of the membrane wall E2 is 0.80. 137,138, where we invoke the diffuse gray

surface approximation in which the emissivity E(X, T) is independent of wavelength and

temperature. Using the same values for T and T2 as above in calculating the natural convection

heat transfer coefficient, hrad is approximately ~ 290 Wm-2K- 1. We conclude that natural

convection is negligible compared to radiative heat transfer.

3.4.3. Radiation from Graphite Surface

In analyzing the heat transfer from the solid silicon, through the graphite container, we begin with

a control volume analysis on a differential element containing silicon and graphite. The Poljak

approach to the net-radiation method is adopted to derive energy balance equations describing the

temperature distribution in the graphite and membrane wall 39 .

An overall energy balance on the control volume enclosing silicon and graphite considers the

energy quantities incident upon the surface, and energy quantities leaving the control volume.

Illustrated in Figure 3-12, G is the incident radiative flux also known as irradiation, and J is the

outgoing radiative flux also known as the radiosity.

An overall energy balance for CV1 is expressed as

0 = G 1(y)dA 1 -J 2(y)dA 1 + qlxdA 1  (3-13)
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Upon substitution of Fourier's law, the energy balance equation becomes

0 = G 1(y)dA 1 - J1(y)dA 1 - kdA 1 Ex (3-14)

MI

Currently, there are three unknowns in Eqn. (3-14): G1 , Ji, and Ti(x). We may reduce the number

of unknowns by defining Ji in terms of Tj(x) and GI:

J1 (y)dA 1 = EicYT (y)dA 1 + [1 - E1]G1(y)dA 1 (3-15)

where we have assumed diffuse-gray surfaces, and that radiative properties are independent of

temperature. Eqn. (3-15) is simply a statement of energy conservation at the surface of CVi,

stating that all outgoing radiation must be the sum of emitted radiation and reflected radiation.

CV1

\q dA 1jx

x

-
~0

I O

J dA 1

NGdA
GjdAj

Figure 3-12. Energy balance of control volume analysis on contained silicon. Heat transfer by conduction,

q, occurs through a differential cross-sectional area dA,
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Upon substitution of Eqn. (3-15), Eqn. (3-14) becomes

0 = G 1(y)dA 1 - [E 1 crTj(y)dA 1 + [1 - E1]G 1(y)dA 1 ] - kdA 1  (3-16)
dx

Simplifying and solving for G1, the resulting expression is

G1(y) = uTl'(y) + k dT1  (3-17)
c., dx

3.4.4. Conduction through Membrane Wall

The membrane wall enhances heat transfer to the HTF by conducting incident radiation into the

tube. The inner radius, ri, of the tube is 38 mm, the thickness of which is 6.5 mm, chosen according

to typical membrane wall tube dimensions14 0 . To determine whether conduction in the x-direction

of the strips is negligible compared to radiation, the Biot number ( Bi ) may be calculated, where

Bi is defined as the ratio of internal resistance to external resistance. For the strips between the

tubes, Bi is expressed as

( )
Bi = a t (3-18)

hradA

where t is thickness, A is strip area in the zy-plane, k is thermal conductivity, and hrad is defined

in Eqn. (3-12). The thickness is initially set to 15 mm and later optimized. The thermal
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conductivity is ~27 Wm-1 K-1, that of P92 steel around 5000C 1. Using these values, the resulting

Biot number is 0.08 << 1, indicating that resistance to conduction in the transverse direction is

much less than resistance to radiation, and therefore we may assume the strip is isothermal in the

thickness direction.

As illustrated in Figure 3-16, there will be conduction in both the y- and negative z-direction as a

result of the HTF temperature difference along the z-direction. However, conduction in the y-

direction will be much more significant than that in the z-direction, since the length for conduction

in the z-direction ( H) is much larger leading to a proportionally larger resistance. The height of

the membrane wall, H, is 5 m. The length of the strip in y-direction, Lf, is initially set to 20 mm

and later optimized. As a first approximation, we may ignore conduction in the z-direction and

model the strips as fins with one-dimensional conduction.
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H

Figure 3-13. Conduction through membrane wall. As a result of forced convection, water will enter at a

mass flow rate rh with a higher temperature at the outlet than inlet, leading to higher temperatures in the fin

along the direction of HTF flow.

3.4.5. Radiation to Membrane Wall

Similar to the control volume analysis of section 3.4.3, we begin with an overall energy balance

considering the energy quantities incident upon the surface, and energy quantities leaving the

control volume of the membrane wall, provided in Figure 3-14. As radiation is received on both

sides of the membrane wall, the control volume contains only half the thickness by symmetry.
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Figure 3-14. Energy balance of control volume analysis on membrane wall.

The energy balance for CV2 is given by

0 = G2(y)dA 2 -J 2 (y)dA 2 + qlydA2c - ly+dydA 2 c (3-19)

where dA 2 is the differential surface area of CV2 and dA2c is the differential cross-sectional area of

CV2 . After taylor expanding qIY+dy about y and substituting fourier's law q = -k dT/dy, Eqn.

(3-19) becomes

0 = G2(y)dA 2 -J 2 (y)dA 2 + k2 dA2C dy (3-20)

The radiosity can be defined in terms of T2 and G2 as

J2 (y)dA 2 = E 2 -T(y)dA 2 + [1 - E2]G 2dA 2 (3-21)
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Substituting this expression for radiosity into Eqn. (3-20) and rearranging, we obtain an expression

for G2 as a function of T2.

G2 (y)dA 2 = c-T2(y)dA 2 - dA2,T dy (3-22)
62 dy

3.4.6. Forced Convection

Forced convection heat transfer characteristics in the case of water to supercritical water varies

considerably along the length of the tube, due to the properties of water varying near the

pseudocritical point as shown in Figure 3-15. The Nusselt number correlation applicable below

and near the pseudocritical point is therefore different than the correlation applicable near the

pseudocritical point and above.

91



7 X10 1000- -. 3500 35

900
3000 30

800

7002500 25
5 2 - -enthalpy

600- 9 C2000 20
E P4155000s

13 1150 

1

300 1000 10

200-
2 50 5

100-

1 0 200 300 400 500 60 0

Temperature (C)

Figure 3-15. Properties of water upon transition to the supercritical state. Data from NIST Chemistry for

water at 220 bar.

Within the temperature range of 100*C to 350*C, a standard Nusselt correlation may be used

applicable to turbulent flow in smooth pipes within a Reynold's number range of 104 ReD 5

106 where the subscript denotes the diameter as the characteristic length, and for a Prandtl number

(Pr ) within 0.5 Pr 200. The Petukhov formula is used'4 2,

(f)R ePr O.il
NUD = GO ( ) (3-23)

1.07+12.7Ti (Pr3-1)

where Pb is the dynamic viscosity evaluated at the bulk fluid temperature, py, is the dynamic

viscosity evaluated at the wall surface temperature, and f is the friction factor estimated by the

Filonienko relationship:4 3 :
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f = (1.82 log ReD - 1.64)2 (

The correlations developed for supercritical water flow are highly dependent on heat flux, pressure,

Reynold's number, mass flux and temperature. Here, a correlation by Mokry et al. is implemented

to estimate the Nusselt number (Nub) of supercritical water valid for a mass flux G within 200-

1500 kg/m2 s , heat flux q less than 1250 kW/m 2, pressure of 24 megapascals (MPa), and initial

temperature between 320-350*C.

Nub = 0.00601 Re Pr.684(W 0 5 6 4  (3-25)
Pb

In Eqn. (3-25), Prb is the average Prandtl number of the bulk fluid, Reb is the bulk Reynold's

number, p, is the fluid density at the wall temperature, and pb is the fluid density at the bulk fluid

temperature'8,144

The wall temperature must be known to calculate properties in the above correlation for

supercritical water. Therefore we estimate the temperature difference between the wall and bulk

fluid temperature to be 50'C, then later confirm this assumption. The convection coefficient h can

then be calculated as h = Nub (T)k(T)/2r in which k is the thermal conductivity of the fluid and

ri is the inner radius of the tube, 19 mm.
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The variation in heat transfer coefficient with respect to temperature is shown in Figure 3-16 for

different Reynold's number, using the Petukhov formula up to 340'C and the correlation by Mokry

for temperatures above 340'C.

The Reynolds number and mass flux of HTF is a function of the mass flow rate ri, which depends

on the length L through which water will be heated from 1 000 C to 570*C. Mass flux is defined as

G = ri/wrr2 where the mass flow rate can be determined by an energy balance on the tube,

resulting in the following differential equation

ri(hz+sz - h~z) = q"2irriSz (3-26)

where h is fluid enthalpy, q " is heat flux, and Sz is a differential element along the tube. The

change in enthalpy is defined as the difference in fluid enthalpy at the tube outlet and tube inlet,

Ah = ho - hi, where ho is the enthalpy of water at 570'C and hi is the enthalpy at 100*C.

Following integration and substitution for G, the required length of each tube can be simply

expressed as a function of the mass flux,

L 2q"G
r1 Ah

(3-27)
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Figure 3-16. Forced convection heat transfer coefficient with respect to fluid temperature. Dotted line

represents the temperature at which water transitions to supercritical state. Thermophysical properties of

water at 24MPa from NIST Chemistry.

A Reynolds number of 3x1 5 is initially assumed to estimate the convection coefficient, after

which the heat flux can be evaluated, and thus mass flux and length of each tube determined. We

average the resulting value along the length of the tube to obtain an estimated convection

coefficient of 1,830 Wm~1K-1 .

3.5. Radiation between Differential Elements

Thus far, we have considered radiation from the graphite surface and membrane wall separately,

defining the irradiation for the control volumes defined in Figure 3-17. However, these equations

are coupled through J and G.
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Figure 3-17. Control volume taken to perfonn an energy balance on contained silicon ( CVi) and fin ( CV 2).

The irradiation of surface 1, G dA,, is equal to the radiosity of surface 2, J2dA 2 , that arrives at

element dAi: This can be expressed as GidA 1 = J2 dA2dFd2-d 1 where dFd2-dl is the view factor

from differential element 2 to differential element 1. By reciprocity, dA 2 dFd 2 -dl = dALdFdl-d 2

and thus:

G 1dA1 = J2 dAdF1-dd 2. (3-28)

The view factor between two differential areas, specifically from di to d2, is generally defined as

dFdl-d 2 = cos9 cosO2 dA2  (3-29)

where S is the length of the line between the differential surface element dA1 and dA 2, 01 is the

angle from the normal of differential element dA1 to the line of length S, and likewise for 62 from

the normal of dA 2. The geometry is provided in Figure 3-18. Since in this case, the generating

lines of the differential elements are parallel, 6 = 62-
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Figure 3-18. Geometric variables for derivation of view factor between a finite area and differential area.

By geometric relations, the view factor can be expressed as

dFd-d2 = (cos)2 dA 2  (3-30)

where cos 6 = and S2 = [h2 + (Y2 - yl1 2 ]. Depending on the magnitude of temperature
S

variation along each differential element, the view factor from one element to the other may be

integrated up to a length within which the element is approximately isothermal. For example, if

the graphite wall is found to be isothermal within a length of 1, we can integrate the view factor as

dF1-d2 = y12 dy1 (3-31)fi [h2 +(V 2 -y) 2 ]2

To rigorously evaluate the heat transfer rate, we must consider the temperature variation of both

the graphite surface and the membrane wall. If there is a large temperature gradient along the
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membrane wall in either the y- or z-direction, differential elements must be considered in

evaluating the view factor, with the size of these finite elements determined by continuously

decreasing them until convergence of temperature is reached. Likewise for the graphite surface.

However, we can argue that the view factor is approximately 1 by the following logic: even if the

mass flow rate was set such that the largest system temperature difference in the membrane wall

resulted along the direction of flow (i.e. 570'C - 100*C), this temperature difference still remains

much smaller than the smallest temperature difference between the graphite surface and membrane

wall (i.e. ~1300*C versus 570*C). In other words, whether the graphite surface sees the water wall

at 100*C or 570*C, the heat transfer rate between the two bodies is roughly the same. Hence, we

may assume that the membrane wall and graphite surface is isothermal and thus the view factor

F2.i between the two bodies is approximately equal to that for infinite parallel plates, F2-1 = 1, as

long as the distance between the graphite and membrane wall is much less than the length of each.
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3.6. Approximate Heat Transfer Model during Discharge

As previously stated, the current objective is to estimate the rate of heat transfer obtainable from

the contained silicon to the HTF (water, in this example) given the constraint of minimizing system

cost. Such an estimate does not require solving for the precise temperature distributions within

the system, which involves the fourth-order nonlinear differential equations of Section 3.4; rather,

the lower bound of heat transfer can be estimated to determine the upper bound of system cost.

To summarize and expand upon, the approximations we consider in estimating the lower bound of

heat transfer include:

(i) Steady-state conditions, all of silicon is in solid state

(ii) Material properties of membrane wall are temperature independent

(iii) Diffuse-gray surfaces

(iv) Strips between tubes are isothermal along x-direction, justified by Bix << 1

(v) Local convection heat transfer coefficient between the tube and water is uniform on

inner surface and an average value for the coefficient along the tube is taken

(vi) View factor between graphite surface and membrane wall is -1 by arguments of

Section 3.5

(vii) Negligible contact resistance between metal strips and tube, i.e. fin base temperature is

equal to tube surface temperature

(viii) Temperature of HTF varies incrementally along the length of the tube from 1 000 C to

5700C
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Approximation (viii) may be clarified by the depiction in Figure 3-19. Both the membrane wall

and silicon unit (silicon + graphite container) are discretized in the z-direction such that there is a

negligible temperature difference of 10*C between the inlet and outlet HTF through each

differential segment of the tube.

x

I-
radiation

4-,vv-

conduction

Figure 3-19. Discretized silicon unit and membrane wall. The z-direction is direction along which water

flows and is heated to supercritical temperatures. For each discrete control volume, denoted by blue dashed

lines, the energy transfer from silicon must be equal to the energy transferred to the HTF. Conduction,

purple arrows, through solid silicon is radiatively transferred to the membrane wall, which is finally

transferred to the HTF via forced convection.
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3.6.1. System of Equations

Considering the aforementioned approximations, the lower bound of the heat transfer rate between

the graphite surface and membrane wall is now expressed as

- CT1(Z) -aT' (W))Q1-2 = 1-E, 1 +1-62 ( 3-32 )
Ale1 F 1 - 2 A1 A2 E2

where the graphite surface is denoted by a subscript of 1, and the water wall by subscript 2; uT4

is the blackbody emissive power of the graphite surface, where a- is the Stefan-boltzmann constant

and E is emissivity; o-T2 is the blackbody emissive power of the membrane wall. As illustrated in

Figure 3-20, A is area of the emitting body also equal to the projected area of the absorbing body

(A 1 = A 2 )-

C 2r

Ic,

C A 2 r0

LS

X

Figure 3-20. Control volume considered to approximate rate of heat transfer, Q12 , from contained silicon

to membrane wall.
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The temperatures T2 and Ti is currently unknown, though can be solved for through the following

coupled energy balance equations

(3-33)A TSi-T1(Z)- A _(Z)_-_T___(Z)) 01si gr1-E2
ksi kgr E1  F1 - 2  E2

AT(4(Z)-T4(Z) T2(z)-THTFb(z)
A 1-61 +2 - rr 0

E 1 F1 2  E 2  L r
kt h

which state that the rate of heat transfer by conduction through silicon and graphite must be equal

to the rate of heat transferred radiatively from the graphite surface (Eqn. 3-33) further equal to the

rate of heat transferred by conduction through the tube and forced convection to the HTF (Eqn. 3-

34) Here, Tsi is the phase change temperature of silicon, ksi, kgr, and k, are the thermal conductivity

of silicon, graphite, and membrane wall, respectively, with all other variables defined as before.

The known values and initial estimates discussed thus far include:

(3-34)

Total thickness of silicon in y-direction

Thickness of graphite container in y-direction

Thermal conductivity of solid silicon at 14140 C 10'

Thermal conductivity of graphite at 1400C1 45

Thermal conductivity of tube, P92 type steel 4 1

Isi = 40 cm

'qr =15 cm

k= 20 W/mK

kr =50 W/mK

kt = 27 W/mK
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Average forced convection heat transfer coefficient h = 1,832 W
m2 K

Emissivity of graphite' 37  
E= 0.87

Emissivity of membrane wall, P92 type steel 38  E2= 0.80

The projected area A is

A = 2r + 2L, (3-35)

where r is the outer radius of the tube and Ls is half of the tube spacer length. The dimensions of

the spacers between the tubes is a design parameter, and can be chosen such that the spacers are

not only isothermal in the x-direction, but also in the y-direction. Although we wish to achieve a

large Q, increasing A will decrease efficiency after a certain length. By modeling the spacers as

fins, characterized by the dimensionless fin parameter mLs defined in Eqn. (3-36) below, we may

determine Ls such that the spacers efficiently conduct heat to the tube.

mLs = \f(LshradP/ktAc) (3-36)

A value of mLs 1 is an indicator of the fin being an efficient heat dissipater such that the fin is

isothermal, where in this case the fin must effectively conduct the radiation incident upon the fin

into the tube. Therefore, up until some length, a longer spacer will adversely affect the

performance yet that is not reflected in the expression for the rate of radiative heat transfer from

the graphite surface to membrane wall since Q1- 2 oc A.
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Here, hrad is the heat transfer coefficient due to radiation from the graphite emitter previously

defined in Eqn. (3-12), P is the perimeter of the fin per unit depth subject to radiation ( 2 ), and A,

is the cross sectional area normal to conduction ( t/2 ).

The fin model is most commonly applied when an approximate, constant heat transfer coefficient

is known. Therefore, mL. is typically only a function of geometry, i.e. mL, oc La/Vt . With

increasing fin thickness, mLs will decrease and hence a fin of increasing thickness and constant

length corresponds to a fin approaching or maintaining isothermal conditions. Likewise, a long

fin corresponds to an inefficient fin. However, in the case considered here, mLs is largely

dependent upon T24- T4 (via hrad), which itself is further dependent upon L, as a larger length

leads to a higher rate of radiative heat transfer to the fins and thus higher T2.

The rate of heat transfer given by Eqn. (3-32) can be determined by guessing reasonable

dimensions for the spacer thickness and half-length such as 15 mm and 20 mm, respectively. The

temperatures Ti and T2 are then solved for numerically by the coupled conservation equations, and

mLs is evaluated. This is done multiple times to maximize A while maintaining an mLs of around

1. For clarity, a process flow diagram is provided in Figure 3-21.
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Figure 3-21. Process flow diagram implemented numerically to estimate rate of heat transfer in units of

watts per meter, per control volume.

The trend of mLs is plotted with respect to spacer half-length and thickness in Figure 3-22. The

final length of the spacer is 60 mm and the thickness 20 mm, resulting in an mLs of 1 to ~1.4 and

Bix ~ 0.04 to 0.1 along the length of the membrane wall. Considering the length of the spacer is

comparable to the diameter of the tube (where the tube outer diameter is 51 mm), the fins provide

a significant portion of the heat flux, and are thus a critical system design parameter.
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Figure 3-22. Contour plot of fin parameter with respect to fin thickness and length. The HTF temperature

is fixed at the mean inlet and outlet temperature, with T, and T2 solved through the coupled conservation

equations.

3.6.2. Radiative TERS Performance versus Supercritical Boilers

In supercritical boilers, the heat flux provided to the water wall is not uniform, due to the nature

of combustion in a pulverized coal (PC) boiler. In fact, circulating fluidized bed (CFB) boilers

have been pursued to provide a more uniform heat flux in supercritical boilers. A more uniform

heat flux profile reduces thermal stresses on the water wall, resulting in increased lifetime of the

wall, reduced fracture of tubes, and lower maintenance costs. In Figure 3-23, we compare the

performance of TERS to a typical supercritical boiler.
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- PC boiler - Lundqvist 2003 1
-- CFB boiler - Lundqvist 2003

300- -Upper Bound TERS
-Lower Bound TERS

200 -/X

150

100 4f

-/ - -.

-l - -f _ -- - _

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Dimensionless Temperature of HTF 0

Figure 3-23. Optimized heat flux to heat transfer fluid during discharge. Dimensionless temperature is

defined as 0 = (T(x) - T,)/(Tf - T0) where T, is the initial temperature and Tf is the final temperature of

the fluid, 100'C and 570'C respectively for the calculated heat flux. The lower bound of heat transfer is

calculated assuming all of silicon is in solid state with Tsi = 1414'C (end of latent heat discharge); upper

bound of heat transfer is calculated assuming all of silicon is in molten state with Tsi = 1500'C (start of

discharge). Performance of TERS is compared to that of a pulverized coal (PC) boiler and circulating

fluidized bed (CFB) boiler, data acquired from Lundqist 46 .

Given this lower bound of heat flux, we can determine the length of each tube by solving Eqn. (3-

27) assuming an average mass flux of 210 kg m-2 s-'. This results in a length of 40 m, which can

be accomplished compactly through a serpentine design for a silicon unit of height 5 m, as depicted

in Figure 3-24. The total number of tubes N is constrained by the total mass flux GT required to

produce 100 MWe and the average mass flux per tube, i.e. N = GT/G where GT is equal to

(Q/ri)/Ah. This results in N~320.
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Figure 3-24. Final design and dimensions of radiation based thermal energy storage system.

The radiation based design of TERS is similar to heat transfer within a boiler, however combustion

is not a requisite, thus avoiding emissions entirely during the electricity generation process. There

are numerous advantages in implementing the above design for energy storage in fossil-fuel based

power plants, described in Chapter 1 Section 1.1.2 and Chapter 2 Sections 2.1 and 2.3. In addition,

radiation from the contained silicon is capable of supplying a comparable rate of heat transfer to

the membrane wall as in PC boilers, and a more uniform heat flux to the membrane wall, increasing

lifetime of the membrane wall.

3.7. Heat Transfer Analysis of Storage Conditions

To avoid heat loss through radiant energy emanating from the silicon container during hours in

which discharge is not desired, insulation such as firebrick is placed between the bank of water

tubes and Si container. An alternative option for insulation are radiant shields composed of low

emissivity, high reflectivity materials such as type 316 polished stainless steel, nickel, chromium
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or tantalum. Radiation shields are an attractive option as less raw material is required compared

to insulating firebrick leading to lightweight structures that can be easily be moved in and out of

place. However, the issue of metal oxidation resulting in increased material emissivity remains a

challenge. Oxidation can be circumvented by water-cooling the shields, though this may decrease

efficiency since heat transfer through the shields increases as shield temperature decreases.

To evaluate a practical form of insulation which presents an immediate solution, an insulating

composite of firebrick and microporous ceramic (collectively called insulating barrier herein) is

considered as an example. Upon discharge of the thermal energy stored in silicon, the insulating

barrier is removed and heat is transferred to the bank of water tubes (i.e. membrane wall), absorbed

by the finned pipes and transferred to the water through forced convection. All following

calculations are performed considering silicon is in molten form, thus having a thermal

conductivity of around 50 Wm-'K-1.

Regardless of the form of insulation placed between the silicon and membrane wall, there will

remain a temperature gradient between the two, and thus heat will be transferred from the silicon

to the membrane wall and surrounding air until thermal equilibrium is reached. The volumetric

heat capacity of silicon is much larger than that of the membrane wall, so we can expect that at

thermal equilibrium the membrane wall will reach temperatures above 600'C if both bodies are in

an isolated system. Furthermore, the pressure in the enclosure ( P ) will rise with temperature

( T) approximately as P(t) = mairRT(t)/V where t is time here, mair is the mass of air in the

enclosure, and V is volume. Here, we have assumed that the enclosure is perfectly insulated,

illustrated in Figure 3-25. Heat loss through the enclosure can be avoided by insulating the walls
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or building the enclosure out of insulating refractory bricks. Modeled as an isolated system, both

the mass and volume are constants, where neither energy nor matter can be exchanged with the

environment hence leading to an increase in pressure with increasing temperature. A rise in

pressure is not detrimental if a high pressure vessel is used as the enclosure, but that does drive

system cost to increase.

There are a number of ways to circumvent a temperature rise above which the membrane wall can

handle, and a pressure rise within the enclosure. For example, heat transfer fluid may flow through

the tubes during storage to provide heating for residential purpose, or to preheat feedwater prior to

entering the boiler furnace. This results in radiation based TERS having numerous applications

and markets it can excel in. Another method is convective cooling of the pipes, either actively or

passively. Whereas residential water heating requires TERS to be near the residence, convective

cooling does not limit the location of TERS. Pressure within the enclosure can be maintained at

atmospheric pressure by a simple vent such that the system is now open. To minimize system

cost, passive cooling with a ventilated enclosure will be demonstrated here as an example method

of maintaining adequate temperatures and pressures during storage hours if feedwater preheating

or industrial/residential water heating is not desired. A simple analysis of feedwater preheating

follows.
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Adiabatic Enclosure

Insulated Backside

Figure 3-25. Isolated system including membrane wall, silicon unit, backside insulation, and enclosure.

Silicon units facing enclosure wall are insulated on the backside, and of half thickness compared to silicon

units providing both frontside and backside radiation to membrane walls.

3.7.1. Displacement Ventilation of Enclosure

Passive cooling involves displacement ventilation (also known as natural ventilation), which refers

to buoyancy driven flow resulting in the displacement of air in an open system by another fluid of

lower density, a well-studied topic in the field of fluid mechanics1 47- 15 0 . In this case, the enclosure

in which the membrane walls and silicon units are contained can have a lower port open at all

times near the floor of the enclosure and positioned near every bank as shown in Figure 3-26Figure

3-33. Ceiling ports are located above each membrane wall. The ceiling ports should be able to

open and close, remaining open during hours of storage or system charging. Cool air will enter

through the bottom port, displacing warmer air through the top port, and convectively cooling the

pipes to some extent. Because molten silicon will be continuously providing a heat flux to the

insulating barrier, we can model the barrier as a vertical heated plate, which will be of importance

in the discussion of steady state conditions in Section 3.7.2.
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Figure 3-26. Open system harnessing buoyancy-driven flow for passive cooling during storage hours.

Walls of the enclosure are assumed to be insulated, though not illustrated. Ceiling ports close during hours

of discharge, and remain open during hours of charging or storage.

The design parameters for buoyancy-driven displacement ventilation include the area of port

openings AH, the discharge coefficient of the opening Cd describing energy loss associated with

flow through the opening, and the vertical distance h between the lower and upper port. The

displaced volume flux across each opening follows"'

1

= Pext-Pinth2 CdAH (3-37)
Pint 2)

where Pext is the density of air outside the vessel, Pint is the average density of the air inside the

vessel which is displaced, and g is the gravitational constant. We may then estimate the rate of

heat transfer across the ports as Qdisp = Pint cV(Tss - Text) where cp is the average specific heat

of air displaced, Tss is the steady state temperature of air between the membrane wall and
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insulating barrier, and Text is the external environment temperature (i.e. temperature of air outside

the enclosure). The heat transferred by displacement ventilation represents a heat loss, however it

also helps maintain the membrane wall below the maximum temperature without any external

power input if other options such as residential water heating or preheating is not utilized.

For the following calculations, we assume a discharge coefficient cd of 0.5 for a sudden opening

which represents sharp expansion of flow upon discharge. For reference, a cd of 1.0 represents a

smoothly evolving flow through the opening, without energy loss' 5 1 . The area of the port AH is w2

where w is the width of the port, a design parameter illustrated in Figure 3-27. To minimize the

total dimensions of TERS, including the enclosure, a height h of 6 m is considered. The

environment temperature Text is assumed to be 25*C.

Figure 3-27. Parameters for buoyancy-driven displacement ventilation.
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Heat transfer coefficient correlations for displacement ventilation in rooms is highly dependent on

factors such as room size, enclosure geometry, presence of forced air movement, opening size,

etc' 2 . Nonetheless, the actual heat transfer coefficient is not expected to deviate much from

general correlations developed for natural convection on a vertical surface in a displacement

ventilated room. For the following calculations, we assume that the flow from the bottom to upper

port is confined to the membrane wall. If the insulating barrier is relatively close to the membrane

wall (relative to the height), such that we can no longer assume that the upper and lower port only

have significant effect on the membrane wall, then we can expect some convective cooling of the

insulating barrier as well. To estimate the average heat transfer coefficient ( h, ) by natural

convection across the membrane wall, the following correlation is implemented 5 3

h = 1.823 AT .293 /H0 '2  (3-38)

where AT = T2 - T,,, the average difference between the membrane wall surface temperature and

air temperature. The above correlation is valid for vertical walls of an enclosure filled with air in

which displacement ventilation occurs.

3.7.2. System of Equations

Initially, firebrick by itself was considered as the insulating barrier. However, firebrick does not

present a high enough thermal resistance to maximize storage efficiency. Therefore, we consider

a slab of firebrick facing the silicon unit in series with a slab of microporous insulation. The

maximum temperature of the microporous insulation considered is 1 0000 C, hence the use of
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firebrick as the initial resistance to reduce the temperature microporous insulation would be subject

to.

Similar to the method of Chapter 3.6, we can solve a set of coupled equations describing the heat

transfer from the silicon unit to the environment as illustrated in Figure 3-28. By solving these

coupled equations, the necessary thickness of the insulating barrier can be determined. To solve

these however, requires hC and AT to be known. The fluid temperature is expected to increase as

heat is transferred to the fluid, and thus AT is expected to decrease, resulting in a temperature

gradient across the membrane wall in the z-direction. To determine the upper limit of required

insulating barrier thickness, we neglect multi-dimensional conduction and assume a uniform

membrane wall temperature.

Now, the firebrick and microporous insulation thickness is constrained by the interface

temperature being less than 10000C, rather the temperature of the membrane wall. Because

microporous insulation is so thermally insulating, with a thermal conductivity kMs ~ 0.044 Wm-

'K-1 at a mean temperature of 800'C, the membrane wall will be below 600*C given a microporous

insulation thickness on the order of centimeters 1 4 . Initially, hc is estimated as 3 Wm-'K-1 then

later checked once the membrane wall temperature is known. By symmetry, the center plane of

the membrane wall in the xz-plane is adiabatic. Therefore, any radiation incident upon the

membrane wall must be transferred to the air surrounding the membrane wall by convection.
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Figure 3-28. Path of heat transfer during hours of storage. Tsi is the

silicon unit. TF-M is the interface temperature between microporous

negligible contact resistance.

temperature along the center of the

insulation and firebrick, assuming

In the following calculations, we assume that the view factor between the silicon unit and

insulating barrier is one, and that the view factor between the insulating barrier and membrane

wall is also one. This is justified by all three bodies being close to isothermal and if the length of

each body is much larger than the height, to be further discussed below. We also assume negligible

contact resistance between the microporous insulation and Firebrick, which further gives us an

upper bound on the required barrier thickness and thus upper bound on system cost. We do not

expect that including a gap between the microporous insulation and firebrick will have a

substantial effect on reducing heat transfer, considering the thermal conductivity of microporous

insulation is already on the order of the thermal conductivity of air.
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The following set of equations is solved for the temperature of the membrane wall (T2 as before)

given a firebrick thickness tFB and microporous insulation thickness tns:

A Tsi-T A -A - = 0 (3-39)
1s + gr _ -- 1
kSi kgr El E3

A a (T14 -T3) (T 3 -T 4 )A 1+1- ins -0 (3-40)
E1 E3  kFB kMs

(T 3 -T 4) A U(T4-T) 0 (3-41
tFB kms 1 +1_
kFB k mS E4 E2

U(T4-T2) --A 1 -hA(T 2 -Too)=0 (3-42)
64 C2

Here, the unknowns are TI, T2, T3, and T4 (ref. Figure 3-28). The average fluid temperature T,, is

varied from 27*C - 227*C, and depends on the performance of convection heat transfer between

the air and membrane wall, and the performance of displacement ventilation. Future work may

consist of experimentally testing the performance of displacement ventilation for cooling of the

membrane wall. The thermal conductivity of insulating firebrick is denoted as kFB, and A, is the

cross sectional area of firebrick normal to conduction in the y-direction. A specific insulating

firebrick by BNZ Materials (IFB 2660) is chosen here due to its capability of thermal cycling. The

firebrick has a thermal conductivity kFB of around 0.27 - 0.33 Wm-K-1 for mean temperatures of

117



540*C-1100*C, and maximum temperature of 1427'C in an oxidizing atmosphere 5 5 . The

emissivity of firebrick ( E3) is around 0.9 and the emissivity of microporous insulation (E 4 ) is

0.95. The area A of each body is another design parameter, to be further discussed below. For an

example case, the length of each body is taken as 15 m, the height is 5 m, and A = A,. After the

first iteration of solving the above coupled equations, we find that the natural convection heat

transfer coefficient is more so between 5 Wm-2 K- and 6 Wm-2K- for the considered dimensions

of the insulating barrier. A heat transfer coefficient of 5.5 Wm-2 K 1 is used to produce the

following figures.

The advantage of increasing the thickness of microporous insulation is that of reduced heat flux to

the membrane wall, and therefore increased efficiency. However, the disadvantage is that

microporous insulation is expensive, thus increasing system cost with increasing thickness.

Another disadvantage is that of increased system size. The interface between firebrick and

microporous insulation must be below 1 000*C, which means the firebrick thickness must also

increase with microporous insulation due to the difference in thermal conductivity. This can be

seen in Figure 3-29, for T,, = 27*C. A microporous insulation thickness of 5 cm is used in the

following calculations, chosen based on minimizing cost. The tradeoff between thickness and

efficiency will be discussed in the following section. As a factor of safety, we limit the maximum

interface temperature to 950'C.
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increasing resistance to conduction by microporous insulation on interface

to firebrick thickness. The firebrick thickness must increase with increasing

ensure an interface temperature below 950*C. Calculations for T. = 270 C.

To estimate the steady state temperature of air in the enclosure after the top ports have been opened,

the rate of heat transfer from silicon to the membrane wall and surrounding air must be known.

This depends on parameters such as the average fluid temperature To, which itself effects the

required thickness of firebrick. The effect of varying average fluid temperature on the membrane

wall and interface temperature is shown in Figure 3-30, with respect to firebrick thickness. To

calculate the steady state temperature of air in the enclosure, an average fluid temperature To of

27*C is assumed in the following. Referring to Figure 3-30b, this fluid temperature corresponds

to a firebrick thickness greater than 16 cm to satisfy the interface temperature requirement. A

firebrick thickness of 22 cm for a microporous insulation thickness of 5 cm is used in the following

calculation of steady state temperature.
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Figure 3-30. Effect of average fluid temperature on heat transfer. (a) Temperature of membrane wall versus

thickness of firebrick insulation. (b) Interface temperature versus thickness of firebrick insulation.

Temperature is determined given a thickness by solving the aforementioned coupled conservation

statements. Points calculated considering a microporous insulation thickness of 5 cm.

The steady state temperature is reached once the lower front of cool air, which enters through the

bottom port, ascends to the top upon displacing fluid of higher temperatures. Depending on the

distance between the insulating barrier and membrane wall, the heat flux from the barrier will

induce mixing of the air between the two bodies. This mixing leads to a more uniform distribution

of the air temperature, which we will further assume to be uniform (Tss) and use it to estimate port

size. An approximate steady state temperature can be solved for by equating the rate of heat

transfer by convection across the membrane wall to the rate of heat transfer by displacement

ventilation,

hcA(T2 - Too) = PincpV(Tss - Text) (3-43)
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Upon rearrangement, the final expression for steady state temperature between the firebrick and

membrane wall is

Tss- nCpAH ((Pext-Pint) ) 2 (T2 - T.) + Text (3-44)
PintCyC- A. ( Pint 2

where Pint is evaluated at the mean temperature of T4 and T2. The larger the port, the larger the

volumetric flux to the surrounding environment will be, and hence the smaller the resulting steady

state temperature. If the port is too small, then the rate of heat transfer to the surrounding air will

be larger than the mass flow rate leaving the enclosure, leading to higher internal temperatures.

This trend can be seen in Figure 3-31. It is worth emphasizing that the performance of

displacement ventilation is highly dependent upon the system in question, and the above

calculation is but a rough estimate. To seriously consider natural convective cooling of the pipes,

experimental evaluation must be performed.
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Figure 3-31. Steady state temperature of air between firebrick and membrane wall, with increasing port

width. Calculations for T,, = 27*C. Points calculated considering a microporous insulation thickness of 5

cm and firebrick thickness of 22 cm.

3.7.3. Feedwater Preheating

If we wish preheat feedwater during storage hours, thus reducing the amount of fuel necessary for

consumption in the boiler, then the addition of Microsil insulation is unnecessary. Radiation from

the firebrick to the membrane wall will heat the feedwater through forced convection. Given a

mass flow rate, thickness of insulation, and pressure of the fluid, the final preheat temperature can

be set by the duration in which the fluid is recycled through the system. For example, assuming

the same mass flow rate as used in the discharge cycle (-0.38 kg/s) and thickness of firebrick, the

temperature of the preheat fluid can be adjusted according to the duration of cycling. The same

method as applied in Section 3.6.1 is applied here to solve for the rate of heat transfer, but including

radiation to/from and conduction through the firebrick. We solve the coupled heat transfer

equations to calculate the rate of radiative heat transfer from the firebrick to the membrane wall,

and thus determine the temperature of the HTF as it cycles through the system during storage
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hours. The results in Figure 3-32 are for water at 24 MPa, though fluid of any pressure can flow

through the system. Also of note is that any amount of feedwater may be diverted to our system;

rather preheating the entire amount of water to be sent through the boiler, a fraction may be

diverted. The same principle applies to heating water for industrial or residential purposes.

350- 4,+ t 2 Ocm1

t 

tB= 30 cm
300 - + y FB300 - , , 4 cm

200 -000

1,00~-*0

50-+

20 40 60 80 100 120
Elapsed Time Preheating (min)

Figure 3-32 Example of customizable degree of feedwater preheating or hot water generation as a function

of insulation barrier thickness and preheating duration. Water is at a pressure of 24 MPa and an initial

temperature of 250C. For a given mass flow rate, the elapse time preheating is simply determined by the

number of cycles and length of convective heating per cycle.
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3.8. System Efficiency and Dimensions

3.8.1. Storage Efficiency

The efficiency during storage, previously defined as 7 = 1 - Qioss/Qstored can now be expressed

in terms of the total energy lost between discharge cycles since resistive heating during charging

is 100% efficient.

At the beginning of system operation, there will be some energy stored in the insulating barrier,

given by EIB = (PCpVATm)FB + (pCpVATm) MS where the volume of firebrick V is Ac-tFB, that of

microporous insulation (MS) is Ac-tMs, and ATm is their respective temperature difference between

mean temperature and initial ambient temperature. This energy will come from radiation emitted

by the silicon, and thus an initial loss from the energy stored. However, as long as the insulating

barrier remains within the enclosure during times of discharge, ATm is not expected to significantly

change between cycles and thus the energy stored in the firebrick is not lost.

Therefore, if we assume displacement ventilation is used, the only real system loss consistent

between cycles is by heated air leaving the enclosure through ventilation:

17 = 1 - Ql*sst (3-45)
Est

where t is the storage time, i.e. duration in which upper ports are open. For the operation of TERS

following Figure 2-2, and a lower bound of power block efficiency 45%, the thermal energy stored

according to Eqn. (2-1) is around 5.3 x 10' kJ. The rate of heat transfer is the same as calculated
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in Section 3.7.2 through the system of equations. Given a duration of 12 hours in which the upper

ports are open, the storage efficiency is calculated and plotted in Figure 3-33 with varying

microporous insulation thickness to show the significance insulation plays on overall efficiency.

The appropriate firebrick thickness necessary to meet interface temperature requirements can be

determined from Figure 3-29.
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Figure 3-33. Thickness of insulation and storage efficiency with varying microporous insulation thickness.

For low cost and ease of mobility, the thickness of the insulating barrier should be kept a minimum while

maintaining high efficiency and adequate temperatures if the membrane wall. Calculations for T, = 27'C

though effect of temperature on efficiency is found to be negligible.
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An even higher efficiency is achieved through preheating feedwater, as any heat leakage will be

used for heating the water, hence leading to 100% storage efficiencies. This will also significantly

reduce system cost as the insulating barrier only consists of firebrick.

3.8.2. Unit Sizing

The unit length L is a design parameter dependent on the strength of the container, and does not

affect the rate of heat transfer so long as the view factor can still be approximated as 1. The total

length of silicon required however is restricted by the storage capacity, thickness of silicon, and

height. Thickness of silicon is restricted by the desired rate of heat transfer, as an increasing

thickness (i.e. increasing resistance to conduction) results in a decreased rate of heat transfer.

The height H of 5 m considered here was chosen to ensure hydrostatic pressure of molten silicon

against the graphite container would not be an issue. The resultant force due to hydrostatic

pressure of molten silicon is Fyz = 1/2(psig H 2 2tsi) in the yz-plane and F = 1/2(psig H2 L) for

which we can determine the axial stress caiai in the walls to compare with isostatic graphite

material properties. Using a length L of 15 m, for example, results in stresses much less than the

strength of any typical isostatic graphite (i.e. tensile strength - 103 Gaxial).

To estimate system cost, dimensions of each component are assigned. For a height of 5 m, the

total length of silicon necessary to satisfy storage capacity requirements according to Section 2.3

is - 555 m, or 37 silicon units of 15 m x 0.4 m x 5 m ( length x width x height ) dimensions

excluding graphite. For 37 units, assigned 2 membrane walls per unit, there can be approximately
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5 serpentine tubes per wall to satisfy a total of 320 tubes. For a membrane wall of 15 m, that leaves

3 m per tube of 40 m hydraulic length. Here, we define hydraulic length as the distance through

which HTF flows between the inlet and outlet of the tube. The insulating barrier is designed to be

the same length and height as the silicon unit (15 m x 5 in ). In the following cost analysis, the

firebrick thickness is 27 cm and the microporous insulation thickness is 5 cm, resulting in an

interface temperature -770*C and storage efficiency of 97%. A larger thickness of microporous

insulation can be used, however the increase in cost should be considered. We compare different

thicknesses of the insulation baffier with respect to cost and efficiency in Chapter 5. Aside from

the silicon unit width and tube hydraulic length, the above dimensions are not meant to be limiting

factors; they are solely given for the purpose of estimating system cost.

A sensitivity analysis is performed to determine limiting factors to achievable heat flux, and thus

minimum system size. Results are provided in Figure 3-34. The thickness of silicon in the x-

direction is chosen based on two primary factors: system length and heat flux. The thicker the

silicon, the larger the resistance to conduction heat transfer, and thus the smaller the heat flux

through the silicon. However, given a set volume of silicon based on desired storage capacity, a

reduced thickness requires an increase in system length or increase in number of silicon units. The

resistance to conduction through silicon is on the same order of that for conduction through

graphite, as can be seen in Figure 3-34. The sensitivity to emittance is also plotted, however the

choice of emitter is restricted to low-cost materials that can withstand high temperatures and bond

well to the graphite container. Compared to other significant resistances, our system proves

insensitive to forced convection.
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Figure 3-34. Sensitivity analysis of resulting rate of heat transfer to various parameters. Sensitivity

parameters include emissivity of container and water wall (El, e2), resistance to conduction through solid

silicon Rsi defined as lsi/ksi, resistance to conduction through graphite RGr defined as IGr/kGr, and

resistance to convection to the HTF defined as 1/h. Inset shows sensitivity variation of Rsi and RGr. The x-

axis is once again the dimensionless temperature or equivalently, distance along z-direction of fluid heating.

As 0 approaches 1, the temperature difference between the silicon and waterwall decreases, which leads to

variation in sensitivity to different resistances present in the system.
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Chapter 4 Conduction based Thermal Energy Storage

4.1. Overview

It is useful to compare the above radiation based TERS to more common designs involving thermal

energy storage. Such designs rely primarily on conduction and/or convection between the TES

media and HTF, rather radiation, and have been extensively studied both theoretically and

experimentally for low pressure applications. A large safety concern arises when considering a

highly pressurized fluid flowing through a tube that is in contact with a molten metal such as

AlSi12. In the event that a HTF tube cracks, high pressure water in contact with the molten metal

may result in an explosion. Thus, the radiative version of TERS described in Chapter 3 is more

realistic to implement. The following analysis is performed to compare the cost of such a novel

radiative TES system to the more common conduction based TES systems.

An example of a common TES system has been studied by Pirasaci and Goswami. Pirasaci and

Goswami modeled a latent heat storage system for superheated vapor generation using the eutectic

NaCl-MgCl2. A schematic of the design is provided in Figure 4-1. This design is common for

thermal storage systems using phase change materials. Although supercritical pressures have not

been considered, Pirasaci and Goswami did indeed consider superheated vapor at 165 bar5 6 .
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Tanks (# M)

Figure 4-1. Schematic of latent heat thermal energy storage system commonly adopted in literature. Figure

reprinted from Pirasaci and Goswami'56 .

Similarly, Kotze et al. has studied a TES system using the eutectic AlSii 2 as a phase change

material, with liquid metal heat transfer pipes used to charge the system, and water heat transfer

pipes utilized during discharge. An illustration is provided in Figure 4-2. His system was designed

for water pressures of 150 bar. Kotze et al. further tested their concept experimentally under

discharge conditions, validating discharge operation using oil as the HTF rather water, and finding

good agreement between their heat transfer model of the moving boundary problem and

experimental results' 3 2 ,i 7 '5 9
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Figure 4-2. Design of thermal energy storage system utilizing liquid metal to charge the PCM, and

producing superheated water vapor upon discharge. Figure reprinted from Kotze et al 32 .

The vast majority of thermal energy storage previously or currently in practice are utilized with

solar thermal power plants. Due to most phase change materials having a low thermal conductivity

or corrosive nature, sensible heat media have been primarily used.

Specifically, two tank sensible TES systems are commonly adopted in liquid sensible systems,

using molten salts as the storage medium. In some cases, the molten salt is also the HTF (also

known as direct storage system). For example, at the Solar Two plant previously in the Mojave

Desert in California, a molten salt composed of sodium nitrate and potassium nitrate was used,

which has a melting temperature of 207*C and maximum stable temperature of 600*C. To maintain

these temperatures during times at which solar radiation was not adequate, multiple 25kWe

immersion heaters were used to heat the salt 60
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Using solid sensible media only requires a single tank. Typically, a heat exchanger for the HTF is

embedded within the solid. Due to its low cost and high strength, much work has been done on

using concrete as the sensible storage media, with efforts made towards high-temperature

concretes and castable ceramics. A photo of the concrete storage system previously tested by DLR

is provided in Figure 4-3. 6

Figure 4-3. Photo of HTF tubes imbedded in concrete storage system at DLRI'6
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4.2. Design

The different configurations of TERS suitable for TES mediums operating around 600'C are

illustrated in Figure 4-4. For solid thermal energy storage media, such as concrete or firebricks, a

configuration such as in Figure 4-4a can be adopted, where the HTF flows through the embedded

heat transfer tubes upon discharge to produce supercritical water. Resistance heaters can be

imbedded within the storage media for charging. The same configuration may be used for phase

change materials in which the phase change temperature is not high enough to effectively radiate

to the HTF, as in Chapter 3. To determine which medium would be suitable for electrically

charging and producing supercritical water upon discharge, we compare thermal and economic

characteristics of suitable materials including, but not limited to: silica fire bricks (SFB) 100,

magnesia fire bricks (MFB)100 , carbonate salts (CS)1 00, and the eutectic Alo.8sSi. 12
102,57 . Solid

sensible (SFB , MFB) and the eutectic phase change material are separately considered in the

design of Figure 4-4a to estimate system cost.

In considering liquid sensible storage media, a configuration such as in Figure 4-4b can be adopted

and is commonly known as indirect storage. Upon discharge, the liquid storage media is pumped

from the hot tank to the cold tank, transferring heat to a HTF via an intermediate heat exchanger.

Carbonate salts is considered here for evaluation of a liquid sensible media, having a relatively

low material cost and high maximum temperature.
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Liquid Salt at T 5 5750C Liquid Salt at T > 575*C

Salt-to-Water HX

Figure 4-4. Heat Transfer Configurations for TERS Unit. (a.) A stationary design may be used for solid

sensible storage materials and phase change materials. The heat transfer fluid is also the working fluid, i.e.

water, which is heated to supercritical temperatures by flowing through tubes imbedded within the TES

material. To reheat the TES material, electricity is sent through resistive heaters that are also embedded

within. (b.) Liquid salts have better heat transfer characteristics by taking advantage of liquid-to-liquid heat

exchanger, as shown. Here, water is again the working fluid and utilizes a counterflow heat exchanger to

transfer thermal energy from the liquid salt to the water. Charging of the system occurs by resistive heaters

within the tank containing liquid salt at temperatures at or below 570*C. Note, the direction of flow will

reverse upon cycling. Blue arrows indicate heat transfer fluid (water), i.e. water in this case, temperatures

below 570*C while orange arrows indicate fluid temperatures above 570*C.

The configurations of Figure 4-4 are not novel as discussed aboveis7,158 ,160, 6 2; the novel aspect that

has yet to be evaluated in the literature is producing supercritical fluids without intermediate heat

exchangers in the below configurations. Thermal energy, rather electrical, is normally used to

charge such systems. If storing heat, rather electricity, was the desired operation then high

temperature water could simply flow through the same tubes that water flows upon discharge.
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The detailed configuration of Figure 4-4a is illustrated in Figure 4-5 for further clarity. The HTF

tubes are immersed within the phase change media or solid sensible media, with electrical

immersion heaters embedded in the storage media as shown. Upon discharge, HTF flows through

the tubes and is heated to supercritical temperatures. Note that it is not necessary that the HTF be

at high pressures. Supercritical conditions are considered here to maximize power plant efficiency.

A similar configuration is displayed in Figure 4-6, where operation is the same as described for

Figure 4-5. However, by having a single tube with the appropriate thickness of storage media

individually contained, a more flexible arrangement of the units (each unit having one HTF tube

and contained PCM) can be achieved for existing power plants that are limited in footprint. There

is a tradeoff between flexibility and system cost, as cost does increase as a larger amount of tank

material is required compared to the first configuration. The heat transfer of both designs will be

nearly identical, in which the heat propagates radially, greatly simplifying the analysis by axial

symmetry.
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Figure 4-5. Illustration of conduction based TERS unit for solid sensible TES media or phase change

materials. ( a ) TERS assembly minimizing cost and heat leakage, components enclosed within a single

container. Projections of dimensions are not to scale. ( b) Top view of assembly. The TES media surrounds

the tube through which water/supercritical fluid flows, resulting in a shell-and-tube like configuration.

(a) (b)

Immersion Heater
-HTF Tubing
TES Material

J

Figure 4-6. Illustration of conduction based TERS assembly for solid sensible or phase change storage

media, designed for ease of retrofitting into existing sites. ( a ) Illustration of assembly consisting of multiple

units, each of which have a HTF pipe and electric heater (b) Corresponding top view of TERS tubes and

schematic diagram revealing inner working is provided-TES medium surrounds pipe in which heat

transfer fluid flows (e.g. water to supercritical water) with immersion cartridge heater immersed in the TES

medium.
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4.3. Heat Transfer Characteristics

To determine the number of tubes required for TERS following Figure 4-5, and thus total material

cost for the water tubes, the rate of heat transfer from the TES media to the water is determined

with respect to system size. Unlike silicon where system size was limited by conduction only and

not energy density, here volumetric energy density and therefore system size is also of concern.

The size of the heat transfer domain considered for each medium is denoted as r" in Figure 4-7. In

estimating the rate of heat transfer, we make several of the same simplifying assumptions as

applied in Chapter 3.6:

(i) Steady-state conditions, all of phase change material is in solid state

(ii) Material properties are temperature independent

(iii) Local convection heat transfer coefficient between the tube and water is uniform on

inner surface and an average value for the coefficient along the tube is taken

(iv) Negligible contact resistance between tubes and storage media if stationary design

considered

(v) Temperature of HTF varies incrementally along the length of the tube from 1 000 C to

5700C

137



THTFb

Figure 4-7. Illustration of heat transfer domain considered in conduction based TERS. For AlSi12 ,

conduction is only considered in the solid region which extends in the radial direction with time during

phase change.

The rate of heat transfer Q from the solid thermal storage media to the HTF is simply Q = (T, -

THTFb)/RTotatli in which RTotali is the total thermal resistance across the TES media to the water.

This can be determined by a simple thermal resistance circuit as follows,

in(L) in(r)

Total = +hA 27rktL 27TkTESL

Here, Ai is the inner surface area of the tube (27triL), L is the length of the tube, kTES is the thermal

conductivity of the chosen TES material, i.e. AlSio.12, SFB or MFB, and all other variables are as

defined in Chapter 3.

As considered in Chapter 3, natural convective effects within the phase change material are

neglected, resulting in a conservative estimate for the overall heat transfer coefficient. In general,

138



the thermodynamics of energy storage during phase transitions from solid to liquid have been

studied and the importance of convection versus conduction in the process has been discussed1 27 -

129 In the case of AlSio.12 and Si, this assumption is valid considering the high value of thermal

conductivity they possess and consequently low Rayleigh number130- 3 3

Because silicon has a much higher energy density compared to AlSio.12, SFB or MFB, a larger

volume of material is required to satisfy the same storage capacity. The design radius r, is

increased up until too large of a thermal resistance exists, resulting in a low heat flux and hence

low mass flux through the tube. This constraint on the radius results in more tubes required to

satisfy storage capacity than required to meet power demand i.e. not all tubes will have HTF

flowing through them simultaneously.

When calculating the rate of heat transfer through AlSio.12, the media is assumed to have already

been discharged of latent heat (i.e. all in solid phase), thus giving us a lower limit of heat flux as

previously performed for silicon. The lower limit of heat flux to the HTF is on average 430 kWm-

2 considering AlSio. 12 as the medium. For a tube length of 20 m and average mass flux of 230 kg

m-2 s-1, the resulting number of tubes is on the order of 103.

Both SFB and MFB prove to be unrealistic candidates, due to their low thermal conductivity.

Having the lowest thermal conductivity, SFB is unable to provide an acceptable rate of heat

transfer. As for MFB, an unreasonably small value of rx is required to obtain high heat flux and

adequate mass flux, resulting in a prohibitively large number of tubes required. For a tube length
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of 20 m and average mass flux of 230 kg m-2 s~', the resulting number of tubes using MFB as the

storage media is on the order of 105 .

From a heat transfer performance perspective, the eutectic alloy AlSio. 12 may appear attractive.

However, from a safety perspective, such a design is unfavorable and may not be implemented in

practical settings.
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Chapter 5 Cost Analysis

There are few sensible energy storage mediums that can withstand the high temperatures at which

supercritical power plants operate (e.g. Cast steel, silica fire bricks, magnesia fire bricks, nitrate

salts, carbonate salts), and even fewer that aren't economically devastating 79,163-165. As for phase

change materials, low thermal conductivity is a key road block. However, alloys of AlxSii-. or

even pure Si have high thermal conductivities giving rise to reasonable discharge times. For the

conduction based model of TERS where the HTF tube is in direct contact with the thermal storage

media, we define an upper temperature limit of 700'C to minimize the approach temperature and

to avoid complicating the system with construction materials which must withstand higher

temperatures. The lower temperature limit of AlSio.12 is 580*C according to the desired outlet HTF

temperature. Since carbonate salts are ideal in molten form, the TES medium need not be in

stationary form, and a counterflow heat exchanger may be used, allowing minimum temperatures

such as < 200*C.
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Figure 5-1. Comparison of gravimetric energy density between energy storage media. (23a.) In considering

carbonate salts and AlSio. 2 , gravimetric energy density is defined as [hfg + cp (Th - Tmin )]/3.6 1 where
WI'

Th is the maximum system operating limit of 700*C, defined by tank and piping material properties. For

AlSio.12 , Tmin is 580*C and that of carbonate salts is 200*C. For Si, heat capacity was not considered in the

analysis; the energy density was defined as hfg/ 3 .60 . The Li-ion Powerpack is a product by Tesla

marketed for utility and business storage use. The energy density was calculated by taking the quotient of

storage capacity (210 kWh) by Powerpack weight (1622 kg) excluding the inverter40 .

The total cost of TERS utilizing AlSiO.12 consists of the following: container cost (composed of

carbon steel with a 10 mm inner lining of alumina), cost of immersion heaters, raw material cost

of AlSio.12, cost of HTF tubes composed of P92 steel, container insulation using AES wool, and a

factor accounting for installation, instrumentation, etc. considered to be 18% of the total raw

material cost. All material costs are specified in Table 8 at the end of this chapter.

142



Utilizing carbonate salts as the storage media introduces a cost for heat exchangers and salt pumps.

This is included in total cost, along with a carbonate steel storage tank, immersion heaters and the

18% cost factor.

The total cost of TERS designed to harness radiative heat transfer will roughly consist of the cost

for water tubing, composed of P92 steel as typical supercritical boilers implement, immersion

heaters, silicon, raw material for the silicon container such as graphite, mobile insulation such as

firebrick and an 18% cost factor. This includes 10% for balance of system including additional

piping to existing infrastructure, valves, instruments, control wiring, etc' 66 . An additional 2% cost

factor to the capital investment is included for utilities, 4% for maintenance, and 2% for

miscellaneous factors167 . With increasing thickness of the insulating barrier, total cost will

increase. By estimating the heat transfer performance of TERS according to the design parameters,

an approximate cost of such a system can be determined resulting in a cost of ~10$/kWhe for a

firebrick thickness of 27 cm and microporous insulation thickness of 5 cm. Total cost breakdown

is depicted in Figure 5-2. Without microporous insulation, a firebrick thickness between 15 cm

and 50 cm results in a total cost of-7.8 $/kWhe to ~14.6 $/kWhe.
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Figure 5-2. Cost breakdown of radiation based TERS having a storage efficiency of 97%. Total cost is

roughly 10 USD/kWhe.

As mentioned previously, there is a tradeoff between the cost and efficiency of the radiative based

design for TERS if feedwater preheating is not utilized. A list of costs associated with increasing

efficiency is provided in Table 7, including details of the corresponding insulating barrier. The

18% cost factor is not included in the total raw material cost, however all other components are

indeed included.
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Table 7. Radiative TERS Cost vs. Efficiency

Cost of FB
(USD/kWhe)

4.48

6.63

8.29

(feedwater preheating not considered)

Cost of
Microporous Total Raw

Insulation Material Cost
(USD/kWhe) (USD/kWhe)

2.72 8.58

5.44 10.74

9.80 12.40

One of the main hindrances to energy storage technologies being adopted is cost. Hence, the

economics of TERS is compared to other common energy storage technologies in Figure 5-3. A

firebrick thickness of 20 cm and feedwater preheating is considered in the technology comparison.

It can be seen that although the discussed design is in need of further development prior to

implementation, such a system is indeed realistic and has the potential to mitigate and assist in

healing the environment, while even potentially enhancing state of the economy per country. For

all system efficiencies considered, the cost of radiative based TERS remains highly competitive

with common storage methods such as PHS, CAES, and lithium-ion battery packs.
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Zebra Zn-Air Lead Acid Pumped CAES A.G. CAES U.G. Powerpack Si-based AlSi-based Carb. Salt

(min.) Hydro. TERS TERS TERS
$150 $325 $300 $53 $100 $2 $397 $8.75 $56 $76

Figure 5-3. Cost comparison between estimated TERS versus a variety of energy storage systems. Rounded

costs provided in table. The cost of Si-based, AlSi-based (AlSio.12 specifically) and Carbonate Salt-based

TERS is determined by the methods described above. Technologies compared include compressed air

energy storage (CAES) 3 ,41 ,62 underground U.G. (minimum cost) and above ground A.G. (maximum cost),

pumped hydroelectric storage (PHS) 47,51 ,62 , ZEBRA battery 38' 47-49, Zinc Air battery (ZnAir) 39,75, lead acid

battery3 ,4 7,5 1,62 , and Tesla Powerpack40 .
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Si' 68

Silica Firebrick 34,1 62

Magnesia Firebrick 162

Carbonate Salts16 2

Graphite' 6 8

Cartridge heater 169

Alumina 7 0

Carbon Steel'71

P92 Steel 72

Insulating Firebrick 55

Microporous insulatio

Heat Exchanger for C

Salt Pump for Carbon

ZEBRA Battery Min.

Lead Acid Battery Mi

ZnAir Battery
39,75

PHS Min.-Max Cost47

CAES Underground-A

Carbonate Salt TERS

AlSio.1 2 TERS

Table 8. Material and Technology Cost
2.97 USD/kg

1 USD/kg

2 USD/kg

2.4 USD/kg

0.37 USD/kg

0.02 USD/watt

0.32 USD/kg

0.465 USD/kg

1.25 USD/kg

2.26 USD/kg

n 154 21 USD/kg

irbonate Salt' 66  18 USD/kWh

ite Salt 66  4.60 USD/kWh

- Max. Cost3 8'47 49  100-200 USD/kWh

ni-Max cost38,47,51,62 200-400 USD/kWh

325 USD/kWh

,51,62 5-100 USD/kWh

boveground39,41,5,62 2-100 USD/kWh

-84 USD/kWh

-55 USD/kWh



Chapter 6 Summary and Future Work

We present a novel method to heat supercritical fluid through radiative heating by a thermal energy

storage unit. The type of water and desired end temperature is not meant to be a limiting factor;

supercritical water is simply the example condition chosen for evaluation in this thesis. This

radiative design is similar to heat transfer within a boiler, however combustion is not a requisite,

thus avoiding emissions entirely during the electricity generation process.

Rather charging the system through solid-liquid or liquid-liquid heat exchangers, as is typically

done, TERS will be charged via resistance heaters or other methods of electrical charging. This

allows direct energy transfer from the power plant to TERS without an intermediate thermal

process, such as having an additional fluid to transfer the heat as has been evaluated in the literature

132,157,158. During times at which there is an excess of electricity production, typically at night time,

the electricity can be sent to the TERS system rather being dumped or sold at reduced cost.

Furthermore, having the option to charge TERS by means of combustion, thereby allowing

continuous operation of the power plant, will reduce thermal stress in boilers that normally must

"ramp" up and down to follow demand. With reduced stress follows an increase in boiler

efficiency, thus reducing the amount of CO 2 emissions to some degree. Most notably, through

charging with electrical heaters, TERS can solve the issue of renewable energy intermittency and

have an irrevocably substantial impact towards the combat in climate change

Using high thermal conductivity and low cost phase change materials gives rise to the potential

for dispatchable electricity using this system. Resistive heaters were discussed and considered in
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the cost estimates, however, additional forms of electrical heating are possible. Inductive heating

may be used to charge TERS, thereby eliminating material compatibility concerns between the

phase change material and heater. Additionally, for TES mediums that have high electrical

resistance, it is possible to design the system such that it is charged by directly passing electricity

through the medium, i.e. without an intermediate resistive heater. As the industry of silicon smelter

is highly developed, in which electricity is used in an electric arc furnace, there is much promise

that electrical heating of silicon is feasible.

Due to the safety issue of having a high pressure fluid in contact with a molten metal, e.g. as in the

conduction based design of TERS, such thermal storage systems are most suitable for low pressure

applications. For example, Rankine cycles that operate at lower pressures as in solar thermal

power plants would gain benefit from the design. For high pressure cycles, the radiation based

design is attractive since it does not require intimate contact between the heat transfer tubes and

phase change material. Future work will investigate the radiative based thermal energy storage

system as it proves most attractive for modern power plants operating at increased efficiency.

It is important to note that the above evaluation is more so a proof of concept, and there is much

to be done in terms optimizing material compatibility. There remains the unavoidable trade-off

between materials that can withstand supercritical temperatures and cost, hence the lack ultra-

supercritical power plants in operation at the moment. However, that is not to say that it is

impossible to have high temperature, cost efficient systems. To reach demonstration stage of

TERS, much research must be done focusing on following key areas of concern:
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4i Foremost is material compatibility with molten silicon. At its phase change temperature,

molten silicon is reactive and few materials are able to withstand the high temperatures. Using

graphite as a container will result in a layer of silicon carbide at the interface of silicon and

graphite. Eventually, this layer will continuously grow inwards, reducing the capacity of the

system. In silicon smelter plants, refractory bricks with carbon linings are used, and silicon

carbide is mechanically removed upon build-up.

4 Volumetric expansion. Silicon is unique in that it expands upon solidifying. This must be taken

into consideration when designing the container to ensure there is no detrimental damage on

the container upon solidification and melting cycles of silicon. Furthermore, the container must

be designed to withstand stresses imposed by molten silicon due to hydrostatic pressure.

4 Heating method. Our current cost model included the cost of immersion heaters, which have

been developed since the 1920's. However, the reliability of such heaters in molten materials

is not proven. The same heating method used in electric arc furnaces may be used, though this

may prove detrimental to cost as electrodes are consumed in the process of silicon smelter.

There is also possibility to pass current directly through the molten material. Clearly, much

research needs to be done.

4 Oxidation. Graphite oxidizes in air at high temperatures. However, this can be avoided by

coating the outer layer of graphite with silica or silicon carbide. Silicon also oxidizes in air.

By containing the silicon in graphite, without any faces exposed to air, oxidation can be limited.

However by having a closed container, volumetric expansion of silicon may cause problems

with container durability.
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System design. Our conceptual design so far was aimed at providing a basis for cost

estimation. Real systems can significantly depart from our conceptual design, depending on

limitations we outlined above.
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Appendix

The dependence of this temperature gradient on fin geometry is illustrated in Figure A-1 for the

case of a known heat transfer coefficient as approximated in Section 3.4.2. Material properties

used in the following calculations are the same as those provided in Chapter 3. By plotting the

dimensionless temperature of the fin along the length of the fin, defined in Eqn. (A-1) it is clear

that increasing mL results in a larger temperature gradient along the fin, which thus contradicts

our approximation of an isothermal fin if the fin geometric parameters are such that mL is large.

o - T2 -Tfin(y) cosh(m(Lfin-y)) (A-i
T2 -Tb cosh(mLf in)

The above equation is derived by a control volume analysis on the fin, resulting in the effective

heat transfer coefficient provided previously in Chapter 3.6.
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Figure A-1. Temperature gradient in fin with respect to fin parameter, mLfifl. Dimensionless fin

temperature 6 is defined as 0 = (T(y) - Tb)/(T(L) - Tb) , and dimensionless position is defined as

y*=y/L where L is fin length. Fin thickness is 2 cm, base temperature is assumed to be 600*C, and T2 is

assumed to be 1300*C.
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