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Abstract

Predictive chemical kinetics plays an important part in the study of chemical systems by
reducing the need for expensive experiments. The size and complexity of modem chemical mechanisms
increasingly require the use of automated mechanism generators, such as the Reaction Mechanism
Generator (RMG). Use of these automated generators for creating quality chemical mechanisms
necessitates accurate reaction rates. Unfortunately, the vast majority of kinetic parameters governing
rate constants are not known. The goals of this thesis are the accurate estimation of kinetic parameters
and its application to the prediction of auto ignition in fuel blends.

At the molecular scale, quantum chemical methods can give kinetic coefficients with accuracy
nearing those of experiments. Even when specific kinetic parameters are unavailable, rates can be
evaluated by analogy to similar molecules. RMG uses an averaging scheme based on arranging
functional groups in a hierarchical tree structure. We have been able to continue expansion of the
database to species with nitrogen and sulfur, improve methods for structural representation, and
showcase validation for thermochemistry and kinetic parameter estimates.

Studying kinetics at the mechanistic level allows insight into the interaction between chemical
reactions. Specifically, we have been interested in finding and analyzing the reaction pathways relevant
to auto ignition, simplifying well-studied fuel mechanisms for propane and methanol. We were able to
define clear stages of ignition and report the controlling chemistry during each stage. Understanding of
these base fuels provides the basis to analyzing ignition for larger and more novel fuels.

Finally, from a macroscopic perspective we studied ignition for blends of phenolic additives in
gasoline. Chemical mechanisms generated by RMG were modeled in a variable volume reactor that
emulate end gas conditions of the CRF engine used to evaluate Research Octane Number (RON). We
predicted the effect each additive has on the timing of ignition, which were later proven to be reasonably
accurate by experimental validation. The chemical pathways that affect the ignition were analyzed and
discussed. Finally, we developed a framework for predicting several different aspects of potential fuel
additives, which could help eliminate costly experiments by identifying unsuitable candidates before
they are even synthesized.

Thesis Supervisor: William H. Green
Title: Hoyt C. Hottel Professor of Chemical Engineering
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Chapter 1

Introduction

1.1 Background and Motivation

Improvements to the efficiency and reduction to environmental impact of fuels requires a

fundamental understanding of their combustion chemistry. A full detailed kinetic mechanism is one

component to making realistic models with predictive capability. However, a major difficulty is the size

of the mechanisms: modem chemical mechanisms can reach thousands of species and tens of thousands

of reactions [1]. All species require several thermochemistry parameters, and all reactions require

Arrhenius parameters to calculate their rate coefficients. To make matters worse, the vast majority of

these parameters are unknown and must be estimated using empirical schemes. Manual construction for

these mechanisms is error-prone and tedious. Fortunately, the difficulties in manual construction are

more easily handled by computers. Modem computing power allows the inclusion of a much larger

number of species. Additionally, algorithms can quickly query for or estimate the many parameters,

although the final mechanism will still be limited by the overall accuracy of the estimates. As a result,

many pieces of software for the automatic generation of mechanisms have been developed [2], [3].

The Reaction Mechanism Generator [4] is the automatic generator developed in the Green

Group. The original implementation was written in Java by Dr. Jing Song [5], but more recently was
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rewritten in Python by Dr. Joshua Allen [6] and Prof. Richard West. The main defining feature of RMG,

which sets it apart from other mechanism generators, is its unique approach to filtering of species. RMG

iteratively includes species with the highest calculated flux based on isobaric, isothermal simulations of

the system. As a result, it is particularly important for RMG to make reasonable estimates for

thermodynamics and reaction coefficients because the estimates decide which chemical pathways are

explored. Thermochemistry is estimated using a Benson group additivity scheme [7] with additional

corrections for ring-strain and some long-range interactions. Reaction coefficients are estimated by

generalizing reactions to specific families and averaging the Arrhenius parameters of chemically similar

reactions. To our knowledge, RMG is also the only automatic generator that considers pressure-

dependent networks and resonance structures.

The RMG database, which stores Benson group values and training data for rate coefficients, is

completely separated from the main code. This enables outside user to apply their own chemical

knowledge without extensive understanding of the algorithms or Python code. The data is stored in a

hierarchical tree structure that allows groups to be roughly ordered by chemical similarity.

1.2 Motivation and Outline of Thesis

The U.S. Energy Information Administration does not project a significant decrease in the use of

liquid fuels in the energy sector for the next 20 years [8]. Therefore, there is significant environmental

and economic pressure for cleaner and more efficient formulations. One of the limiting factors for the

efficiency of an internal combustion engine is the auto ignition behavior, measured by octane rating in

spark ignition engines [9]. Adding ethanol to gasoline slows down auto ignition, leading to better

efficiency. Following this example, researchers have considered many other biologically derived

oxygenates as potential fuel components. Unfortunately, even a trained kineticist is hard-pressed to

predict the induced auto ignition effects from chemical structure alone. The contrast between tert-butyl

ether, which slows down auto ignition [10], and dimethyl ether, which speeds it up [11], exemplifies this

difficulty. Despite both possessing ether groups, they have opposite effects on auto ignition!

Luckily, RMG is particularly useful for the determining the controlling chemistry of these novel

fuel components. RMG will exhaustively apply every reaction family in the database to the fuel

component but keep only the fastest pathways. Ideally, it will create a mechanism that captures all the

important chemistry and, occasionally, even suggest correct chemical pathways that would never be

imagined by a human. More often than not, poor thermochemistry estimation leads RMG to include

unphysical intermediates. It is common for the users to cycle between using RMG to create mechanisms

20



and improving the database performance before gaining a successful model. Therefore, it is still

imperative that the user have some chemical intuition to interpret RMG's output.

The first part of thesis focused on improvements for the structure, accuracy, and user-

friendliness of the RMG database. A great deal of time was spent making previous entries in the

database consistent in their chemical representation and accessible throughout the trees. Many unit tests

were developed with Dr. Connie Gao to ensure that past mistakes are not repeated when current users

contribute to the database. We also added the capability to represent many types of nitrogen and sulfur

atoms in RMG. Although training data has been added by Dr. Alon Grinberg, Dr. Caleb Class, Dr. Beat

Buesser, and Ryan Gillis, there is still not quite enough to make accurate estimates for many nitrogen

and sulfur-containing species. Finally, RMG's thermochemistry and rate coefficient estimates were

validated against larger test sets than in any other previous attempt.

The main application studied in this thesis was auto ignition for various fuel blends. In the first

project, we closely studied mechanisms of methanol and propane blends at low temperatures. The

purpose of this work was to simplify the auto ignition effect to either a reduced mechanism or analytical

equations. As propane is representative model compound for alkanes, which appear in both diesel and

gasoline, this work helped establish the chemical knowledge needed to model more complex fuels. We

next applied RMG to creating mechanisms for the auto ignition of butane blended with substituted

phenols. After obtaining mechanisms, we developed a volume profile to model the end gas conditions in

a CFR engine used to calculate the research octane number. This relatively simple model gave

surprisingly accurate results for ranking each fuel blend's research octane number, being a large

improvement over both constant-volume and rapid compression machine-like simulations.

The same procedures for predicting research octane number were applied to gasoline blends with

model compounds from lignin-derived bio-oil. In addition, pre-experimental screens for other blend

attributes that could be induced by additives were developed or compiled. These attributes include

tendency to produce soot, fuel/water solubility for the additives, and elastomer swelling. While the test

for soot production used chemical kinetics, the other two screens were compiled from various methods

in literature. This work represents a first attempt at developing a cost-saving framework for screening of

potential fuel candidates.

1.3 Thesis Overview by Chapter

1.3.1 RMG Database: Accuracy and Improvements
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This chapter presents the most-up-to-date overview of the structure and features of the Reaction

Mechanism Generator (RMG) database. Descriptions of the molecular structure represented as graph

data structures is shown along with updated atom types for carbon, oxygen, nitrogen, and sulfur.

Detailed explanation for the storage of Benson group additive values in hierarchical trees is given. We

subsequently validate RMG estimates of thermochemistry, which shows on average about 7 kcal/mol

enthalpy of formation error for species of carbon, hydrogen, and oxygen, but significantly more error for

nitrogenated species. A description of the reaction families along with their more complex tree

structures and estimation scheme is given. We discuss best practice guidelines for the writing of entries

to guide future users in making contributions to the database. The reaction rates were also validated

showing an average multiplicative error of 22. Unfortunately, the process for users to contribute to the

database is somewhat tedious and opaque. A number of unit tests have been implemented into RMG to

catch bugs and help users correctly input their data. The chapter wraps up with description of these unit

tests.

1.3.2 Understanding the Low-T ignition of Propane+Methanol blends

Modeling low temperature auto-ignition is challenging because the governing chemistry is

complex, occurring in multiple stages and involving a large number of intermediate species. This is

particularly true for fuel blends where we traditionally account for the potential of cross reaction

between intermediates. In this chapter, we characterize the low temperature ignition of methanol and

propane as simple archetypes for alkanes and alcohols. We find that each stage of ignition is governed

by only a few key reaction cycles that are only first or zero-order in fuel species. Additionally, we

observe that the alkane chemistry, although appearing much more complex, has striking parallels to that

of alcohols. Overall, we find that the ignition delay can be predicted with only a few reaction cycles

producing small radicals, OH and H02, and a few classes of exothermic reactions. From our analysis of

pre-ignition chemistry, we construct reduced mechanisms for methanol and propane ignition, which are

less than 10% the size of the full detailed model but still predict ignition delay with reasonable accuracy.

Adding only minimal cross reactions, we combine the two mechanisms for the modeling of a

propane/methanol blend. It is observed that this "sum-of-parts" model's prediction of ignition delay has

good agreement with models which consider all intermediate cross reactions. The agreement suggests

that the pre-ignition reaction paths are largely non-interacting. This simplification has potential in

making future analysis of fuel blends much more manageable.
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1.3.3 Modeling Study of Substituted Phenols in Engine-like Conditions

This chapter presents kinetic modeling efforts to evaluate the anti-knock tendency of several

substituted phenols if used as gasoline additives. They are p-cresol, m-cresol, o-cresol, 2,4-xylenol, 2-

ethylphenol, and guaiacol. A detailed kinetic model was constructed to predict the ignition of blends of

the phenols in n-butane with the help of RMG, an open-source software package. The resulting model,

which has 1465 species and 27428 reactions, was validated against literature n-butane ignition data in

the low-to-intermediate temperature range. To rank the anti-knock tendency of the additives, engine-like

simulations were performed in a closed adiabatic homogenous batch reactor with a volume history

derived from the pressure profile of a real Research Octane Number engine test. The ignition timings of

the additive blends were compared to that of Primary Reference Fuels to quantitatively predict the anti-

knock ability. The chemical pathways involved in the auto ignition effects were studied using rate of

production and sensitivity analysis. The model predictions agree well with experimental determinations

of the changes in Research Octane Number induced by the additives.

1.3.4 Pre-experimental Framework for the'Broad Screening of Drop-in Fuel Additives

A wide variety of molecules, many formed from biomass, have been proposed as fuel

components or fuel additives. Before introducing a new fuel component or fuel additive into fuels, it is

prudent to verify it satisfies many performance metrics: ignition chemistry, sooting tendency, aqueous

solubility, toxicity, heating value, material compatibility, and many others. However, experimental

testing of each of these attributes of every proposed new fuel component is time intensive and

expensive. This work presents pre-experimental computer screening methods for four important fuel

attributes: ignition delay and RON, tendency to produce polycyclic-aromatic hydrocarbon precursors,

fuel/water partition coefficient, and elastomer swelling from fuel contact. The additives tested were

phenol, anisole, furan, and furfural, model compounds of species in bio-oil from fast pyrolysis of lignin.

The former two screening tests use detailed kinetic mechanisms constructed with use of the Reaction

Mechanism Generator, while the latter two apply existing theoretical models. The results from each of

these inexpensive screening tests on the computer are accurate enough that they could be used to

eliminate some proposed fuel components from consideration before they were even synthesized.
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Chapter 2

RMG Database: Accuracy and

Improvements

2.1 Introduction

Many fields including combustion, atmospheric chemistry, astrophysics, and systems

biology commonly use detailed chemical kinetics to model their systems. However, in

combustion it is rare to find complete and reliable mechanisms for many fuels, as they are both

difficult and time-intensive to create. One of the major difficulties is that hundreds of

intermediate radical reactions are necessary, especially because number of reactions scales super

-linearly with the number of intermediates [1], whereas very of the rate coefficients are known.

Previously, most mechanisms were constructed by hand, painstakingly recording all

parameters and adding relevant reactions through expert knowledge. Luckily, the main

difficulties to manual generation are handled easily by computers. Ideally, an automatic

mechanism will comprehensively consider all chemistry it has been taught and never incorrectly

apply parameters from its database. Realizing the potential to this approach, researchers have
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developed many automatic mechanism generators: NETGEN [2], RMG [3], EXGAS [4],

Genesys [5], RING [6], MAMOX [7], and REACTION [8] to name a few modem ones with a

combustion focus. Several excellent review articles discuss main challenges of automatic

generation and each software in great detail [9,10].

The Reaction Mechanism Generator (RMG) is the open-source suite of programs for

automatic mechanism generation developed in the Green Group. The minimum input required by

the user is the concentration of initial species, the initial conditions for any number of reactors

used for simulation, and a flux tolerance, P, usually between 0.01 and 0.1. The initial species are

placed in the mechanism "core". RMG will then iteratively repeat the following steps:

1. Generate possible reactions which use core species as reactants. If product species of

these reactions are not in core, then they are placed in the mechanism "edge".

2. Estimate the reaction rates and thermochemistry for species in the edge

3. Run isothermal, isobaric simulations of the mechanism using the inputted reactors,

tracking the chemical flux toward edge species

4. When an edge species's flux exceeds the absolute value of all core fluxes multiplied

by the s, it is recognized as an important intermediate and included in the core. The

entire algorithm is then repeated starting with step 1.

The main RMG algorithm continues until a finishing criteria, usually a simulation end-time or

reactant conversion rate is reached. The final output is a chemical mechanism written in

Chemkin or Cantera format and a species dictionary with adjacency lists.

During the generation, reactions based on pre-programmed rules are exhaustively

explored and then optionally filtered based on a wide range of criteria depending on the software.

RMG is unique from other automatic generator because it calculates the species with largest flux

to determine the reactions to include in the mechanism. Therefore, the estimation of reaction

rates is especially crucial, not simply to have correct rate coefficients in the final mechanism, but

to direct the software on what chemistry to include. To enable mechanism generation, a great

deal of effort has been applied to training the RMG database to quickly and accurately make

estimates. Thus, a powerful stand-alone tool for estimating thermochemistry and kinetic rate

parameters has, almost inadvertently, emerged.

RMG implements Benson group additivity [11] to calculate the thermochemistry of

species. Many databases which record experimentally measured or calculated values of
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thermochemistry exists: CRC handbook [12], ATcT [13], NIST Chemical WebBook [14],

Burcat's 3rd millennium database [15], and THERM [16] to name a few. Databases for kinetic

rate parameters are even rarer: NIST Kinetics Database [17] and PrIME [18], although the latter

has many more applications than simply being a kinetics database. While kinetic parameters are

available in a variety of published mechanisms, it is tedious for users to search these, and even

more tedious to track down the sources of each number. Of these databases, only RMG provides

automated estimates for unknown rate parameters, while THERM, a NIST tool, RMG, and some

commercial software all provide estimates for unknown thermochemistry.

This chapter first presents updated explanations of features and the structure of the

database for RMG. It also shows validation for accuracy of the thermochemistry and kinetic

estimations provided by the current methods implemented in RMG. Finally, it describes the suite

of unit tests developed to maintain consistency and compatibility across the database.

2.2 Representation of Chemical Structures

In RMG, the adjacency list ("adjlist" for short) is a graph data structure of the atoms and

connecting bonds used to represent chemical structures in two dimensions. There are three data

classes that are represented with adjlists: molecules, species, and groups. A molecule object is a

complete chemical structure and is always associated with one adjlist. A species object contains

a label, thermochemistry, and a set of molecule objects representing the resonance structures of

the species. For a given species, RMG automatically generates the list of resonance structures.

An example adjacency list for a methoxy radical is shown in Figure 2-1. RMG generates all

molecule adjlists with explicit hydrogens, but the user may omit any number of hydrogens for

convenience.
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species label CH30
species multiplicity multiplicity 2

1 C uO p0 cO {2,S) {3,S} {4,S) (5,S)
2 0 ul p2 cO {1,S}
3 H uO p0 cO {1,S)
4 H uO p0 cO {1,S}
5 H uO p0 cO {1,S}

atom index
element

unpaired electrons
lone pairs-

charge-
bond atom index

bond order

4H 2 0
1 H

3H 0OL H5

Figure 2-1 Adjacency list and Lewis structure for methoxy radical
For the molecule adjlist, the optional first line is the species label, the name given to the

species in RMG. The second line gives the total multiplicity of the chemical structure. The

second line gives the total multiplicity of the chemical structure. Each subsequent line describes

each atom with the following syntax: the first column is the atom's index, the second column is

the element, the third column denoted, "u", is the number of unpaired electrons, the fourth

column denoted, "p", is the number of lone pairs, the fifth column denoted by, "c", is the formal

charge, and, finally, each bracketed pair represents a bond involving the atom. For the bond

brackets, the number indicates the bonded atom's index and the letter gives the bond order: S for

single, D for double, T for triple, and B for benzene. Benzene bonds refer to any bonds with

aromatic character, including bonds that appear in species such as naphthalene, furan, and

pyridine. Finally, it is worth noting that 02 should always be represented in its ground state

triplet form (single bonded and one radical per oxygen atom), to react properly in RMG.

The group class, christened for its application in Benson groups or functional groups, is

used to represent fragments of a full molecule. There are several major differences between the

adjlist of a group and that of a molecule which make them immediately distinguishable. The

molecule's multiplicity is omitted for adjacency lists of groups because a substructure does not

necessarily give enough information to determine it. Unpaired radicals, lone pairs, and charge

attributes can be sets in a group instead of a defined value. Either the value "x" or the absence of

the attribute counts as a wildcard, indicating any value allowed, for these attributes. Bond order

can also be defined as a set inside square brackets, but does not use the wildcard 'x'. Because
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groups represent fragments, atoms in a group adjlist may have an incomplete valence. Missing

valence on atom A can be bonded to any atom, subject to A's atom type restrictions. An

additional attribute called "atom label" is optionally inserted after the atom index. The atom label

marks specific atoms of interest such as the center of a Benson group or the atoms which

participate in a reaction. Although not all atoms require an atom label, all current applications

require at least one atom label in a group.

The final major difference between the adjlists of groups and molecules is that elements

are replaced by a set of "atom types". Atom types categorizes atom using some subset of the

following criteria: number of valence electrons, element, number of lone pairs, charge, and

bonding requirements. A list of all atom types is given in Table 2-1.
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Table 2-1 Definition of atom types implemented in RMG.
An "--" indicates that there is no requirement in the category for the atom type. Unless otherwise

specified, bond order requirements assume 0 double, 0 triple, 0 benzene, and any number of single bonds.
Any bond order requirements for double, triple, and benzene bonds must be matched exactly as opposed

to being a minimum value.
Atom type Element Lone Pairs Charge Bond Order Requirements
R Any -- -- --

R!H NotH -- -- --

Val4 C, Si -- -- --

Val5 N -- -- --

Val6 0,S -- -- --

Val7 Cl -- -- --

H H -- -- --

He He -- -- --

Ne Ne -- -- --

Ar Ar -- -- --

Cl C1 -- -- --

C C -- -- --

Ca C 2 0 No bonds
Cs C -- -- Only single
Csc C -- -1 Only single
Cd C 0 -- 1 double to atom other than oxygen or sulfur
CO C 0 -- 1 double to oxygen
CS C 0 -- 1 double to sulfur
Cdc C 0 -1 1 double
Cdd C 0 0 2 double
Ct C 0 0 1 triple
Ctc C 0 -1 1 triple
Cb C 0 0 1 or 2 benzene
Cbf C -- -- 3 benzene
C2s C 1 0 Only single
C2sc C 0 -1 Only single
C2d C 1 0 1 double
C2dc C 1 -1 1 double
C2tc C 1 -1 1 triple
O 0 -- -- --

Oa 0 3 0 No bonds
00sc 0 3 -1 No bonds
OOdc 0 3 -2 1 double
02s 0 2 0 Only single
O2sp 0 2 +1 Only single
O2sn 0 2 -1 Only single
02d 0 2 0 1 double
O2dc 0 2 -1 1 double
O2tc 0 2 -1 1 triple

(Table continued on next page)
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Atom type Element Lone Pairs Charge Bond Order Requirements
04sc 0 1 +1 Only single
04dc 0 1 +1 1 double
04tc 0 1 +1 1 triple
N N -- -- --

NOsc N 3 -2 All single
Nis N 2 0 All single
Nlsc N 2 -1 All single
Nlde N 2 -1 1 double
N3s N 1 0 All single
N3d N 1 0 1 double
N3t N 1 0 1 triple
N3b N 1 0 2 benzene
N5sc N 0 +1, +2 All single
N5de N 0 +1 1 double
N5dc2 N 0 +2 1 double
N5dd N 0 0 2 double
N5ddc N 0 +1 2 double
N5tc N 0 +1 1 triple
N5td N 0 0 1 triple, 1 double
N5b N 0 0,+l I benzene
Si Si -- -- --

Sis Si -- -- All single
SiO Si -- -- idouble to oxygen
Sid Si -- -- 1 double
Sidd Si -- -- 2 double
Sit Si -- -- 1 triple
Sib Si -- -- 2 benzene
Sibf Si -- -- 3 benzene
S S -- -- --

Sa S 3 0 No bonds
SOs S 3 0 All single
S2s S 2 0 All single
S2sp S 2 +1 All single
S2sn S 2 -1 All single
S2d S 2 0 1 double
S2dc S 2 -1 1 double
S4s S 1 0 All single
S4sc S 1 +1 All single
S4d S 1 0 1 double
S4dc S 1 +1 1 double
S4b S 1 0 2 benzene
S4dd S 1 0 2 double
S4ddc S 1 -1 2 double

(Table continued on next page)
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Atom type Element Lone Pairs Charge Bond Order Requirements
S4t S 1 0 1 triple
S4tc S 1 +1 1 triple
S6s S 0 0 All single
S6d S 0 0 1 double
S6dc S 0 +1, +2 1 double
S6dd S 0 0 2 double
S6ddc S 0 +1 2 double
S6ddd S 0 0 3 double
S6t S 0 0 1 triple
S6tc S 0 +1 1 triple
S6td S 0 0 1 triple, 1 double
S6tdc S 0 +1 1 triple, 1 double
S6tt S 0 0 2 triple

Using atom types both speeds up matching and allows more concise adjlists for groups.

When all explicit lines of the group adjacency list are represented in a molecule list, the group is

said to be subgraph isomorphic, or matched for short, to the molecule. An example of a group

adj list and possible matches is shown in Figure 2-2.

Group Adjacency List
ruphlabcI Rdoublebond I

1 *1 R!H ux (2,D} {3,[S,D]}
2 [C, 02d] uO (1,D)
3 *2 R uO {1,[S,D])

atol ab I
atom types

set of bond orders

Possible Matches
O CH 2  0

*112 *11 *
*2,,C. H3C,<2

2H H H3C C OH
H

2

O 0 0
He11 116

*2 . 2 *2H 0 0 0 0

Figure 2-2 Example of adjacency list for group and possible matching molecular structures
Values that are omitted number of lone pairs or charge are assumed to be wildcard. Note that there may

be several ways to match the same structure as shown with sulfur trioxide
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2.3 Thermochemistry database

2.3.1 Base structure and groups

Benson group additivity estimates the thermodynamics of a given molecule by assuming

that thermodynamic parameters can be calculated based on summing contributions from each

individual atom in a given molecule. Value for an individual atom can depend on what types of

bonds that atom has, what it is bonded to and its local molecular structure in general. In practice

these values are usually generated from linear fits of molecules with known thermodynamic

parameters.

Within RMG individual atom contributions are determined by descending a structured

tree with an example shown in Figure 2-3. At each node within RMG trees, a local group

structure is defined. A molecule with the given atom label descends the tree by starting at the top

node to check whether the group object is subgraph isomorphic to the molecule. If so, it will then

perform subgraph isomorphism for each child of the top node in the order they are listed. Once

matched, that child node becomes the current node and its children are searched for matches.

This process ends either when none of the child nodes matches the molecule or the end of the

tree is reached. This type of tree transversal is known as a post-order search.

C

-CE =C= -C= -C-
I I

H H H H
I I I I

H-C-H H-C-H H-C-H H-C-H
II I I

H C 0 N

Figure 2-3 Example of RMG tree for matching groups
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Many of these nodes do not have data directly associated with them. In these cases that

node is instead referenced to another node, which will either have data or another reference. The

database is constructed such that following the references from any node will eventually hit

appropriate data.

entry
index = 50,
label = "Cds",
group =

1 * [Cd,C0,CS] u

thermo = u'Cds-CdsCsCs',
shortDesc =u""""",
longDesc =

entry(
index = 1823,
label = "Cds-OdN3sH",
group =

1 * CO u {2,S} {3,S} {4,D}
2 N3s u {1,S}
3 H u {1,S}
4 Od uS {1,D}

thermo = ThermoData(
Tdata = ([300,400,508,690,800,1090,1509],'K'),
Cpdata = ([7.03,7.87,8.82,9.68,11.16,12.2,14.81,'cal/(mol*K)'),
H298 = (-29.6,'kcal/mol'),
S298 = (34.93,'cal/(mol*K)'),

shortDesc =
longDesc =

Figure 2-4 Example of entries for thermochemistry groups in RMG.
The Cds node points to the Cds-CdsCsCs node for its thermo data, while the Cds-OdN3sH node contains

its own thermochemistry data.

After summing up the individual atomic contributions RMG adds a number of

corrections. The first is the hydrogen bond increment (HBI) correction. If the molecule is a

radical the Benson group additivity is applied to the saturated molecule rather than the actual

molecule. Then the HBI corrections following the methods of Lay et al are applied [19].

The enthalpy correction is expressed as:

HBI(AfH2 98) = AjH298(R*) - Af H298(R - H) = BDE(R - H) - Af H298(H) (1)
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where BDE denotes a bond dissociation energy and H* denotes a hydrogen radical. Note that the

entries in the database are for HBI corrections, not the more commonly reported BDE; the

algorithm automatically subtracts the enthalpy of the H atom. Much like the group additivity tree

for a given atom, HBI corrections are estimated using an RMG tree.

Cyclic molecules have additional corrections for the ring strain. If there are no fused

rings, the thermodynamic contribution of the strain induced by each individual ring is applied to

the molecule. This follows exactly the same matching algorithm as the standard groups and HBI

correction. Molecules with fused polycyclic rings have a separate tree of ring-strain corrections,

but there are many more possible combinations, not all of which have available data. Therefore,

when no match is found, a heuristic has been implemented which combines existing data to

estimate the missing ring corrections, described in detailed by Han et al [20].

Finally, additional corrections are added for non-next-nearest neighbor interactions

(NNI). These interactions occur between two atoms that are at least three bonds apart. These are

calculated separately depending if the molecule is cyclic or non-cyclic. The non-cyclic tree

provides corrections for gauche(1,4), and gauche(1,5) interactions. The cyclic tree provides

corrections for ortho/meta/para interactions on the ring.

2.3.2 Resonance structures and application to thermochemistry

The estimate of thermochemical parameters considers all resonance structures of a

species. For RMG this involves applying several resonance recipes, all shown in Figure 2-5. The

most common is radical allyl shift, but the algorithm also accounts for radical shifts with a lone

pair and lone pair shifts in azide groups. Additional resonance structures are also generated for

aromatic species. The full aromatic structure gives all aromatic rings benzene bonds, while

kekulized structures convert all of the benzene bonds into single/double bonds. When generating

resonance isomers, combinations of these isomerization recipes are also considered. After

Benson group additivity and corrections are applied, the thermodynamic parameters for the

resonance isomer with the lowest 298K enthalpy are used to represent the species.
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a) 4-.-

b)

0

C) N O

d) N N

Figure 2-5 Examples of all resonance isomerizations recipes implemented in RMG
(a) allyl/radical shift; (b) aromatic kekulization; (c) radical lone pair shift; (d) azide lone pair/lone pair

shift.

2.3.3 Validation of enthalpy estimates in RMG-database

The RMG's estimates of enthalpy of formation at 298K were validated against a large

database of CBS-QB3 calculated molecules [21]. CBS-QB3 calculations are generally accurate

within 2 kcal/mol, with occasional lapses to as much as 10 kcal/mol, for enthalpy calculations at

298K [22]. Figure 2-6 shows a histogram of errors between [21] and estimates generated by

RMG for species with only carbon, oxygen, and hydrogen. This validation shows that the vast

amount of RMG estimates for oxygenates have an average error of 5.96 kcal, agreeing well

within the estimated error of the quantum calculations. When considering cyclic species, we see

a slightly larger average error, 6.49 kcal/mol, although the comparison is still quite reasonable.
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Figure 2-6 Histogram of error of AHf at 298K between RMG estimates and values reported in [211
for oxygenates and hydrocarbons

The left-hand plot compares only non-cyclic species and the right-hand plot only cyclics and polycyclics.
Note the change in scale between the two figures.

Figure 2-7 shows the validation errors for nitrogen containing compounds. These non-cyclic

species have an average error of 23.24 kcal/mol, and the cyclics have 14.06 kcal/mol. The bulge

seen in the histogram for non-cyclics around 25 - 45 kcal/mol coincides with many species with

carbon triple bonded to nitrogen. While the current database has some data for groups with triple

bonded nitrogen, not all cases are covered, and the most general triple bonded nitrogen has no

correction. Further addition of nitrogen groups is recommended. The histogram for cyclic errors

in Figure 2-7 does not show any abnormal spurt in error because triple bonded nitrogen atoms

are unlikely to appear in cyclic species. Most of the ring corrections in RMG are for

hydrocarbons or oxygenates, which, at most, may be generalized to other atoms. Thus, it is

unsurprising to see a greater degree of error for the cyclic species with nitrogen, compared with

the oxygenates and hydrocarbons.
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Figure 2-7 Histogram of error of AHf at 298K between RMG estimates and the values reported in
[211 for nitrogen containing species

The left-hand plot compares only non-cyclic species and the right-hand plot only cyclics and polycyclics

Finally, errors for compounds containing sulfur are shown below. Because [21] does not contain

any sulfur compounds, the test set for this data was actually the group of molecules used to train

the group values. This includes about only 10 species which are cyclic and 180 which are non-

cyclic. Because we do not have a distinct test set, we cannot obtain a good estimate of the

accuracy of RMG's predictions for the thermochemistry of sulfur compounds, but this

comparison is still useful for giving error intrinsic to the RMG's approach. It was found that the

mean error was approximately 1.39 kcal/mol.

100 -

60

~40

20

S 0 2 4 6 0
Error in Enthalpy at 298 K (kca/mol)

Figure 2-8 Histogram of error of AHf at 298K of RMG estimates for sulfur containing species
Because the test set was the same as the training set used to create the groups, this comparison gives a

measure of the consistency of RMG's approach.
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A summary of the mean error for each type of species in the validation is given in Table 2-2.

Table 2-2 Summary for validation of RMG estimates on AHf at 298K.
*The test for the sulfur-containing species used test data which was the same as the training data for the

groups.
Compound Type Number of test Mean Error Standard Deviation

points (kcal/mol) (kcal/mol)
Non-Cyclic

Oxygenates and 5201 5.96 4.48
Hydrocarbons

Non-Cyclic Species 7269 23.24 20.69
with Nitrogen

Species containing 195 (1.39) (3.12)
Sulfur*

Cyclic Oxygenates 49976 6.49 7.66
Cyclic Species with

22734 14.06 14.96Nitrogen

2.4 Reaction and Kinetics database

The most common format to save kinetics parameters is the modified Arrhenius form

k T n E(k(T) = A (- exp (1)

where A is the pre-exponential factor, T is temperature, n is the temperature exponential factor,

Ea is the activation energy, and R is the gas constant. The activation energy is made more flexible

by adding an Evans-Polanyi correction, but it is also subject to the constraint:

Ea = max(0, A Hrxn, a Hrxn + E0 ) (2)

where AHrn is the enthalpy of reaction, a is the Evans-Polanyi correction, and Eo is the base

activation energy. The maximum constraint implements two sanity checks: the activation energy

cannot be negative and the activation energy of an endothermic reaction is at least as large as its

enthalpy of reaction. For the reaction families, all kinetic parameters are at the high-pressure
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limit. Pressure-dependent effects can be calculated subsequently using RMG's internal master

equation solver, which converts k(T) to k(E) using Inverse Laplace Transform methods [23].

2.4.1 Reaction families

55 reaction families give templates for the possible chemistry considered by RMG. The

recipe for a reaction family describes the chemical reaction. The families cover a wide range of

predominantly radical chemistry. While some families are extremely well-studied with over a

hundred training data points, many represent fairly niche-case reactions, such as the Korcek

reaction [24] where few parameters are available. Figure 2-9 shows an example of the recipe for

H-abstraction, the largest family in RMG. Recipe actions include gaining radical, losing radical,

forming bond, breaking bond, incrementing bond, decrementing bond, gaining lone pairs, and

losing lone pairs. Changes in formal charge are not specifically indicated in the recipe, but each

atom's formal charge is recalculated from its valence after the entire recipe is applied.

*1 *2 *3 *1 *2 *3Q + 0
Reaction Recipe Break bond {*1, 1, *2)

Form bond {*2, 1, *3}
Gain radical {*1, 1}
Lose radical {*3, 1}

Figure 2-9 Graphical representation and reaction recipe for H-abstraction family

Similar to the thermochemistry database, functional groups for the reaction families are

organized into trees, which grow in specificity during descent. However, because there are

always at least two reacting atoms, each family has a separate tree for the reacting sites. The

simplest case are the bimolecular families, which have two trees. A simplified example tree is

given for the H-abstraction family in Figure 2-10. Two groups, one from the XH tree and one

from the Y rad tree are needed to describe the reacting sites of the reactants. The combination of

groups is known as a "template". For example, methane, a primary carbon, reacting with

hydroxyl radical would have a template of [C pri, OH] in the sample trees.
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Figure 2-10 Example of simple trees for the H-abstraction family
Each tree represents one of the necessary reacting sites, a bonded hydrogen and a radical.

When kinetic parameters are applied directly to a template, the resulting entry is called a

"rule". Kinetic rules are most appropriate when the parameters are generalized from several

similar functional groups, such as Dean et al [25]. Because the group representation lacks

symmetry information, all kinetic rules must have an A-factor assuming a degeneracy of one

(RMG will then estimate the degeneracy/symmetry factors). However, some of the kinetic rules

in the database were derived from literature data including degeneracy factors; instead these

numbers which are for specific reactions not general functional groups should be stored as

training reactions rather than in the rate estimation tree.

A second way to assign kinetic parameters to a rule is through training reactions. The

training reactions of family is the database of kinetic parameters assigned to fully defined

reactions; that is, the training reactions use species instead of groups as their entry key. When

initializing the database, RMG descends a family's tree and assigns a training reaction to the

most specific rule that matches the reactants. Training reactions written in the reverse direction

are also compatible. An advantageous trait of the training reaction is its independence from tree

structure. If groups in the tree are edited, rules must be manually checked to ensure they still

apply to the template. However, training reactions are immune to this error since they are

matched to templates by descending the tree. As a result, users are strongly encouraged to store

kinetic parameters in training reactions instead of rules whenever possible. In contrast to the A-

factor for a rule, A-factors in the training reaction include degeneracy from symmetry, as it most

intuitive for a user to assign the experimentally observed or commonly reported rate coefficient.
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2.4.2 Unimolecular Reaction Families

Reactions which are unimolecular pose unique difficulties when performing a template

match. Like bimolecular reactions, the atoms which react can have a strong effect on the reaction

rate, so each reacting "end" requires a tree in the family. In many cases, however, the length of

the cyclic transition state has an equal or larger effect on the reaction rate. Therefore, the family

needs a third "backbone" tree which describes both the length and functional groups of atoms

between the reacting ends. An example of three adj lists and their labels are shown for an intra-H-

migration family.

To ensure consistent and correct usage of the unimolecular trees, several constraints are

placed on the definition of backbone and end groups. Under these guidelines, any template

should be valid. Figure 2-11 shows an example of a valid template for the unimolecular reaction

of 1 -oxy,2-butanone.

Template
o rad outi R5H CCC(02d)C CsH out 2H
*1 0 ul 1 *1 R!H ul {2,S} 1 *2 Cs ut {2,S} {3,S} {4,S}

2 *4 C ut {1,S) (3,S) 2 *3 H uO {1,S}
3 *6 CO uC {2,S) {4,S) {7,D) 3 H uO (1,S)
4 *5 C uC {3,S) {5,S) 4 H uC {1,S)
5 *2 R!H uC 14,S) {6,S}
6 *3 H uC 15,S)
7 02d uC {3,D)

Reaction

*1 *4 *5 H *3 H H
0 V *2. 

*2

o H 0 H

Figure 2-11 Example of template for intra-H migration in 1-oxy,3-butanone
All template adjacency lists are correct in that they conform to labeling restriction of end groups and

backbone groups.

Constraints on end groups

1. End groups may only contain labels which appear in the family recipe

2. The two end groups in a valid rule must contain all labels which appear in the family

recipe
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3. End groups are meant to define reacting sites and relevant features local to the reacting

sites. No attempt to define the backbones should be included. Any additional unlabeled

atoms on an end group are assumed to exclude the backbone.

Constraints on backbone groups

1. Every backbone group should include all labels in the family recipe

2. End groups should be defined as the root of their respective subtrees, such that no

backbone defines any aspect of the end groups other than how they connect to the

backbone

3. All atoms connecting the atoms labeled in the end group must all be labelled with

numbers greater than the labels in the recipe. The numbering of the atoms should be

consistent when descending the tree.

4. All unlabeled atoms are meant to describe other relevant features of the backbone. No

unlabeled atoms should be attached to the end group atoms.

The 2D nature of graphs creates complications when defining backbone groups for cyclic

species. For a linear species, the current notation unambiguously defines the length of the

transition state as a nth-member transition state where n is the number of labeled atoms.

However, a cyclic species has a transition state that reaches across the ring, resulting in a very

different transition state from its linear analog. Currently the groups may not differentiate

between the linear and cyclic case since groups rely on a subgraph isomorphism. To further

complicate matters, a mono-cyclic species can enumerate backbone atoms in two different

directions, clockwise and counter-clockwise, which erroneously results in two separate rate

estimates. A polycyclic species may have even more than two valid enumerations of backbones.

Some solution that are currently in development include splitting families into linear and cyclic

versions, adding a ring attribute to atoms in the adjacency lists, and judicious restructure of

current trees.

2.4.3 Estimation of kinetic parameters in families

All trees of the family are descended to determine the most specific template matching

the reactants. If a rule or training reaction has been assigned to the template, the match is
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designated an "exact match", and the appropriate kinetic data is used as an estimate. If there are

multiple rules or training reactions, the one with the highest rank is chosen. One exception to the

rank priority is when the reaction is identical to a training reaction, in which case the training

reaction is used regardless of rank.

The combinatorial nature of the rate rules creates a very large set of valid rules in each

family. It is rare that the set of templates is even 1% populated with rules or training reactions.

When no kinetic data is available for the matched template, RMG designates the match as an

"averaged match" and reverts to an averaging algorithm to determine the values of kinetic

parameters. Assume a reaction has matched template, [A, B], but no rule or training reaction has

been assigned to this template. Using [A, B] as the origin for the 2D space for the two trees,

RMG will search the space for a replacement template [A', B'], with kinetic parameters and the

smallest 2-norm distance. Once an appropriate [A', B'] is found its kinetic parameters are

substituted in for [A, B]. Of course, unimolecular families have template of three nodes, so a 3D

space is used, but the principle remains the same. If multiple valid templates are found to have

the same minimum 2-norm, then kinetic parameters are estimated as the means for the kinetic

parameters. In the case of n, a, and E, the standard mean of values from each valid template is

used. Because the A-factor can span a very large order of magnitude, a geometric mean is used

instead.

By default, each parent-child distance between nodes is considered to have a length of

one when calculating the norms. The developers recognize that the tree structures are arbitrary,

such that a uniform edge length may give minimum norms that do not conform with chemical

similarity. For example, in intra-H-migration, the length of the transition state is one of the most

important factors for estimating the kinetics, more so than the element that the radical resides on.

Thus, the most chemically correct minimum distance would weigh distances on the backbone

tree to be smaller, than the distances on the end group trees. In anticipation of the result, all nodal

lengths are customizable on an individual basis or by tree. In the future, optimization of nodal

lengths could lead to vastly improved accuracy on averaged matches.

Two separate validations were performed for the reaction families. First, exact matches

were tested against a training set of reactions data-mined from the NIST kinetics database [17].

In this validation test, points with outliers greater than 1015 were discarded, as they are most

likely explained by unit errors in the NIST database. The accuracy of the averaged matches was
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tested internally using the leave-one-out cross validation (LOOCV) test. In the LOOCV, the test

set is each template with a training reaction of rule. The training set is the entire database minus

the current template being tested. Thus, the database creates an averaged match for data point A

when data A is not present. This type of cross-validation provides an estimate for how much

error is introduced when RMG creates an averaged match. A parity plot for the NIST validation

and LOOCV for H-Abstraction is given in Figure 2-12.
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Figure 2-12. Parity plots for validation of H-Abstraction rate coefficients at 1000K in RMG.
Dotted lines enclose the space that correspond accuracy within two orders of magnitude. The left-hand

figure shows validation for exact matches with the NIST chemical kinetics database [17]. The right-hand
figures validation against a LOOCV

For both the NIST validation and LOOCV, the mean averaged error (MAE) and root

mean square error (RMSE) for the base 10 logarithm of rate coefficient at T = 1000K is reported:

.MAE = Ilog ki,test - log ki,trainingl (3)

R =MS E= 2 log kitest) 2 - (log ki,training ) 2  (4)

where N is the total number of data points tested. The RMSE differs from MAE in that it is more

sensitive to outliers.
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Table 2-3 Validation of log10 of rate coefficients at 1000K estimated by RMG vs. NIST kinetics
database.

Only families which matched at least one reaction from the NIST database are shown. *Because the
LOOCV was performed for all families, the reported mean includes values not shown. **The mean for

large families only includes families with more than 100 training reactions.
Number of Exact Exact

Number LOOCV LOOCV
Family Exact Match Match

of rules RMSE MAE
comparisons RMSE MAE

1,3 Insertion C02 6 5 0.83 0.67 0.21 0.10

1,3 Insertion ROR 24 45 1.64 1.03 0.22 0.13

Cyclic Ether Formation 38 3 4.42 4.42 1.00 0.85

Diels-alder addition 19 13 0.45 0.33 0.37 0.17

Disproportionation 140 65 1.45 1.19 0.39 0.16

H-abstraction 2841 645 0.79 0.63 0.50 0.32

H02 Elimination from
16 6 1.41 1.18 1.11 0.55

Peroxy Radical

Intra H-migration 331 40 1.87 1.53 1.03 0.48

Intra R Add Endocyclic 724 9 1.09 0.89 0.92 0.31

R Addition Multiple 24 7
2642 378 0.90 0.64 0.39 0.26

Bond

R Recombination 101 390 1.38 0.78 1.37 0.52

Overall mean - - 1.48 1.21 0.66* 0.40*

Mean for large -1.25 0.94 0.80* 0.40*
families**

Table 2-3 gives an overview of the validation for families which matched reactions in the

NIST database. Families for which there is a small amount of training data do not provide a good

assessment of accuracy. Given only a few points of training data, the error could be either over-

estimated or under-estimated depending on the chemical similarity of the test data to the training

data. Therefore, the best comparison uses the last line of Table 2-3, which only includes families

with a hundred or more points of training data. For these large families, the MAE is 0.94 for

exact matches, indicating that RMG estimates rate coefficients with an order of magnitude error

when data is available (exact matches). The MAE for the LOOCV is 0.40 which approximately
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corresponds to multiplicative error of 2.5. The MAE for LOOCV corresponds to additional error

incurred when RMG uses its averaging scheme. Therefore, one would expect an averaged rate

coefficient from RMG to have a total MAE = 1.34, combining the MAE from the exact matches

and the LOOCV, which results in a total multiplicative error of ~22. Interestingly, it can be seen

from Figure 2-12 that the LOOCV tends to have more outliers outside of the two order of

magnitude bounds shown in dotted lines. Although on average, RMG's averaging scheme adds

less error than the exact matches, it occasionally adds a large amount. This probably occurs when

there is no training data within a close 2-norm to the template of interest.

2.4.4 Reaction library

Reaction libraries are user-defined lists of reactions and kinetic parameters, meant to

supplement the core reaction families. All species are defined in RMG dictionary format.

Reactions are written as Python-style entries and assigned kinetic parameters with degeneracy

factored into the A-factor, similar to training reactions. Kinetic parameters defined in a library

replace those estimated by the reaction families. However, these parameters will only be used for

the exact reaction to which they are assigned. No averaging or generalization for these

parameters will be considered for similar reactions. In contrast to the reaction families, pressure-

dependent networks can be defined inside reaction libraries using Troe [26] or Chebyshev form

[27]. One drawback to defining pressure dependence in a reaction library is that RMG considers

the pressure-dependent network complete and will not attempt to incorporate newly discovered

reactions into the same network; this typically causes the RMG model to omit minor product

channels of the chemically-activated reactions in the library.

2.5 Unit tests for RMG database

Previously users adding to the database would often make mistakes that would make their

training data inaccessible to RMG. It cannot be stressed enough that a prudent user should run

quick test jobs to ensure that data they've added emerges in their models. To help alleviate these

frustrations, unit tests have been implemented that automatically check for common mistakes

when modifying the rate estimation database. In this new framework, failing a unit test prevent

the user from pushing such changes to the master branch of RMG. During the implementation of

the unit tests all offending database entries were corrected. Unless specifically stated otherwise,

all unit tests apply to both the thermochemistry and reaction families.
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Many of the unit tests are self-explanatory: checkNodesFoundInTree ensures that each

group exists in the tree, checkGroupsNonidentical makes sure that no two groups are exactly

isomorphic, checkChildParentRelationships makes sure that each child is indeed subgraph

isomorphic to its parent. The test checkSiblingsForParents has a little more complexity. Imagine

group A which is a parent to group B and group C, with group B appearing first in the tree i.e. B

is an older sibling to C. Because RMG uses post-order tree transversal, B will always be matched

before C. If C is subgraph isomorphic to B, then C can never be reached. Thus,

checkSiblingsForParents will throw an error whenever it finds an instance that a younger sibling

is sub-graph isomorphic to an older one. It does not check if B is subgraph isomorphic to C

because including that restriction would limit the flexibility of tree design.

The next test, checkCdAtomType, is a misnomer; it actually checks several atom types:

'Cd', 'CO', 'Cdd', and 'CS'. As can be seen in Table 2-1, each of these atom types is a carbon

atom with very specific requirements on the bonding. For example, Cd must have exactly one

double bond to an atom that is not sulfur or oxygen. It is possible for a user to create a group

with an atom typed as Cd but which cannot actually fulfill the atom type requirements. For

instance, if a Cd atom is shown to have three or more single bonds, it cannot have a double bond.

This group would never match any molecules. (As an aside, a Cd atom with two single bonds

and no other explicitly bonds would still be valid because any unwritten bonds are assumed to be

wildcard.) The checkCdAtomType ensures that the four atom types listed above fulfill all

bonding requirements. It is somewhat outdated because many more atom types should be tested

in this way.

The test checkSampleDescendsToGroup is a generalized accessibility test that ensures

every group can be reached by some molecule. All mistakes found by all previously described

tests are subsets of mistakes checkSampleDescendsToGroup will catch. However, they are not

completely redundant. The unit test, checkSampleDescendsToGroup, will only tell the user when

an entry is inaccessible, but not why it is inaccessible. Regardless, this unit test is a powerful tool

for finding the novel and unexpected mistakes users can make. In fact, the development of this

unit test aided in the development of the many rules applied to unimolecular reactions listed in

section 4.2.

For each group A in a tree, checkSampleDescendsToGroup will create a sample molecule

object B. Then it will descend the tree searching for the best post-order match for the created
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molecule B, eventually settling on some matched group C. The test then asserts that C must

either be A itself or have A as an ancestor. When creating the sample molecule, the test creates

the simplest molecule that fulfills bonding requirements for each atom type in the group and then

saturates all unfilled valences with hydrogen atoms. Due to the complexity of polycyclic

aromatics, the algorithm cannot create any sample molecule with more than two fused aromatic

rings, throwing a warning instead. Additional complications arise when creating sample

molecules for end groups in unimolecular families. If one created the sample molecule solely

from the end group, it would result in a molecule that would never react in family. To create a

functional sample molecule, the end group must be merged with a backbone group. For

simplicity, the top backbone group is always chosen.

Finally, there are two unit tests which are only applied to reaction families. The

checkReactantAndProductTemplate checks that reversible families have the same product and

reaction top level node, and that non-reversible families have different reactant and product

nodes. The checkUnimolecularGroups tests that groups in unimolecular families follow the rules

outlined in section 4.2.

2.6 Conclusions

The RMG database is an essential feature for mechanism generation which provides

estimates for the thermochemistry and kinetic parameters. The most current version is

compatible with species composed of hydrogen, carbon, oxygen, nitrogen, and sulfur. Molecular

structure is represented using graph data structures called adjacency lists. These adjacency lists

are used to match species with groups in the database. For thermochemistry, the matched groups

each have associated Benson group additivity values, which are used to provide the estimates.

The groups are organized in a hierarchical tree data structure with increasing specificity with

descent. This approach yields estimates for free energy at 298K which have a mean error of 5.96

kcal/mol for non-cyclic oxygenates and 23.24 kcal/mol for non-cyclic nitrogen-containing

species. The large error for nitrogen-containing species appears to arise from missing data for

key groups that appear in the test set. Estimates for cyclic species are usually a little bit poorer

than for aliphatics: 6.49 kcal/mol for cyclic oxygenates and 14.06 kcal/mol for nitrogen

containing cyclics.
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The other main function of the database is to provide kinetic estimates of reactions. The

database stores 55 reaction families, recipes for possible chemical reactions. Like the

thermochemistry groups, each family categorizes its reacting sites with hierarchical tree data

structures. When estimating a reaction rate, the subtrees in the family are descended (in post-

order) to find the most specifically matched groups, generating a template. In some cases, the

matched template has assigned kinetic parameters in the form a rate rule or training reaction.

More commonly, the reaction rate will be estimated by averaging the closest templates with

kinetic parameters. Overall, this approach leads to reaction coefficients at 1000 K which are

generally within 2 orders of magnitude of experiment, having an average multiplicative error of

-10 when no averaging algorithm is required and a factor of 22 when averaging is required.

The ability to provide estimates of thermochemistry and kinetic parameters gives it wide

application in the field of chemical kinetics. In the future, the potential uses of the tool will only

grow with increased usage, data, and functionality.
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Chapter 3

Understanding the low-T ignition of

propane+methanol blends

3.1 Introduction

The development of detailed low-T ignition chemistry models is challenging because of the

large number of intermediate species involved, particularly di-substituted peroxy intermediates such as

hydroperoxyalkyl radicals and ketohydroperoxides (KHP). Existing models for pure single-component

fuels often contain several hundred chemical species (even after some lumping). [1][2] Because of this

complexity, only a few detailed models for low-T ignition of fuel blends have been constructed

[3][4][5]; the number of potential cross-reactions between the different fuel species is already

intimidating.

In this work, we study the ignition pathways for a blend of propane and methanol. These types

of fuel exemplify differences in fuel chemistry. Propane, like larger alkanes [6], has low-temperature

chemistry dominated by the chain-branching production of KHPs. After reaching around 700K, the

KHP formation chemistry slows down relative to competing HO 2 producing channels, resulting in

slower production of radicals. Therefore, propane experiences a negative temperature coefficient (NTC)

region, characterized by slowing ignition with increasing initial temperature. Methanol, the simplest

53



representative alcohol, does not produce KHP at low temperatures [7], [8]. Because methanol has less

chain branching at low temperatures, it has overall slower ignition delay and no NTC behavior. By

combining these two fuels, we are able to analyze quantitatively how their low temperature chemistry is

affected by one another.

In this work, detailed kinetic mechanisms of propane and methanol are reduced to pinpoint only

the chemistry related to auto-ignition. By studying the reduced mechanism, we are able to sub-divide

the ignition into different stages and identify controlling chemistry of each step. An analytical

expression is derived for the transition between the first and second stage of ignition for methanol.

Unfortunately, later stages of ignition chemistry in both propane and methanol prove too complex to

simplify to an analytical expression. Finally, we show that these cross-reactions do not affect the

ignition delay very much, so that fuel blend models can be constructed by combining models for each

fuel. In fact, all the important reactions are zero-order or first-order in fuel species, suggesting that more

simplifications are possible. To a large degree, particularly in stage 2, the chemistry is dominated by OH

and H02 reactions with fuel species and with small molecule products such as formaldehyde; the H02

reactions with fuel are important because they form H202 and so lead to chain branching. Combining

this information with an understanding of the different stages of pre-ignition chemistry and prior

analyses of ignition kinetics [9][10][11] makes the problem of modeling ignition of fuel blends more

manageable.

3.2 Mechanism creation

The full chemical mechanism for propane is taken from Merchant et al.[9]; key parameters were

taken from high level ab-initio calculations [12],[13], the H2/02 sub-mechanism of Li et al[14] and the

methyl formate sub-mechanism of Dooley et al.[15] The methanol mechanism was generated by the

Reaction Mechanism Generator(RMG) [16] using some thermochemistry and kinetic rate parameters

from [15],[17]. The hydrogen abstraction from methanol by 02 and H02 were updated by conventional

TST calculations performed by the authors at the CBS-QB3 level using Gaussian 03[18]. A combined

propane/methanol model was creating by first manually merging the two models, and then using RMG

to fill in cross reactions between the two. Smaller reduced models were created by selecting reactions

from the full model that were relevant to pre-ignition chemistry based on the analyses discussed below.

All model simulations presented in this work are performed using Chemkin Pro [19].
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3.3 Low Temperature Oxidation of Methanol

The pre-ignition chemistry of methanol is relatively simple compared to alkanes, following one

major reaction pathway, which is a subset of an analogous pathway seen in alkanes, discussed below

with Fig. 2. As a result of its simpler chemistry, methanol lacks both the two-stage ignition and the NTC

region characteristic of alkane fuels. Figure 3-13 shows the concentration and temperature profile for

methanol ignition.
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Figure 3-13 Temperature and concentration profile for key species in methanol ignition
The reactor is adiabatic and isochoric starting at TO=650K and Po= 10 bar with stoichiometric air/fuel ratio. The

solid line shows the profile generated from the reduced mechanism and the dots show results from the full
mechanism.

In keeping with terminology defined in [9], the time period characterized by exponential growth

is called stage IA. The following time period, stage 2, observes a quasi-steady state for H202 and H02.

The temperature remains nearly constant throughout most of the pre-ignition period and experiences

only one dramatic rise at the onset of ignition. Figure 3-14 summarizes the major reaction pathway for

methanol pre-ignition.
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Figure 3-14 Major pathways during low temperature oxidation of methanol
Black arrows signify chemistry that is important during stage 1A, blue arrows reactions important in stage 2, and

orange arrows reactions that become important just prior to the final ignition.

H-abstraction from methanol strongly favors the formation of CH2OH radical. This reacts with oxygen

to form a peroxy radical, which decomposes to H02 radical and formaldehyde. The H02 forms H202

by reacting with fuel or by self-reaction. The resulting H202 slowly decomposes to two OH radicals

which each immediately abstract hydrogen from the fuel, eventually leading to the formation of two

more H02 radicals.

During first stage ignition, ordinary differential equations can be written for the concentration of

H02 and H202. In the vector form:

dC-= = MC + R
dt -

(1)

where C is the concentration vector, M is a matrix of coefficients and R is a vector of constants.

Plugging in the correct coefficients gives:

d [H2 02]= [-ks k2[CH30H]][H202] [ 0 (2)
d~ H02 j 2ks 0 j[H02 +2k1[CH30H][02]$(2

The system of ODEs has the exact solution

C = Vexp t)-'Co + Vexp t) - _I - R (3)

where V and A are the eigenvector and eigvenvalue matrices of M. Given two ODEs, two eigenvalues

arise, one of which is always negative and the other always positive:
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/-= -k 5 - (k5 + 8k 2 k5 [CH 30H])~ (4)

1 = -k 5 + (k2 + 8k2 k5 [CH3 0H)7i (5)

Including the induction period, this can be solved exactly:

[HO]2s 1 = 2k,[CH3 0H][0 2 ]A- 1 1 exp(G-t) + exp(+t) (6)

[HO2] stage IA - k1 [CH3 0H][0 2] (2.+ /- A+exp(/ 1 t) +Aexp(At (7)
2k H sa+) (/1- + 2k/2

However, because there is only one positive eigenvalue, the last term in each equation will eventually

dominate, making the following very good approximations:

[H2 02]stage 1A 2k[CH 3 x exp( t) (8)

k1[C-He0H]02A- p+t)
[H02]stage 1A [2kCHO([O]- 2)x exp(4t) (9)

Although OH radical is generally thought to drive pre-ignition chemistry, it is actually H02 the

leads to chain branching in methanol. Every radical of H02 that abstracts from methanol eventually

forms another H02 from the hydroxymethyl radical and two OH radicals from the decomposition of

H202.

The transition from stage IA to stage 2 occurs when H02 self-reaction becomes competitive with H-

abstraction by H02. The differential equations of importance are:

d
= 

[H202]=-k5[H202] + k2[CH30H][HO2] + kp[CH20][HO2] + k4[H02]
2  0 (10)

d
-[H0 2] = 2k5 [H202] - 2k4[HO 2]

2  0 (11)

Combining Eq. 8, 9, and 11 results in the following expression for the transition time to stage 2 is

derived
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In k2[CH30H])
in kH02]) (12)

tlB =

These two equations can be solved simultaneously showing that H02 is proportional to the square root

of H202.

[H02]stage2 k 1/2 (13)
([H2021stage2)" 2

Further manipulation, gives a final expression for HO 2 :

k4
[ HO 02stage2 = 2-(k2 [C H O H] + k9 [C H 2 O])t + constant (14)

Ignition occurs only when there is a sufficient concentration of formaldehyde that the orange reaction

pathway shown in Figure 3-14 becomes competitive with the others. The reaction 02+HCO-CO+HO2

is highly exothermic due to the formation of carbon monoxide. Once this reaction becomes significant, a

positive feedback loop between temperature and increased radical production (from H202) begins,

quickly consuming all fuel.

A reduced mechanism was created for methanol using only the chemistry presented above,

resulting in a total of 12 reactions. The reduced mechanism is given in Table 3-4.
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A comparison of the reduced and full models is given in Figure 3-13. The temperature and species

concentration match almost exactly during the pre-ignition chemistry, with the ignition delay being

predicted with less than 5% error for a variety of initial temperatures. However, the reduced model does

not predict the correct ignition temperature because many of the high temperature oxidation reactions

(such as CO 2 formation) are missing. This drawback is acceptable as the goal of the reduced model is to

predict the timing of the ignition without necessarily predicting the post-ignition conditions.

3.4 Low Temperature Oxidation of Propane

Historically, alkane fuels were said to ignite in two stage manner, observed experimentally by an

initial temperature rise (stage I ignition) followed by a relatively isothermal induction period prior to

the final ignition event. As seen in Figure 3-15, the first stage can be further divided into stage IA and

stage I B, which is only observable when tracking the radical concentrations as opposed to temperature

or pressure. A detailed schematic showing the oxidation chemistry for propane is presented in Figure 3-

16.
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Label

RI

R2

R3

R4

R5

R6

R7

R8

R9

RIO

R'1

R12

Table 3-4 Reduced mechanism
Reaction

CH30H +02 = HO 2 + CH2 OH

CH30H + OH = H20 + CH2OH

CH30H + HO 2 = H202 + CH2OH

HO2 + HO 2 = 02 + H20 2

H20 2 = 20H

02 + CH2OH = HO2 + CH20

02 + CH2OH = OOCH2OH

OOCH2 OH = HO 2 + CH20

HO2 + CH20 = H202 + HCO

02 + CH20 = HO 2 + HCO

OH + CH20 = H20 + HCO

02 + HCO = CO + HO 2

for methanol oxidation
Rate coefficient

k,

k2

k3

k4

k5

k6

k7

k8

kg

kjo

kil

k12

Reference

This study

[20]

This study

[17]

[17]

[21]

[16]

[16]

[22]

[23]

[24]

[25]
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Figure 3-15 Temperature and concentration profile for key species for propane oxidation
The reactors is isochoric adiabatic starting at 650K, 10 bar and stoichiometric air/fuel ratio. The solid lines show

results of a reduced mechanism and the dots show the full detailed mechanism
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Figure 3-16 Schematic of major reaction pathways for oxidation of propane
The pathways shown in black arrow are significant during stage IA, the blue arrows during stage IB, and the

orange arrows during stage 2. Key branching ratios are highlighted.

The ketohydroperoxide cycle shown on the left in black arrows in Figure 3-16 has been

discussed in detail in [9]. The overall feedback cycle gives rise to 3 OH radicals and results an in

exponential rise in radicals during stage IA. In this study, we add the coupling with the H202 and

ROOH cycles which become important at the end of stage lB and throughout stage 2.

During stage IA of ignition, the HO 2 radicals contribute significantly to the hydrogen abstraction of the

fuel, resulting in some production of H202. Similarly to methanol, the transition from stage IA to lB

occurs when a sufficient concentration of HO 2 has built up, such that HO2 self-reaction overtakes

hydrogen abstraction by HO 2. This effect dampens the exponential rise causing the concentration

profiles in Figure 3-15 to level off. Additionally, the HO 2 can react with R02 to form ROOH, which will

decompose to OH and alkoxy radical (RO) at a similar rate to OQ'OOH decomposition. The n-propyl

alkoxy radicals (nRO) beta scission to formaldehyde and a smaller R' radical, which continues on a

similar reaction paths as R. Alkoxy radicals from nRO may continually decompose until a formaldehyde
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is formed for each carbon. The overall reaction when n-propyl peroxy (nRO2) follows this

decomposition path all the way through is:

nR02+ 3H0 2 -> 30H + 3CH20+H+0 2  (15)

Although the overall ROO+HO2 reaction path is chain propagating, it increases the reactivity of the

system because it converts three less reactive HO 2 into three OH radicals. By contrast, iso-propyl alkoxy

radicals (iRO) beta scission directly to methyl radical and ethanal, with weaker kinetic effects. A rate of

production (ROP) analysis of OH is presented in Figure 3-17. The QOOH pathway dominates OH

production until beginning of stage IB, but the R0 2+H02 pathways become comparable around the time

of first stage ignition. In fact, for a brief period, the decomposition of CH300H (resulting from methyl

radical from both iRO and nRO beta-scission) becomes more significant than the QOOH cycle. After

the QOOH cycle shuts down due to increased temperature, OH is produced primarily by H2O2 via the

cycle described above for methanol.

0.1 0.2 0.3 0.4
Time(s)

0.5 0.6 0.7 0.8

Figure 3-17 OH radical ROP from key reactions during different stages of ignition.
The solid lines show reactions associated with the low temperature ketohydroperoxide chain branching cycle. The

dashed lines show reactions arising from beta scissions that become important at first ignition. The dotted line
shows the decomposition of H202 important during stage 2.

Figure 3-18 presents an analysis on the heat production during propane oxidation. Many

reactions contribute to the temperature release, but they all belong to just a few reaction classes. One of
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the most exothermic classes is R+02-+RO 2. Because the secondary radicals contribute non-negligibly to

temperature rise, it becomes even more critical to include the R0 2 + HO 2 pathways. Other classes that

significantly affect the temperature are O'QOOH decomposition, H-abstraction from fuel by OH, and

H-abstraction from HO2 by R0 2. A special case of the last class is the self-reaction of HO 2, which is

important in almost all oxidation systems.

10? 1 1 1 1 1
101 - RH+OH<=>R+H2O

100 - R02 +HO2<=>ROOH+0 2

10.1 - R+02<=RO 2
102 - 02QOOHc=>OH+0'QOOH

HCO+02<=>CO+HO.2
2.1 - 2HO2 <=>H2O2+O 2

10 4

10-5
10-

1042

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Time(s)

Figure 3-18 Heat produced per reaction for propane oxidation
Initial Conditions are 650K, 10 bar and stoichiometric conditions. While many reactions contribute non-

negligibly to the heat release, they can be classified into just a few classes of reactions.

As the temperature rises the key branching ratio R02 - HO2 + alkene versus R02 + OQ'OOH

changes significantly, due to the higher Ea for the first reaction and the reversibility of several steps

between ROO and OQ'OOH. As a result, the left-hand cycle in Fig. 4 no longer has gain > 1, and the

OQ'OOH concentration drops sharply. This change marks the transition from stage 1 to stage 2.

Assuming negligible secondary chemistry, Merchant et al [9] calculated a critical temperature,

Tstgema, above which the system enters stage 2. For stoichiometric oxidation of propane in 10 bar, the

Tstg1,m.=690K; longer n-alkanes have higher transition temperatures.[1] Finally, it was found that OH

concentration was sensitive to hydrogen abstraction from fuel by R0 2 during the transition from

stagelB to stage 2. The increase in temperature and the drop in [HO 2] causes more R0 2 + fuel to

become competitive with R0 2 + HO 2.
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With lower OH production, all chemistry slows down, resulting in the point of inflection in

dT/dt characteristic of first stage ignition. As seen in Figure 3-17, the majority of OH during stage 2 is

produced by the decomposition of H202, whose concentration increases due to H0 2+RH. The stage 2

chemistry of propane is completely analogous to the stage 2 chemistry of methanol. As seen in Figure

3-18, second-stage ignition is even driven by the same exothermic reaction: H-abstraction from H2CO

forming carbon monoxide via HCO.

A reduced mechanism was formed using the chemistry discussed above. The reduced

mechanism has 50 reactions whereas the full detailed mechanism had over 500. A comparison of the

reduced model to the full model is shown in Figure 3-15 for stoichiometric oxidation at 650K and 10

bar. The reduced model slightly under-predicts first stage ignition, most likely because of missing side

channels involving combinations of different R0 2 radicals. The error is compounded because the

reduced model does not capture all heat rise. Throughout stage 2, the reduced model captures 87%-91 %

of the heat release of the full model, capturing less near the ignition as more secondary products appear.

However, the timing of ignition is still captured within a factor of 2, despite the fact that more than 90%

of the reactions in the full model have been deleted.

3.5 Reduced Mechanism for Propane/Methanol Blends

If the intermediates of initial radicals do not cross react significantly, then chemistry of fuel

blends can be modeled as just the sum of individual mechanisms. Based on the analysis above, the

important intermediates in pre-ignition chemistry only react significantly with small molecules (e.g.

HO 2, OH) , fuel and 02. To further test the theory, the reduced methanol and reduced propane

mechanism were combined into a single mechanism. The only cross reactions added were the hydrogen

abstractions of fuel and primary R0 2 (e.g. nRO 2 + methanol). These cross reactions do not add much

complexity to the modeling. A comparison of the ignition delay predicted by the full model and the

reduced model is presented in Figure 3-19. The comparison at 650K, which is most appropriate for low

temperature, shows interesting behavior. For pure propane, the reduced model over-predicts ignition

delay. The difference decreases until, at a 50% fuel mixture, the reduced model actually under-predicts

ignition delay. The under-prediction becomes worse at 60% methanol, and improves for higher

methanol blends until disappearing entirely at pure methanol. This trend suggests that some cross

reactions missing in the reduced model have small impact on the ignition delay. However, the difference

in the predicted ignition delays is always less than a factor of 1.5x (for comparison the ignition delays

increase by more than a factor of 300x as mixture composition is varied), so the assumption of separable

reaction pathways is usefully accurate.
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Figure 3-19 Comparison between reduced and full models' ignition delays for propane and methanol
blends

All conditions were stoichiometric and at P=10 bar. The solid line shows the reduced model while the dots show
the full model.

For all other temperatures, the largest discrepancies are for pure propane, with the reduced model

becoming more accurate as the amount of methanol is increased, suggesting that cross reactions have an

almost imperceptible effect at these temperatures

3.6 Conclusion

Using detailed modeling we analyze the controlling chemistry for methanol combustion. We

find that while methanol is experimentally classified as a "one stage" fuel, the pre-ignition chemistry

can be divided into two stages. In stage IA, radicals rise exponentially based on a time constant, k,

which only depends on a few key rate constants and initial conditions. Stage 2 begins when HO 2 self-

reaction overtakes abstraction from fuel, resulting in a dampening effect on the radical rise and leading

to an approximately linear rise in HO 2. The main chain branching comes from decomposition of H202,

itself a product of HO 2 abstractions. The final ignition event is preceded by heat production from the

oxidation of formaldehyde.

We also build upon the work of [9] in the understanding of propane chemistry, principally

adding coupling of HO 2 chemistry and successive R02 + H02 reactions, as well as an analysis of the

65



heat rise during ignition. ROOH decomposition becomes a non-negligible source of OH at the end of

stage 1B. Also, we find that various R+02-+ R0 2 reactions contribute significantly to the temperature

rise during the entire ignition, underscoring the need to track production of secondary R radicals. The

chemistry changes drastically between stage I and stage 2 due to increased temperature, causing the

gain of the ketohydroperoxide chemical amplifier to drop drastically. It was found that stage 2 chemistry

in propane is parallel to stage 2 in methanol, with HO 2 + fuel = H202 driving the chain branching and

even igniting due to the same exothermic sequence arising from CH20.

The above analysis allowed the creation of reduced mechanisms which predict ignition behavior

within a factor of 2 using approximately 10% of the reactions in the full detailed model. We also

constructed a combined mechanism from the reduced methanol and propane sub-mechanisms, which

was simply the sum of the two sub-mechanisms with additional primary R0 2 + fuel reactions. The

ignition delay from the combined reduced mechanisms agreed reasonably well with the ignition delay

from full detailed mechanism of the fuel blend. This suggests that the fundamental chemistry is largely

non-interacting, except through the chemistry of a few small molecules. This discovery has the potential

to drastically simplify prediction of low temperature ignition of fuel blends.
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Chapter 4

Modeling Study of Substituted Phenols in

Engine-like Conditions

4.1 Introduction

Engine knock, an undesirable combustion phenomena caused by the auto-ignition of the

unburned mixture (end gas), significantly limits the efficiency of spark-ignition engines [1].

Therefore, the anti-knock tendency, which is described by octane number (ON), is a good

criterion to screen the candidates in the development of additives and drop-in fuels. However the

standard octane rating procedures, including the rating of research octane number (RON) [2] and

motor octane number (MON) [3], are capital and time intensive. First, the new proposed

additives must be synthesized and purified, and then it requires a trained technician to operate a

specially made cooperative fuel research (CFR) engine following a complicated empirical rating

protocol [2,3]. After all of those efforts, the only result is a single number without revealing any

mechanistic information. Although there are some studies trying to correlate the ON with other

observables such as infrared spectroscopy [4], distillation curve [5], and dielectric spectroscopy
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[6], these methods are developed by fitting the existing ON database; no studies have reported a

method for accurately predicting the ON of fuel mixtures containing additives not yet

synthesized. Even a perfect method for predicting ON would not provide perfect ranking of

fuels, since fuels which have the same ON can have very different ignition behavior in modern

engines [7,8]. An ideal model would be able to predict the ignition delay of any fuel mixture at

any engine-relevant condition.

In an engine, the end gas is compressed by the piston motion and by the flame

propagation around top-dead-center (TDC). Knocking will occur if the end-gas auto-ignites

before being consumed by the flame [9-11]. Therefore, the anti-knock tendency is mainly

determined by the ignition delay time and the flame speed, which are both controlled by the

combustion kinetics of the fuel. Consequently, the anti-knock tendency of an additive can be

studied by simulation if 1) its combustion kinetics is known and 2) one can accurately estimate

the conditions that the end gas experienced in the CFR test.

The former problem and the need for a model accurate at many reaction conditions can

be solved by the reaction mechanism generator (RMG) [12], which is an open-source software

package designed to automatically construct kinetic models using a flux-based algorithm for

model expansion. As demonstrated in previously published papers [13-15], a reasonable model

can be obtained with minimal manual work, making it feasible to study a series of molecules in a

short time. Moreover, with the help of the kinetic model, the chemical origin of the anti-knock

tendency of specific species can be analyzed, which will benefit the design of fuel additives in

the future.

To estimate conditions that the end gas experienced in the CFR test, some studies [16-

18] simply correlated the ON with the ignition delay in a constant volume batch reactor.

However, more rigorous treatment also considers the actual pressure and temperature history

experienced by the end gas. Westbrook et al [19] suggested incorporating a pressure profile from

a real engine test into a perfect stirred reactor (PSR) to study the relation between chemical

structure and octane sensitivity. Similarly, Badra et al. [18] proposed a variable volume

simulation, which incorporates a pressure-derived-volume profile into a homogenous batch

reactor, to correlate the ignition timing with the RON and MON of the fuel. A variable volume

similar to that suggested by Badra et al[18] is used in this work to study the anti-knock tendency

of phenolics.
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In the following sections, the above method will be applied to predict the anti-knock

tendency of several substituted phenols, which are important products derived from the pyrolysis

oil of lignocellulosic-biomass and have the potential to be used as drop-in fuels or fuel additives

[20-22]. The methodology for model generation is introduced first. The base fuel model is

validated with the literature data, and the effect variable volume condition has on base fuel

chemistry is discussed. Next, the predicted changes in ignition delay at constant volume

adiabatic conditions induced by adding each of the six phenols are presented. Then, the anti-

knock performance for each phenol is predicted, and the predictions are compared with

experimental RON data on these additives blended in gasoline. Finally, the mechanism of the of

the anti-knock property for each substituted phenol is discussed.

Supplemental information includes derivations for equations used to calculate volume

profiles used in the engine-like simulation, a table of said volume profile, and sensitivity analysis

for phenolics not discussed in the main text. It also includes sample RMG input files used to

generate mechanisms, chemkin files of the mechanism used in this work, and species dictionary

of the mechanism.

4.2 Methodology

4.2.1 Detailed kinetic modeling

RMG [12] is an automated reaction mechanism generator using a flux-based model

enlargement algorithm. First, it reacts inputted core species at specified conditions to propose

possible reactions and products in the model edge. The importance of an edge species is judged

by calculating the chemical flux of the core towards this edge species in homogenous isothermal

reactors. When a certain chemical flux is exceeded, an edge species (and all associated reactions)

are moved to the core to subsequently generate additional edge products and reactions. Then, the

simulation is restarted with the revised core. This cycle of adding core species continues until

some convergence criterion, usually conversion of a key reactant, is reached. The converged core

model is then exported as an RMG generated detailed kinetic model. In the above process, the

thermochemistry of the generated species are mainly estimated by the Benson group additivity

scheme [23]. The kinetics of the generated reactions are estimated by mapping to rate rule

templates or training reactions collected in the database. More details of RMG can be found in

the literature [12,24].
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The model used in this study was generated by RMG-Py (version 2.0.0) and RMG-

database (version 2.0.0) with some additions. Special attention was paid to the thermochemistry

estimation of substituted aromatics and the reactivity of the cyclic structures. Non-nearest-

neighbor interactions for substituted aromatic compounds [25] and substituted aromatic radicals

[26] were implemented into the Benson group additivity scheme to improve its accuracy.

Samples of the RMG input files are included in the Supplemental Information. Other than the

libraries listed below, no other special treatments of RMG or quantum calculations employed in

this study. This ensures the method proposed in this study can be easily applied to the study of

the anti-knock tendency of other compounds.

In this study, n-butane is selected as the base fuel because of its the relatively small size

and moderate RON of 94 [27], which is similar to that of practical gasolines [27]. The n-butane

model is generated in the high-pressure limit under the condition of I bar and 650-2000 K.

Foundational Fuel Chemistry Model Version 1 [28] and the H2/02 mechanism from Burke et al

[29] were used as a seed mechanism to include pressure dependence for small species.

Additionally, a few sub-mechanisms were used as libraries to provide relevant chemistry: the

methyl formate mechanism of Dooley et al [30] to provide some of the low temperature

chemistry for butane oxidation, calculated rates for phenol decomposition by Brezinsky et al

[31], and calculated rates for cyclopentadienyl pyrolysis by Long et al [32].

The models for the blends of substituted phenols were generated using the

aforementioned n-butane inputs as a base. Six individual sub-models were respectively generated

for the additive/butane blends, each with 2% mole fraction of the additive. The reactor conditions

were 20 bar and 650-2000 K, with equivalence ratio unity. The six sub-models were merged

together to obtain a unified model, which will be used in the following analysis. Finally, some

species (and corresponding reactions including these species) were manually removed from the

final merged mechanism. The removed species included polycyclic species and bi-radicals

whose thermochemistry the current version of RMG poorly estimates. The removal of these

species had little effect on the results as there is generally little flux towards these species, but

removing them speeds up simulations quite a bit. The model sizes of the sub-models and the

merged model were shown in Table 4-5. The final merged model is provided in the supporting

information.
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Table 4-5 The size

Fuel Additive

p-cresol

m-cresol

o-cresol

2,4-xylenol

2-ethylphenol

guaiacol

Merged model

of the sub-models and the merged model.
Number of Number of

Structure
Species Reactions

OH

OH

OH

OH

OH

OH
0N

353

490

328

406

459

549

1465

10220

10092

6690

7461

10080

11607

27428

4.2.2 Engine-like simulation

The aim of this simulation is evaluating the effect on the reactivity when 2% percent of

the fuel is replaced by the additives. A full engine CFD simulation is infeasible due to the size of

the mechanism, but a constant volume adiabatic batch reactor would be too simple considering

real engines have highly dynamic pressure and temperature profiles. Therefore, an engine-like
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simulation is needed to keep the simplicity of the adiabatic batch reactor but include the pressure

and temperature profile from the real engine test.

Such engine-like simulation is based on the understanding of a simplified in-cylinder

scenario of the RON test. After the intake valve is closed in the RON test, the mixture is

compressed to a high pressure, high temperature condition by the piston. Then the spark plug

ignites the mixture, initiating a flame from the spark plug that propagates to the cylinder wall.

Due to the flame propagation, the in-cylinder pressure continues increasing and compressing the

end gas. Knocking occurs if the end gas auto-ignites before being consumed by the flame.

Therefore, the critical condition would be the auto-ignition and the completion of fuel

consumption by the flame occurring at the same time. It is assumed the laminar flame speed and

the specific heat ratio of the tested mixtures are similar because of the similar fuel compositions.

Consequently, the environment of the end gas can be characterized by a pressure profile from a

RON test with the following assumptions:

1) Homogenous assumption: the end gas is spatially homogenous.

2) Adiabatic assumption: the end gas is adiabatically compressed by the piston motion

and by the expansion of the burned gases in other parts of the cylinder.

Pressure profiles of RON tests of PRF100 was obtained from a CFR engine at UC

Berkeley. The compression ratio is 9.21. The spark timing is 15 crank angle degrees (CAD)

before top-dead-center (BTDC). The intake valve close timing is 34 CAD after bottom-dead-

center (ABDC). Therefore, the pressure history from -146 CAD BTDC (i.e. 34 CAD ABDC) to

50 CAD ABDC is used in the following simulation. Figure 4-20 shows the pressure profile

averaged from 500 cycles.
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Figure 4-20 The pressure profile obtained from a RON test of PRF100 averaged over 500 cycles
This profile was used in the engine-like simulation.

The two equations used to convert a pressure profile to volume were:

f y d T C
f-- = in ()(1)

Tocy- -1 T I

T1 dT
-=in ((2)

fT0Ty- 1 T I

In the above equations, y was calculated for a stoichiometric mixture of iso-octane and varied

with temperature, but not composition, over time.

Derivation of Eq(1), starting from adiabatic relationship of pressure and temperature:

P-TY = constant (3)

TYdP'-y + P1-YdTy = 0 (4)

(1 - y)P-YTYdP + yTY- 1 P'-YdT = 0 (5)

y dT dP (6)

y-1T P

TC y dT (P (7)

Tc y -1 P

Derivation of Eq(2), starting from adiabatic relationship of volume and temperature:
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TVY-' = constant (8)

VY- 1 dT + TdVY-1 = 0 (9)

VY~-dT + (y - 1)VY- 2 TdV = 0 (10)

1 dT dV (11)
y-1~T V

f Tc 1 d- = -ln() = ln (CR) (12)
To y-1TV

The total volume profile is provided in Appendix A. This profile was imported into an

adiabatic batch reactor in Chemkin-PRO [34] to simulate the behavior of the end gas. In the

simulation, the initial pressure was 1.09 bar, which was the experimental pressure at valve

closing (-146 CAD BTDC). The initial temperature is not available from the experiment because

the standard RON test protocol only ensures the intake air temperature is 325 K in the manifold;

the temperature in the cylinder is not measured. Heat transfer from the residual gas and cylinder

walls is expected to heat the intake air to a higher temperature around valve closing. Therefore,

we tuned the initial temperature at -146 CAD BTDC in the PRF100 simulation to approximately

match the simulated end gas's ignition time with the time of the maximum pressure in the

experiment. The mechanism used in the tuning process is the PRF100 (i.e. iso-octane)

mechanism from the Lawrence Livermore National Laboratory (LLNL) [35] and resulted in a

tuned initial temperature of 400 K, which is used in all of the engine-like simulations in this

study.

The timing of the ignition in the engine-like simulation is related to the RON of the fuel.

While the compression ratios and pressure traces may vary with fuel composition, it is still

relatively accurate to use these conditions for the study of the additives because the additive only

account for 2% in the total fuel, and flame speed is known to be relatively insensitive to fuel

composition [36]. It is assumed that longer ignition delays under these conditions result in better

anti-knock behavior.

Figure 4-21 shows the computed ignition timing of PRFs and n-butane versus RON in

this variable volume adiabatic batch reactor, using the LLNL PRF model [35] and the merged
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butane model described in Section 2.1. As expected, the PRFs with lower RONs ignite faster

than those with higher RONs. In the range of RON 90-100, the timing of the ignition varies

linearly with RON. By interpolating the predicted ignition timing of n-butane with those of

PRFs, the RON of n-butane can be predicted as 97.0, which is reasonably good comparison with

its real RON of 94 [27], indicating the good consistency of the merged model and the LLNL PRF

model.

25 --- PRF - LLNL mech
-U- Butane (this study)

20-

15-

10-
M
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-10-

0 20 40 60 80 100
Research Octane Number

Figure 4-21 The computed time of ignition vs RON for PRFs and n-butane

4.3 Results and discussion

4.3.1 Prediction of the ignition of the base fuel

Figure 4-22 compares the experimental ignition delays of n-butane reported by Healy et

al [37] with the prediction of the merged model at p = 1 and diluent to oxygen ratio of 3.76. The

experiments with ignition delay longer than 5 ms were conducted in a rapid compression

machine (RCM) using nitrogen and argon blends as diluent. Data points with ignition delay

shorter than 5 ms were conducted in a shock tube (ST) using nitrogen as diluent. The simulations

were performed using Cantera [38] in a constant volume adiabatic homogenous batch reactor

with nitrogen as a diluent without accounting for heat losses. The negative temperature

coefficient (NTC) phenomena is successfully captured by the simulation, although it occurs at a

lower temperature in the predictions than in experiments, likely because the prediction does not

account for heat loss. The simulated ignition delays mostly agree within a factor of three with the
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experimental data, which is reasonably good considering the simplified model, experimental

uncertainties and many imperfectly known rate and thermochemistry parameters.
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100 --- 10 atm Merged model
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Figure 4-22 Comparison of the simulated ignition delays (lines) of n-butane with the experimental
data (points) by Healy et al. [371.

Equivalence ratio is 1. Diluent to oxygen ratio is 3.76 corresponding to that of air. The diluent is nitrogen
in both simulation and experiment.

The low temperature oxidation of butane is only briefly discussed here, but a more

detailed discussion for analogous pathways in propane is given in Merchant et al [39]. The main

reaction pathways are outlined in Figure 4-23 to reveal the importance of the OH radical in

driving the low temperature combustion chemistry. At temperatures below 800 K, the fuel

consumption relies heavily on reactions with OH radical and to a much smaller degree HO 2

radical. In the low temperature regime, one OH radical is consumed to create the initial radical of

the fuel, and then secondary chemistry can result in formation of up to three more OH radicals,

as shown by the auto-catalytic cycle shown with the black arrows in Figure 4-23. Above -690 K,

this reaction pathway creates less than one OH for each OH inputted because two key reactions

shift away from this cycle: QOOH begins to favor HO 2 + alkene formation, and O 2QOOH begins

to decompose back to QOOH + 02. From 690 K < T < 800 K, the system loses more OH than it

produces which is the main cause of the NTC effect and two-stage ignition. At these

temperatures, the reactions shown with blue arrows in Figure 4-23 become dominant. The net

effect of these reactions is the build-up of H202 and the general build-up of heat from many

exothermic reactions. After temperatures reach about 800 K, the decomposition of H202 to OH
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becomes favorable enough that the net flux of OH becomes strongly positive. This influx of OH

radicals propels the system to final ignition.

R2=O

aldehyde
RO

OH H 20 2

R 1=O Idehyde
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0=00H

QOOH

02 alkene HO 2

Figure 4-23 Main reaction pathways in the ignition for alkanes.
Black arrows show the chain branching ketohydroperoxide cycle that dominates below 690 K. Blue
arrows show various heat-generating reactions for 690 K < T < 800 K. The orange arrows show the

decomposition of H202 to OH radicals with predominantly occurs above 800 K.

4.3.2 Comparison of RCM and engine-like auto-ignition

While all three chemistry regimes discussed in section 3.1 are controlling at various times

in a constant-volume reactor, it is unclear which, if any, regimes are rate-limiting for the engine-

like simulation. Comparing a simulation of the analogous RCM to the engine-like simulation

gives a good basis for discussion. The RCM simulation uses the same volume profile derived for

the engine-like simulation but stops compression at -55 CAD (t = 32 ms), at which time the

temperature is approximately T = 650 K. The engine-like simulation completes the full engine

stroke (with additional compression from the burning gas after -15 CAD) through 50 CAD.
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Figure 4-24(a) shows temperature profile of an RCM and engine-like simulation for pure butane.

The RCM simulation takes approximately 10 times longer to ignite than the engine-like, and

spends significantly more time below 800 K. In an RCM, the ignition is successively limited by

the three cycles shown in Figure 4-23: chain-branching through ketohydroperoxide

intermediates, heat generation by secondary chemistry, and finally OH dissociation from H202.

On the other hand, the engine-like simulation seems to push past the first two regimes, as even

pure nitrogen reaches a max temperature of ~1100 K in these conditions.

This contrast can be further seen in Figure 4-24(b), which presents the OH mole fraction

as a function of temperature. For the RCM simulation, the OH mole fraction peaks around 750 K

after the ketohydroperoxide cycle has become unfavorable, and does not start increasing again

until after 800 K. Meanwhile in the engine-like simulation, the mole fraction of OH increases

monotonically, but is much lower for 650 K < T < 800 K compared to RCM. Above 800 K, the

OH mole fraction experiences similar increases in the two simulations. This comparison shows

that the engine-like simulation rushes through the first two regimes, but experiences similar

radical growth during the regime controlled by H202 dissociation. As a result, the engine-like

simulation will build up less H202 prior to the third regime.

(a) 2500 - RCM 10- (b)i- . - RCM....- -
2250- ----- Engine-like ,-5- Engine-like

2000- -10-6

1750- 0 10-10

S1500 10- V

1250- 10-1*

10001
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50010 Soo 10 20__
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Figure 4-24 Comparison of temperature and OH mole fraction for engine-like simulation and RCM
(a) Temperature and OH mole fraction profile of RCM and engine-like simulations. (b) OH mole fraction

concentration as a function of temperature in RCM and engine-like simulations.

Sensitivity analysis for the engine-like simulation of pure butane when T = 925K (just

prior to ignition) is shown in Figure 4-25. The most sensitive reaction is the dissociation of H202,

which agrees with the auto-ignition scheme shown Figure 4-23. Other reactions that create H202
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also increase the amount of OH. The only H202 forming reactions which have negative

sensitivity for OH production is the disproportionation of the 2-butyl radical to alkenes by HO 2.

These compete with the chain-branching ketohydroperoxide cycle, which is dominate at low

temperatures. Although that cycle is no longer the main source of OH radical at this temperature,

the competition between alkene production and ketohydroperoxide production still exists.

Butane Sensitivity at 925K

H,0, - OH + -OH

+ HO, -+ + H,0.

-N +

4- -OH - N + H (3
0-0. O-OH

+ '.0% . Oki-

+N~- HO, HP: +40 N

4K - HO, ---b- ? .j + O

-1.0 -0.5 0.0 0.5 1.0
Sensitivity

Figure 4-25 Sensitivity analysis for OH in in butane for the engine-like simulation
The time point was given at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were

filtered out to underscore the reactions involving guaiacol.

4.3.3 Prediction of the anti-knock tendency

Figure 4-26 shows the simulated ignition delays of the different additive/n-butane blends

with 2% additive in fuel. The simulation was conducted at the condition of 20 bar, 650-1000 K,

and 0= 1. M-cresol and ethylphenol is predicted to have very little effect on the ignition
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throughout all temperature ranges. Guaiacol has ignition enhancing effects throughout all

temperature ranges. The other three additives, p-cresol, o-cresol, and xylenol have a more

complex effect. They enhance ignition for To < 780 K. However, above 780 K these three

additives providing anti-knock effect. Based solely on these simulation, it is unclear how to rank

the anti-knock behavior of the additives. A real engine will cross the entire temperature range

during a piston cycle, but analysis from section 3.1 suggests that the temperature range above

800 K is most relevant to the CRF engine.

-- pure butane
- -- 2% p-cresol

102 . - 2% o-cresol
.---- 2% m-cresol

-- pure butane
-- 2% guaiacol
-- 2% ethylphenol

100/ -... 2% xylenol

I.- * I,

1.0 1.2 1.4 1.0 1.2 1.4
1000/To (1/K) 1000/To (1/K)

Figure 4-26 Simulated ignition delays of the additive/n-butane blends as a function of To
The reactor was a constant volume adiabatic homogenous batch reactor as a function of initial. The blend

ratio is 2%, 0 = 1, and initial pressure is 20 bar.

To address the shortcomings of the constant-volume simulation, engine-like simulations

following the methodology outlined in section 2.2 were performed to investigate the ignition

timing of the mixture when being exposed to the end gas condition. All simulations were

performed at = 1, To = 400 K, Po =1.09 bar (taken from experimental CRF data) and a blending

ratio of 2% mol additive in n-butane. Figure 4-27 shows the temperature history of the

simulations. Guaiacol ignites fastest of all of the additive blends, which is consistent with the
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constant volume simulation results. Both m-cresol and ethylphenol have the small effects, but do

provide some anti-knock behavior. 0-cresol and p-cresol have about the same anti-knock

behavior which agrees well with the constant-volume simulation. Among all of the additive

blends, 2,4-xylenol has the longest ignition delay, representing the best anti-knock capability.

Based on Figure 4-27, the anti-knock tendency of the additives can be arranged as: 2,4-xylenol >

p-cresol = o-cresol > m-cresol = 2-ethylphenol > guaiacol. This ranking suggests that constant-

volume simulations starting above 800 K are more relevant to the RON when RON > 90.
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Figure 4-27 The predicted temperature history of the engine-like simulations using different fuel
blends.

PRF90: 90% iso-octane/n-heptane; PRF 100: pure iso-octane; pure n-butane; 2% additive/n-butane.
Conditions: 1 = 1, To = 400 K, P0 =1.09 bar, adiabatic, effective V(t) defined by RON 100 P(t).

Following the RON test protocol, engine experiments were performed in a CFR engine to

test the anti-knock tendency of the additives. Experimental RON's measured from the CFR test

are summarized Table 4-6. The blends were tested over several days explaining the slight

difference in base fuel RON. However, the base fuel was tested just before each blend to give

accurate ARON. Based on these experiments, the additives from most to least anti-knock

performance are: 2,4-xylenol > p-cresol > o-cresol > m-cresol > 2-ethylphenol > guaiacol. We

note that experimental determinations of ARON between fuel blends have uncertainty of about

0.5.
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Quantitative predictions for the RON of additives blend can be made by interpolating the

ignition timings of the additives into those of PRFs in Figure 4-21. There is some error in this

prediction because the merged model does not exactly match the experimental RON 94 for pure

butane. The predicted and experimentally determined changes in RON induced by additive are

shown in Table 4-6.

Table 4-6 Comparison of predictions by engine-like simulation and experimentally determined
ARON for fuel blends with additives.

The top set of data corresponds to prediction of standard RON engine-like simulations with 2% mole
fraction phenol additives in butane. RON was computed by linear interpolation of calculations for

different PRF fuels in our engine simulations, using the LLNL PRF mechanism, see Figure 4-21. The
bottom set of data corresponds to standard RON experiments with 20g/L phenol additives in a gasoline.

OH OH OH OH OH OH

OI 0 K N

Computed
Butane 97.0 97.0 97.0 97.0 97.0 97.0

"RON"_
Computed
Blended 98.5 97.8 97.8 97.3 97.5 96.1
"RON"

Computed 1.5 0.8 0.8 0.3 0.5 -0.9
A"RON"

EO base fuel 95.6 95.6 95.6 95.7 95.7 95.7
RON

Blended 97.3 97.2 96.9 96.6 96.2 95.5.
RON

ARON 1.7 1.6 1.3 0.9 0.5 -0.2

Qualitatively, these predictions compare favorably with the experimental data predicting ARON

for all six additives within 0.8 RON units and ranking the anti-knock behavior of the additives

correctly except for switching m-cresol and ethylphenol.
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4.3.4 Important reaction pathways of the additives

Figure 4-28 shows the main reaction pathway of o-cresol derived from the engine-like

simulations with 2% mol o-cresol in butane. Analysis of all pathways were performed at the time

corresponding to T = 925 K. This time point was chosen due to the results presented in section

3.2 and choosing a slightly closer time to the ignition. Only o-cresol related reactions are shown

in the figure for readability. The consumption of o-cresol is initiated by hydrogen abstraction

reactions. Free radicals, mainly OH radical and HO2 radical, attack and abstract the hydrogen

atom in the substituted methyl group and hydroxyl group, producing 2-methylphenoxy radical

and 2-hydroxybenzyl radical. These two radicals then go through disproportionation reactions,

consuming another radical and forming a conjugated ketone. These two steps are denoted as

pathway PO in Figure 4-28. The reaction sequence in PO net destroys two radicals. This

conjugated ketone is relatively stable, so the flux toward it is much higher than the secondary

chemistry afterwards.

There are three main consumption pathways of the conjugated ketone, denoted as P1, P2,

and P3 respectively in Figure 4-28. In the pathway P1, the ketone adds a methyl radical to its

terminal carbon and disproportionates. Next, HO 2 abstracts to form H20 2, which at this

temperature quickly dissociates into OH radicals. The P2 pathway adds methyl radical to the

benzene ring instead. The resulting alkoxy radical performs intramolecular hydrogen migration

moving the radical to carbon at the ortho position. Finally, oxygen disproportionates the alkyl

radical to form another conjugated ketone and the lower reactivity radical HO 2. The P3 pathway

adds H radical to the benzene ring and is followed by addition of oxygen to form peroxy radicals.

Including the two radicals terminated by PO, the P1 pathway is radical neutral, P2 consumes 2

radicals, and P3 consumes 3 radicals.
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Figure 4-28 The reaction pathways of o-cresol in the engine-like simulation prior to final ignition
Taken at t = 46.2 ms and T = 925 K. Red arrows signify reactions that consume radicals, black arrows are

radical neutral, and green arrows produce radicals.

Sensitivity analysis for OH radical was performed at the same conditions and time point.

Because the phenolic compounds are in low concentration, the most sensitive reactions in the

blend coincide with those of pure butane. To emphasize the contribution of the additives, the 50

most sensitive reactions from butane were removed from consideration. The remaining sensitive

reactions are shown in Figure 4-29. The three most sensitive reactions occur on the PO pathway.

The remaining reactions only show secondary reactions of butane. It follows that the secondary

chemistry of o-cresol has a much smaller effect on the ignition than the initial PO pathway.
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o-cresol Sensitivity at 925K

0 0 -. '

H. C

~0

+ J4 - H O

010 .01 * H t

0, +H- - -H

*o

-~~--------- --- .N .. O

-0.15 -0.10 -0.05 0.00 0.05 0.10 0.15
Sensitivity

Figure 4-29 Sensitivity analysis for OH in a 2% mol o-cresol blend in butane for the engine-like
simulation

Time point taken at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were filtered
out to underscore the reactions involving o-cresol.

The main reaction pathways for p-cresol, 2,4-xylenol, and ethylphenol are analogous to

o-cresol. As shown in Figure 4-30, their consumption also starts with the hydrogen abstraction

reaction and is followed by disproportionation, resulting in conjugated ketones; their own

version of the PO pathway. The secondary chemistry is not shown as, similarly to o-cresol, it has

a much lower effect than the PO pathways featured. Because 2,4-xylenol has two methyl groups,

either of which can form conjugated ketones, its PO sequence has a higher reaction rate and

stronger anti-knock effect than either p-cresol or o-cresol
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Figure 4-30 The PO reaction pathways of p-cresol, 2,4-xylenol, and xylenol

Local sensitivity for these three additives were also is taken at T = 925K and shown in

Figure 4-31 - Figure 4-33. For the additive blends, the top 50 most sensitive reactions from pure

butane are filtered out to emphasize the effect of the additives. Reactions are drawn in the

direction which they proceed at the given time point. Note that the range for the x-axis is not

constant between figures. In general, the sensitive reactions for p-cresol, xylenol, and

ethylphenol indicate that the PO pathway has the largest impact on auto-ignition chemistry.
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p-cresol Sensitivity at 925K
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Figure 4-31 Sensitivity analysis for OH in a 2% mol p-cresol blend in butane for the engine-like
simulation

Time point taken at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were filtered
out to underscore the reactions involving p-cresol.
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Ethylphenol Sensitivity at 925K
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Figure 4-32 Sensitivity analysis for OH in a 2% mol ethylphenol blend in butane for the engine-like
simulation

Time point taken at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were filtered
out to underscore the reactions involving ethylphenol..
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Xylenol Sensitivity at 925K
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Figure 4-33 Sensitivity analysis for OH in a 2% mol xylenol blend in butane for the engine-like
simulation

Time point taken at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were filtered
out to underscore the reactions involving xylenol.

The main reaction pathway for guaiacol at 925K is direct dissociation to methyl radical

and alkoxy radical as shown in Figure 4-34. This one reaction is the largest contributor to its

cetane boosting effect at the conditions shown. Some of the o-hydroxy phenoxyl radicals formed

abstract H atoms, further accelerating ignition, but some recombine or disproportionate with 02

or other radicals reducing the reactivity. Two secondary pathways of guaiacol are also

significant. H-abstraction from the phenol group induces O-C cleavage, so it is radical neutral.

H-abstraction from the methyl group accelerates ignition by adding 02 at low T, or by releasing

formaldehyde and a reactive hydroxyl phenol radical as shown on the right side of Figure 4-34.
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Figure 4-34 The main reaction pathways of guaiacol in the engine-like simulation at t = 46.2 ms and
T = 925K

Sensitivity analysis shown in Figure 4-35 shows the bond dissociation pathway having

the largest influence on OH concentration. At this time point, the HO 2 disproportionation to form

conjugated ketone, reacts in the reverse direction. This gives a large negative sensitivity

coefficient as HO 2 forms 02 instead of H202 in this sequence. At earlier time points, the

conjugated ketone is formed in the forward direction, netting one HO2 radical. The third most

sensitive reaction shows methyl peroxy radical disproportionating o-hydorxy phenoxy to form

conjugated ketone. This gives positive sensitivity for OH sensitivity because the resulting

methylperoxide will dissociate to methoxy and OH.
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Guaiacol Sensitivity at 925K
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Figure 4-35 Sensitivity analysis for OH in a 2% mol guaiacol blend in butane given at t = 46.2 ms
and T= 925K.

The top 50 sensitive reactions of pure butane were filtered out to underscore the reactions involving
guajacol.

The reaction pathway of m-cresol is different from those of the other five additives as it
cannot follow the P0 pathway. After the hydrogen abstraction from the methyl site, 3-
hydroxylbenzyl radical cannot produce the conjugated ketone through disproportionation
reaction because of the positioning of the methyl group. Instead, the 3-hydroxybenzyl radical
will combine with HO2. The resulting hydroperoxy breaks down to OH radical at these

temperatures. The 3-methylphenoxy radical, the other likely product, can still form conjugated
ketones but only by adding a radical, and there are only three conjugated bonds as opposed to the
four seen for all the other additives. The reduced conjugation of its intermediates and secondary
pathway forming OH, gives meta-cresol a lower octane-boosting effect than the previous
additives.
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Figure 4-36 The main reaction pathways of m-cresol

Sensitivity analysis for m-cresol is shown in Figure 4-37 below. Even after filtering the

top 50 reactions associated with butane sensitivity, many of the leftover reactions do now show

m-cresol or any of its intermediates. In fact, the only reaction that does appear in the sensitivity

is the first hydrogen abstraction to the alkoxy radical. This indicates that in the current

mechanism very few of m-cresols reactions affect the OH concentration.
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Figure 4-37 Sensitivity analysis for OH in a 2% mol m-cresol blend in butane for the engine-like
simulation

Time point taken at t = 4.62 ms and T = 925K. The top 50 sensitive reactions of pure butane were filtered
out to underscore the reactions involving m-cresol.

OH radical is the most important intermediate species in the ignition process. The anti-

knock ability of additives mainly originates from the fact that they can quench OH radicals or

precursors effectively. The reaction path analysis shown in Figure 4-28 - Figure 4-36 reveals the

importance of conjugated ketone in the anti-knock behavior of substituted phenols. Two active

radicals, one during initial H-abstraction and a second during subsequent disproportionation, are

consumed in the formation of the conjugated ketone through the first two steps (PO). Most of the

produced conjugated ketone will stay relatively inert and not be consumed until hot ignition.

Therefore, the formation of the conjugated ketone is the key to understand the anti-knock ability

of these additives. P-cresol and o-cresol have similar PO pathways thus they have similar anti-
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knock tendency. 2,4-xylenol has three channels for the hydrogen abstraction reaction and two

conjugated ketones as the products of the pathway PO, which means it consumes active radicals

faster than p-cresol and o-cresol. Therefore, it has a higher anti-knock tendency. Guaiacol has a

decomposition channel which creates methyl radicals on the way to its conjugated ketone. M-

cresol cannot do the PO pathway at all, giving it the smallest effect of any of the additives.

The above understanding, which is that the formation of conjugated ketone radical and

radical consumption via the PO pathway leads to the anti-knock ability of substituted phenols,

can help to find better additives. For example, we speculate that 2,4,6-trimethylphenol will have

better anti-knock ability than 2,4-xylenol according to the above analysis.

4.4 Conclusion

A detailed kinetic model was automatically built using the Reaction Mechanism

Generator (RMG) for the study of anti-knock tendency of n-butane blended with six additives: p-

cresol, o-cresol, m-cresol, 2,4-xylenol, 2-ethylphenol, and guaiacol. Ignition delays were

simulated in a constant volume batch reactor. It was found that the additives have different

reactivity in different temperature ranges. Therefore, engine-like simulations were performed to

investigate the ignition timing of the blends at end gas condition. These simulations were

conducted by specifying a volume history, which is derived from a pressure history obtained in a

RON test of PFRI 00, to a batch reactor. Based on the predicted ignition timing in the engine-like

simulation, the anti-knock tendency of the additives can be arranged as: 2,4-xylenol > p-cresol =

o-cresol > m-cresol> 2-ethylphenol > guaiacol. Quantitative predictions of RON change induced

by the additives were made by interpolating the ignition timings of the additives into those of

PRFs. The procedure for predicting the increase in RON agrees with experimental measurements

on blends of the additives in real gasoline in a standard RON test almost within experimental

uncertainty.

The key mechanism determining the anti-knock behavior was found to be the

consumption of radicals as the phenol is converted into a conjugated ketone. This pathway net

consumes two radical and consists of a two-step pathway: hydrogen abstraction reactions of

additives followed by disproportionation. The differences in the formation of conjugated ketone

and subsequent secondary chemistry were used to explain the anti-knock ranking of p-cresol, o-

cresol, 2,4-xylenol, 2-ethylphenol, and guaiacol.
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This study is a first attempt to apply the automated mechanism generation technique to

the anti-knock study of additives with more realistic engine-like conditions. The good

consistency of the prediction and the experiment result shows this method is a promising way to

rank proposed anti-knock additives even before performing any experiments
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Chapter 5

Pre-experimental Framework for the

Broad Screening of Drop-in Fuel Additives

5.1 Introduction

The deployment of drop-in additives for on-the-road engine fuels, such as the now

commonly used ethanol, requires that the resulting additive+fuel blend have a large number of

favorable attributes. These attributes include: high heating value, favorable auto-ignition

performance, low emissions, materials compatibility, miscibility with existing fuels, low toxicity,

and many other considerations. Because experiments to measure all these attributes for all

potential additives is extremely time intensive and expensive, in part because a large amount of

the proposed fuel additive must be synthesized to facilitate the testing, a methodology for

computational screening would be very valuable. The current study focuses on development of
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pre-experimental screens for these important fuel properties: ignition, polycyclic aromatic

hydrocarbon (PAH) formation, fuel/water solubility, and elastomer compatibility.

Knock, an undesired phenomenon in spark ignition engines, is caused when the unburned

fuel gas auto-ignites. Knock limits the efficiency of SI engines, and this limit is even more severe

for modern turbo-charged engines [1]. The research octane number (RON) is an industry

standard used to quantify anti-knock behavior [2]. It would be helpful to be able to predict the

RON for proposed novel fuel compositions. There are many studies which try to correlate RON

other observables such as infrared spectroscopy [3], distillation curve [4], dielectric spectroscopy

[5], and structural group contribution methods [6]. However, the most rigorous test involves

studying the detailed chemical kinetics [7]. Unfortunately, the difficulty in manual generation of

accurate chemical mechanisms, limits this approach.

Another concern in new fuel compositions is the PAH growth leading to the formation of

soot, which has been concluded to cause increased mortality due to heart and lung disease [8,9].

Typically, soot formation occurs from the decomposition of fuels to small molecules, formation

of the first aromatic ring, and subsequent addition of aromatic rings until reaching particulate

size [10]. Although much study has been accomplished bridging the mechanistic gap between

small molecules and 1-2 aromatic rings [10,11], there is less focus on the mechanism of specific

additives in fuels. Curran et al [12] used detailed kinetic models to conclude oxygenated

additives reduced the amount of sooting in diesel flames. High throughput experimental

screening has been performed using the smoke point of pure additives in an open flame [13],

which, although experimental, is more in line with the goals of this study.

Both of these attributes require an accurate chemical mechanism for sufficient testing.

This can be provided by the reaction mechanism generator (RMG) [14], which is an open-source

software package designed to automatically construct kinetic models using a flux-based

algorithm for model expansion. It is feasible to quickly study a series of molecules with RMG

because a chemical mechanism can be created with a minimal amount of effort, as demonstrated

in previously published papers [15-17]. Additionally, these mechanisms can offer insight into

reaction pathways involved with ignition or PAH growth.

The drinking-water contamination of methyl tert-butyl ether (MTBE), an anti-knocking

oxygenate additive used in gasoline, underscores the need for environmental transport models.

These models rely on fuel-water partition coefficients values defined as
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Kifw = Cif
Ciw

where Kfw is the partition coefficient and c is the molarity of species i in the fuel phase, f; and

the water phase, w. The standard state of the partition coefficient assumes T = 298.15K and

dilute conditions such that Ktrw is independent of overall concentrations of solute and solvents.

Yalkowsky and Banerjee [18] outline several methods for the estimation of partition coefficients

including: group activity coefficients [19], correlations to octanol-water partition coefficient

[20], UNIFAC [21], free energy relationships [22], and many others. The authors argue that

UNIFAC and free energy relationships have potential for universality. UNIFAC is easily

generalized using a few group contribution values, and can just as easily generalize mixtures of

many compounds. Meanwhile poly-parameter linear free energy relationships (pp-LFERs)

capture more effects of molecule interaction, having separate terms for polarizability, acidic and

basic hydrogen bonds. Although, the pp-LFERs are more limited to binary systems, some work

has been done to develop mixing rules [23].

Elastomers used in storage and transport of fuels are known to swell with changing fuel

composition, as shown by the comprehensive experimental study for the addition of ethanol to

gasoline [24]. Too much swelling of the elastomers when in contact with fuel can reduce the

elasticity of the O-rings and other gaskets, leading to fuel leaks and other problems. Flory

developed a theory that treated polymer-solution mixtures as regular solutions, defining the

interaction parameter to account for enthalpy changes [25]. The Flory-Rehner equation [26]

describes elastomer swelling by equating the work of isotropic stretching (per mole) with change

in chemical potential of mixing derived from Flory-Huggins. The calculation relies on accurate

estimates of interaction parameter. Interaction parameters are related to differences in solubility

parameter, which were first correlated to cohesive energies by Hildebrand [27]. Later, Hansen

refined the solubility parameter to include separate terms for dispersion forces, dipolar forces,
and hydrogen bonding forces [28].

In the following sections, a computational screen is proposed for the ignition behavior,
growth of PAH precursors during ignition, liquid solubility in fuels and water, and elastomer

swelling. First, the methodology for each screen is described. For ignition behavior and PAH

precursor growth, additive mixtures and base fuel are compared. Then reaction pathways which
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mechanistically explain the predicted behavior are discussed. Next several theoretical methods to

predict fuel solubility and fuel/water partition coefficient are compared with phase separation

experiments. Finally, an implementation of the Flory-Rehner theory is compared to swelling

experiments for the additives.

5.2 Methods

The model compounds, phenol, anisole, furfural, and furan, shown in Figure 5-38 were

chosen for this study because they represent common functional groups found in bio-oil formed

by fast pyrolysis of biomass.

OH 0 0

00

Figure 5-38 Model compounds selected to represent relevant species and functional groups in bio-
oils derived from the fast pyrolysis of biomass.

The four compounds from left to right are phenol, anisole, furfural, and furan

5.2.1 Screen for ignition behavior

To investigate the effect of drop-in fuels on ignition delay, RMG was used to generate

mechanisms of each additive with the LLNL gasoline surrogate mechanism [29] used as the

model for the base fuel. Other chemistry included as thermochemistry or reaction libraries

include: H2/02 oxidation [30], cyclopentadienyl chemistry [31], and phenol pyrolysis [32].

Conditions for the model generation were P = 20 bar, T = 650K - 2000K, and 4 = 1 for 10% mol

fraction additive in 90 PRF in air. After automatic generation, the six individual mechanisms

were combined into one master mechanism.

First ignition simulations were run in adiabatic batch reactors with 2% mole additive in

pure heptane at Po = 20 bar, To = 650 K, and 4 = 1 using Cantera [33]. Next, the additives were

tested in conditions for spark-ignition engine. Because the mechanism is too large for a full CFD

simulation, a simplified engine-like simulation was created for predicting the RON number

measured by a CRF engine [34]. Pressure traces, fitted from five runs of CFR engine runs of

PRF 90 were used to calculate a volume profile. Because the ASTM procedure [2] only specifies

intake air temperature of 375K, the initial cylinder temperature was fitted such that the end gas's
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ignition time approximately matched the maximum pressure. These fitting simulations were

conducted using only LLNL mechanism and resulted in an initial temperature of 400 K. CFR

simulations were conducted using adiabatic variable-volume batch reactors in Chemkin-Pro [35],

using the specified volume profile, Po = 20 bar, To = 400K, and I = for 2% mol fraction

additive in PRF 90 in air.

The two equations used to convert a pressure profile to volume were:

(eyd T /PC 2

Toy- 1 T = In ()(2)

Tcy- 1 T = IndT () (3)

Complete volume profile used in the simulation is given in Appendix A.

5.2.2 Screen for generation of PAH precursors

A screen to test each blends tendency to create PAH's was also performed. Conditions

for RMG-aided mechanism generation and Chemkin-Pro simulations were based on the first two

stages of diesel combustion presented in Dec et al [36]. After fuel is sprayed into the cylinder,

the first region is composed of cold fuel and hot entrained air reacting at rich conditions, 0 = 4.

This mixture begins to react significantly at about 650 K and reaches approximately 1600 K after

0.25 ms when all the entrained oxygen has been consumed. In the second stage, the remaining

rich oxidation products are left in essentially pyrolysis conditions for 0.5 ms at 1600 K. Finally,

the products from pyrolysis reach the diffusion flame that surrounds the fuel jet, resulting in

close to complete combustion (though some soot makes it past the flame and needs to be

trapped/destroyed in the exhaust system, or else it will be emitted to the environment).

RMG was used to generate mechanisms to explore the sooting tendency of each additive.

Butane was chosen as the base fuel to reduce the computational cost. These mechanisms were

developed over two stages. First, a base butane model was created in RMG using GRI-Mech 3.0

[37]. This model was simulated in an adiabatic batch reactor starting at various initial

temperatures To, with Po = 20 bar, and residence time of t = 0.25 ms, conditions consistent with

the first oxidative region composed of cold fuel and entrained air. Major products with a mole

fraction of greater than 10 ppm were taken from this simulation. Then a second mechanism was

generated, using the additive of interest (mole fraction calculated for 5% mol of original
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unreacted butane) and the oxidative products using their end-time mole fractions from the

previous simulation. Conditions were chosen to be similar to the second stage of diesel flame:

1600K, P = 20 bar, no oxygen, and nitrogen diluent. During the second RMG generation,
additional chemistry [38], [39], [40] for reacting small molecules to benzene and naphthalene

were in addition to those in from butane.

The first two stages of the diesel flame were simulated using two reactor objects in

Chemkin-Pro [35] as shown in Figure 5-39. The first reactor was constant-volume with

conditions To = 600K, Po = 20 bar, and 0 = 4. Additionally, a heat flux was fitted to approximate

the heat from the entrained air such that the temperature of the reactor reached 1600K after 0.25

ins. A second isothermal, constant-volume reactor was used to simulate the second region, where

chemistry that can form PAH is more likely to occur. Conditions were 1600K, 20 bar, and

residence time of 0.5 ins. After the two-stage reactor simulation, the final mole fractions of key

PAH precursors: benzene, indene, cyclopentadiene, and propargyl were compared.

Q

PFR1 - -+ PFR2 - -+

T= 600K- 1600K T= 1600K
T 0.25 ms T=0.50 ms

HC C-CH 2

Figure 5-39 Diagram of two-stage reactor model used for predicting formation of PAH precursors.

5.2.3 Screen for solubility of the additive in fuel and water

It is inconvenient if a fuel additive is not soluble in the base fuel (since then a surfactant

or co-solvent would be need to be added, to keep the additive in the fuel). Also, fuels are

exposed to water in pipelines and in tanks (both at the gas station and in the vehicle). If a fuel
component is too soluble in water, it will significantly partition into the aqueous phase, altering

the fuel composition and potentially leading to groundwater pollution. Two different methods

were used to estimate the partitioning of the proposed fuel additives between base fuel and water.

First, the UNIFAC group additive method [41] as implemented in AspenTech [42], was used to
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calculate if the fuel additives would separate from a widely used surrogate fuel mixture, Fuels for

Advanced Combustion Engines (FACE) #9 [43]. The nine FACE fuels were created to represent

typical values of aromatic composition, and cetane number. FACE #9 was chosen for this study

because it has median values for each of these attributes. Composition for FACE #9 is given in

Table 5-7.

Table 5-7 Composition of surrog te fuel FACE #9 used in simulations of liquid-liquid solubility
Component Mass fraction Mole fraction

n-decane 0.050 0.054
n-tetradecane 0.050 0.039
n-hexadecane 0.181 0.123
n-eicosane 0.061 0.033
Cyclohexane 0.008 0.146
Decalin 0.026 0.289
m-xylene 0.010 0.014
tetralin 0.069 0.080
phenanthrene 0.055 0.047
m-cymene 0.020 0.023
n-pentylbenzene 0.040 0.042

n-heptylbenzene 0.124 0.108

To test the predictions, each additive was tested for its solubility in FACE #9 and for

phase separation in the case of water contamination. A group additive method, such as UNIFAC

has the advantage that it can be used for almost any fuel additive where the necessary functional

groups are available. The UNIFAC results were compared to results of pp-LFERs [44], which

can be more accurate if some parameters have been empirically derived for the specific

chemical species and solvents of interest. The pp-LFER employed was the Abraham correlation

(Eq. 2)

log K;;, = c + eE + sS + aA + bB + vV (4)

where Kis the partition coefficient for solute i in a bi-phasic mixture of the two solvents j and w,

C is a fitted constant, e is the excess molar refractivity, S is the polarizability parameter, A is H-

bond acidity, B is the H-bond basicity, and V is the McGowen molar volume of the solute. The
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corresponding lower-case letters are complementary parameters for the solvent pair, e.g. a is

related to the difference in the H-bond accepting abilities of the two solvents, b is related to the

difference in the H-bond donating abilities of the solvent, and s is related to the difference in

how the two solvents interact with polarizable solutes. Although parameters for each solvent and

solute were not available on the UFZ-LSER database [45], comparisons were made for solutes

of phenol, anisole, and furfural in representative solvents, some of which are components of

FACE #9: octanol, n-dodecane, cyclohexane, iso-octane, and toluene vs water.

To test the accuracy of the predicted partition coefficients, K was experimentally

measured for each of the four fuel additives: anisole, phenol, furan, and furfural. For each of

these additives, dilute solutions were prepared in FACE 9 at a concentration of I mg additive/ g

FACE 9. A solution of 3-chlorothiophene (Sigma Aldrich, 98%) in toluene was also prepared at

a concentration of 12 mg 3-chlorothiophene / g toluene for use as an internal standard for

quantification of the fuel additives. The initial concentration of additive in the FACE 9 + additive

solutions were verified prior to determining the partition coefficient with water. (0.25 grams of

each FACE 9 + additive solution was mixed with 0.1 grams of the standard solution and

analyzed by GC-FID as described below) To determine the partition coefficient with water, 1.75

grams of each FACE 9 + additive solution were mixed with 1.75 grams of deionized water in a

small vial at 21*C. The contents of the vials were mixed vigorously by hand for 10 minutes to try

to reach phase equilibrium. The resulting organic and aqueous phases were then separated, and

1.3 grams of the organic phase was mixed with 0.1 grams of standard solution to quantify the

amount of additive remaining in the FACE 9 phase.

Solutions were analyzed using an Agilent 7890 GC-FID with an RXi-5HT column (30m

length, 250 im ID, 0.25 [tm film thickness). Calibration standards using 3-chlorothiophene as

the internal standard were prepared in acetone for anisole, phenol, and furfural and in toluene for

furan. 5 standards were prepared for each additive by fixing the additive concentration at I mg/ g

solution and varying the amount of 3-chlorothiophene in ratios of 1.5, 1, 0.5, 0.25, and 0.125

grams additive per gram 3-chlorothiophene. For all runs a temperature ramp of 40 'C to 80 'C by

5 'C/min, followed by a 15 'C/min ramp to 280 'C, followed by a 20 'C/min ramp to 325 'C

was used, with a 10-minute hold time at 325'C. An attached Agilent 5975C inert XL mass spec

was also used to confirm the identity of the compounds in the resulting chromatograms.
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5.2.4 Screen for elastomer swelling

For a mono-solvent, equilibrium elastomer swelling can be calculated using the Flory-

Rehner equations [26]:

- [ln(1 - Pe) + (e + Xlee Vn,(gP 2 (5)

where 0e is the volume fraction of the elastomer, X1e is the Flory-Huggins interaction parameter

between solvent and elastomer, and V1 is the molar volume of the solvent, and n is the cross-link

density of the elastomer. The equilibrium degree of swelling is defined as the inverse of

elastomer volume fraction.

Degree of Swelling = Vinail (6)
Vinitial (Pe

The interaction parameter, Xle, is derived from the difference of solubility parameters.

(S 1 - Se)2
Xle = V1 -0 -(5 2(7)RT

where Si is the solubility parameter for phase i. This definition for X1e quantifies the adage "like-

dissolves-like", such that two materials with similar solubility parameters would be perfectly

miscible. Solubility parameters for each additive were calculated using the Hildebrand equation

[27], which only requires heat of vaporization and density of the pure substance.

AHvap,i - RT
6i =(8)

Vi

Table 5-8 gives the physical values used to calculate the solubility parameter for all

solvents used in testing.
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Table 5-8 Physical parameters used to calculate solubility parameters in this study.
Densities were measured while heats of vaporization were taken from literature [46].

Density at Molecular AHvap V (cm3/mol) at 8 (Mpa"') at

Solvent 25*C (g/ml) Weight (g/mol) (kJ/mol) 250C (g/ml) 250C (g/ml)

iso-octane 0.71 114.23 35.1 162.48 14.17

Toluene 0.87 92.14 37 106.27 18.02

Anisole 1.00 108.14 44 108.62 19.55

Phenol 1.04 94.11 58.8 90.49 24.95

Furan 0.94 68.08 27.81 72.64 18.68

Furfural 1.16 96.09 50.07 82.83 23.97

Unfortunately, these equations cannot be applied directly to fuel systems, which are

composed of hundreds of different species, not a single solvent. Additionally, it is known that

interaction parameters vary with concentration [47]; it is not clear if this system is in the dilute

limit or not. One simple method used in this work is to calculate effective interaction parameters

and molar volumes by taking a volume average of all species in the solvent.

The Flory-Rehner model has been generalized to a system of equations for multi-

component solvents [48]:

Wi= p stretchingi = Vin - (9)

where W is the work done during swelling, or chemical potential of stretching, by component i

in the elastomer. In this theory, the chemical potential can be written:

htmixji =In Oi + (1 - 0i) - + YXij0j (1 - (PA
i j,j*e i<j0)

-pq9pPq + X L~h(1 - (P)

P<q'pti,q*i VPh<i V

where pmi,i is the chemical potential of mixing for species i and all sums indicate pairwise cross-

terms (within stated constraints) that include all solvents and elastomer e. Finally, a system of
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equations is derived by setting the chemical potential of each species equal across the liquid

phase and elastomer. The system of equations was solved using the optimization implemented in

Sci-Py [49].

Pmix liquid eLmixiIelastomer + Wi (11)

Z =1 (12)
elastomer

To test the accuracy of this computational screen, experiments for O-ring expansion are

conducted where O-rings (OD 1/4 inch, ID 1/8 inch) are immersed in 1 mL of solvent and kept

in room temperature for seven days. The O-rings used in this experiment are composed of Buna-

N rubber, which is a co-polymer of butadiene and acrylonitrile. Mass of solvent, O-ring, and

solute is measured using a Metter Toledo XS204 analytical balance. The size of individual 0-

rings for each experimental condition is measured using Mitutoyo Absolute Digimatic Vernier

calipers before immersion to solvent and after seven days of immersion.

Trials with several pure solvents: toluene, iso-octane, anisole, furan, and furfural, were

used to calculate the solubility parameter cross-link density of Buna-N. Fuel C, a 50/50 volume

blend of toluene and iso-octane [24], was chosen as a surrogate for gasoline. Regular grade

gasoline (octane rating 87) was purchased from Sunoco Gas Station (Cambridge, MA 02139)

and tested as a control. Trials using blends of phenol, anisole, furan, and furfural in fuel C were

then used to validate the model. Volumes for the O-rings were calculated using the following

formula:

V = (Douter - Dinner)2 (Douter + Dinner) (13)

5.3 Results and Discussion

5.3.1 Screen for ignition behavior

Figure 5-40 shows comparisons of predicted ignition delay for 2% additives in PRF 90

with conditions: PO = 20 bar, 4 = 1, and various initial temperatures. It can be seen at this

condition that furfural enhances the ignition. The behavior of phenol is more complicated: it
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accelerates ignition when the initial temperature is low but slows ignition at higher temperatures.

Both furan and anisole appear to have a negligible effect at most conditions, although the furan

may very slightly slow down the ignition.

(A

0
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10o-,

10-1

0.9 1.0 1.1 1.2
1000/To (1/K)

1.3 1.4 1.5

Figure 5-40 Computed effect of fuel additives on ignition delay of PRF90 in constant-volume
adiabatic batch reactor.

Conditions: P0= 20 bar, and 1= 1. The overlapped plot shows a zoomed in view for temperatures between
750K and 950K.

A simple constant-volume batch reactor, while placing strong emphasis on chemical

effects, is not a good approximate of the end gas conditions in a combustion engine, where

pressure and temperature continuously increase, first due to compression by the piston motion,

then due burning of the rest of the fuel-air mixture. To address conditions more relevant to

gasoline, CFR engine-like simulations following the methodology outlined in section 2.1 were

performed to investigate the ignition timing of the mixture when being exposed to the end gas

condition. From Figure 5-41, it can be seen that that furan had the largest octane-boosting effect

in the RON test conditions, although furan had almost no discemable effect in the constant-

volume adiabatic reactor case. This emphasizes the importance of the physical compression

toward predicting RON. Phenol has smaller, but still significant octane-boosting effect. Anisole

seems to have very insignificant effects. Finally, furfural enhances the ignition (i.e. reduces the
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RON). Estimated change in the RON of the mixtures is given in Table 5-9 by interpolating

between PRF85 and PRF95.
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Figure 5-41 CFR-like simulations of additives mixtures in PRF90, with PRF fuels
Conditions To = 400K, P0 = 1.06 bar, 4 = 1. Enforced volume profile were calculated using pressure

traces from 5 runs of PRF 90 in CRF engines.

Table 5-9 Estimated blending RON numbers for 2% mixtures of additives with PRF 90.
Linearly interpolated from runs of 85 - 95 PRF.

OH 0 0

Base "RON" 90.0 90.0 90.0 90.0

Blended "RON" 92.6 91.9 89.8 86.0

A"RON" 2.6 1.9 -0.2 -4.0

Because the regression for PRF is not perfectly linear, the anisole blend was calculated to

have a negative effect on RON, despite having a slightly larger ignition delay than PRF 90. We
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were unable to find comparisons in literature for any of the additives except anisole. Ratcliff et al

report a blend RON of 95.0 for a 19.6% volume blend of anisole in gasoline base fuel (RON=

87.9) [50]. The authors used this value to calculate a blending RON of 123.4, metric commonly

used to linearly interpolate RON of blends, using the formula:

Blend RON - Base fuel RON * (14)
Blending RON = - (Of

where blend RON is the experimentally measured value of RON of blend and Ofris the volume

fraction of base fuel. Using this Eq (9), we would calculate a blend RON of 90.6. This is

higher than our simulated value of 89.8; the discrepancy may be caused by Ratcliff's much

higher blending volume.

Chemical pathway analysis for each additive's initial chemistry was performed to

determine the model compound's effect on auto-ignition behavior. It is known that the

concentration of reactive radicals, specifically OH, is the key attribute governing the ignition

delay of a fuel [51]. Therefore, most analysis was focused on how the additives affect the build-

up of OH concentration.

In the main pathway for furan, an OH radical adds ortho to the oxygen atom. The adduct

radical ring-opens via beta scission to an allylic-like radical as shown in Figure 5-42. This

species undergoes further hydrogen-abstraction, mostly by oxygen, to form a conjugated dione.

Because of the conjugated double bonds, the resulting dione is relatively stable compared to

other fuel compounds in the system and does not have any low-barrier reaction paths leading to

radical chain branching at pre-ignition temperatures. The net effect of this pathway is the

conversion of a highly reactive OH radical into a relatively unreactive allylic radical, which later

becomes a relatively unreactive HO 2 radical.

The main terminating effect of phenol is shown in Figure 5-42. Phenol has a similar

chain-terminating effect to furan, although its mechanism is much simpler. In agreement with

Brezinsky et al [32], this study's simulation predicts phenol mainly being hydrogen abstracted to

phenoxy radical. Given that phenoxy is also highly resonantly stabilized, this radical has a

difficult time abstracting from other fuel molecules to carry on the chain reaction, and stays

relatively inert for the rest of pre-ignition chemistry.
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0 'oil 0 02 HO2 0 I
OH 0 H i

Phenol Pre-ignition
OH d
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Figure 5-42 Main steps in pre-ignition chemistry for furan and phenol at T < 850K.
Chain terminating reactions are shown in red. The terminal species in each reaction sequence was not

found to have significant product channels prior to the ignition.

Anisole has a negligible effect on ignition for all conditions tested. In Figure 5-43, it can

be seen that the terminal carbon on the ether group is the main target of hydrogen abstraction.

This can then combine with oxygen forming a peroxy. The peroxy abstracts a hydrogen

predominantly from HO 2, but some from fuel. Then, weak 0-0 bond cleaves, creating

formaldehyde, an OH radical, and phenoxy radical. As before, the phenoxy radical is relatively

unreactive. If HO 2 donates the hydrogen, the pathway is radical neutral converting the original

radical used to initiate the reaction pathway into an OH. In the case where fuel donates that

hydrogen, we would expect a slightly faster ignition. However, the reaction of the peroxy with

fuel has a significant barrier, while the reaction of the peroxy with H02 is very fast, so it is likely

that this side channel is too minor to have a significant effect in the simulation.

0 4 00 0 H020 HOO 1_ o d'

R RH 02 OR
SRH R'

+ OH + CH20

Figure 5-43 Main steps in pre-ignition chemistry for anisole at T < 850K.
In the third step, the peroxy can abstract from either HO 2 or the fuel.

Furfural was the only additive which showed consistent cetane-boosting effects for all

conditions. The main pathway found for furfural is shown in Figure 5-44, and begins with

hydrogen abstraction from the aldehyde group leading to a peroxy radical. This peroxy then adds

back onto the furan ring creating a highly-strained polycyclic species. Beta-scission on this
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structure results in a seven-membered ring with a radical. This can further beta-scission to give a
conjugated linear molecule with a radical on a carboxylic acid. The carboxylic acid will
decompose into CO 2 and the radical, ultimately forming a radical version of the same conjugated
dione formed from furan. However, the formation of CO 2 in this case is highly exothermic which
pre-emptively increases the temperature of the system and allows the other ignition reactions to
occur faster. Although furfural does not directly aid in radical formation, it does speed up the
ignition through temperature rise.

0 0 0 0

R* RH 02 o0

0 0
Z 0 0 

0 CO-

0 0 +0

Figure 5-44 Main steps in pre-ignition chemistry for furfural at T < 850K.
Although the total reaction pathway is radical neutral, the production of CO 2 is a highly exothermic

process. Overall furfural promotes the ignition of the fuel.

5.3.2 Screen for generation of PAH precursors

After the two-stage simulation described in Section 2.2, comparisons for the

concentration of known PAH precursors were made between blends of butane + additives. Figure
5-45 shows mole fraction of PAH precursors versus time during the constant temperature
pyrolysis stage, which begins at 0.25 ms. Of the PAH precursors: benzene, cyclopentadiene,
indene, and propargyl, the pure butane simulation only showed a significant amount of

propargyl. As one would expect, the direct addition of aromatics tends to increase the PAH
precursors. Phenol primarily leads to an increase in the amount of benzene and propargyl.
Anisole leads predominantly to cyclopentadiene, propargyl and indene. Finally, furan and

furfural had exactly the same effect: increasing all PAH precursors studied. Pathways to these
PAH precursors found by the automatically-generated mechanism are discussed below. Note that
the discussed pathways are not necessarily the main reaction pathways of the additives. Because
butane is predicted to produce only a very small amount of PAH precursors, even small side
channels for the additives can give large increases in PAH precursors.
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Figure 5-45 Comparisons between mole fractions of PAH precursors between blends of 2% mole
additive in butane.

The x-axis gives the total simulation time, with the second reactor, which represents the pyrolysis region
of a diesel flame, beginning at t = 0.25 ms. Conditions in the second reactor are T = 1600K, P = 20 bar,
and pyrolysis conditions with products with partial oxidation. Note that not all fuel blends produce every

PAH precursor.

The main pathways for anisole and phenol are shown in Figure 5-46. In the simulation of

the pyrolysis conditions, anisole directly dissociates giving phenoxy and methyl radical. Phenoxy

radical creates a bridged species through intra-addition, ring breaks, and beta scissions into

cyclopentadiene [32]. One reaction pathway included in the mechanism has cyclopentadiene

combining with cyclopentadienyl eventually forming indene [31]. Because the main product of

phenol during oxidation is also phenoxy radical, one would expect it to go through the same

pathways as anisole. However, the mechanism proposes that addition of methyl radical to the

benzene ring out-competes the creation of the bridged species. Additionally, another competing
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pathway through a different radical is present. H-addition alpha to the alcohol group followed by

subsequent beta scission directly produces benzene and OH radical.

Anisole Pyrolysis Pathway

6 0 0

+ CH3  +CO

Phenol Pyrolysis Pathway OH
H

+ OH

0

CH3

Figure 5-46 Pyrolysis pathways at 1600K of anisole and phenol relevant to PAH precursors

After H-abstraction from the carbonyl group, furfural quickly decomposes to a 2-furanyl

radical and carbon monoxide as shown in Figure 5-47. This radical can then H-abstract back to

furan explaining the similarity in the furan and furfural products. RMG explored decomposition

pathways for various radicals of furan. The decomposition of the 3-furanyl radical leads directly

to the production of propargyl. 3-furanyl radical beta scission to give a resonantly stabilized

alkoxy radical. This radical can perform an intra-H migration to give a radical on the carbonyl.

Finally, the carbonyl decomposes to CO and propargyl.
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.KjL 
+ Co

Figure 5-47 Pyrolysis pathways at 1600K of furan and furfural relevant to PAH precursors.
Bracketed species indicate a resonance structure rather than chemical reaction.

To keep mechanisms to a tractable size, all mechanisms were generated with a loose flux

tolerance in RMG. This makes it almost certain that some relevant pathways were not included

in the mechanisms. For example, the methyl addition to phenoxy should also appear in the

anisole mechanism. Additionally, RMG struggles with polycyclic and aromatic chemistry, often

predicting thermochemistry or misapplying reaction analogies intended for more linear species.

5.3.3 Screen for fuel solubility

Of the model compounds, UNIFAC group additive values were found for phenol, anisole

furfural, and all components of the FACE #9 fuel shown in Table 5-7. A simple chemical

flowsheet consisting of a single stream input stream and a decanter object was created in

ASPEN-PRO [42] using the UNIFAC-LL model. For all three additives, no separation was

found between additive and surrogate fuel for any mixture with as much as 10% mol additive,

which is typically a much higher fraction than one would use in practice.

The same decanter module was used with 5% mole additive in FACE #9 and varying

volume fractions of water up to 10% at T = 298.15K. This UNIFAC model predicts an average

value of Kfw = 2.23 x 104 for phenol, Krw = 4.43 x 102 for anisole, and Kfw = 0.644 for furfural.

The partition coefficient depends strongly on the identity of the additive, but only drops slightly

with the addition of water. These are compared with experiments at the same condition shown

denoted with stars in the parity plot shown in Figure 5-48. Finally, pp-LFER parameters were

found for all additives, but for only some binary systems. The systems chosen for comparison

were water with octanol, n-dodecane, iso-octane, cyclohexane, and toluene. Values of pp-LFER

parameters are given in Table 5-10.
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All
Table 5-10 Parameters for pp-LFER used in this study.

solvent parameters are for a binary mixture of the organic solvent and water.
Solute E S A B V
Phenol 0.81 0.89 0.6 0.3 0.775
Anisole 0.71 0.75 0 0.29 0.916
Furan 0.37 0.51 0 0.13 0.536

Furfural 0.69 1.13 0 0.45 0.693
Solvent e s a b v c
Octanol 0.49 -1.04 -0.02 -4.24 4.22 -0.03

n-dodecane 0.57 -1.64 -3.55 -5.01 4.46 0.11
iso-octane 0.56 -1.74 -3.68 -4.86 4.42 0.32
Toluene 0.53 -0.72 -3.01 -4.82 4.55 0.14

Cyclohexane 0.78 -1.68 -3.74 -4.93 4.58 0.16

Comparison between predicted K for the pp-LFER and UNIFAC are compared with

dots in Figure 5-4

3-

2-

1 -
0

0-

-1 -

0

U
0

1 2 3 4

log Krw UNIFAC predicted

anisole N phenol U furfural
pp-LFER, pure organics * Experiment,

Figure 5-48 Comparisons between UNIFAC predictions and pp-LFER prediction or experimental
measurements of partition coefficient.

The color of each point denotes the additive, while the shape of the point describes if pp-LFER
predictions or experimental measurements are plotted on the y-axis.

The UNIFAC predictions agree reasonably well with pp-LFER for anisole and furfural,

but are very different for phenol. For phenol, UNIFAC predicts a much higher fuel solubility

than the pp-LFERS. In UNIFAC, the activity coefficient is calculated by adding the
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combinatorial component, which accounts for surface area and molar volume, and the residual

component, which accounts for interactions between groups. The combinatorial component is

more similar to the fuel components than water. It is possible that the combinatorial component

is over-represented and the hydrogen bonding that can occurs with water and the alcohol group

are under-represented in UNIFAC. Interestingly, the experimental results for FACE #9 tend to

agree more with pp-LFER predictions than UNIFAC's, despite the fact that pp-LFER are for

binary systems instead of a fuel blend. The solubility of the anisole is predicted higher than

experimentally observed. Because the experiments measured the additive remaining in the fuel

(but not the amount of additive in the water), there is a large experimental error if Kfw>1. For

this reason, it is believed that the anisole measurement has significant error. It is planned to re-

measure this data point by fluorescence in the near future.

5.3.4 Screen for elastomer compatibility

Table 5-11 shows the experimentally determined degree of swelling in buna-N rubber as

well as physical parameters for the pure solvents and base fuels. No experiment was attempted

for phenol, which is solid at room temperature. Iso-octane actually showed a slight amount of

shrinkage, indicating that very little iso-octane was absorbed into the elastomer. The shrinkage

may indicate that some leaching of rubber components has occurred. Experiments of the

remaining system of pure solvents: toluene, anisole, furan, and furfural, were used to calculate

the cross-link density n and the elastomer solubility parameter 6, using a least squares fit with

Eq 3. These values were calculated as n = 1.17 x 10~3 mol/cm 3 and 6e = 21.2 MPal/ 2. The

calculated elastomer solubility parameter agrees well with literature which gives a range of 18

MPa1/2 to 28 MPa'/ 2 [52] depending on the percentage of acrylonitrile in the co-polymer.

Finally, fuel C and gasoline are shown to have very similar degrees of swelling in buna-N,

justifying fuel C as an appropriate base fuel for this experiment.
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Table 5-11 Experimental results for the swelling of Buna-N rubber
Volume Volume Weight Weight Weight 0_ Degree

Sample (mm3) (mm3) (g) (g) (g) Ring of
Name Before After O-Ring Solvent Solute After swelling

Toluene 31.7 74.1 0.0439 0.773 0.0655 2.35
Iso-octane 36.7 35.7 0.044 0.670 0.043 0.98

Fuel C 37.1 48.7 0.046 0.726 0.0539 1.38
Fuel C 36.0 53.5 0.0444 0.654 0.0539 1.50
Fuel C 35.5 48.1 0.0454 0.699 0.0549 1.38

Gasoline 36.9 49.4 0.0455 0.664 0.0532 1.36
Anisole 36.4 106.4 0.046 0.904 0.1134 2.93
Furan 32.7 73.2 0.0455 0.782 0.0758 2.23

Furfural 35.7 82.7 0.0451 1.106 0.1014 2.38
Fuel C

Anisole 20% 37.7 61.6 0.0456 0.674 0.274 0.0626 1.66
Fuel C

Anisole 2% 37.4 50.4 0.0457 0.739 0.0189 0.0553 1.36
Fuel C

Phenol 20% 38.4 99.2 0.0449 0.701 0.193 0.1005 2.62
Fuel C

Phenol 2% 35.9 61.7 0.0454 0.682 0.0155 0.0621 1.77
Fuel C

Furan 20% 38.0 53.4 0.0457 0.659 0.0944 0.0566 1.44
Fuel C

Furan 2% 38.7 47.9 0.0468 0.659 0.0166 0.0561 1.27
Fuel C

Furfural 20% 39.9 93.1 0.0467 0.669 0.231 0.1041 2.42
Fuel C

Furfural 2% 33.7 50.5 0.0453 0.665 0.0209 0.0583 1.51
Diesel 36.2 38.6 0.0458 0.754 0.0464 1.66

The results from the Flory-Rehner model quantifies the intuition that "like dissolves

like", such that identical solubility parameters Se and 6 sovent lead to maximum swelling.

Because the Buna-N rubber has a much higher solubility parameter than the base fuel C,

additives which have a higher solubility parameter than fuel C also have a higher degree of

swelling. The next set of experiments tested swelling due to blends of fuel C with

approximately 2% and 20% volume fractions of one additive from the model compounds:

phenol, anisole, furan, and furfural. Two different models were compared to experiments
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with blends. In the first, the single-component Flory-Rehner (Eq 3) was used with volume

averaged values for interaction parameters and molar volumes. The second model applies

the multi-component Flory-Rehner shown in Eq 6-8. A parity plot showing the comparison

is shown in Figure 5-49.

3 x10T
2 X 102. Volume-Averaged Flory Rehner

102 . Multi-component Flory Rehner
6 x1011.
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Figure 5-49 Comparison between two volume-averaged and multi-component Flory-Rehner models
with experiment for blends of fuel C and additive

Both models generally capture the effect that increasing additive concentration increases

the degree of swelling. The volume-averaged Flory-Rehner equation systematically under-

predicts the degree of swelling. This method inherently ignores the interaction between solvent

species. The under-prediction may occur from ignoring the phase separation between additives

and iso-octane because the additives have closer values of solubility parameters with the

elastomer than iso-octane. On the other hand, the multi-component Flory-Rehner generally over-

predicts the degree of swelling. One mechanism uncaptured by this model is the presence of

hydrogen bonding. However, it is unclear how hydrogen bonding would affect the swelling, as

both several additives and the acrylonitrile component in the elastomer can potentially participate

in hydrogen bonding. The use of Hansen parameters [28] would capture hydrogen bonding, but
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these are harder to estimate than Hildebrand which only rely on heat of vaporization. Despite

these limitations, both mechanisms give reasonable accuracy and could be used to eliminate

additive which greatly swell elastomers.

For 20% phenol and 20% furfural in fuel C, the multi-component Flory-Rehner vastly

over-predicts the swelling by at least an order of magnitude. For the purposes of screening drop-

in fuels, this is still acceptable as this only occurs when there is also large amount of

experimental swelling. Additionally, these volume fractions of phenol and furfural are well

outside the range of what would be considered for a drop-in fuel. Still, it is worth investigating

the deficiencies in the model which lead to this poor comparison. The primary reason is that

Flory-Rehner equation has no limitation on the maximum stretching that can occur in the

elastomer. In fact, Eq 5 predicts that the work required to stretch the elastomer approaches 0 as

q5e approaches 0, the limit of infinite stretching. Clearly, this prediction is unphysical as one

would expect more work for greater stretching and eventual breakage of the cross-links. Also,

the liquid phase was assumed to be an infinite reservoir to reduce the number of coupled

equations, but that may not be a good assumption when there is a high degree of swelling. The

iso-octane is typically the least soluble fuel component in the elastomer. However, it is even less

soluble with phenol and furfural, such that it prefers the elastomer. In these outlier cases, when

the liquid phase has large amounts of phenol or furfural, the elastomer phase becomes more akin

to a pool of iso-octane with some rubber (Pe < 0.02). Combined with the infinite reservoir

assumptions and unlimited stretching, this effect leads to the extreme overestimate of swelling.

5.4 Conclusions

Several computational methods were compiled for the screening of four attributes

desirable with fuel components: ignition properties, growth of PAH, liquid solubility, and

elastomer compatibility. These tests were then applied to a test case of fuels blended with

additives based on the model compounds: phenol, anisole, furan, and furfural, found in bio-oil

from the fast pyrolysis of lignin. To test the ignition properties, detailed kinetic mechanisms

were automatically generated by RMG. These mechanisms were then simulated at engine-like

conditions using butane as a base fuel. It was found that that furan and phenol slowed down auto-

ignition, anisole had a negligible effect, and furfural sped up auto-ignition compared to butane.

Relevant radical or heat producing pathways were discussed for each model compound.
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RMG-generated mechanisms were also created for pyrolysis conditions pertaining to the

PAH growth. These mechanisms were simulated in a two-stage PFR system to approximate a

diesel flame. It was found that phenol quickly broke down to benzene, while the other additives

created cyclopentadiene, which can eventually react to indene. Additionally, all additives created

more propargyl. Some pathways toward PAH precursors were presented. Although this

methodology was successful in discovering some correct pathways, it was clear that many

suggested pathways were unlikely due to poor estimation of thermochemistry or kinetic

parameters for aromatics. Additionally, it was impossible to explore all relevant chemical

pathways because of the relatively large size of the additives.

The partition coefficient of each additive between FACE #9 and water were estimated

using both UNIFAC, a group contribution method, and pp-LFER, which uses fitted empirical

parameters. These results were then compared to experimentally measured partition coefficients

measured by GC and mass spectrometry. It was found that pp-LFERs were more in agreement

with experimentally measured results. In particular, UNIFAC seemed to over-estimate phenol's

fuel solubility. Unfortunately, the UNIFAC is more easily generalized than pp-LFERS.

Estimates for elastomer swelling were obtained using Flory-Rehner theory and compared

against experimental measurements. Solubility parameters were determined using the Hildebrand

definition, which is the most easily estimated for novel compounds. Although the cross-link

density and solubility parameter for the rubber was unknown, they were determined to be 1.17 x

10-3 mol/cm 3 and 21.2 MPal/ 2, respectively, using experiments with pure solvents. Two

modifications to the Flory-Rehner equations were proposed to estimate fuel blends: the use

of volume-averaged parameters and generalization for multi-component solvents. It was

found that the volume-averaged method generally under-predicted elastomer swelling,

while the multi-component solvents over-estimated swelling.

This study presents several methodologies for screening desirable attributes of

drop-in fuel additives. While none of methods yield results accurate enough to certify

additives for use, they are accurate enough to eliminate molecules which fall outside the

acceptable range. These computational screens provide a broad, useful, and cheap

framework for evaluation for a species potential as a fuel even before performing

experiments.
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Chapter 6

Conclusions and Recommendations
In this work, we have made improvements to and characterized the performance of the Reaction

Mechanim Generator (RMG) database, a powerful tool for estimating the thermochemistry and kinetic

parameters. We have also applied the entire RMG software to modeling the chemical kinetics of a

variety of fuel blends. The primary focus in of these models was prediction the auto-ignition of fuel

blends, both for better fundamental understanding of well-studied fuels and for prediction of novel fuel

components. A smaller amount of this work was focused on modeling other properties that limit the

feasibility of changing fuel composition: tendency to produce soot, liquid solubility, and elastomer

swelling. In earlier chapters, we demonstrated state-of-the-art capabilities for predicting some of these

fuel performance parameters, based on improvements we made to the database. In this chapter, we

highlight areas where further improvements are needed, to guide future work in this area.

6.1 Improvements to RMG Database

We have presented updated structures and features for the database which include new atom

types, corrected averaging schemes, and guidelines for writing groups for families. Validation tests were

performed for the thermo database against CBS-QB3/B3LYP calculated enthalpies of formation. It was

found that hydrocarbons and oxygenates have mean average enthalpy errors of 5.96 kcal/mole for non-
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cyclics and 6.49 kcal/mole for cyclics. Nitrogenated compounds still lack some essential groups,

causing a large amount of errors for nitrogen-containing compounds with triple bonds. This should be

corrected soon.

Reaction rates at 1000K were also validated against the NIST chemical database. It was found

that exact matches are typically within an order of magnitude in accuracy, while averaged matches were

within a multiplicative error of about 22.

A considerable amount of time was spent removing inconsistencies in the database. A large issue

was that the structure of the database was so convoluted, many users were discouraged to contribute at

all. When they did, they often did so with few specific guidelines. As a result, they were prone to

making mistakes, particularly when creating new groups for the various trees. To remedy the situation,

various unit tests were implemented to ensure that groups were accessible when RMG descends the tree.

A multitude of bugs were caught and fixed in the making of the unit tests. In addition, a simple run of

the unit test will inform new contributors of any mistakes that have been encountered before. However,

the status quo is probably still insufficient in terms of both testing and reducing the hurdles for users to

contribute.

It is essential for the continued growth and improvement of the database that users contribute

new data. The two common reasons why users do not contribute their data to the database are

tediousness in making the additions and fear of destroying the accuracy of predictions. For the former

problem, automated scripts should be made that not only add training reactions but suggest and create

appropriate groups. Current RMG developers already have developed many tools required for this, but

they should be consolidated and made official to users outside the group. The latter problem could be

handled with better regression testing, and comparisons of new versions of RMG to benchmarked

versions. We have already implemented RMG-tests to compare species, thermochemistry, and reaction

rates between versions for specifically designed test mechanisms. However, this information is often not

useful; significant changes in the database will change these parameters, but the user does not know if

the new values are an improvement. In these regression tests, it would be better to implement automated

validation, particularly with experimental data for systems previously studied by RMG. If a user could

see that their additions have not changed, or perhaps even improved, predictions of these systems, they

will have more confidence that their modifications to the RMG database have not "broken" RMG's

estimates.

Although some thought may have been put into group placement during the creation of the tree,

most new entries are added ad hoc for whatever model they are trying to create. This results in the

current nodal placement which has little reasoning other than making each entry accessible. Ideally,
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structural groups which cause the largest difference in reaction rates should be differentiated near the

top of the tree. This scheme would improve the accuracy of averaged matches because templates with

similar reaction rates would also have small 2-norm distance. Such a tree organization may also provide

some insight on how to assign nodal distances; important differences would be at the top, and less

important differences would be at the bottom. It is likely that some automated optimization would be

necessary to achieve this reorganization. Training reactions are a newer and generally superior style for

adding kinetic parameters when the reaction is specified. Many rules should be training reactions, but

were added before training reactions were a feature. It is recommended that these rules be converted

into training reaction to enable more aggressive tree restructuring.

While a great deal of work has been accomplished for estimating their thermochemistry, cyclics

and polycyclics are still difficult to correctly represent in unimolecular reactions. These reactions are

usually double counted because two different backbones can be matched by labeling clockwise or

counter-clockwise on the ring. It is probably necessary to divide unimolecular families into a linear

version and a cyclic version, if not for the backbone labelling problem, at least to separate kinetic

parameters, which should be vastly different. In addition, it might be necessary to implement a new

algorithm to match the backbones to prevent double counting. Finally, the rules developed in section

2.4.2 are too restrictive for these newly proposed families; some deliberation should be given to making

separate rules for the cyclic families.

6.2 Low Temperature Oxidation Pathways for Small Molecules

This section of work is focused on simplifying the models for fuel ignition from full detailed

kinetic mechanisms to, when possible, analytical expressions or reduced mechanisms with only

reactions that effect ignition. Although alkane oxidation appears to have two stages of ignition by

pressure trace, previous work has shown that there are in fact four chemically distinct stages:

1. Stage 0: a brief induction stage

2. Stage IA: a period of exponential rise in radicals

3. Stage I B: slowing radical production punctuated with sudden drop in radical concentration

4. Stage 2: Temperature rise until H20 2 decomposition leads to final ignition.

Stage 0 and Stage IA for propane had already been reduced to analytical expressions in terms of initial

conditions and rate parameters. This work reports the important heat producing reactions in stage 1 B

and stage 2; it then is able to give a reduced mechanism for propane. A similar approach was applied to

methanol, discovering only three stages of ignition:
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1. Stage 0: a brief induction stage

2. Stage 1 A: a period of exponential rise in radicals

3. Stage 2: Temperature rise until H20 2 decomposition leads to final ignition.

Similar to propane, we were able to reduce the timings for stage 0 and stage IA to an analytical

expression and give a final reduced mechanism for the entire ignition. It was found that the only

significant source of heat pre-ignition was the creation of formaldehyde. We had originally set out with

the ultimate goal of expressing each of methanol's stages with analytical expressions, but we were

unable to decouple formaldehyde mole fraction from H0 2's. This left a system of ODEs that still

required numerical methods to solve. Further analysis may be able to find a correlation for the

formaldehyde concentration to enable a fully analytical expression.

We recommend that this analysis be applied to other model compounds. Highly branched

alkanes and aromatics are the other main components in gasoline, and ethers have been used as fuel

additives. Perhaps neo-pentane, toluene, and tert-butyl ether would make good model compounds,

although their larger size than propane may be a cause of concern. Studying a blend of these fuels may

be a good next step in better fundamental understanding for gasoline ignition.

6.3 Detailed Kinetic Mechanisms for Auto Ignition

This work used detailed kinetic mechanisms to model the auto-ignition of fuel blended with a

number of additives derived from bio-oils: p-cresol, o-cresol, m-cresol, ethylphenol, xylenol, guaiacol,

phenol, anisole, furan, and furan. A special variable volume reactor was created to simulate the

Cooperative Fuel Research (CFR) engine used to determine Research Octane Number (RON) number.

For the first six additives, we were able to show that a priori predictions were able to correctly rank the

RON of blends when compared with experimental measurements. Rate of production and sensitivity

analysis for OH gave insight on the chemistry that leads to changes in ignition delay.

The main challenge for generation of the mechanisms was the large size, eventually causing

RMG iterations to slow down significantly. The limiting factor may not simply be speed and memory of

the software. Despite the recent efforts by Kehang Han and Zachary Buras to improve thermochemistry

prediction, RMG still includes many species that appear to have infeasibly strained rings. As mentioned

in Section 4.2.1, many of these species were manually removed from the mechanism after generation.

Further improvement for estimating the thermochemistry would allow RMG to explore more relevant

pathways. Perhaps additional Benson groups supplemented by heuristics is not sufficient given the large

combinatorial number of polycyclics. Applying machine-learning to estimating thermochemistry is

already being explored by other students and may become a necessity for these complex fuels.
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Although we have been able to use variable volume reactors to predict RON's, it is becoming

increasingly clear that octane numbers are a bad metric for novel engines. In the future, we should see if

we can apply similar simple models to actual engines instead of the CFR engine.

6.4 Feasibility Screens for Fuel Additives

In this study, we developed or applied existing theory to test for sooting tendency, water/fuel

solubility, and elastomer swelling for fuel additives. The screen for sooting tendency lacks validation,

which is important to prove that our models give good predictions. As mentioned in section 5.1,

experiments for smoke point in open flames performed by Dr. McEnally's research group is a good

experimental set for validation. However, it might be necessary to develop a new physical model for this

system. In addition, the poor estimation of polycyclic thermochemistry discussed in the previous section

is even more limiting in models for PAH growth. Rate of production analysis was performed for the

mechanisms, but the large size made it impossible to carry out comprehensive sensitivity analysis.

It will probably be difficult for pre-experimental screens to become a common practice without

making them more expedient. As pointed out by our collaborators at BP, it is still easier for them to

actually run the ASTM for RON than to create a detailed mechanism. The proposed tests for solubility

and elastomer swelling also require quite a few parameters, which may or may not be available in

literature. If spreading the practice is a goal, it will probably be necessary to compile all the screens into

a software suite, which can automatically query literature for parameters. In particular, the multi-

component Flory-Rehner model requires solving a system of equations with a large number of terms, so

providing a general-purpose computer implementation would be very useful. Another necessary step

would be the inclusion of feasibility tests for other parameters like heating value or toxicity.
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Appendix A

Volume Profile used in Engine-Like

simulation
Table A-12 Pressure and Volume profile for engine-like simulation for PRFOO.

Averaged from over 500 CRF PRF100 runs

Crank Angle Degree Time (ms) P (bar) V (cm3)
-146 0.000 1.089 9.027
-145 0.278 1.088 9.027
-144 0.556 1.092 9.008
-143 0.835 1.101 8.957
-142 1.113 1.109 8.908
-141 1.391 1.108 8.913
-140 1.669 1.113 8.882
-139 1.948 1.106 8.926
-138 2.226 1.126 8.805
-137 2.504 1.129 8.790
-136 2.782 1.139 8.732
-135 3.061 1.138 8.736
-134 3.339 1.147 8.688
-133 3.617 1.156 8.636
-132 3.895 1.159 8.615
-131 4.174 1.170 8.559
-130 4.452 1.178 8.515
-129 4.730 1.195 8.424
-128 5.008 1.206 8.367
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Crank Angle Degree Time (ms) P (bar) V (cm3)
-127
-126
-125
-124
-123
-122
-121
-120
-119
-118
-117
-116
-115
-114
-113
-112
-111
-110
-109
-108
-107
-106
-105
-104
-103
-102
-101
-100
-99
-98
-97
-96
-95
-94
-93
-92
-91
-90
-89

5.287
5.565
5.843
6.121
6.400
6.678
6.956
7.234
7.513
7.791
8.069
8.347
8.625
8.904
9.182
9.460
9.738
10.017
10.295
10.573
10.851
11.130
11.408
11.686
11.964
12.243
12.521
12.799
13.077
13.356
13.634
13.912
14.190
14.469
14.747
15.025
15.303
15.582
15.860

1.216
1.217
1.233
1.239
1.241
1.258
1.277
1.284
1.302
1.302
1.315
1.335
1.349
1.370
1.378
1.396
1.410
1.416
1.436
1.455
1.479
1.492
1.511
1.535
1.558
1.562
1.588
1.609
1.636
1.664
1.684
1.720
1.745
1.767
1.780
1.820
1.853
1.877
1.910

(Table continued on next page)

8.314
8.307
8.229
8.196
8.190
8.107
8.014
7.981
7.897
7.901
7.841
7.752
7.691
7.601
7.571
7.495
7.441
7.419
7.340
7.265
7.178
7.131
7.062
6.981
6.902
6.888
6.803
6.736
6.655
6.569
6.511
6.409
6.339
6.281
6.245
6.141
6.058
6.001
5.921

138



Crank Angle Degree Time (ms) P (bar) V (cm3 )
-88
-87
-86
-85
-84
-83
-82
-81
-80
-79
-78
-77
-76
-75
-74
-73
-72
-71
-70
-69
-68
-67
-66
-65
-64
-63
-62
-61
-60
-59
-58
-57
-56
-55
-54
-53
-52
-51
-50

16.138
16.416
16.694
16.973
17.251
17.529
17.807
18.086
18.364
18.642
18.920
19.199
19.477
19.755
20.033
20.312
20.590
20.868
21.146
21.425
21.703
21.981
22.259
22.538
22.816
23.094
23.372
23.651
23.929
24.207
24.485
24.763
25.042
25.320
25.598
25.876
26.155
26.433
26.711

1.939
1.983
2.009
2.053
2.093
2.128
2.172
2.206
2.246
2.295
2.338
2.397
2.432
2.483
2.545
2.605
2.659
2.718
2.764
2.843
2.908
2.971
3.055
3.127
3.202
3.278
3.362
3.446
3.546
3.627
3.735
3.829
3.934
4.040
4.152
4.275
4.385
4.527
4.653

(Table continued on next page)

5.854
5.757
5.700
5.608
5.527
5.457
5.375
5.312
5.240
5.156
5.084
4.990
4.935
4.858
4.768
4.685
4.612
4.537
4.479
4.385
4.310
4.241
4.151
4.079
4.007
3.935
3.861
3.789
3.707
3.644
3.564
3.497
3.426
3.357
3.288
3.216
3.154
3.078
3.014
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Crank Angle Degree Time (ms) P (bar) V (cm 3)
-49
-48
-47
-46
-45
-44
-43
-42
-41
-40
-39
-38
-37
-36
-35
-34
-33
-32
-31
-30
-29
-28
-27
-26
-25
-24
-23
-22
-21
-20
-19
-18
-17
-16
-15
-14
-13
-12
-11

26.989
27.268
27.546
27.824
28.102
28.381
28.659
28.937
29.215
29.494
29.772
30.050
30.328
30.607
30.885
31.163
31.441
31.720
31.998
32.276
32.554
32.832
33.111
33.389
33.667
33.945
34.224
34.502
34.780
35.058
35.337
35.615
35.893
36.171
36.450
36.728
37.006
37.284
37.563

(Table continued on next page)

4.788
4.937
5.075
5.246
5.393
5.559
5.743
5.902
6.085
6.289
6.478
6.689
6.889
7.113
7.341
7.563
7.813
8.044
8.305
8.568
8.833
9.102
9.380
9.674
9.957
10.244
10.544
10.837
11.138
11.441
11.738
12.034
12.333
12.622
12.916
13.181
13.454
13.711
13.973

2.949
2.881
2.821
2.750
2.693
2.631
2.566
2.513
2.455
2.394
2.340
2.283
2.232
2.178
2.126
2.078
2.027
1.981
1.933
1.887
1.844
1.802
1.760
1.719
1.681
1.644
1.608
1.574
1.541
1.510
1.480
1.452
1.425
1.399
1.374
1.353
1.332
1.312
1.293
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Crank Angle Degree Time (ms) P (bar) V (cm 3)

(Table continued on next page)

-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

141

37.841
38.119
38.397
38.676
38.954
39.232
39.510
39.789
40.067
40.345
40.623
40.902
41.180
41.458
41.736
42.014
42.293
42.571
42.849
43.127
43.406
43.684
43.962
44.240
44.519
44.797
45.075
45.353
45.632
45.910
46.188
46.466
46.745
47.023
47.301
47.579
47.858
48.136
48.414

14.248
14.529
14.865
15.241
15.646
16.095
16.549
17.043
17.577
18.161
18.780
19.443
20.145
20.878
21.617
22.389
23.144
23.899
24.621
25.354
26.077
26.799
27.498
28.189
28.917
29.679
30.526
31.371
32.264
33.363
34.499
35.376
36.128
36.504
36.506
36.243
35.641
34.987
34.124

1.274
1.255
1.232
1.209
1.184
1.159
1.134
1.108
1.082
1.055
1.027
1.000
0.973
0.946
0.921
0.896
0.873
0.851
0.831
0.813
0.795
0.778
0.763
0.748
0.733
0.718
0.703
0.688
0.673
0.655
0.638
0.626
0.615
0.610
0.610
0.614
0.622
0.631
0.644



Crank Angle Degree Time (ms) P (bar) V (cm 3)
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

48.692
48.971
49.249
49.527
49.805
50.083
50.362
50.640
50.918
51.196
51.475
51.753
52.031
52.309
52.588
52.866
53.144
53.422
53.701
53.979
54.257
54.535

33.272
32.342
31.475
30.484
29.572
28.667
27.793
26.928
26.066
25.230
24.458
23.702
22.978
22.252
21.603
20.947
20.329
19.745
19.146
18.604
18.054
17.535
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0.657
0.671
0.686
0.703
0.720
0.738
0.756
0.775
0.795
0.816
0.836
0.857
0.878
0.900
0.921
0.944
0.966
0.988
1.012
1.035
1.059
1.084



Table A-13 Pressure and Volume profile for engine-like simulation for PFR90.
Averaged from over 500 CRF PRF90 runs

Crank Angle Degree Time (ms) P (bar) V (cm 3)
-146 0.000 1.089 6.328
-145 0.278 1.093 6.311
-144 0.556 1.094 6.304
-143 0.835 1.113 6.225
-142 1.113 1.108 6.246
-141 1.391 1.106 6.257
-140 1.669 1.128 6.162
-139 1.948 1.118 6.205
-138 2.226 1.128 6.163
-137 2.504 1.127 6.166
-136 2.782 1.143 6.101
-135 3.061 1.146 6.091
-134 3.339 1.152 6.067
-133 3.617 1.156 6.051
-132 3.895 1.178 5.967
-131 4.174 1.177 5.970
-130 4.452 1.188 5.929
-129 4.730 1.186 5.935
-128 5.008 1.207 5.857
-127 5.287 1.210 5.846
-126 5.565 1.219 5.817
-125 5.843 1.231 5.774
-124 6.121 1.232 5.770
-123 6.400 1.246 5.722
-122 6.678 1.256 5.687
-121 6.956 1.268 5.645
-120 7.234 1.279 5.611
-119 7.513 1.295 5.558
-118 7.791 1.301 5.538
-117 8.069 1.322 5.473
-116 8.347 1.334 5.434
-115 8.625 1.332 5.440
-114 8.904 1.351 5.383
-113 9.182 1.372 5.323
-112 9.460 1.388 5.277
-111 9.738 1.400 5.241
-110 10.017 1.407 5.222
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Crank Angle Degree Time (ms) P (bar) V (cm 3)
-109
-108
-107
-106
-105
-104
-103
-102
-101
-100
-99
-98
-97
-96
-95
-94
-93
-92
-91
-90
-89
-88
-87
-86
-85
-84
-83
-82
-81
-80
-79
-78
-77
-76
-75
-74
-73
-72
-71

10.295
10.573
10.851
11.130
11.408
11.686
11.964
12.243
12.521
12.799
13.077
13.356
13.634
13.912
14.190
14.469
14.747
15.025
15.303
15.582
15.860
16.138
16.416
16.694
16.973
17.251,
17.529
17.807
18.086
18.364
18.642
18.920
19.199
19.477
19.755
20.033
20.312
20.590
20.868

(Table continued on next page)144

1.430
1.444
1.459
1.471
1.496
1.509
1.530
1.547
1.567
1.584
1.617
1.628
1.656
1.676
1.706
1.724
1.751
1.765
1.793
1.823
1.847
1.883
1.917
1.936
1.973
2.002
2.044
2.076
2.119
2.143
2.207
2.237
2.269
2.318
2.356
2.411
2.459
2.511
2.560

5.159
5.121
5.081
5.051
4.988
4.955
4.904
4.864
4.816
4.778
4.705
4.681
4.621
4.580
4.518
4.483
4.431
4.405
4.352
4.298
4.256
4.194
4.139
4.108
4.049
4.005
3.943
3.897
3.837
3.805
3.722
3.684
3.644
3.586
3.542
3.481
3.430
3.376
3.326

m



Crank Angle Degree Time (ms) P (bar) V (cm3)
-70
-69
-68
-67
-66
-65
-64
-63
-62
-61
-60
-59
-58
-57
-56
-55
-54
-53
-52
-51
-50
-49
-48
-47
-46
-45
-44
-43
-42
-41
-40
-39
-38
-37
-36
-35
-34
-33
-32

21.146
21.425
21.703
21.981
22.259
22.538
22.816
23.094
23.372
23.651
23.929
24.207
24.485
24.763
25.042
25.320
25.598
25.876
26.155
26.433
26.711
26.989
27.268
27.546
27.824
28.102
28.381
28.659
28.937
29.215
29.494
29.772
30.050
30.328
30.607
30.885
31.163
31.441
31.720

2.611
2.664
2.727
2.775
2.842
2.899
2.971
3.037
3.095
3.163
3.251
3.316
3.405
3.473
3.565
3.657
3.743
3.841
3.935
4.028
4.125
4.230
4.339
4.460
4.581
4.689
4.804
4.948
5.058
5.195
5.337
5.476
5.633
5.780
5.939
6.080
6.248
6.404
6.570

(Table continued on next page)

3.278
3.228
3.171
3.129
3.074
3.028
2.972
2.923
2.881
2.834
2.776
2.734
2.680
2.640
2.588
2.538
2.494
2.445
2.401
2.358
2.316
2.272
2.229
2.182
2.138
2.100
2.062
2.016
1.982
1.942
1.903
1.865
1.825
1.790
1.753
1.722
1.686
1.655
1.623
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Crank Angle Degree Time (ms) P (bar) V (cm 3)
-31
-30
-29
-28
-27
-26
-25
-24
-23
-22
-21
-20
-19
-18
-17
-16
-15
-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
7

31.998
32.276
32.554
32.832
33.111
33.389
33.667
33.945
34.224
34.502
34.780
35.058
35.337
35.615
35.893
36.171
36.450
36.728
37.006
37.284
37.563
37.841
38.119
38.397
38.676
38.954
39.232
39.510
39.789
40.067
40.345
40.623
40.902
41.180
41.458
41.736
42.014
42.293
42.571

6.735
6.908
7.069
7.254
7.433
7.611
7.791
7.977
8.154
8.337
8.518
8.691
8.869
9.048
9.216
9.380
9.558
9.692
9.834
9.983
10.112
10.247
10.381
10.520
10.665
10.828
11.011
11.193
11.393
11.601
11.817
12.055
12.309
12.584
12.875
13.195
13.537
13.898
14.291
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1.592
1.561
1.534
1.504
1.476
1.449
1.423
1.398
1.374
1.351
1.329
1.309
1.288
1.269
1.251
1.234
1.216
1.203
1.190
1.176
1.164
1.152
1.141
1.129
1.117
1.104
1.090
1.076
1.062
1.047
1.032
1.016
1.000
0.983
0.966
0.948
0.929
0.910
0.891



Crank Angle Degree Time (ms) P (bar) V (cm3)
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

42.849
43.127
43.406
43.684
43.962
44.240
44.519
44.797
45.075
45.353
45.632
45.910
46.188
46.466
46.745
47.023
47.301
47.579
47.858
48.136
48.414
48.692
48.971
49.249
49.527
49.805
50.083
50.362
50.640
50.918
51.196
51.475
51.753
52.031
52.309
52.588
52.866
53.144
53.422

14.720
15.162
15.650
16.160
16.673
17.205
17.727
18.267
18.794
19.292
19.795
20.279
20.746
21.210
21.662
22.113
22.578
23.017
23.454
23.845
24.202
24.499
24.707
24.779
24.739
24.598
24.348
24.012
23.606
23.178
22.668
22.202
21.638
21.140
20.600
20.068
19.572
19.054
18.600

(Table continued on next page)

0.870
0.851
0.830
0.810
0.790
0.771
0.753
0.736
0.720
0.705
0.691
0.678
0.666
0.655
0.644
0.634
0.624
0.614
0.605
0.598
0.591
0.585
0.581
0.580
0.581
0.583
0.588
0.594
0.602
0.611
0.622
0.632
0.645
0.657
0.670
0.684
0.697
0.712
0.726

147



Crank Angle Degree Time (ms) P (bar) V (cm 3

47
48
49
50

53.701
53.979
54.257
54.535

18.116
17.638
17.182
16.758

0.741
0.756
0.772
0.787
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