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Abstract

In this thesis, we investigate methods and systems for understanding the electronic properties of a variety of systems relevant to organic photovoltaics.

The second chapter examines how to predict the radiative and non-radiative decay rates of a large family of naphthalene derivatives. Naphthalene is a common building block in many organic electronic devices and possesses complex photophysics that are difficult to capture. Principally using time-dependent density functional theory, we are able to reproduce the experimental rates and, moreover, the fluorescence quantum yield, quite accurately.

The next chapter then goes into extensions of the methodology discussed and analyzed in the prior chapter. Anthracene derivatives used for transferring triplet energy between a quantum dot and rubrene phase are found to have varying impacts on the total transfer efficiency based on the triplet lifetime of the anthracene derivative. Most potently, significant spin-orbit coupling in some of the derivatives causes substantial deactivation. An additional family, BODIPY dyes, is also investigated. They are found to undergo internal conversion gated by an excited-state conformational change, suggesting this may be a common motif.

The fourth and fifth chapters investigate different interfacial effects and their impacts on the energy levels of electrons and holes in disordered organic devices. They look at specific systems: the interface between three different donors, PPV, P3HT, PTB7, and PCBM. They find that the interface can both reduce and induce disorder in different systems and that full treatment of the electronic environment is important for capturing accurate results.

The final chapter investigates the use of neural networks to predict optimal range-separation parameters for density functionals.
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Chapter 1

Introduction

1.1 raison d’être

A majority of the physical sciences has been directed towards the manipulation of energy for a while now. How to obtain it, how to store it, how to change it - all of these questions lack quick, easy answers. It’s difficult to overstate the breadth of the problem - it pervades politics (both local and global) and impacts all technologies.

The existing fossil-fuel-based paradigm has done much, but has limitations. Most pressingly, the effects of climate change are becoming more and more self-evident. Solar energy is the most promising way forward due to its ubiquity and quantity. However, with the development of hydraulic fracturing technology solar energy has fallen well behind natural gas in cost-efficiency. Given that a carbon tax is unlikely to be implemented anytime soon, we need to look for technological solutions. This thesis is dedicated to improving the efficiency of solar devices.

The first step in the conversion of sunlight to electrical energy is the absorption of light by a chromophore. From there, the exciton somehow needs to form charge carriers separated by a voltage differential. In this thesis, the first and second chapters focus on modeling radiative and non-radiative decay processes of the sorts that are relevant in organic photonic devices. The third and fourth chapters examine the energy levels of interfacial charge carriers in bulk heterojunction devices, a common form of organic solar cell. The fifth chapter looks into the use of machine learning to
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predict optimal range separation values for use in range-separated hybrid functionals, necessary for accurate outcomes when looking at the excited-state electronic structure of organic molecules.

In this section we will look at some of the tools use in the upcoming chapters whose familiarity to the reader is assumed. These are the defining tools of our field and will be used throughout the following chapters.

1.2 Density Functional Theory

Density functional theory is the most commonly used approach to solving the many-body electronic structure problem. Although, as will show up later, relativistic effects are important, explicitly solving the many-body relativistic electronic structure problem is intractable, and so we will rely on the standard non-relativistic Schrödinger equation:

\[ \hat{H}\Psi (r_1, r_2, \ldots, r_N, R_1, R_2, \ldots, R_M) = E\Psi (r_1, r_2, \ldots, r_N, R_1, R_2, \ldots, R_M) \] (1.1)

where \( \hat{H} \) is the Hamiltonian operator, \( E \) is the energy, and \( \Psi \) is the "wavefunction" associated with that energy. The wavefunction is a complicated object that defines the current state of the system and is a function of the electronic positions \( (r_i) \) and the nuclear positions \( (R_j) \). The Hamiltonian operator defines all of the physical interactions in the system. In atomic units \( (\hbar = 1, q_e = -1, m_e = 1, \) which will be used throughout this work) the electronic-nuclear Hamiltonian can be expressed as:

\[ \hat{H} = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 - \frac{1}{2} \sum_{j=1}^{M} \frac{1}{M_j} \nabla_j^2 - \sum_{i=1}^{N} \sum_{j=1}^{M} \frac{Z_j}{r_{ij}} + \sum_{i=1}^{N} \sum_{i'>i}^{N} \frac{1}{r_{ii'}} + \sum_{j=1}^{M} \sum_{j'=j}^{M} \frac{Z_j Z_{j'}}{R_{jj'}} \] (1.2)

where \( i \) indexes the \( N \) electrons and \( j \) indexes the \( M \) nuclei. The first two terms describe the kinetic energies of the electrons and nuclei, respectively. The last three terms are the Coulomb potentials describing the electron-electron, electron-nuclear, and nuclear-nuclear interactions, respectively. Although the kinetic components are
separable, the Coulomb terms couple all degrees of freedom together, making life difficult.

Fortunately, we can take advantage of the fact that the lightest nucleon, hydrogen, weighs about 1800 times as much as an electron. This means that under most regimes, the electrons move much more rapidly than the nuclei. One consequence of this is that we can assume that from the perspective of the electrons, the nuclei are fixed - or from another perspective, the nuclei travel along the relaxed, adiabatic electronic potential energy surface. This is the Born-Oppenheimer approximation. Thus, we can solve the electronic problem while treating the nuclei as static point charges, producing the electronic Hamiltonian:

\[
\hat{H} = -\frac{1}{2} \sum_i^N \nabla_i^2 - \sum_i^N \sum_j^M \frac{Z_i}{r_{ij}} + \sum_i \sum_{i'}^N \frac{1}{r_{ii'}} \tag{1.3}
\]

The nuclear positions here only enter into the equation parametrically.

Although this clearly simplifies the problem, solutions remain difficult. The most basic mean-field solution, Hartree-Fock theory, leaves a great deal wanting in terms of accuracy. And post-Hartree-Fock methods sacrifice much in scaling, memory usage, and ease-of-use. For these reasons we turn to the titular method of the section, density functional theory.

Density functional theory attempts to trade the complicated N-electron wave function (which contains 3N spatial plus N spin variables) for an easier quantity: the total electron density. Attempts to employ the density instead of the wavefunction began early, with Thomas-Fermi-Dirac theory providing forms for all components of the electronic energy by the early 1930s. Unfortunately, the quantitative results were terrible for chemical applications, failing to predict chemical bonding. It wasn’t until 1964, when Hohenberg and Kohn proved that the ground state electronic density was a unique functional of the external potential and that it was variational that interest in the chemistry community was piqued.
1.3 Molecular Mechanics

Although DFT is by far the most commonly used electronic structure method due to its good performance-to-cost ratio, it is still too costly for many applications. For example, calculations on molecules of the sort discussed in Chapter 5 (600 atoms) in a minimally acceptable basis set (5200 basis functions) take around 2 hours with 16 cores on the server currently used in the group. Although that is fast enough to perform a geometry optimization, it isn’t fast enough for any sort of sampling of a dynamic trajectory. Additionally, if you want to simulate a system that has more than one molecule the scaling goes out of control very quickly. For these reasons, people have developed approximate methods for large systems or long-time simulations. The most important of these is molecular mechanics.

Molecular mechanics approximates the Born-Oppenheimer surface that the nuclei move along. Instead of explicitly calculating the electronic potential through first-principles equations, a semi-empirical form (a force-field) is adopted:

\[ E_{elec}(R_1, R_2, ..., R_M) \approx V_{ff}(R_1, R_2, ..., R_M) \] (1.4)

One simple, common form for such a force field is:

\[
V_{ff} = \sum_{i}^{M} \sum_{i'}^{M} \left[ \frac{Q_i Q_{i'}}{r_{ii'}} + 4\epsilon_{ii'} \left( \left[ \frac{\sigma_{ii'}}{r_{ii'}} \right]^{12} - \left[ \frac{\sigma_{ii'}}{r_{ii'}} \right]^{6} \right) + \frac{1}{2}k_{ii'} (r_{ii'} - b_{ii'})^2 \right] + \sum_{i}^{M} \sum_{i'}^{M} \sum_{i''}^{M} \left[ \frac{1}{2} \eta_{ii'i''} (\cos \theta_{ii'i''} - \cos \phi_{ii'i''})^2 \right]
\] (1.5)

where \(Q_i, \epsilon_{ii'}, \sigma_{ii'}, k_{ii'}, b_{ii'}, \eta_{ii'i''}, \) and \(\phi_{ii'i''}\) are all parameters. The first term in the expression is the effective Coulomb interaction whereby the nuclei interact as ions with effective charges representing the balance between the nuclei and the shielding electrons. The second term is an empirical Leonard-Jones interaction that captures dispersion interactions with a classical 6-12 potential. The third term is an empirical chemical bonding term. The bond is represented as a harmonic potential binding two atoms together. The final term, the three-body term, is the angular term that
structures the geometry of polyatomic molecules with additional harmonic angular potentials. The Coulomb and Leonard-Jones interactions are global (i.e., between all pairs of atoms in theory, although this isn't done in practice). The vibrational and angular terms only contribute to bonded and bonded-to-bonded atoms, meaning that for the vast majority of pairs (or triplets) of atoms they are set to zero.
Chapter 2

Understanding Quantum Yields: Naphthalene Derivatives

2.1 Introduction

In order to rationally design photochemically functional materials we need to understand their non-radiative decay processes. For example, the efficiencies of most organic electronic devices depend directly on the quantum yield of fluorescence\[6, 7, 8\], defined by the competition between \(k_r\) (the radiative rate) and \(k_{nr}\) (the non-radiative rate):

\[
\Phi = \frac{k_r}{k_r + k_{nr}} \tag{2.1}
\]

One instance of this is in organic light-emitting diode (OLED) devices. In OLEDs the total efficiency is directly proportional to the fluorescence quantum yield: if the excitons formed in the devices undergo rapid non-radiative decay, no light is emitted \[9\]. Similarly, for organic solar cells radiative and non-radiative decay rates determine exciton lifetimes and therefore the fraction of absorbed photons that generate charge carriers \[10\]. These non-radiative decay rates are important for many other fields: phosphorescent OLEDs\[11\], bio-labeling \[12, 13, 14\], photodynamic therapy \[15\], and laser dyes \[16, 17\].

To arrive at quantum yield values we need to understand the relevant photo-
physical pathways. For conventional ground-state-singlet organic molecules, common
decay pathways to consider are: internal conversion ($S_1 \rightarrow S_0$), intersystem crossing
($S_1 \rightarrow T_1$), electron removal and addition ($S_1 \rightarrow D^+, S_1 \rightarrow D^-$), and photochemical
isomerizations ($S_1 \rightarrow S_0^*$) [18]. It is challenging to address all of these pathways si-
multaneously, so we narrow the scope. Herein, we focus on ubiquitous decay channels
in organic compounds - internal conversion (IC) and intersystem crossing (ISC).

Historically, discussion of internal conversion and intersystem crossing has been
dominated by the energy gap law [19, 20]. When the $S_1$ state and the acceptor state
are sufficiently well separated, the Franck-Condon factors mediating transfer take the
form of an exponential in the energy gap between the two levels[19]. The energy gap
law thus predicts that the logarithm of the rate of internal conversion is, roughly,
anticorrelated with the magnitude of the fluorescence energy:

\[ k_{\text{nr}} \propto -E_{\text{fl}} \]  

(2.2)

where $k_{\text{IC}}$ is the internal conversion rate and $E_{\text{fl}}$ is the energy of the emitting photon.
This is widely used in experimental groups [20, 21, 22, 23, 24, 25].

Substantial progress beyond the energy gap law has been made in the past few
decades, as the energy gap paradigm has been found wanting [26]. Crucially, the
energy gap law and the very idea of Born-Oppenheimer states fail at conical intersec-
tions (CI), regions of phase-space where the electronic potential surfaces meet and the
coupling between the states becomes infinite. CIs have been observed to be crucial
for a full understanding of internal conversion in a variety of systems, especially in
biomolecules where CIs are thought to protect from photodamage [27, 28, 29, 30, 31,
32, 33, 34, 35, 36]. At these meeting-points between potential energy surfaces (PES),
coherent transfer can occur on sub-picosecond timescales.

Computational studies examining internal conversion pathways involving CIs have
become more prevalent in the last decade. Unfortunately, internal conversion is a chal-
lenging process to model analytically because it arises from nuclear motion. Formally,
the rate derived from Fermi's Golden Rule can be expressed as:

\[ k_{\text{IC}} = \frac{2\pi}{\hbar} |H'_n|^2 \delta(E_i - E_f) \] (2.3)

\[ H'_n = -\hbar^2 \sum_j \left[ \langle \Phi_f \Theta_f | \frac{\partial \Phi_i}{\partial Q_j} \frac{\partial \Theta_i}{\partial Q_j} \rangle - \frac{1}{2} \langle \Phi_f \Theta_f | \Phi_i | \frac{\partial^2 \Theta_i}{\partial Q_j^2} \rangle \right] \] (2.4)

where \( i \) and \( f \) index the initial and final states, \( \Phi \) is the electronic wavefunction, \( \Theta \) is the vibrational wavefunction, and \( Q_j \) is the \( j \)th normal mode. Solving this expression analytically is challenging.

There are two broad categories of solutions to this problem. The first approach is to explicitly account for nuclear motion. Some do this with approximate solutions to Equation 2.4. However, all of these solutions employ a harmonic oscillator model which struggles to account for photophysically important anharmonicities (e.g., they can not find low-energy conical intersections). A more common way to address nuclear motion is to use a real electronic structure potential to run a swarm of non-adiabatic dynamics trajectories [28, 29, 36]. This is simpler, but running the trajectories can be very expensive and the most commonly employed method of running non-adiabatic dynamics, surface hopping, suffers from overcoherence []. The second approach constructs static PESs from key geometries of the system of interest (usually minimum energy points on the conical intersection seam) to make qualitative statements about the pathways [30, 33]. This assumes that internal conversion is ergodic and can be treated with equilibrium statistical mechanics, which is not true for all systems [37]. Additionally, the location of a conical intersection is very sensitive to the quality of electronic structure theory, so the calculations are often very expensive. Due to their cost, studies of this sort usually study only a small region of phase space for a single molecule and therefore fail to calibrate the results with comparative analysis.

Studies of intersystem crossing have also advanced substantially in the past decade. Although ISC usually dominates non-radiative dynamics for small molecules (e.g., the triplet quantum yield in naphthalene, \( \phi_T \approx 0.75 \) [38]), it is a spin-forbidden process that is usually thought to not be responsible for rapid non-radiative decay.
(although there are counterexamples, e.g., 1-nitronaphthalene undergoes ISC in 100 fs [39]). Intersystem crossing is easier to model computationally because it is possible to understand spin-orbit coupling (SOC) without nuclear dynamics. This has allowed for the development of time-independent methods under the Condon approximation (the coupling is independent of nuclear position) that are attractive in their simplicity:

\[ k_{\text{ISC}} = \frac{2\pi}{\hbar} |H_{\text{SOC}}|^2 \rho(E_i) \]  

where \( \rho(E_i) \) is the density of accepting vibronic states at the energy of the initial state. Computing this vibrational density of states is now the challenging part, as the cost and number of Franck-Condon factors to compute increases dramatically with number of normal modes [40]. Additionally, there is a need in many systems to go beyond the simple Condon approximation, resulting in truly \textit{ab initio} calculations being computationally infeasible. These complications mean most studies only perform qualitative analyses without adequate comparative analysis [41].

Here, we aim to understand the decay processes in two families of naphthalene dyes through the use of density functional theory calculations. We have narrowed our focus to these molecules in order to use empirical models for determining non-radiative rates within a family. The aminonaphthalene species are dominated by internal conversion, which we find can be well explained by transition to a conformer with the amino group out of plane. The other naphthalene species are dominated by intersystem crossing - we can understand the variation in \( k_{\text{ISC}} \) from the spin-orbit couplings of \( T_{2-4} \). We find the energy gap law wanting in its ability to explain non-radiative rates. With these results, we can reproduce radiative, internal conversion, and intersystem crossing rates with mean absolute errors (MAEs) of 0.38, 0.68, and 0.34 decades, respectively. Combining the predicted values produces quantum yields with a MAE of 0.22 decades and a mean signed error (MSE) of 0.10 decades. This study shows how one can understand and, in theory, tune these ubiquitous decay processes. This provides a pathway for designing species with higher or lower quantum yields of fluorescence, as well as high-throughput screening.
Figure 2-1: Intersystem crossing (ISC) and internal conversion (IC) processes proposed in the present study. (a) Direct ISC/IC for which the final state is the lowest one with the given multiplicity (S₀ and T₁). (b) Indirect ISC/IC that allows a conformational change of S₁ as the first step. (c) Indirect S₁ → T(n≥2) ISC.

2.2 Computational Details

In the present study, we focus on two families of molecules: naphthalene and its derivatives (Family I in Fig. 2-2), and 1-aminonaphthalene and its derivatives (Family II in Fig. 2-2). We obtained the experimental \( k_r \)’s and \( k_n \)’s for Family I from Berlman et al.[46] and Family II from the studies performed by Suzuki et al.[43] Takehira et al.[44] and Rückert et al.[45]

We use ground-state density functional theory (DFT) to obtain the S₀ equilibrium molecular geometry and linear-response time-dependent density functional theory (LR-TDDFT) with the Tamm-Dancoff approximation (TDA) for the S₁ geometry [47]. For each molecule, we calculated \( k_{fl} \) using Eq. (2.7) based on its \( E_{fl} \) and \( \mu_{fl} \) from LR-TDDFT/TDA at the S₁-optimized geometry. To help benchmark our methodology, we also calculate the absorption energy, \( E_{abs} \), using LR-TDDFT/TDA at the S₀ geometry.

An earlier CASPT2 study on 1-aminonaphthalene by Montero et al. showed that conical intersections play a role in the photophysics of 1AN.[48] Because the conical intersection between two states actually exists in a many-dimensional hyper-seam, it can be difficult to characterize fully [?]. The minimum energy geometry on the seam is one way to characterize the seam and its relevance to, in our case, internal
Figure 2-2: Molecules for which the quantum yields are evaluated in the present study are represented by their substitutes. Family I (# 1-12) includes naphthalene and its derivatives and Family II (# 13-27) consist of 1-aminonaphthalene and its derivatives.

conversion. To find it, we use the penalty-function method proposed by Levine et al., selecting $\gamma = 0.02$ Hartree]^[49] and implemented by Zhang et al.[50].

However, our principal tool, standard LR-TDDFT, does not properly describe conical intersections as it has an incorrect dimensionality of the CI seam [?]. However, we find that spin-flip time-dependent density functional theory (SF-TDDFT), which does not have the dimensionality problem, is a useful tool for finding regions of increased internal conversion [?]. We use SF-TDDFT to find the aforementioned minimum energy crossing point (MECI) between the $S_0$ and $S_1$ states. The energy gaps between the $S_1$ Franck-Condon minimum and the MECI are presented in the
These gaps can be used to paramaterize a linear free-energy relation, reproducing internal conversion rates with a MAE of 0.27 decades. However, SF-TDDFT necessitates the use of exotic functionals (we use BHHLYP, 50% Hartree-Fock and 50% Becke exchange with Lee-Yang-Parr correlation). To anchor our results in more-familiar LR-TDDFT, we construct a reaction path from the Franck-Condon minimum to the MECI geometry using standard TDDFT and the frozen string method. We then find the transition point on this reaction path, and instead use that to parameterize an Arrhenius-like model.

All DFT calculations discussed in the present section were performed in Q-Chem 4.4 [51] using the ωb97x-D3 functional [?, ?] and the 6-31g* basis set [?]. Common TDDFT functional struggle to accurately reproduce the $S_1/S_2$ ($L_b/L_a$) ordering of polycyclic aromatic systems [?]. For example, for plain naphthalene the experimental $S_1/S_2$ gap is 0.53 eV, while B3LYP inverts the ordering with a gap of -0.09 eV. For this reason, we chose to use ωb97x-D3, which predicts the correct ordering with a gap of 0.32 eV.

### 2.2.1 Spin-Orbit Coupling

Recent work by Marian and coworkers [?] has expanded the calculation of spin-orbit couplings within the framework of time-dependent density functional theory (TDDFT). We use the one-electron Breit-Pauli Hamiltonian recently implemented in QChem:

$$H_{SO} = -\frac{\alpha^2}{2} \sum_{i,A} \frac{Z_A}{r_{i A}^3} (r_{i A} \times p_i) \cdot s_i$$

where $i$ and $A$ index electrons and nuclei, $Z_A$ is the charge of nucleus $A$, and $s_i$ is the spin vector of electron $i$ [?].

### 2.2.2 Framework

The scheme we use computes the elements of the quantum yield separately as follows:

1. Radiative rate ($k_r$):
(a) We first optimize the molecule on the lowest excited singlet surface ($S_1$) using TDDFT.

(b) At the $S_1$ geometry, we use TDDFT to calculate the energy gap and transition dipole moment between the $S_1$ state and the ground state singlet ($S_0$). We then use these to evaluate the radiative rate using Einstein’s formula for spontaneous emission\cite{52}:

$$k_{\text{fl}} = \frac{4\alpha^3 E_{\text{fl}}^3 |\mu_{\text{fl}}|^2}{3}.$$  \hspace{1cm} (2.7)

$E_{\text{fl}}$, $\mu_{\text{fl}}$ and $\alpha$ are the fluorescent energy gap, the transition dipole moment and the fine structure constant respectively.

We follow Kasha’s rule here - molecules emit from their lowest-energy state of a given multiplicity \cite{53} (in general there are exceptions, but they are rare []). This means that $E_{\text{fl}}$ and $\mu_{\text{fl}}$ become $E_{S_1}$ and $\mu_{S_1}$.

2. Internal conversion rate ($k_{\text{ic}}$):

(a) From the $S_1$-minimized geometry, we find the minimum-energy point on the conical intersection seam between $S_1$ and $S_0$ state using spin-flip TDDFT (SF-TDDFT). We then use standard TDDFT to characterize the reaction path and find the transition state between the Franck-Condon region local minimum and the located conical intersection (Fig. 2-1(a)).

(b) We use the computed activation energies and experimental internal conversion rates to fit the prefactor for an Arrhenius-like ansatz:

$$k_{\text{ic}} = A \exp(-E_a/k_b T)$$ \hspace{1cm} (2.8)

3. Intersystem crossing rate:

(a) At the $S_1$-minimized geometry, we compute the SOC$s$ between $S_1$ and energetically-local triplets.
(b) We use the computed SOCs and experimental non-radiative decay rates to fit the intersystem crossing rate using the expression:

\[ k_{ISC} = B + C \sum_{i}^{2-4} |H_{SOC}|_{S_i/T_i}^2 \]  \hspace{1cm} (2.9)

Where B and C are fit parameters.

4. Quantum yields

(a) We compute the quantum yield of fluorescence as:

\[ \Phi = \frac{k_{fl}}{k_{fl} + k_{nr}} \]  \hspace{1cm} (2.10)

\[ k_{nr} \approx k_{x} \quad (x = ISC \text{ or } IC). \]  \hspace{1cm} (2.11)

in which \( k_{fl}, k_{nr}, k_{IC}, \) and \( k_{ISC} \) are the fluorescence, non-radiative, internal conversion, and intersystem crossing rates, respectively.\[54]\] Equation 2.11 expresses the assumption that one of the two decay processes considered here is dominant. Although we currently choose the dominant pathway based on experimental evidence, we believe that extending our methodology to be fully black-box is viable.

2.3 Results and Discussion

2.3.1 Emission Energies and Rates

To compute the quantum yield of a given we first need an accurate emissive geometry. We employ standard TDA-TDDFT to acquire \( S_1 \) geometries that give MAEs in the emission energy of 0.71 eV, shown in Figure 2-3. The mean absolute error of absorption energies is 0.66 eV, with results shown in Plot XXX of the SI. Both of these results are quite poor for TD-DFT, for which we would normally expect MAEs around 0.3 eV. However, as one can see in Figure 2-3, the predicted emission energies are uniformly too high. Simply calibrating our results by subtracting 0.71 eV from
all values results in a MAE of 0.06, reflecting that our results are qualitatively very accurate.

Having obtained satisfactory emissive geometries, we computed the radiative rate of emission using Equation 2.7. Comparison to experiment is shown in Figure 2-3. While past studies have found that transition dipole moments (TDMs) are challenging for TDDFT to compute [?, ?], we find that for our purposes the calculated TDMs produce acceptable radiative rates, with a MAE of 0.38 decades. Much of the error arises from large underpredictions of the radiative rates of the poorly emissive compounds NAPH and 1MN, possibly a reflecting a need to go beyond the "frozen" Condon approximation.

2.3.2 Direct Intersystem Crossing (ISC) and Internal Conversion (IC)

To evaluate the quality of available correlations for non-radiative decay rates, we looked at the predictive utility of the emission energy (justified via the Energy Gap Law) and the Stokes Shift. Shown plotted in Figure 2-4 (a)-(b) are the reported
experimental non-radiative decay rates as a function of the experimental emission energies and Stokes Shifts. We use as the independent variables experimental photophysical parameters in order to show that the problem is not quality of electronic structure theory, but in the energy gap law model.

As discussed in the introduction, conventional models of internal conversion and intersystem crossing often look at direct transfer to the $S_0$ and $T_1$ states, respectively. Under the energy gap law assumption, the log of the rate of these non-radiative processes should be linearly anticorrelated with the energy gap. As one can see, if such a correlation is there, it is so weak as to be nearly useless.

We performed a similar analysis for direct ISC by considering $\Delta E_{\text{ISC}}^{(1)}$ and $\lambda_{\text{ISC}}^{(1)}$, plotting their correlation with the experimental $k_{\text{nr}}$'s in Fig. 2-4 (c)-(d). These results indicate the difficulty predicting non-radiative rates using simply the energy gap law.

2.3.3 Internal Conversion

Although internal conversion in the aminonaphthalenes can't be understood as a direct transition from the emissive geometry, we do find that a $S_1$ to $S_0$ transition is likely responsible for the decay process. However, this internal conversion is mediated by a transition to a novel conformer. One of the advantages of the aminonaphthalene data set is the availability of activation energies of internal conversion. We plot in Figure 2-5 the activation energy required to reach the transition state from the Franck-Condon local minimum versus the experimental activation energy. We observe that the experimental activation barriers are very good predictors of the experimental rates - the prefactors vary little. And although we slightly overestimate the experimental activation energies, we otherwise capture the energies very well.

As these activation energies predict the internal conversion rates very accurately, we have a method of computing the total non-radiative rates for aminonaphthalenes. A simple linear fit of the logarithm of the rates to the computed activation energies allows us to reproduce the rates with a MAE of 0.68 decades, excellent agreement given that they vary over four decades.

In our interpretation of aminonaphthalene photophysics, internal conversion is
Figure 2-4: Energy gap law correlations between the total non-radiative rates ($k_{nr}$) and (a) the adiabatic energy gaps ($\Delta E^{(0)}_{IC}$) or (b) the reorganization energies ($\lambda^{(0)}_{IC}$) for the $S_1 \rightarrow S_0$ direct internal conversion (IC) from experimental measurements, as well as correlations between the total non-radiative rates ($k_{nr}$) and (c) the adiabatic energy gaps ($\Delta E^{(1)}_{ISC}$) or and (d) the reorganization energies ($\lambda^{(1)}_{ISC}$) for the $S_1 \rightarrow T_1$ direct intersystem crossing (ISC) from theoretical calculations.
controlled by the transition from the Franck-Condon local minimum conformer to a distorted conformer. In this novel conformer, the amine group and the 1-carbon bonded to it are pulled out of plane nearly perpendicular to the naphthalene core, as shown in figure 2-7. When stretched in this manner, the excitation localizes to the amine group, the 1-carbon, and the 2-carbon.

This mechanism rationalizes trends observed in the aminonaphthalenes. For a given amino substitution, an inverse energy gap law relation is observed: as the emission energy decreases, the internal conversion rate also decreases. This is contrary to conventional wisdom, but can be easily understood in our framework. If internal conversion rates are limited by the activation of a transition state, then under a Bell-Evans-Polanyi model we would suppose that the relative energies of the two basins predict the activation energy \[ ? \]. If we assume that the energy of the near-CI region is the same same for all species with the same amino substitution (justified by the localization of the excitation near the amino group), then the energy gap would be determined by the height of the near-Franck Condon region, which is also probed by

Figure 2-5: Energy gap law correlations between the total non-radiative rates \( (k_{nr}) \) and the (a) experimental or (b) theoretical activation energies.
Figure 2-6: A plot (a) of the potential energy surfaces along the internal conversion reaction coordinate for the ground state ($S_0$), first excited singlet ($S_1$), and second excited singlet ($S_2$) of IAN. Above the graph, geometries and transition densities for the $S_1$ state near the Franck-Condon-region $S_1$ minimum and at the transition state on the $S_1$ surface are shown.

the emission energy. A larger emission energy means that the transition state is more downhill and internal conversion is faster, in opposition to a traditional energy gap model.

The nature of the aminonaphthalene internal conversion pathway has been investigated in several past studies [?]. Most notably, Montero et. al. [] used CASPT2 calculations and concluded that decay proceeded via a $S_1/S_2$ CI, followed by transfer through an $S_2/S_1$ CI. However, experimentally they find no evidence for a $S_1/S_2$ CI being relevant in the photodynamics. Our excellent agreement with experiment shows how using a cheaper, inferior electronic structure method can give one greater
Figure 2-7: Additionally, insight into photophysical processes.

### 2.3.4 Intersystem Crossing

Intersystem crossing is ubiquitous in organic small molecules and often is the dominant deactivation pathway. That said, within a family there is usually not much variation in the rate. We find that the intersystem crossing rates for the naphthalenes taken from Berlman \cite{berlman} are best modeled using a simple semi-empirical rate expression given below:

\[
k_{ISC} = A + B \sum_{i=2-4} |H_{SOC-S_i/T_i}|^2
\]  

(2.12)

where \( k_{ISC} \) is the total ISC rate, \( H_{SOC-S_i/T_i} \) is the spin-orbit-coupling matrix element between the \( S_1 \) (emissive) state and a given triplet state, and A and B are empirically fit parameters. This is a sort of "frozen" Condon approximation, with the additional assumption that \( T_2, T_3, \) and \( T_4 \) are the only photophysically relevant states, and that they additionally have equal acceptor densities of states. We experi-
Figure 2-8: Comparison between theoretical intersystem crossing rate (Family I) or theoretical internal conversion rate (Family II) and experimental nonradiative rate.

mented with other forms, similar to Using this form and the data from Berlman [?], we have solved for A and B as $10^{6.92}$ s$^{-1}$ and $10^{7.22}$ s$^{-1}$ cm$^2$, respectively. We plot the experimental non-radiative rates versus the predicted total $k_{ISC}$ in Figure 2-8 (black points). We reproduce the experimental rates with a MAE of 0.34 decades, which, although greater than the experimental errors of 0.06 decades [?], is extremely good.

2.3.5 Quantum Yield Evaluation

With these fits, we can finally evaluate our ability to compute fluorescence quantum yields. We show in Figure 2-9 the correlation between our calculated quantum yields and the experimental quantum yields. We reproduce the experimental values with a MAE of 0.22. As is evident from Figure 2-9, we tend to overestimate the quantum yield - the mean signed error is 0.1 - due to a tendency to overestimate the radiative rate.

We can analyze which components of our predictions are most lacking by com-
Figure 2-9: Comparison between theoretical and experimental values of quantum yields.

If we use the predicted radiative rates with the experimental non-radiative rates, we compute quantum yields with a MAE of 0.12, which is around the same as experimental error [?]. Similarly, if we use the predicted internal conversion rates of family II with their experimental radiative rates, we arrive at quantum yield MAE of 0.12 which, again, is pretty good. However, combining the predicting non-radiative rates with the experimental radiative rates yields a quantum yield with MAE of 0.16, the worst of the three. This suggests that
2.4 Conclusion

Herein, we have analyzed the components necessary for a calculation of the fluorescence quantum yield. The fluorescence quantum yield is determined from competition between the radiative rate and the various non-radiative rates in the system. We find that TDDFT is an adequate tool to compute the absolute rate of fluorescence, yielding an MAE of 0.38 decades. However, techniques to calculate the absolute rate for nonradiative processes remain wanting. Additionally, even heuristics such as the energy gap law provide little help. Our approach to nonradiative rates is to use semi-empirical fitting. For internal conversion, we use an Arrhenius-like scheme for the transition to a novel conformer, yielding rates with a MAE of 0.68 decades. For intersystem crossing we use a "frozen" Condon scheme in which T\(_2\), T\(_3\), and T\(_4\) are all equally accessible, resulting in rates with a MAE of 0.34 decades. Combined, these give us quantum yields with a MAE of 0.22.

The results here show a path for other studies seeking to understand the photophysics of a family of dyes. They also suggest limitations to the energy-gap law and ways in which an apparent reversal of the energy gap law can occur.

We anticipate future work on families whose photophysical decay pathways are more important, such as the BODIPY dyes. More work into understanding intersystem crossing pathways is also merited, as our understanding evinced here can be improved.
Chapter 3

Understanding Quantum Yields: Anthracene Derivatives and BODIPY Dyes

3.1 Anthracene Derivatives

3.1.1 Introduction

Third generation solar cells can collect more than one charge carrier pair per absorbed photon. One route to this is via triplet excitons. This is because triplet fusion or singlet fission enables photon upconversion or downconversion respectively; processes that can enable devices that exceed the Shockley-Queisser limit. One promising route to triplet capture employs transfer between a quantum dot and a tethered molecular triplet acceptor. Collaborators of ours in Ming Lee Tang’s group at the University of California - Riverside investigated the effect of modifying the functional group (X) tethering a molecular triplet acceptor, anthracene, to a CdSe nanocrystal (Fig. 1a and b). Using 9 different functional groups to attach the anthracene acceptor (Fig. 1), they found that the electronic structure of the bridge drastically affected transfer of the triplet exciton.

Their motivation was in part based on binding affinity. Their current workhorse,
Figure 3-1: (a) Schematic of the energy transfer in this hybrid photon upconversion platform. Upon excitation with a 488 nm cw laser, triplet energy transfer (TET) occurs from CdSe nanocrystals (NCs) to the bound anthracene transmitter, and subsequently to 9,10-diphenylanthracene (DPA, yellow box). Two DPA triplets fuse to form a singlet, followed by emission at 430 nm. (b) Illustration of TET from CdSe NCs to bound anthracene ligands through anchoring groups, X. The absorption (solid line) and emission (dashed line) spectra of (c) 2.4 nm diameter CdSe NCs, (d) DPA, and (e)-(m) transmitter ligands with different anchoring groups measured in hexane at room temperature.

the carboxylic acid functionalized anthracene (An-COOH, Fig. 1e) does not bind very strongly to chalcogenide surfaces ($K_a = 1.3 \times 10^6 \text{ M}^{-1}$). On the other hand, the phosphonic acid functional group (An-PO3H2, Fig. 1h) has been shown to bind more strongly to the surface of CdSe NCs than carboxylic acid. Stronger bases or nucleophiles like imidazole, pyridine, aniline, amine (An-Im, An-Py, An-PHNH2 and An-NH2 in Fig. 1f, 1i, 1g and 1k respectively) have been shown to form a stronger bond to CdSe NCs compared to the carboxylic acid - same with dithiocarbamate, thiol and dithioic acid or (An-NHCSSH, An-SH and An-CSSH in Fig. 1j, 1l and 1m respectively). While binding affinity is important, their experiments showed that the electronic coupling does not correlate with bonding strength. This is reflected in the photon upconversion quantum yields (QYs), where the best performing functional groups for the wurtzite CdSe NC donors to anthracene acceptors are phosphonic acid, imidazole and carboxylic acid, with QYs from 12.5-13.5%, showing no correlation with binding affinity.
3.1.2 Results

In the experimentalists' devices, the quantum dot absorbs a photon which rapidly interconverts to a triplet, the triplet then transfers to a tethered anthracene derivative, the tethered anthracene derivatives transfers the triplets to rubrene, where triplet fusion then occurs. So one hypothesis addressable by the quantum yields calculation of the sort done in chapter 2 is whether the lifetime of the triplet on the tethered anthracene is important. To that end, I have performed calculations to analyze whether the triplet lifetimes of the different ligands are responsible for the variations in upconversion quantum yield. To do this, I looked at the energetic cost of accessing the T1/ S0 minimum-energy crossing point, as well as the T1/S0 spin-orbit coupling constants. This analysis showed minimal variation between most of the molecules, with the exception of the dithiolate An-CSSH, for which the T1/ S0 minimum-energy crossing point is not much above the minimum (0.18 eV). An-CSSH and the other dithiolate An-NHCSSH also both possess spin-orbit coupling constants of over 100
Table 3.1: TDDFT calculations were performed at the S0, T1, and S1 geometries, optimized on the DFT or TDDFT potential energy surfaces, respectively. These calculations were performed with the wB97x-D3 functional,16 a 6-31G* basis, and the Tamm-Dancoff approximation in the case of the TDDFT calculations. Calculations were performed with QChem 4.4

<table>
<thead>
<tr>
<th></th>
<th>PO4H2</th>
<th>Im</th>
<th>Py</th>
<th>PhNH2</th>
<th>NH2</th>
<th>SH</th>
<th>NHCSSH</th>
<th>CSSH</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0/S1 Gap at S0 Min (eV)</td>
<td>3.94</td>
<td>3.98</td>
<td>4.03</td>
<td>4.02</td>
<td>3.74</td>
<td>3.95</td>
<td>3.65</td>
<td>2.62</td>
</tr>
<tr>
<td>S0/T1 Gap at S0 Min (eV)</td>
<td>2.23</td>
<td>2.26</td>
<td>2.29</td>
<td>2.29</td>
<td>2.11</td>
<td>2.23</td>
<td>2.27</td>
<td>2.21</td>
</tr>
<tr>
<td>S0/S1 Gap at S1 Min (eV)</td>
<td>3.40</td>
<td>3.31</td>
<td>3.47</td>
<td>3.38</td>
<td>3.20</td>
<td>3.35</td>
<td>1.42</td>
<td>1.92</td>
</tr>
<tr>
<td>S0/T1 Gap at T1 Min (eV)</td>
<td>1.41</td>
<td>1.44</td>
<td>1.53</td>
<td>1.52</td>
<td>1.40</td>
<td>1.43</td>
<td>1.53</td>
<td>1.52</td>
</tr>
<tr>
<td>AGt (for S0/T1 MECP (eV))</td>
<td>0.53</td>
<td>0.40</td>
<td>0.43</td>
<td>0.43</td>
<td>0.79</td>
<td>0.54</td>
<td>0.70</td>
<td>0.18</td>
</tr>
<tr>
<td>Largest S0 SOC at S0 Min (cm⁻¹)</td>
<td>2.7 (T3)</td>
<td>2.2 (T2)</td>
<td>2.3 (T2)</td>
<td>2.3 (T2)</td>
<td>1.9 (T2)</td>
<td>25 (T5)</td>
<td>169 (T2)</td>
<td>203 (T1)</td>
</tr>
<tr>
<td>Largest S1 SOC at S0 Min (cm⁻¹)</td>
<td>1.8 (T4)</td>
<td>2.4 (T4)</td>
<td>2.6 (T4)</td>
<td>2.6 (T5)</td>
<td>1.6 (T4)</td>
<td>15 (T8)</td>
<td>170 (T3)</td>
<td>148 (T3)</td>
</tr>
</tbody>
</table>

cm⁻¹. In addition, An-SH has a spin-orbit coupling constant of 6 cm⁻¹ which may also be sufficient to affect the efficiency of transfer from the ligand to DPA. The strong T1/S0 coupling leads to a short triplet lifetime and a low photoluminescence QY which impedes the TET from anthracene ligands to DPA (the upconversion annihilator). Therefore, even though the three sulfur-containing ligands have high binding affinities, they have low ?TET and barely any upconversion.

For the four transmitter ligands with aromatic bridges, An-Im, An-Py, An-PhCOOH, and An-PhNH2, other than the binding affinity, the coupling of T1 states to S1, S0 states affects the upconversion as well. A pyridine anchoring group routinely gives 1.8x higher photon upconversion QY than a benzoic acid or aniline bridge. Compared to benzene (phosphorescence QY, ?P = 0.02546), ?P of pyridine vapor is 1.5x10⁻⁵,47 which is much lower than that for benzene. The lower ?P of pyridine indicates a weaker coupling of T1 to S1 state and less reverse intersystem crossing which dissipates the triplet state of the transmitter. This explains that An-Py (upconversion QY 6.7 %) outperforms An-PhCOOH and An-PhNH2 (upconversion QY 3.9% and 3.6% respectively) as a transmitter ligand when mediating TET between the CdSe donor and DPA acceptor. Additionally, the upconversion QY for An-Im is higher than An-Py, and An-PhNH2. This is because of the short lifetime of An-Py and An-PhNH2 due to their strong coupling between T1 and S0 states. We observe an interesting feature in An-Py and An-PhNH2: a local minimum on the T1 surface near the CI (see Figure 5), which is absent in the other species. This local minimum
Figure 3-3: The energetics of the reaction path on the T1 surface of An-Py going from the T1 minimum-energy geometry to the T1/S0 minimum-energy crossing point geometry, as computed using nodes and the freezing string method. The first node is at the global minimum and the final node is at the intersection between the T1 and S0 potential energy surfaces. The lower-left structure displays the geometry of An-Py near the global minimum (node 1 on the reaction path above); the lower-right structure is of the local minimum near the minimum-energy crossing point (node 16 on the reaction path above) with the S0 surface, only 0.20 eV above the global minimum. This local minimum seems to be caused by steric clashing between the ortho hydrogens on the aryl groups and the hydrogens in the 1 and 8 positions on the anthracene. This local minimum on the T1 surface can confine the anthracene near a T1/S0 conical intersection, accelerating intersystem crossing between the two states and lowering the triplet lifetime.
is caused by steric clashes between the ortho hydrogens of the aryl side groups and the hydrogens in the 1 and 8 positions on the anthracenes. This can trap the ligand into a conformation from which the CI is both more accessible and more ?peaked?, a feature which is thought to speed up transfer through the CI. This helps explain why An-Py and An-PhNH2 has a shorter triplet lifetime and lower upconversion QY than An-Im, despite their similar chemistries.

3.2 BODIPY Dyes

3.2.1 Introduction

We turned to boron dipyrromethene (BODIPY) dyes as our next family in large part due to their utility. They have applications as bio-sensors, photosensitizers for photodynamic therapy, laser dyes, waveguides, organic light-emitting diodes, and organic photovoltaic devices. An additional advantage of their breadth of use is the number of papers on them - it allows us to find papers with sufficient high-quality data, a surprisingly difficult task. So far, we have examined a series of chlorinated derivates investigated in Duran-Sampedro, et. al. (see Figure 3-4).

One common idea in BODIPY dye studies is that adding a phenyl ring to the 8-carbon (as in species 1-10 in Figure 3-4) increases the non-radiative rates. A number of creative ideas for why this is exist, the most prominent being a rather hand-wave-y suggestion that the rotational mode of the phenyl couples the S1 and S0 states. Recently, studies have focused on a conformer in which the phenyl group is roughly co-planar with the BODIPY core. In this conformer, the energy gap is indeed smaller than before, but not by terribly much. What we have found is that there is an easily accessible conical intersection between the S0 and S1 surfaces near the co-planar conformer.
Figure 3-4: The set of BODIPY dyes investigated in Duran-Sampedro, et. al.
3.2.2 Preliminary Results

In Figure 3-5, I show the correlation between the experimental fluorescence energy versus the experimental non-radiative rates. The blue points are the species with a phenyl group. As mentioned in the section on naphthalene derivatives, an inverse energy gap law relationship is observed. This is characteristic non-radiative decay being limited by a conformational transformation, confirming previous studies. However, we can go further and say that there is a CI nearby. Figure 3-6 shows the reaction path of dye 1 from the Franck-Condon local minimum to the minimum energy conical intersection (as computed with SF-TDDFT/BHHLYP, the TDDFT results shown here do not quite agree but do show a very small gap). The transition state for this transformation occurs at the clash of the ortho-hydrogen on the phenyl group with the hydrogen on the 7-carbon (or the 1-carbon). This also suggests that a strong kinetic isotope effect could be observed here, as we would expect the quantum tunneling of the hydrogens past one other to be relevant.

The other seven species are more resistant to easy explanation. As can be seen in 3-5, they don't follow an inverse energy gap law. Although I have had some success finding a reaction path for dye 13, the number of conformational degrees of freedom caused by the extra methyl and ethyl groups makes convergence challenging. The rest of the dyes I leave to my successors.
Figure 3-5: Plot of the experimental fluorescence energy versus the experimental non-radiative rates. The points in blue are species 1-10, bearing a phenyl group on the 8-carbon. The points in red are species 11-17, bearing a methyl group on the 8-carbon.
Figure 3-6: Plot of the reaction path of BODIPY dye 1, which has a phenyl group on the 8-carbon and no chlorination.
Chapter 4

Carrier Levels in Disordered Organic Photovoltaics: PPV and P3HT

4.1 Introduction

Photovoltaic materials show great promise in helping us overcome challenges in power generation, having played an increasingly important role in the energy market over the last decade [55, 56]. Organic photovoltaic (OPV) technology in particular has attracted research attention in the past few decades due to its superior tunability and higher theoretical efficiency compared to traditional silicon-based solar cells. In recent years, efficiencies in excess of 10% have been achieved [57, 58, 56]. However, improvement is necessary if OPVs are to compete with silicon [59]. To effect this improvement we need a better understanding of how OPVs operate on the molecular level.

In solar cells employing inorganic semiconductors, absorption of photons generates weakly-bound charge carriers due to the large dielectric constant of the medium [60]. However, OPVs have a much smaller dielectric constant, thus the electron and hole are coulombically bound together as they cannot be screened enough to separate - this forms an exciton. In order to generate charge carriers in these systems a driving force must be produced to separate the exciton. One common device structure, the bulk heterojunction (BHJ), induces separation using an interface between two
Figure 4-1: Schematic representing current state of studies on interfacial hole states in polymer-fullerene BHJ devices. The upper left diagram represents the hole state of an ordered polymer \textit{in vacuo}. Some studies have investigated and elaborated on the role of the electronic environment near the interface (top right) \cite{1, 2, 3}. Others have examined disorder of the polymer chain and how that impacts the energetics and spatial extent of the hole state (bottom left) \cite{4, 5}. Herein, we examine both in a realistic system in order to evaluate how the two balance one another (bottom right).

Different materials, usually a polymeric electron-donor phase that is thought to host most of the excitons and a fullerene-based electron-acceptor phase. \cite{61}. Because exciton diffusion lengths in OPVs are short, it is necessary to have the interface near to where the excitons are generated \cite{62, 63}. Due to this constraint, BHJs are constructed with the two domains interpenetrating one another in order to maximize the interfacial surface area and provide excitons with the shortest possible path for charge separation \cite{64}. At the interface between the materials, the highest occupied molecular orbital of the donor and the lowest unoccupied molecular orbital of the acceptor have different energies\cite{61}. This difference drives the exciton to separate into charges and determines the open circuit voltage of the OPV device \cite{65}. Simple calculations of the binding energy of the charge-transfer (CT) state at the interface suggest that charge separation requires around 0.2 - 0.3 eV, a prohibitively high barrier at room temperature \cite{66}. Despite this problem, experiments show near-unity interfacial charge separation efficiencies in many OPVs \cite{67, 68, 69}.

We wish to address here the mystery over why charges separate at interfaces,
Figure 4-2: Images of the interfaces of (a) PPV/PCBM and (b) P3H PCBM and their dihedral angle distributions, (c) and (d) respectively. The dihedral angle distributions are separated based on their distance from the PCBM interface - red for the closest layers, purple for the farthest.
which has generated controversy in the field. Some have suggested that this may be explained by invoking ‘hot’ high-energy CT states, in which excess energy from the charge-transfer process is used to overcome the charge binding energy [70, 71, 72]. *Ab initio* calculations testing this hypothesis show that an electronically and vibrationally excited ‘hot’ CT state can indeed undergo facile interfacial charge separation [73, 74]. However, to date there is mixed experimental evidence for the necessity of ‘hot’ states. There is evidence that a larger donor-acceptor offset is correlated with more efficient charge separation [75, 76, 72], suggesting that the energy released by the charge transfer event affects charge separation. Recent work has shown that one can directly probe optically-accessible CT states and found that for these states, the charge separation efficiency is independent of excitation energy [77, 78, 79, 80, 3]. That is, ‘hot’ CT states and ‘cold’ CT states are equally efficient at dissociating. Others have criticized this interpretation, pointing out that these optically-excited CT states have not fully relaxed and that this polaronic stabilization energy is substantial [81].

Generally speaking, there are two broad theoretical explanations for the apparent ‘cold’ CT state separation. The first posits that the electrostatic properties of the interface cause the band structures of the donor and acceptor molecules to bend such that there exists an energetic gradient that separates the charges. Various mechanisms have been suggested: the dielectric mismatch of the organic semiconductors [2, 3]; poor packing of molecules near the interface [4, 5]; and the presence of a static electric field near the interface [1].

The second explanation focuses on the role of delocalization of the charges in the charge-separated state [3, 82, 83]. Due to the polymeric nature of the donor, the hole state can delocalize quite easily, decreasing its coulombic interaction with the electron and reducing the hole-electron binding energy [4, 66, 2]. Other studies have implicated delocalization of the electron across multiple fullerene units in the acceptor phase [81, 84, 85].

To understand the band structure near the interface, it is desirable to perform electronic structure calculations on representative systems. Unfortunately, BHJs are
very disordered near the interface, and the exact nature of this disorder has a large impact on the performance of the device [86, 87]. Because of this, it is necessary to sample an ensemble of physically realistic states, mandating the use of molecular dynamics (MD). Previous studies have used MD to generate states for simulating the band structure of P3HT, but have not examined the combined effects of disorder and electronic polarization [88, 89].

Herein, we build on previous work suggesting that electronic polarization effects are important by incorporating Drude particles into our MD simulation and analyzing their impact on the interfacial electronic states [90, 91, 5]. Our simulations include both realistic disorder in the molecular structures and the impact of the variable electrostatic environment near the interface, as summarized in Figure 4-1. We find that these polarization effects are necessary to reproduce the experimental band gap for the bulk species and have a substantial effect on the band structure near the interface. To probe the effect of disorder on charge carrier delocalization and band gaps, we examine interfaces with a relatively crystalline donor phase (poly(p-phenylene vinylene, PPV) and a relatively amorphous donor phase (poly(3-hexylthiophene-2,5-diyl), P3HT). We find that in PPV there is indeed little interfacial disorder, and that the interfacial band structure is dominated by a static electric field generated upon the inclusion of polarization effects. P3HT shows interfacial disorder-induced localization that promotes charge separation, but the effect is overpowered once electronic polarization effects are included. Taken together, these results imply that electronic polarization should take precedence over polymeric ordering when rationally designing the interfacial band structure of BHJ devices.

4.2 Computational Details

We examine two systems here: the PPV/ [6,6]-phenyl-C61-butyric acid methyl ester (PCBM) interface and the P3HT/PCBM interface. These two interfaces were chosen because PPV and P3HT are both well-characterized experimentally and show contrasting degrees of crystallinity [92, 93], thus allowing us to probe the effect of
molecular ordering on the band structure [94]. There is some controversy in the literature regarding how crystallinity impacts BHJ efficiency, as there seems to be a tradeoff where increased crystallinity improves charge mobilities but decreases interfacial charge separation [95, 96, 97, 98, 99, 100]. We wish to address some of the ways that increased crystallinity may affect charge separation here.

The interfaces we model here are not perfect representations of the interfaces that appear in devices. Our simulations employ sharp interfaces between the donor and acceptor phases. However, under some processing conditions miscibility between the donor and acceptor phases is observed and an amorphous mixed phase seems to be present [101]. Another difference is that the PPV we simulate lacks side chains, whereas experimentalists commonly use PPV derivatized bulky side chains that substantially impact crystallinity and interfacial structure [102]. Use of our data to understand in situ experimental interfaces should bear these caveats in mind.

4.2.1 Molecular Dynamics

The PPV-PCBM interface employed a crystalline slab of 96 PPV molecules abutting 240 PCBM molecules. Each PPV oligomer contained 14 monomer units, with the crystalline phase arranged into 8 layers of 12 chains. The starting PPV configuration was taken from an experimental crystal structure[103] and the force field was adapted from the work of DuBay and coworkers[104], with point-charges taken from the central monomer of a B3LYP/6-31G** CHELPG calculation on a trimer.

The P3HT-PCBM interface simulations were performed with 32 P3HT molecules and 240 PCBM molecules (see Figure 4-2). For P3HT, the crystalline phase was composed of 20-mer chains organized into 4 layers, each consisting of 8 chains each, with the starting configuration developed as in reference [4]. We chose this polymer length because the hole polaron in P3HT is thought to be delocalized over approximately 15 monomer units, allowing us to minimize the finite size effect on the energies [105]. The majority of the force-field terms for P3HT are taken from previous studies[106, 107], with the non-bonded terms (e.g., van der Waals terms) for all three systems (PPV, P3HT, and PCBM) coming from an optimized potentials for liquid
The starting PCBM configuration came from an experimental crystal structure\cite{109} and consisted of 240 molecules. The force field was derived from previous studies \cite{110, 111}.

The initial P3HT, PPV and PCBM systems were equilibrated (with independent PCBM simulations run that had interfacial surface areas equal to each of the polymer systems). Configurations were first energy minimized, followed by a 1 ns NVT simulation at 100 K, then with a 1 ns NPT simulation at 100 K and 300 K using a 1 fs timestep, 12 Angstrom cutoff with a potential shift for Lennard-Jones and short-range Coulombic interactions, the Berendsen thermostat, particle mesh Ewald for the long-range electrostatics, and an anisotropic barostat with relaxation times of 0.1 and 1.0 ps, respectively. The equilibrated systems were resized to have equal surface area and aligned adjacent to one another with a 3-4 Angstrom gap between them. An energy minimization was then performed to remove close contacts, followed by a 1 ns NVT run at 500 K in which the P3HT was held rigid and the PCBM allowed to move to wet the interface. This was followed by a 1 ns NPT run at 100 K, and finally a 5 ns NPT run at 300 K, the last 2 ns of which were used for subsequent analysis. Snapshots from these runs were taken every 40 ps in order to decrease the correlation between snapshots. All molecular dynamics simulations utilized Gromacs \cite{112}. Short-range interactions used a All system visualizations were performed with VMD \cite{113}. Forcefield parameters and the coordinates of a representative snapshot can be found in the Supporting Information (SI).

\subsection*{4.2.2 Electronic Structure Calculations}

From a given MD snapshot, multiple molecules are chosen and separate quantum chemical calculations are performed on each one. We performed the calculations while treating the molecular environment in three ways: as absent (\textit{i.e.}, in vacuum); as point charges; or as point charges with corresponding Drude particles. Calculations \textit{in vacuo} for these systems that incorporate atomistic disorder have been performed elsewhere in the literature (\textit{e.g.}, in work by Troisi\cite{41}). However, treatments of the
Table 4.1: Calculated transport properties for PCBM, PPV, and PCBM. The ionization potential (IP) and electron affinity (EA) have been calculated for the bulk phase of the three materials and with the three environmental treatments being considered. The transition gap (TG) is computed as $E_{IP} - E_{EA}$. Improved treatment of the environment brings theoretical values in line with experimental values. Each value has a standard deviation of 0.05 eV.

<table>
<thead>
<tr>
<th></th>
<th>IP (eV)</th>
<th>EA (eV)</th>
<th>TG (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCBM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacuum</td>
<td>7.45</td>
<td>1.74</td>
<td>5.71</td>
</tr>
<tr>
<td>Static</td>
<td>6.92</td>
<td>2.23</td>
<td>4.69</td>
</tr>
<tr>
<td>Polarizable</td>
<td>6.25</td>
<td>3.43</td>
<td>2.82</td>
</tr>
<tr>
<td>Experimental</td>
<td>5.9-6.1</td>
<td>3.7</td>
<td>2.4</td>
</tr>
<tr>
<td>[75] (ε = 3.9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacuum</td>
<td>5.73</td>
<td>1.75</td>
<td>3.98</td>
</tr>
<tr>
<td>Static</td>
<td>5.51</td>
<td>1.85</td>
<td>3.66</td>
</tr>
<tr>
<td>Polarizable</td>
<td>5.28</td>
<td>2.28</td>
<td>3.00</td>
</tr>
<tr>
<td>Experimental</td>
<td>4.9</td>
<td>2.8</td>
<td>2.1</td>
</tr>
<tr>
<td>[118] (ε = 2.6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3HT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vacuum</td>
<td>5.35</td>
<td>1.31</td>
<td>4.04</td>
</tr>
<tr>
<td>Static</td>
<td>5.12</td>
<td>1.25</td>
<td>3.87</td>
</tr>
<tr>
<td>Polarizable</td>
<td>4.91</td>
<td>2.11</td>
<td>2.79</td>
</tr>
<tr>
<td>Experimental</td>
<td>4.8</td>
<td>2.2</td>
<td>2.6</td>
</tr>
<tr>
<td>[75] (ε = 3.4)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

electrostatic environment have not been. Drude particles are useful in this context because they simulate electronic polarizability, whereas a point charge treatment alone does not respond dynamically to the electronic field of the interrogated molecule. We shall refer to these three levels of treating the environment as "Vacuum", "Static", and "Polarizable".

The Drude particles’ locations in the chemical system are described in the supporting information (SI) and their parameters were optimized to reproduce the experimental dielectric constant. All quantum chemical calculations were performed at the LRC-wPBEh/6-31g* level [114] using QChem (version 4.1) [115]. This functional was chosen as it has been shown to describe the extent of delocalization in polymer chains well [116, 117] and employs 20% Hartree-Fock exchange and $\omega = 0.2$ bohr$^{-1}$. 

62
Figure 4-3: The impact of different interfacial contexts on the band structures. A dielectric mismatch in which the acceptor phase has a larger dielectric than the donor phase (left) causes the bands of the donor phase to become stabilized and the bands of the acceptor phase to become destabilized as the hole and electron become better and worse solvated, respectively. Interfacial disorder (center) disrupts conjugation, confining and destabilizing the hole and electron states. A static interfacial electric field (right) stabilizes the electrons and destabilizes the holes in one domain (depicted here as the donor phase), and destabilizes the electrons and stabilizes the holes in the other.

Figure 4-4: The band structures at the PPV-PCBM interface (left) and the P3HT-PCBM interface (right) with differing treatments of the environment: as vacuum (red); static point charges (blue); or as static point charges with Drude particles (green). In both systems, inclusion of polarization effects dramatically changes the band structure. Each point has been averaged from 102 calculations and has a standard deviation of 0.05 eV. The distances are resolved by binning each molecule into a layer and using the average distance from the interface of that layer.
4.3 Results and Discussion

Bulk Properties

We parameterized the Drude particles to reproduce the bulk polarizabilities of PPV, P3HT, and PPV, as computed from the Clausius-Mossotti relation and the experimental dielectric constants. During this procedure, we calculated the bulk ionization potential (IP), electron affinity (EA), and transport gap (TG, $E_{IP} - E_{EA}$) for each organic semiconductor. These results are reported in Table 4.1.

For all three bulk systems, inclusion of environmental polarizability drastically improves the agreement of these quantities with their experimental values. For PCBM, Drude particles stabilize both charged states by around 0.7-0.8 eV, consistent with the Born model solvation energy for a charge in a spherical cavity of radius 7 Angstroms and continuum dielectric of 3.9 (0.76 eV) [119, 5]. The two polymers display a similar behavior, but of a lesser magnitude. For PPV and P3HT, the ionized states stabilize by only 0.3 eV and 0.4 eV respectively. Even accounting for the polymeric systems’ smaller dielectric constants, a Born model calculation would imply an unphysical cavity radius of tens of Angstroms. This suggests more forces are relevant than simply electrostatics - namely, a delocalization pressure. That is, as the dielectric increases, the size of the polaronic charge will tend to contract so as to maximize the interaction with the dielectric. This contraction will increase the kinetic energy of the hole, reducing the apparent stabilization energy. We can probe this interplay by modeling the electrons and holes as particles in a one-dimensional box solvated by the spherical born model:

\[
E = - \left(1 - \frac{1}{\epsilon}\right) \frac{1}{L} + \frac{\pi^2}{2\mu L^2} \tag{4.1}
\]

where $\epsilon$ is the relative dielectric of the medium, $L$ is the diameter of the box, and $\mu$ is the effective mass of the pseudoparticle (which accounts in an approximate way for the deviation of the true potential from a particle in a box). At the equilibrium value of $L$ (30 Angstroms for $\epsilon \approx 4$), this expression reduces to:
Typical effective mass values for holes and electrons in organic polymers are around 0.2 \( m_e \) [120]. When we evaluate the solvation energy by subtracting the energy of the unsolvated charge (with \( L = 37 \) Angstroms), we find stabilization energies for PPV and P3HT of 0.18 eV and 0.21 eV (these numbers are sensitive to the exact value of \( \mu \) used). These values are much closer to the numbers we computed, showing that this simple model can explain the lower stabilization energies.

**Interfacial Molecular Structure**

The constructed interfaces show starkly different levels of structural disorder, as can be seen visually in Figures 2a and 2b. In PPV the torsional angles have very tight distributions (Fig. 4-2, part c), a feature which varies minimally as we approach the interface. This contrasts dramatically with the situation for P3HT (Fig. 4-2, part d), where we observe a broad dihedral distribution that separates significantly as we approach the interface. These results confirm what can be seen by visual inspection of the two interfaces: the P3HT/PCBM interface is more disordered than the PPV/P3HT interface. Additionally, these findings agree well with experimental studies of these systems [94] wherein PPV is known to be much more structured than P3HT and reflects our use of PPV and P3HT as generic models of an inflexible and flexible donor, respectively.

**Interfacial Electronic Structure**

We evaluated the IP/EA levels of molecules as a function of distance from the interface in order to determine how the interface affects the energetics of charge separation (Fig. 4-4). Figure 4-3 shows how common interfacial phenomena impact the local band structure [5]: a dielectric mismatch promotes the separation of one of the charged species to the bulk, interfacial disorder disrupts conjugation, confining and destabilizing the charge carriers, and a static interfacial electric field either works
with or against separation for both charge carriers.

Turning to the PPV-PCBM interface (Fig. 4-4, left), we observe that the IP and EA levels of the polymeric donor phase are agnostic towards the interface unless we include electronic polarization effects. This suggests both that the high degree of crystallinity of PPV persists at the interface and that the static charge distribution of interfacial PCBM molecules has little impact, hence, the hole levels do not change as we approach PCBM. When we include electronic polarization effects, charge carriers in PPV display contrasting responses to the interface, with interfacial electrons becoming stabilized and interfacial holes relatively destabilized. This asymmetric interfacial shift (where the EA and IP levels both go down) implies that an electric field may be induced at the interface that is preferentially stabilizing the electron levels. We expected the dielectric mismatch between PPV ($\epsilon = 2.6$) and PCBM ($\epsilon = 3.9$) to stabilize the interfacial holes, but that effect appears to be negligible in our calculations. Because holes flow "uphill" (towards regions with lower IP), the topology of this band structure encourages charge separation. The PCBM bands in the PPV-PCBM interface appear to show some influence from the dielectric mismatch, with the band gap broadening slightly, and a larger effect from the inclusion of polarization bending both levels up.

For the P3HT-PCBM interface (Fig. 4-4, right), the levels without polarization effects show a broadening of the interfacial band gap consistent with a disordered interface. This disorder disrupts conjugation, raising the confinement energy - this lowers the interfacial EA and raises the interfacial IP, thereby providing an energetic pressure for charge separation. When electronic polarization effects are enabled, however, interfacial P3HT hole states are stabilized (the IP band bends upward), which could be explained by the higher dielectric of the acceptor phase (although the electron levels in P3HT are mostly unaffected, perhaps due to being localized on a different part of the polymer with a different electrostatic environment). The PCBM domain shows surprisingly non-monotonic behavior in its band levels that resists an easy explanation. Despite this, the transport gap is decreasing monotonically as we look at PCBM molecules farther away from the interface, a result that is well-explained by
Figure 4-5: The normalized inverse participation ratios (NIPR) for the holes states in the electron-donating polymers being considered, PPV and P3HT. The NIPR was computed for each system with the environment treated as vacuum (red); static point charges (blue); and as static point charges with Drude particles (green). In PPV (left), the extent of delocalization of the hole states shows little influence from the interface, irregardless of the environmental treatment. In P3HT (right), the hole states are more localized near the interface than the bulk, with this effect strengthening as the environment is treated with greater sophistication. ach point has been averaged from 102 calculations and has a standard deviation of 0.01. The distances are resolved by binning each molecule into a layer and using the average distance from the interface of that layer.

Reflecting on the competing influences of electrostatic environment and molecular disorder in determining the interfacial band structure, we observe in PPV that the interfacial disorder seems to have no effect on the energy levels of PPV, but that electronic polarization effects do create a significant pressure for charge separation. In contrast, P3HT shows the impact of disorder on the hole energies, as the gas phase calculations show a significant decrease of the hole energy levels near the interface, promoting charge separation. Nonetheless, this effect is washed out by inclusion of the electrostatic environment - in both systems environmental electrostatics dominate the interfacial band structure in a manner that promotes charge separation.

Hole Delocalization

In this study we are also interested in examining how the interface affects delocalization in the hole electronic states. One common method of doing this is by looking
at the HOMO of the neutral polymer species [2, 121, 122]. However, this measure neglects orbital relaxation, causing the hole to appear over-delocalized. Herein, we employ the normalized inverse participation ratio (NIPR), which counts the effective fraction of the polymer a hole state is spread over. We compute this as:

\[
NIPR = \frac{1}{N} \sum_{i \in \text{Sites}} \frac{1}{P_i}
\]  

(4.3)

Where \(P_i\) is the population on each site of the hole state, which in this case is taken as the charge on each monomer within the polymer. This per-monomer population is computed as the difference in the Mulliken populations for the cationic and neutral forms of the polymer. The NIPR ranges between two extremes. For a model polymer in which the hole is equally distributed over \(N\) sites, each with population \(\frac{1}{N}\), NIPR=1, the hole is distributed over the entire polymer. For a polymer in which the hole is entirely localized on 1 site, NIPR=\(\frac{1}{N}\), reflecting the fact that the hole occupies only a small part of the polymer.

We compute the NIPR in the per-monomer basis instead of the per-atom basis because the per-atom basis results in sites with negative populations due to inductive effects and instabilities in the construction of Mulliken charges. The per-monomer treatment taken here has no negative-population sites, assuring us that the Mulliken populations used are reasonably accurate.

The average NIPR values for the hole states per layer are shown in Figure 4-5. NIPR data for the electron states in the polymers is in the SI.

As anticipated, PPV shows little sensitivity to the interface - the NIPR does not change as we approach the interface. The P3HT analysis shows a very different situation. Hole states in P3HT that are nearer to the interface are more localized. This arises from interfacially-induced disorder that causes a form of Anderson localization and has been observed in theoretical studies on P3HT in vacuo [93, 123].

As we compare different levels of environmental electrostatics, some interesting results accrue. For PPV, adding static point charges has a negligible effect - the NIPR remains constant and shows that the hole is localized on around 40% of the
polymer. Drude particles dramatically localize the hole state to around two-thirds of the prior extent. In contrast, P3HT shows a change of a much smaller magnitude. Improved treatment of the electronic environment increases the degree of interfacial localization, but at most this only reduces the hole size around 20%. The starkly different responses of these two materials to Drude particles suggests that the hole delocalization of disordered materials may be well-described without resorting to use of a polarizable environment, but this result may not be general.

These results are in concordance with our earlier interpretation of the band diagrams in Figure 4-4. PPV shows little structural impact from the interface, with the hole being equally delocalized near the interface and far away. There is, however, a significant dielectric confinement effect, wherein the $\frac{1}{L}$ dependence on the Born solvation energy squeezes the hole, increasing its kinetic energy. As inferred above, P3HT's conjugation is disrupted near the interface, causing the observed destabilization of interfacial holes in the gas phase calculations. Although dielectric confinement effects increase the magnitude of the interfacial localization as observed in Figure 4-5, the expected destabilization of interfacial holes does not appear in the band structure, as the impact of this structural disorder on the holes is washed out by the improved dielectric solvation of the PCBM domain.

#### 4.4 Conclusion

In this study we analyze the impact of electrostatic effects and realistic disorder in simulations of BHJ interfaces. As we treat the environment with more sophistication, we observe that the band structure near the interface changes. The band gap narrows considerably for all molecules under consideration and substantial dependence on the interfacial distance develops due to interactions with a physically-realistic polarizable environment. For PPV, the interface causes little disorder, so that the final interfacial band shape emerges entirely from environmental electrostatics and shows a substantial pressure for charge separation. In P3HT, the interfacial chains are more disordered, localizing the hole states and raising their energies. The impact on the band structure,
however, disappears when we account for the environment.

With regards to the controversy over whether electrostatic or delocalization effects are primary in understanding charge separation, what we observe herein suggests that interfacial disorder can indeed significantly lower the extent of the hole wavefunction. This effect is augmented by the inclusion of a sophisticated environment, but the environment itself also has an effect on the interfacial band structure that goes in the opposite direction of, and typically is stronger than, interfacial localization.

When one considers OPV device design, there are many competing heuristics to balance. The results here suggest that one should give precedence to electrostatic environment considerations over interfacial disorder considerations when optimizing BHJ performance. Indeed, recent experimental devices incorporating a high-dielectric dopant into BHJs have found that despite this dopant introducing disorder into the system, the dielectric effect dominates and can be used to improve efficiencies [124].

Future work dedicated to understanding how these effects manifests themselves in novel high-efficiency BHJ devices such as PTB7-PCBM would be of value [125]. Additionally, much of the discussion on using charge delocalization to understand CT state separation is focused on delocalization in the acceptor domain between multiple fullerenes [73, 81]. Given our access to a realistically-disordered fullerene phase with a polarizable environment, such an investigation would be quite feasible. Finally, the systems we investigate here are still very ordered, with both the donor and acceptor phases merely perturbed from their crystalline geometries. A more realistically disordered system is less amenable to analysis, but would more completely describe the disorder found in real systems.

4.5 Supporting Information

Details on the construction of the Drude models, the IPR values, density of states plots, and forcefield parameters.
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Chapter 5

Carrier Levels in Disordered Organic Photovoltaics: PTB7

5.1 Introduction

Organic solar cells are a promising avenue of research in renewable electricity, forecasted to make up XX % of electricity generation in YYYY [1]. Due to their relatively low dielectrics, organic materials do not readily dissociate excitons into charge carriers. To generate charge carriers, organic solar cells are composed of two materials with different band levels. This difference drives charge separation at the interface between the two materials, with the "acceptor" phase receiving the electron from the "donor" phase. To maximize interfacial surface area, the two phases are engineered to intermix and form bicontinuous networks that allow the charges to reach their respective electrodes, a structure known as a bulk heterojunction (BHJ).

An outstanding question in the field is the mechanism by which the interface generates free charge carriers. Simple calculations of the interfacial charge-transfer (CT) state’s binding energy suggest that separating the electron from the hole requires 0.2-0.3 eV, many times greater than kT. However, despite this barrier charge separation of efficiencies near-unity have been reported. How are charges dissociating so easily?

One solution to the quandary of interfacial charge separation is to invoke excess energy left over from the exciton, the so-called "hot" CT state hypothesis. How-
ever, recent experimental evidence increasingly suggests that interfacial sub-bandgap states, which are presumably "cold", also generate free charge carriers. The mechanism for cold CT state separation therefore remains a pressing question.

Past studies have suggested that the interface structure may promote charge separation through structural disorder or electrostatic effects [1]. Due to the disordered nature of BHJs, the interfacial structure is complex and difficult to study experimentally, demanding theoretical assistance. Our past research has focused on these how these interfacial features can impact the band levels, creating an energetic drive for or against charge separation. Herein, we examine the interface between a recent high-efficiency low-bandgap donor compound, polythieno[3,4-b]-thiophene/benzodithiophene (PTB7), and the most commonly used donor phase, [6,6]-phenyl-C61-butyric acid methyl ester (PCBM). PTB7 has record-high efficiencies of XXX%, which invites the question of whether the interfacial structure is important for that achievement.

We find that PTB7, as a highly disordered polymer intrinsically, experiences templated ordering near the interface. This templating, generally speaking, stabilizes near-interface electrons and destabilizes near-interface holes. With the inclusion of environmental electrostatic effects, the hole shows seems to experience more interfacial localization, while the electron experiences less. This asymmetric response may be a result of PTB7’s internal structure as a "push-pull" polymer (see Figure 5-1), where different parts of the polymer are more electron-rich and electron-poor, presumably localizing the hole and electron differently.

5.2 Computational Details

Recent research in the BHJ field has focused on the observation that the two phases are partially miscible and that devices often have a partially intermixed region at the interface, as opposed to the sharp interface we have here [1]. However, this mixed region seems to negatively impact device efficiencies, and is controllable by optimizing the processing conditions [1]. For that reason, our focus here on a clean interface is
Figure 5-1: The base repeating unit in PTB7. The moiety on the left is relatively electron-poor, whereas the moiety on the right is relatively electron-rich.

both convenient (easier to define) and represents a sort of idealized interface that device engineers are striving for.

5.2.1 Molecular Dynamics

Our PTB7-BCM interface is composed of 24 PTB7 molecules and 204 PCBM molecules. Each PTB7 oligomer consisted of 6 monomeric units and the bulk phase was organized into 4 layers of 6 PTB7 chains. Only 6 units were needed as the monomeric unit is very large, meaning that experiments typically use around 6-unit oligomers. Additionally, the hole generally only delocalizes across 3-4 units. The force field we used was derived from an optimized potentials for liquid 176 simulations (OPLS) all-atom force field.

Our initial PCBM configuration came from an experimental crystal structure and consisted of 204 molecules. The force field was the same as we have used in previous studies.

We constructed the initial interface by placing the two bulk domains as near each other as possible while avoiding clashes with the PTB7 facing the PCBM molecules face-on. Initially, we performed an energy minimization. We then ran an NPT
simulation for 0.2 ns at 500 K and 1000 atm, followed by an NPT for 0.5 ns at 500 K and 5000 atm, followed by another energy minimization, followed by 1 ns of NPT at 500 K and 1 atm, followed by 1 ns of NPT at 100 K and 1 atm, followed by a 5 ns NVT at 300 K, followed by 1 ns of NPT at 300 K and 1 atm. We then performed a 5 ns NVT production run at 300 K, with snapshots taken every 50 ps from 1 ns on in order to avoid snapshot-snapshot correlations. Simulations were run with a 1 fs timestep, 12 Angstrom cutoff with a potential shift for Lennard-Jones and short-range Coulombic interactions, the Berendsen thermostat, particle mesh Ewald for the long-range electrostatics, and an anisotropic barostat with relaxation times of 0.1 and 1.0 ps, respectively.

All molecular dynamics simulations were performed using GROMACS []. Visualization of systems was performed using VMD [].

### 5.2.2 Electronic Structure Calculations

From a given snapshot, electronic structure calculations were run on every molecule in the system. Calculations were performed at different levels of environmental detail in order to tease out different effects: with the surrounding molecules absent (gas) and with the surrounding molecules treated as the ensemble of their atomic charges used in the force field (point charge). Looking at both of these contexts allows us to distinguish different effects from their impacts on the band levels.

Calculations were performed at the LRC-wPBEh/6-31G* level using the QChem 5.0.0 software package. This functional was chosen because it has been shown to reproduce the extent of delocalization in polymers well and employs 20% Hartree-Fock exchange and $\omega = 0.2 \text{ bohr}^{-1}$. 
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5.3 Results and Discussion

Interfacial Electronic Structure

Shown in Figure 5-2 and 5-3 are the interfacial IP and EA values for both the PTB7 and PCBM phases as a function of distance from the interface.

Hole Delocalization

To analyze the extent of delocalization, we employ the inverse participation ratio:

\[ IPR = \frac{\text{frac1} \sum_{i \in \text{Sites}} \frac{1}{(P_i)^2}} \]

(5.1)
Figure 5-3: Graph of the EA values in PTB7 as a function of distance from the interface in PCBM. Data computed absent of the molecular environment is labeled 'gas' and is red for the hole and blue for the electron. Data computed with the surrounding molecules represented by their point charges is labeled 'point charges' and colored green for the hole and magenta for the electron.
where $P_i$ is the population on site $i$. For sites we use the Mulliken charge on each of the 6 monomeric units, taking the difference between the cationic and neutrally charged molecule for the hole calculation and the anionic and neutral for the electron. The motivation behind the coarse-graining is to avoid well-known issues with Mulliken charges' spurious charge assignment \cite{Mulliken}. We have successfully used this metric in previous studies on polymeric systems \cite{PolymerStudies}. The computed IPR values of the hole states in PTB7 are plotted in figure 5-4.

### 5.4 Conclusion

In this study, we have found that

What we have found here implies
Future studies on
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Chapter 6

Optimal Tuning in Machine Learning

6.1 Introduction

In recent years, machine learning has risen in prominence as a useful tool for quantum chemistry problems. It has found applications in various domains: molecular rational design[126], construction of many-body force fields[127], augmentation of electronic structure methods[128], and more[129]. For rational design in particular, great advances have been made in the past few years in transforming molecular graphs into a fixed-length vector that can then be readily used for high-throughput screening[130]. This has been demonstrated recently in accelerated explorations of molecular space for novel organic light-emitting diodes [126] and solar cells [131].

For many molecular applications, excited state properties are critical for device performance. The most commonly-used excited state method is time-dependent density functional theory (TDDFT) [132]. However, TDDFT generally has accuracy of around 0.3 eV [133], in addition to critical failure modes involving charge-transfer states [134]. These can be partially remedied through the use of optimally-tuned range-separated functionals (OTRS) [135]. OTRS functionals are costly because they require the performance of many successive density-functional calculations to compute the range-separation parameter. This multiplies the cost usually by around 10-30 times, making it unfeasible for high-throughput screening or dynamics calculations.

Herein, we present a method for computing an approximate range-separation pa-
rameter using a neural-network fingerprint. Because optimal tuning is completely \textit{ab initio} method, we can compute these parameters for a large set of molecules, enabling us to effectively train a neural network. We show that we can recover OTRS-quality results at a fraction of the cost, allowing high-throughput rational design to use optimal tuning. Additionally, we discuss the distributions of range-separation parameters for the datasets we use and suggest ways of exploiting and interpreting their statistics.

6.2 Methods

We employed the neural fingerprinting method described in Duvenaud et. al. \cite{136} on a database of 4000 molecules taken from two sources: the 6-element members of GDB-11 \cite{137} and 2000 randomly sampled molecules from the Harvard Clean Energy Project \cite{138}. We divide our data set into halves, with one half used as the training set and the other half used as the test set. We optimized hyperparameters the same way as Duvenaud et. al. \cite{136}, and use a single-layer network to convert the fingerprint into a range-separation value.

We used RDKit to construct xyz coordinates from the SMILES strings \cite{138}. Following Refaely-Abramson et. al., we then computed the range-separation values \cite{135}. One important thing to note about this methodology is that it employs no input from experiment and therefore can be extended to an arbitrarily large data set.

6.3 Results and Discussion

We show how our model performs in Figure 6-1. We predict the optimal tuning parameters for species in our test set with a mean absolute error of 0.015 bohr$^{-1}$.

The distributions of the range-separation values of the two databases we use are given in Figure 6-2. We find that the distributions are very narrow and well-separated, likely due to the disjoint distributions of molecular sizes, as the optimal range-separation parameter is quite sensitive to the extent of the electronic system \cite{135}. This is a plausible explanation for the success of our model. However, this
Figure 6-1: Plot comparing the predicted $\omega$ values with the exact ones. We reproduce the true optimal values with a mean absolute error of 0.015 bohr$^{-1}$. 
Figure 6-2: The distribution of true omega values for the two databases employed in this study. We find that they have little overlap, demonstrating how each one only samples a limited region of $\omega$ space.

also suggests that a viable strategy for optimal tuning within similar high-throughput screening databases is simply to use the average of a small sample of species, as the intra-database variation is quite small. One interesting critique that emerges here is that although these databases are supposed to span a large chemical space, from a range-separation perspective the databases are quite homogeneous.

To discuss the correlation between the molecular size and the optimal range-separation value, we plot in Figure 6-3 the relationship between the characteristic radius of a molecule (the standard deviation of the distance between atomic positions and the mean atomic position) and its OTRS value. Refaely-Abramson and coworkers examined how the optimal $\omega$ value is strongly determined by the molecule's characteristic radius, which led us to suspect that our neural net was only picking up on that aspect of the molecule. However, upon examination of our databases, we find little correlation between molecular radius and the optimal $\omega$ value, despite our databases spanning a very large range of characteristic radii. This suggests that our neural network is picking up on something more subtle than the molecular radius, as that
Figure 6-3: The distribution of true omega values for the two databases employed in this study, plotted versus the molecule’s characteristic radius.

would not be a useful metric.

6.4 Conclusions

We have shown that the cost of optimal tuning can be greatly reduced through the use of a neural network to provide an approximately optimal range-separation value. This can greatly accelerate high-throughput screening efforts that need optimally-tuned quality results. We also suggest the use of other simple models to capture the variation in the optimal range-separation value without the full optimization procedure. Future work can focus on extending these simple models by looking at molecular features that are strongly correlated with the optimal range-separation parameters or on the usage of other optimal tuning schemes.
Chapter 7

Conclusion

My only regret is that I have only one half-decade to give to my degree. There are plenty of unanswered questions lurking here that remain for my successors.

The most pressing is applying and extending what I’ve learned about internal conversion and intersystem crossing rate predictions. This is the field I’ve worked in where people understand the least and the questions that need answering are manifestly important: these non-radiative decay pathways directly impact the efficiency of organic devices. Because the applications are so broad and the understanding so shallow, this is where I would direct future students in need of a project.

That said, my other work on the interfacial band levels in bulk heterojunction devices and predicting optimal tuning parameters with machine learning is useful, still. However, it seems likely that the use will decay in the immediate future. Less and less attention is being paid to bulk heterojunctions recently as attention redirects to perovskite devices. Although an understanding of interfacial band levels in disordered materials will likely be useful for future technologies, the work I’ve done is hardly the first in the field (nor is it likely to be the last). Optimal tuning parameter prediction is useful and charming, but again it seems likely that it has an expiration date. Machine learning of the sort used to predict the optimal range-separation parameters seems likely to go after electron structure calculations in a more hands-on fashion than merely modifying functionals. If successful, that will make obsolete the work shown here.
My only additional advice to the future generation is to read widely and well. Be skeptical of papers - people rarely know what they claim to know and a critical eye, as well as an understanding of the literature, will help you identify this.
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