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Abstract A strategy is introduced to allow coupling of the Material Point Method (MPM) and Smoothed Particle
Hydrodynamics (SPH) for numerical simulations. This new strategy partitions the domain into SPH and MPM
regions, particles carry all state variables and as such no special treatment is required for the transition between
regions. The aim of this work is to derive and validate the coupling methodology between MPM and SPH. Such
coupling allows for general boundary conditions to be used in an SPH simulation without further augmentation.
Additionally, as SPH is a purely particle method and MPM is a combination of particles and a mesh, this coupling
also permits a smooth transition from particle methods to mesh methods. Where further coupling to mesh methods
could in future provide an effective farfield boundary treatment for the SPH method. The coupling technique is
introduced and described alongside a number of simulations in 1-D and 2-D to validate and contextualize the
potential of using these two methods in a single simulation. The strategy shown here is capable of fully coupling
the two methods without any complicated algorithms to transform information from one method to another.

Keywords Meshfree - Coupling Technique - Boundary Conditions - Material Point Method - Smoothed Particle
Hydrodynamics

1 Introduction

In the field of solid mechanics simulation meshless methods such as Smoothed Particle Hydrodynamics (SPH),
and the Material Point Method (MPM), are being increasingly applied as an alternative to more traditional mesh
based methods [1-4]. This is motivated by the fact that such methods are able to consider large deformations and
discontinuities. The SPH method itself was originally developed to simulate astrophysics of gas dynamics in the late
1970’s, it has now been used in a wide number of scientific fields including solid mechanics [5; 6] and geomechanics
[7; 8], to thermal [9], fluid [10; 11], and even biophysical simulations [12].

Despite it’s wide adoption, boundary conditions in SPH are notoriously difficult to generalize. This is essentially
due to the manner in which the method is derived (See section 2). By definition, boundaries in SPH are ”smoothed”
making it difficult to place exact boundary conditions. Despite this, significant progress and varied success has been
achieved by researchers in the field [7; 13]. An alternative solution to the issue of deficient boundaries would be
to couple SPH to another numerical method which could be used instead when applying boundary conditions.
Coupling numerical methods to utilize mutual distinctive advantages has been done in the past to simulate a
wide range of physical processes [14-16]. SPH specifically has been coupled to a number of methods including the
Discrete Element Method (DEM), and the Finite Element Method [14; 16—-19]. This paper introduces a strategy to
couple SPH to the Material Point Method (MPM). MPM is a meshfree method that utilizes material points and a
background mesh to discretize the computational domain. With its use of both Lagrangian particles (as in SPH)
and an Eulerian spatial grid (as in FEM), MPM has the potential to be an ideal candidate to couple with SPH and
allow for better boundary representations. More details about MPM are given in section 3. Following introduction
of the methods and coupling strategy, the coupled model is validated against a number of 1D and 2D test cases.
The aim of this paper is to show a proof of concept for the coupling of SPH and MPM.
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2 Smoothed Particle Hydrodynamics

In SPH a body is discretized into a number of particles. These particles are ascribed state variables such as mass,
velocity, volume, pressures, stresses, to describe the material completely. As a Lagrangian method, SPH particles
move with the body and deform according to the equations of motion. These equations typically derive from a
Lagrangian function that desribes the physics involved. This allows SPH to have excellent conservation properties,
as well as making the inclusion of extra physics a matter of altering the systems governing Lagrangian.

There is no background mesh in SPH, and particles are free to move and become disordered. Determination of
gradient values is achieved by interpolation via a weighting function, commonly referred to as the SPH kernel. Each
particle uses this function to gather information from neighbouring particles and by doing so, interacts with the
surrounding particles. To develop the SPH kernel, the following mathematical identity for describing a function is
presented.

Alz) = /Q Ao (@' — x)de (2.1)

where A is a vector function of the position vector x, {2 is the volume of the integral containing the point x, and
§(z’' —x) is the Dirac delta function. This equation expresses the vector function as an infinite sum of infinitesimals,
an integral. The kernel function,W (x, — s, h), can be thought of as a smoothed delta function, but retaining certain
convergence requirements and properties that ensure mathematical consistency. Additionally, instead of an integral,
since each particle has an associated volume, the integral is replaced with a summation.

Al@a) = > AW (@q — 1, h) (2.2)
vea, PP

with my the mass of particle b, and p; the density of particle b. The parameter h used in the kernel is referred to
as the smoothing length and is the radius of the kernel. Essentially this value acts as the resolution parameter of
the SPH simulation. The value A, represents the domain of influence that the particle has. Typically this includes
particles that are separated by less than a distance of h.Using the kernel approximation of 2.1, a derivative can also
be defined.The gradient of the function A at the position of particle ’a’ is evaluated by taking the derivative of the
smoothing kernel.

VA@a) = Y A 2VaW (& — @b, h) (2.3)
vea, Pb
this feature of the smoothing kernel approximation of the function allows gradient quantities to be easily evaluated
during a simulation as the smoothing kernel functions are known a-priori. Second derivatives can also be formed
by first derivatives using Taylor expansions in a manner similarly used in Finite Difference methods. In practice,
equation 2.3 is replaced and an alternative form used.

VA@a) = Y (A — Aa) 2V aW (@0 — 23, h) (2.4)
b Py
€Aq
this form of the derivate was found by Liberskyet al.[20] to be more accurate and possessed better conservation

properties. Using equations 2.2 and 2.4 and a suitable Lagrangian, the equations of motion for a given problem can
be recast from their differential form to a discrete SPH form.

2.1 SPH approximation of governing equations

In order to solve problems dealing with continuum mechanics, SPH uses the conservation of mass, momenta, and
energy laws to build the governing equations for a simulation. While in SPH the mass of a particle is fixed, the
evolution of the density (and volume) is calculated using the SPH approximation of the continuity equation.

Dpq
Dt

= Z mp(va — vp)VaWap (2.5)
beA,

this is the material, or complete derivative, where p, is the density of particle a’ with velocity component, v,, my
is the mass of the neighbour particle ’b’ with velocity component vy, and Wy, = W (xe — @p, h). For shorthand in
the following equations, the subscript "wvqp” referrers to va — vp. In this work, the following approximation of the
momentum equation is used as per Gray and Monaghan [5].
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D’Ua Oq g
Dt = Z my (piz + Fg + Hab) VaVVab (26)
a b

beA,

where, o4 is the stress tensor of particle a, and I, is the artificial viscosity, which is included to resolve any
non-physical oscillation in the solution. The form of the artificial viscosity is the same in the work as used by Cleary
in [21].

_04007701)"!‘,3"7527 . 0
I, = BPab Vab* Tab < (2.7)
Vab - Lab 2 07
where
RabVap - T
Nab = ab¥Uab ab (28)

|rab|2
co denotes the speed of sound of the material. To calculate the stress rate from the generalized Hooke’s law, the
strain rate tensor is approximated into the SPH form.

T

3 e @ VaWar + | Y. ™vpe © VaWas (2.9)
b po
€A, beEA,

.1
€a =3

To close the set of equations a constitutive model is introduced to transform the strains into stresses. For this
work a simple elastic, small strains approach is followed.

Together, equations 2.5 - 2.9 and a suitable constitutive model allow the simulations of essentially any mate-
rial behaviour in continuum mechanics. This is why SPH has transformed form a method handling astrophysical
problems to one that can be used to model Newtonian fluids, non-Newtonian fluids, solids, fracturing materials,
magnetohydrodynamics, as well as models that involve a combination of different physics.

3 The Material Point Method

The Material Point Method (MPM) discretizes a body in a similar manner to SPH. A geometry is divided into
small mass elements, Fig. 1, referred to as material points, and assigned all the variables required to describe the
state of the material: stress, strain, position, velocity, mass, etc.

DR

Fig. 1: A body discretized using material points and the surrounding mesh nodes.

Where this method differs from SPH is that these particles are then embedded in a background mesh that uses
the same nodal shape functions found in FEM. Instead of the kernel function used on each SPH particle, during
a time-step, information is transmitted from the material points to the nodes. Equations of motion are solved on
the nodes, and the updated variables are sent to the material points in order to update their state variables. Once
the material points have been updated, the grid is reset back to its original position, or updated for some specific
purpose if the user so desires. MPM was largely developed in the Los Alamos National Labs[3] in the second half
of the last century. It is an extension to the PIC/FLIP methods developed by Harlow and his colleagues from the
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1950’s [22]. PIC was developed in response to the motivation to model highly distorted fluid flow. This method
was eventually extended to model solids by Sulsky et.al [23] in the mid 1990’s. Today MPM has been applied in
a number of fields including geomechanics [4; 24; 25], manufacturing [26; 27|, sea ice dynamics [28; 29], and many
more. A key advantage of MPM is that since the grid is reset at the end of each timestep, mesh tangling and
distortions that can plague a typical Lagrangian FEM code under large deformation is entirely avoided [3; 23; 30].
Additionally, since MPM, like FEM, can be derived from the weak form of the variational principal, boundary
conditions can be represented exactly on surfaces of nodes or material points [3]. This differs from SPH where
boundaries are smoothed and cannot be exactly enforced without special treatments.

The MPM Timestep

The basic algorithm for an MPM time-step begins with extrapolating the mass, momenta, and stresses to the grid
nodes so that the internal force equation can be formed. Extrapolation is made possible by use of nodal shape
functions, N;(z), such that for node i the relevant shape function is:

0 r—x; > —L,
1+@ —L<x—x; <0,
1—(96273“) O<z—2; <L,
0 L<z—ux;

Ni(z) = (3.1)

with L being the cell-size of the MPM grid cell. The above 1-D formula can be extended to 3-D elements by
simple multiplication: N;(z,y, z) = N;(x)N;(y)N;(z). To extrapolate the required quantities to solve the equations
of motion, the mass, momenta and internal forces are ascribed to grid as presented in general MPM literature (for
example see [31]).

N,
Mi = ZmpNip (3'2)
NP
Mivi = Z mpvaip (3.3)
- Zo'pGipr (Gip = VNip) (3.4)
Np
7= mpbNiy (3.5)

In the above equations, M; and m, refer to the nodal and material point masses, respectively, N;;, and G;p, are
the shape and gradient shape functions of node ¢ with respect to material point p, v; and v, are the nodal and
material point velocities respectively, fi"* and f£** are the internal and external nodal forces respectively, o is
the stress tensor for material point p ,Vj, is the volume of material point p and b is a body force, such as gravity,
that acts as an external force. Using the quantities from (3.2 - 3.5), Newton’s second law of motion can be stated

and the new acceleration for the current time step evaluated.

M;a; = f™ + 5™ (3.6)

The acceleration of node %, a;, can now be found and the grid velocity, v; can be updated to v; using the
computational timestep At:

v =v; + a; At (3.7)

In theory the grid positions would be updated too, however in practice this step is rarely explicitly performed
and the grid is reset instead.

Now that the grid is in its updated state, the material points must be updated. Nodal acceleration and velocity
gradients are sent to the material points to update their kinematic and constitutive variables. This process requires a
reverse operation to the extrapolation performed at the beginning of the timestep. Instead of all the material points
contributing to the relevant nodes, the nodes contribute to all material points within their vicinity. In a typical
simulation the number of material points is larger than the number of nodes resulting in non-square matrices for
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node-material point relationships [3; 27]. This prevents, in a general simulation, the inversion of a ”shape function
matrix” and requires a summation procedure instead of the contributing nodes.

Ni
vp =Vp + Z a; At (3.8)
T, = xTp + vp At (3.9)

In equation 3.9, the material point position, x,, is updated to a new position z using the material point velocity.
In some instances it is better to use the updated grid velocity, or a contribution of each. More details of this can
be found in [32].

To update the constitutive variables, for small strain theory, the velocity gradient, Vv is used:

€; =¢ep+ > Z[viGip + Gipvi] (3.10)

Using the strain, stresses can be updated using any constitutive law. In this work the generalized Hooke’s law
is used for all simulations.

gij = )\E“(hj + QGEij (3.11)

The material constants A and G are Lame’s constants and ¢;; is the Dirac delta function. This material model
can also include plasticity and other internal variable updates such as temperature and concentration.

Once the material point state variables have all been updated to the current values, the grid no longer carries
any required information to describe the material and can be reset for the next time-step.

One modification to the above was implemented in this work. The Generalized Interpolated Material Point
(GIMP) formulation for the shape function was used. This augmentation to ”classical MPM” smooths, slightly,
the shape function such that there is some overlap of the shape function domains. This method still preserves the
partition of unity in the same manner as SPH, it just requires that the modified shape function be integrated. More
details of this modification are found in [33-35].

4 Coupling Strategy

In the last section MPM was outlined as a way of particle information to be transfered to a background grid and
back again. For SPH, as the method only consists of particles, a coupling between MPM and SPH would allow SPH
to communicate with the nodes of MPM if they were within the domain of the nodal shape functions. This then
provides a neat and simple manner in which to couple these two methods. Essentially the domain is discretized as
shown in Fig. 2.

The two sets of domains, MPM and SPH are used to discretize the entire spatial domain. These domain may,
but are not assumed to contain SPH particles or material points during the simulation. Prior to the addition of
particles, the SPH region is essentially just empty space whereas the MPM region is filled with a background mesh,
as would be found in a regular MPM simulation. As per the desired geometry, particles are then placed in the
domain and are assigned a particle type. SPH particles are included in the MPM integration if they are within
a cell’s width of the grid. Similarly, material points are treated as SPH particles if the are within the domain of
influence of these SPH particles that reside in the transition region. The transition region is set to be one cell
width as this removes any incomplete nodal functions for the MPM summations and ensures partition of unity is
maintained. For the tests in this paper the domain is discretized with an outer MPM grid and the inner space filled
with an SPH domain, but this is only chosen for simplicity and clarity. A simulation could consist of regions of
SPH domains and MPM domains, depending on the users requirements. The simplicity of this coupling is made
possible due to the way in which the physical material is described by the particles in both methods. Apart from
the solving of the equations of motion, and the expression of derivative values, both SPH and MPM describe the
state of the material at a given time-step by a collection of Lagrangian particles. This allows the coupling to be
a case of 'which integration scheme should each particle use to get updated?’. The MPM and SPH particles are
solved in the time loop in their usual forms, separately, while the particles in the transition zone contribute to
each integration phase, their assigned type controls which integration scheme is used for their update. To ensure
a compatible spatial resolution, the smoothing length of the SPH particles is equal to the cell width of the MPM
grid. This ensures that the shape functions used in both schemes are compatible. Using this method also means
that no special interpolation functions are required for consistency across the two domains. SPH particles will ”see”
data points regardless of their type being material points or SPH particles, and the same argument holds for MPM
nodes.
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MPM Domain
/ Transition Region
SPH Domain
I
—
o

Fig. 2: Schematic of SPH-MPM geometry showing the different regions discretised as either MPM, SPH of transi-
tional regions.

5 1-D Validation Tests

To evaluate the behavior and accuracy of the proposed coupling strategy a coupled MPM and SPH code was written
in MATLAB and performed a number of tests to show the coupling strategy in practice.

5.1 Conservation and Reversibility

The first test consists of a prescribed initial velocity condition of the form:

v(x,0) = 0.01 ¢speeq sin(10mz) (5.1)

where cspeeq is the sound speed of the material. After 500 time steps, the velocities of all the particles (and material
points) are reversed and the integration continues for another 500 steps. This was applied to the problem schematic
shown in Fig. 3. The results were then compared with the analytical results of the negative of the initial velocity
condition. This test was proposed by Monaghan in [36] and is a good test of a codes conservation properties as well
as the reversibility of the discretized equations of motion. A second order predictor-corrector integrator was used
for all three codes and the simulation parameters used are shown in Table.1.

The final energy profile is shown in Fig. 4 and the velocity profile is shown in Fig. 5. When plotting velocity
profile the background grid is depicted to show the extent of the computational domain, only during the calculation
of gradients are they physically relevant, all permanent information is stored in the material points and SPH
particles. The results are in excellent agreement with the analytical solution. These results show that the proposed
coupling technique both conserves energy correctly and is fully reversible (constitutive model allowing).

Fig. 3: Schematic of a 1D test of the coupled MPM-SPH model where an initial velocity is assigned to each point
in the bar at t=0.
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Simulation Parameter Value
Density, p 879024
Young’s Modulus, E 128GPa
Poisson’s Ratio, v 0.3
Cell-size (for MPM grid) 0.1m
Particle Separation (SPH and MPM) 0.05m
Courant Factor 0.1

Table 1: Simulation parameters of Copper used in the 1-D tests of the coupled MPM-SPH code tests.

o=1MPa —_— MPM SPH : MPM D o=1MPa

-
!
|
|

Fig. 6: Schematic of a 1D compression of a bar using the coupled MPM-SPH model.
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Fig. 7: Final stress profile for the coupled MPM-SPH simulation.

5.2 Application of Boundary Conditions

As mentioned earlier, applying boundary conditions in SPH often requires a variety of additional algorithms.
In MPM, however, due to the derivation from the weak form of the equations of motion, exact boundaries can be
represented on the mesh nodes and material points. These boundary conditions can be in the form of any traditional
quantities: velocity, stress, thermal, etc. They can also be applied in a mixed form in MPM, for example velocity
conditions can be placed on the mesh nodes and stress boundary conditions on the surface particles. This gives
MPM flexibility over traditional mesh based techniques as well. For this test a stress value was assigned to the two
opposite sides of the material. Aschematic of the problem is shown in Fig. 6 The stress was ramped initially and
then held at a value.

Since the boundaries are placed in the MPM domain and the stress waves move internally to the SPH particles,
the system responds as expected and the exact stress state is produced. Fig. 7 shows this final stress state. Analyti-
cally, the static strain value for a material with these properties would have a strain value of €s¢qric = —7.8125x1076.
This compares to the value of €couptearsPrr—spa = —7.8938 X 10*6, and an error of approximately 1%.

These results highlight that one of the motivations of this coupled approach, to ensure exact boundaries in
an SPH simulation, can be achieved when applying stress boundary conditions. It also shows that this method is
capable of transmitting all necessary information between the MPM nodes, material points and SPH particles.

6 2D Sample Simulations

A number of common solid mechanics tests were performed in 2D to determine the behavior of this coupling strategy
in 2D mechanics problems. T'wo cases are presented here. The first being an extension of the compressed boundaries
in 1D, a biaxially loaded square piece of material is loaded to an equilibrium state. Secondly, a plate with a hole
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Fig. 8: 2D schematic of the biaxial compressive loading for the coupled MPM-SPH model.
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Fig. 9: Initial discretization of Material Points , and SPH particles for the biaxial loading test. (+) Background grid
nodes, (o), and (e) SPH Particles.

is uniaxially loaded to produce a stress concentration. These examples are designed to test different aspects of the
coupling behavior and shed more insight into the benefits of using these two methods side by side.

6.1 Biaxial Compression

A 2D plate is discretized as in Fig. 9. The plate is then subjected to a biaxial compression, by applying compressive
stresses to the first two layers of particles along each boundary of the plate (in this case MPM particles). The
applied stress is ramped to a constant value of 1MPa. Fig 10 shows the stresses along the horizontal center line
of the material at the end of the simulation. The boundary value of 1MPa is well established across the SPH and
MPM regions and the material is in a stable stress state.
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Fig. 10: Stress plots for the biaxially loaded plate. (a) 04. values along the horizontal centerline and (b) oy, values
through the vertical centerline of the plate.

While these results are reasonably coarse, they highlight the potential for MPM to play a role in far-field
boundary conditions and allowing SPH to model smaller scale internal features. Further investigation into the use
of this arrangement is currently ongoing.

6.2 Hole in a uniaxially loaded plate

To test the smoothness of the coupling in regions of high stress gradients, a 2D plate containing a hole was discretized
as in Fig. 11. The top and bottom two layers of particles were assigned a constant velocity of Imm/s so as to produce
a tensile load in the material. A schematic of the problem is shown in Fig. 12.

0.1

8-1072 %

2.10~2 H

0 2.102 4.1072 6-10—2 8.102 0.1

x (m)

Fig. 11: Discretization of Material Points and SPH particles during the axially loaded hole in a plate test. (+)
Background grid nodes, (o), and (e) SPH Particles.
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MPM

v

Fig. 12: 2D schematic of a plate with a hole under uniaxial loading simulated by the coupled MPM-SPH model.
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Fig. 13: von Mises stress field of the material during loading.

To better resolve the stress concentration about the hole the resolution for this simulation was increased and
the von Mises stresses were calculated for Fig. 13. As expected there is a large stress concentration around the hole,
contour lines also show the stress gradients.

It is also apparent that the transition from SPH to MPM creates no noticeable disturbance in the stress field.
Fig. 14 shows the comparison of the stresses along the horizontal mid line simulated and predicted by theory.
While the high stress gradient area is well reproduced, there are some oscillations further away from the stress
concentration. This is most likely due to the limited extent of the material and the transient response of the
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Fig. 14: Comparison of the equivalent stresses along the horizontal center line from the simulation (crosses) and
the analytical solution(line).

material under this loading. These results imply that this coupling could be useful for large scale, high resolution
problems with stress concentrations and far field boundary conditions.
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7 Conclusion and Recommendations

In this paper a new coupling technique was proposed that allows simulations to be run using Smoothed Particle
Hydrodynamics (SPH) and the Material Point Method (MPM). Using the compatible nature of the particles used
to describe the materials in each method, a simple coupling based on position relative to each domain was used to
couple the two integration methods. As boundary conditions arise naturally from the derivation of MPM but are
generally difficult in SPH, using MPM to establish boundary conditions and propagate the information to the interior
SPH particles yielded successful results. Test simulations in 1D, involving velocity and stress boundary conditions
assigned to the surfaces of a material, show expected and stable behavior of the material. The success of the test
simulations promote further investigation into the applicability of this coupling for more complex simulations. 2-D
simulations of typical solid mechanics cases were run with the coupling of MPM and SPH showing several areas
of potential benefit. It is also possible that this coupling could be used to apply spatially varying resolution of a
region of large deformation in a concentrated place but with far-field effects. These and other applications will be
the focus of further research.
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