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This paper presents a global hydrodynamic stability analysis of flow fields in a backward-
facing step combustor, assuming weakly nonparallel flow. The baseline experiments in a
“long” combustor of length of 5.0 m shows the presence of two combustion instability
states characterized by coherent low- and high-amplitude acoustic pressure oscillations. The
analysis is performed for propane-air mixtures at three values of φ = 0.63, 0.72, and 0.85,
which correspond to quiet, low-amplitude and high-amplitude instability states in the long
combustor experiments. Base flow velocity and density fields for the hydrodynamic stability
analysis are determined from time-averaged particle image velocimetry measurements
made after the length of the duct downstream of the step has been shortened to eliminate
acoustic pressure oscillations. The analysis shows that the shear layer mode is self-excited
for the φ = 0.72 case with an oscillation frequency close to that of the long combustor’s
fundamental acoustic mode. We show from an analysis of the weakly forced, variable density
Navier-Stokes equations that self-excited hydrodynamic modes can be weakly receptive to
forcing—suggesting that the low-amplitude instability in the long combustor is due to
semi-open loop forcing of heat-release oscillations by the shear layer mode. At φ = 0.85,
the analysis shows that the flow is hydrodynamically globally stable but locally convectively
unstable. Spatial amplification of velocity disturbances by the convectively unstable flow
causes high-amplitude combustion instability in the long combustor case. These results
show that combustion instability can be sustained by two different mechanisms by which
acoustic and hydrodynamic modes being either strongly coupled result in fully closed loop
forcing, or weakly coupled result in semi-open loop forcing of the flame by a self-excited
hydrodynamic mode.

DOI: 10.1103/PhysRevFluids.3.063201

I. INTRODUCTION

We investigate the role of coupling between acoustic modes and hydrodynamic modes in
causing combustion instability in lean premixed combustors. Flows in practical gas turbine
combustors are composed of shear layers and recirculation zones, which arise from combustor design
strategies adopted to achieve good fuel-air mixing and flame stabilization. These features can cause
hydrodynamic instabilities. The resulting velocity oscillations often interact with the premixed flame
sheet, causing it to wrinkle and distort, leading to heat-release oscillations that can potentially drive
acoustic pressure oscillations in the combustor [1]. The importance of the role of hydrodynamic
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fluctuations in driving the flame response has been recognized in prior fundamental studies on
heat-release response characteristics of premixed flames (see, e.g., Refs. [2–4]) and combustor
stability margins [5,6]. Thus, insight into how acoustic oscillations and hydrodynamic instability
modes couple, resulting in heat-release oscillations, is key to understanding the conditions under
which combustion instability may occur in gas turbine combustors.

In this paper, we perform a nonlinear analysis of the forced, variable density Navier-Stokes
equations using the method of multiple scales to gain physical insight into possible mechanisms by
which hydrodynamic modes of the flow can be excited by system acoustic modes leading to the onset
of combustion instability. Hence, we assume that acoustic forcing amplitudes are small compared to
the magnitudes of the hydrodynamic flow velocity response. A solution to leading order in forcing
amplitude, for the early evolution of contributions from individual hydrodynamic modes to the flow
response, is derived. This solution shows that unstable, self-excited hydrodynamic modes dominate
the flow response through their natural dynamics, while stable hydrodynamic modes can be driven by
the forcing imposed by the acoustic field, if they are forced in regions of high receptivity. The results
also identify formally the factors influencing the receptivity of hydrodynamic modes to imposed
forcing.

Sufficiently large regions of locally absolutely unstable flow profiles along the streamwise
direction can result in hydrodynamic modes becoming globally self-excited [7,8]. Prior local [9–13]
and global [14] stability analyses have shown that the presence of shear layers and recirculation
zones can result in regions of local absolute instability in combustor flows. Further, flame-induced
density gradients can stabilize locally absolutely unstable regions (see, e.g., Refs [9–12,15] for recent
studies), resulting in nominally unstable hydrodynamic modes becoming marginally unstable or even
stable globally, while still being locally convectively unstable [7,8]. These stable modes can behave
like disturbance amplifiers, leading to large amplitude velocity response when forced by acoustic
oscillations. As such, these possibilities suggest two possible mechanisms by which coherent velocity
oscillations and hence, heat-release oscillations, can be sustained in lean premixed combustors as
described next.

Figure 1(a) shows schematically the mechanism that can cause combustion instability when self-
excited hydrodynamic modes are present. These modes cause flow oscillations at their characteristic
hydrodynamic eigenfrequency, fH , which in turn interact with the premixed flame sheet, causing
heat-release oscillations with frequency fH . These heat-release oscillations can then result in
acoustic pressure oscillations in the combustor if the Rayleigh-criterion is satisfied, i.e., positive
coupling between the pressure and heat-release oscillations and weak acoustic damping. The
former condition is more likely to be true in general when fH ∼ fa where fa is the acoustic
eigenfrequency corresponding to one of the acoustic eigenmodes of the combustor. As fa and
fH become progressively different, i.e., the forcing is more nonresonant, the acoustic pressure
oscillation amplitudes become progressively smaller. Thus, the key process sustaining heat-release
oscillations and hence, acoustic pressure oscillations, for the mechanism shown in Fig. 1(a), is the
hydrodynamically self-excited nature of the flow field and not the effect of acoustic feedback on the
hydrodynamic oscillations. Therefore, we call the mechanism shown in Fig. 1(a) the semi-open loop
mechanism.

Figure 1(b) shows the possibility when hydrodynamic modes are either self-excited and
synchronize with acoustic oscillations or are naturally stable and excited by the acoustic field. In
both scenarios, the hydrodynamic field responds strongly to the imposed acoustic field, resulting
in high amplitude velocity oscillations at the oscillation frequency of the acoustic field. These in
turn can result in heat-release oscillations due to the interaction between velocity oscillations and
the flame sheet. Therefore, if these heat-release oscillations and the acoustic pressure field satisfy
Rayleigh’s criterion and acoustic damping losses are small, sustained acoustic pressure oscillations
can be established in the combustor. Since both of these conditions would be best satisfied nominally
by the combustor acoustic eigenmodes, strong acoustic oscillations at the corresponding acoustic
eigenfrequencies would result. We call this mechanism the “fully closed loop” mechanism because the
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(a)

(b)

FIG. 1. Fundamental mechanisms though which hydrodynamic instability modes and acoustic modes can
couple during combustion instability: (a) semi-open loop, (b) fully closed loop.

key process sustaining heat-release oscillations is the excitation of hydrodynamic velocity oscillations
by the acoustic field.

In this paper, we show evidence for the above mechanisms in a backward-facing step combustor.
Combustion instabilities in the backward-facing step geometries have been examined by several other
studies in the past [16,17]. These prior studies have highlighted the role of vortex shedding at the step
due to shear layer rollup as being an important driving mechanism for combustion instability in these
combustors. In the present study, we consider the recent premixed propane-air backward-facing
step combustor experiments of Hong et al. [18,19]. We consider three cases corresponding to
equivalence ratios of φ = 0.63, 0.72, and 0.85 from the database of Hong et al. [18]. The first case
does not show combustion instability. The latter two cases show two different states of combustion
instability, characterized by different oscillation amplitudes and unsteady flame behavior [18]. These
experiments were repeated by the same group [19] with a shortened overall combustor length
downstream of the step. This resulted in stable combustor operation over the entire φ range for
which combustion instability was observed in the former setup [18].

We determine the global hydrodynamic instability modes as well as their corresponding adjoint
modes at φ = 0.63, 0.72, and 0.85, using the techniques for weakly nonparallel flow developed
by Juniper and Pier [20]. Time-averaged velocity and density fields determined from high-speed
particle image velocimetry (PIV) measurements in the short combustor experiments are used as base
flows for these analyses. The linear stability analysis shows that the global shear layer mode in the
combustor is unstable for the φ = 0.63 and 0.72 cases, with oscillation frequencies ∼85 Hz and
∼42 Hz, respectively. The latter is close to the fundamental combustor acoustic eigenfrequency of
∼40 Hz, as estimated from an acoustic network analysis that accounts for spatially varying mean
temperature in the combustor [21]. This suggests that the acoustic oscillations in the φ = 0.72 case are
sustained by the self-excited shear layer mode through the the semi-open loop mechanism, whereas
the acoustic oscillations excited by the φ = 0.63 case would be strongly nonresonant due to the
significant difference between the combustor acoustic eigenfrequency and the shear layer oscillation
frequency resulting in the combustor being stable.
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In contrast, the shear layer mode at φ = 0.85 is shown to be globally stable and, more importantly,
the corresponding adjoint velocity modes [22] show that this mode is receptive to forcing near the
step. This suggests that the fully closed loop mechanism [see Fig. 1(b)] drives acoustic pressure
oscillations for φ = 0.85 at the fundamental acoustic eigenfrequency of the long combustor. As
such, the analysis in this paper suggests that the fundamentally different combustion instability states
observed in the long combustor experiments [18] are due to differences in the way hydrodynamic
modes and acoustic oscillations couple.

Qualitative evidence of semi-open loop forcing can also be found in the experiments of
Chakravarthy et al. [23]. Their experiments vary the nominal air velocity in the combustor as a
control parameter for a fixed fuel mass flow rate. With increasing air velocity in their experiments,
the boundary layer thickness at the step becomes smaller and the strength of the recirculation zone
increases. This results in decreasing shear layer thicknesses at the step, coupled with streamwise
velocity profiles with strong regions of reverse flow. Prior local stability analyses of model flow
profiles having these characteristics [9,24], as well as the analysis shown in the present paper, suggest
that this would lead to the emergence of regions of local absolute instability downstream of the step.
At sufficiently high air flow velocities, this results in globally self-excited shear layer oscillations,
which then drive heat-release oscillations in a semi-open loop manner by coupling with the flame
sheet. Chakravathy et al. [23] report a linear variation of the combustion instability frequency with
upstream flow velocity for some of their conditions and show that this frequency is insensitive to the
length of the duct downstream of the step. This suggests that a self-excited hydrodynamic instabilities
drive heat-release oscillations in their combustor rather than the acoustic oscillations.

The rest of the paper is organized as follows. Section II presents details of the theoretical
formulation. Section III summarizes details of the experimental setup and combustion instability
characteristics observed in the prior experimental study. Section IV describes the numerical methods
used. The results of the present study are discussed in Sec. V. Finally, Sec. VI concludes the paper
with a discussion on the implications of the present results for combustor design.

II. THEORETICAL FORMULATION

We develop an approximate solution for the evolution of the hydrodynamic response of the flow
to harmonic forcing imposed by background combustion noise in the combustor at the onset of
thermoacoustic pressure oscillations. The governing equations for the hydrodynamic field are the
fully nonlinear, variable density, Navier-Stokes (NS) equations in the low Mach number limit. These
equations can be written symbolically in nondimensional form, using appropriately chosen length
(Lref), velocity (Uref), and density (ρref) scales as follows:

B′ ∂q

∂t
+ N(q,q) = 1

Re
Lv(q) + ε2F (x,y,t), (1)

where q = [ρ u v p]T is the nondimensional state vector of the flow and Re = UrefLref/ν, is the
Reynolds number. The operators N and Lv represent inviscid and viscous terms, respectively. The
matrix B′ is a diagonal matrix with diagonal elements {1,ρ,ρ,0}. The vector F = [fm fu fv fe]T

represents forcing terms due to unsteady mass, momentum, and energy addition/removal into the
flow, written in nondimensional form. During the early stages of thermoacoustic instability, the
amplitudes of the acoustic velocity oscillations are small compared to the amplitude of velocity
oscillations associated with the hydrodynamic response of the flow. Therefore, we make a weakly
forced flow assumption in Eq. (1) and assume that the amplitude of the forcing is O(ε2), where ε is
the amplitude of the leading order hydrodynamic flow response. Equation (1) is complemented by
no-slip, adiabatic conditions at walls and the following initial condition:

q(x,y,0) = Qo(x,y), (2)

where Qo = [ρo Uo Vo Po]T is the base flow state around which perturbations evolve. Following
the method of multiple scales [25], we assume that the evolution of the flow is characterized by
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variations on a fast and a slow timescale whose ratio is given by ε. Thus, assuming q and F depend
on independent “fast”: t1 = t and “slow”: t2 = εt time variables, Eq. (1) can be rewritten as follows:

B′ ∂q

∂t1
+ εB′ ∂q

∂t2
+ N(q,q) = 1

Re
Lv(q) + ε2F (x,y,t1). (3)

Next, we expand q in terms of an asymptotic series in ε as follows:

q(x,y,t1,t2) = Qo(x,y) + εq1(x,y,t1,t2) + ε2q2(x,y,t1,t2) + · · · (4)

Using this expansion in Eq. (3) yields at O(1), the system of steady NS equations for Qo. At O(ε),
the system of unsteady linearized Navier-Stokes (LNS) equations is obtained for q1 as follows:

B
∂q1

∂t1
+ L(q1; Qo) = 0, (5)

where the operator L represents the spatial derivative terms arising from N and Lv that are linear in q1

and the matrix B is a diagonal matrix with diagonal elements {1,ρo,ρo,0}. The solutions to Eq. (5) are
determined by a linear combination of eigensolutions of the form q1m(x,y,t1) = q̃1m(x,y)e−iωgmt1 ,
i.e., the global hydrodynamic instability modes which, from Eq. (5), satisfy the following linear
eigenvalue problem:

−iωgmBq̃1m + L(q̃1m; Qo) = 0, (6)

where the real part of ωgm [Real(ωgm)] is the normalized oscillation frequency and the imaginary part
[Imag(ωgm)] is the temporal growth rate of the hydrodynamic mode. Hence, using complex valued
notation, the solution for q1(x,y,t1,t2) can be written as follows:

q1(x,y,t1,t2) =
M∑

m=0

Real(Am(t2)q̃1m(x,y)e−iωgmt1 ), (7)

where Am(t2) are the slowly varying amplitudes that quantify the contribution of each linear
eigenmode to the leading order flow response and M is the number of global instability modes.
We will refer to q̃1m and Eq. (6) as the “direct” instability modes and the “direct” instability problem,
respectively, in the rest of this paper.

An equation for Am(t2) in Eq. (7) can be derived from the equations at O(ε2), which can be written
as follows:

B
∂q2

∂t1
+ L(q2; Qo) = −∂q1

∂t2
+ N1(Qo,q1) + F (x,y,t1), (8)

where the operator N1 represents the contributions from N(q,q) in Eq. (3), which are second degree in
q1. The contribution from the second term on the right in Eq. (8) is small when compared to the third
term during the early evolution of the flow response, i.e., for t2 � 1. This is because |Am(t2)| � 1
for t2 � 1 and hence N1(q1,Qo) ∼ O(|Am|2) would be small with respect to the third term on the
right-hand side of Eq. (8), which is O(1). Hence, neglecting nonlinear terms in Eq. (8), yields the
following equation for the early evolution of q2:

B
∂q2

∂t1
+ L(q2; Qo) = −∂q1

∂t2
+ F (x,y,t1). (9)

The prior asymptotic analyses of the compressible NS equations performed by Mariappan and Sujith
[26] and Moeck et al. [27] showed that the acoustic field imposes a global acceleration on the
hydrodynamic field. Therefore, we choose F (x,y,t1) = −iωaρuq̃a(x,y)e−iωa t1 , where q̃a(x,y) =
[0 ũa(x,y) ṽa(x,y) 0]T is the acoustic eigenmode, ωa is the acoustic eigenfrequency, and ρu is
the unburnt gas density. In practical combustors, a potential source for this sort of forcing is the
combustion noise generated at the acoustic eigenfrequency by broadband background turbulent
velocity fluctuations coupling with the flame sheet.
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Thus, setting q2(x,y,t1,t2) = q̃2(x,y,t2) exp(−iωat1) and using Eq. (7) in Eq. (9) yields

−iωaBq̃2 + L(q̃2; Qo) = −
M∑

m=0

[
ei(ωa−ωgm)t1

dAm

dt2
Bq̃1m(x,y)

]
− iωaρuq̃a(x,y). (10)

Assuming ωa = ωgm + ε	m, Eq. (10) yields

−iωaBq̃2 + L(q̃2; Qo) = −
M∑

m=0

[
ei	mt2

dAm

dt2
Bq̃1m(x,y)

]
− iωaρuq̃a(x,y). (11)

Since the right side of Eq. (11) is a function of space alone, bounded solutions for q̃2 exist only if the
terms on the right-hand side of Eq. (11) are orthogonal to the adjoint modes of the operator on the
left, i.e., the adjoint modes of the unsteady LNS equations with respect to a suitably defined inner
product. Here, we define this inner product between two flow states qi and qj as follows:

〈qi,qj 〉 =
∫ Lx

0

∫ h

−h

qH
i Pqjdydx, (12)

where the matrix P is a diagonal matrix whose diagonal elements are: {1,ρo,ρo,1} and the superscript
“H” represents the conjugate transpose. The limits of integration in Eq. (12) represent the streamwise
and transverse extents of the flow domain of interest.

Thus, adjoint modes q
†
1(x,y,t1) = q̃

†
1(x,y)eiω

†
g t1 , corresponding to the direct stability modes, can

be determined by solving the following adjoint stability equation,

iω†
gB†q̃†

1 + L†(q̃†
1; Qo) = 0, (13)

where q̃
†
1 = [ρ̃†

1ũ
†
1ṽ

†
1p̃

†
1]T . The matrix B† and adjoint operator L† are defined such that q̃

†
1m and ω

†
gm

satisfy the following condition:

〈q̃†
1m,−iωgmBq̃1m + L(q̃1m,Qo)〉 = 〈iω†

gmB†q̃†
1m + L†(q̃†

1m; Qo),q̃1m〉. (14)

It can be shown using Eqs. (6), (13), and (14) that ω
†
gm = ω∗

gm, where the superscript * denotes

the complex conjugate and that q̃1m and q̃
†
1m satisfy a biorthogonality condition as follows [28]:

〈q̃†
1m,Bq̃1n〉 = Cδmn, (15)

where C is a constant that depends on the normalization applied to the direct and adjoint modes and
δmn is the Kronecker δ.

Thus, using the inner product [Eq. (12)] and the biorthogonality property [Eq. (15)] and requiring
that the expression on the right-hand side of Eq. (11) be orthogonal to each of the adjoint modes
yields an equation for the modal amplitudes, Am(t2), as follows:

dAm

dt2
= −iωaρu

〈q̃†
1m,q̃a〉

〈q̃†
1m,Bq̃1m〉

e−i	mt2 . (16)

In addition, Eq. (2) yields Am(0) = 0. Thus, integrating Eq. (16) yields the following solution for
Am(t2):

Am(t2) = ωaρu〈q̃†
1m,q̃a〉

	m〈q̃†
1m,Bq̃1m〉

[e−i	mt2 − 1]. (17)

Using the above result, the early-stage evolution of the leading-order contribution to the unsteady
flow response [i.e., q1 in Eq. (4)] in terms of the original temporal variable, t , can be written
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as follows:

q1(x,y,t) = ωaρu

M∑
m=0

Rm[q1m; qa]q̃1m(x,y){e−iωa t − e−iωgmt }, (18)

where the functional Rm[q1m; qa] can be written in terms of q̃
†
1m and q̃a as follows:

Rm[q1m; qa] = 〈q̃†
1m,q̃a〉

	m〈q̃†
1m,Bq̃1m〉

. (19)

The term in the braces of Eq. (18) now determines whether the flow responds directly to forcing
or the natural self-excited dynamics dominate. If one or more of the global hydrodynamic modes
are unstable, then the e−iωgmt term in Eq. (19) is dominant and the subsequent evolution of the flow
is controlled by its self-excited dynamics. If the global hydrodynamic modes are stable, then the
e−iωgmt decays, resulting in the forced response of the flow at the excitation frequency ωa dominating
the response. In both cases Rm[q1m; qa] controls the extent to which a given hydrodynamic mode
contributes to the overall unsteady flow oscillation, i.e., its receptivity. The inner product in the
numerator in Eq. (19) quantifies the efficiency with which the imposed excitation overlaps with the
adjoint mode. As such, the adjoint mode quantifies the local receptivity of the mode to forcing as
has been discussed in other studies (see, e.g., Ref. [29]). The inner product in the denominator in
Eq. 19 quantifies the degree of “nonnormality,” i.e., how dissimilar the direct mode is from its adjoint.
Locally convectively unstable flows in general show higher levels of nonnormality and would hence
be more receptive to forcing as Eq. (19) suggests.

The quantity 	m quantifies the extent of detuning between the hydrodynamic eigenfrequency and
the imposed acoustic oscillation. Thus, from Eq. (19) it is clear that globally stable hydrodynamic
modes, whose eigenfrequencies are very different from that of the imposed forcing, contribute very
little to the evolution of the flow. Observations supporting these results have been reported in other
prior experimental studies of other flow configurations. For example, Schadow and Gutmark [17]
describe the sensitivity of the response of an acoustically forced, nominally isothermal turbulent jet.
They show experimentally that these jets show rapid shear layer rollup and resultant high amplitude
velocity oscillations at the end of the potential core, at a preferred excitation frequency that scales
linearly with the nominal jet centerline velocity. Since isothermal jets have velocity profiles that are
convectively unstable everywhere, the associated global hydrodynamic eigenmodes are temporally
stable. Hence, Eq. (19) suggests that the preferred excitation frequency reported by Schadow and
Gutmark [17] corresponds to that for which the forcing frequency matches the natural oscillation
frequency of the shear layer instability mode (i.e., |	m| → 0).

Thus, the above result suggests that, if unstable hydrodynamic modes do not couple with the
imposed forcing during the evolution of the flow beyond the early stage due to nonlinearity becoming
significant, they would only drive acoustic pressure oscillations by generating coherent heat-release
oscillations at their eigenfrequencies, resulting in semi-open loop forcing. However, if they do
synchronize with the imposed forcing, strong oscillations at the acoustic eigenfrequencies of the
combustor can result. Likewise, if hydrodynamic modes are stable, the flow dynamics is driven
by their response to the forcing imposed by the acoustic field. Both these scenarios can result in
fully coupled forcing of acoustic oscillations in the combustor. Note that, in the latter case, whether
heat-release oscillations generated by the initial evolution of instabilities can eventually grow into
sustained limit cycle oscillations is still governed by the classic Rayleigh criterion connecting pressure
and heat-release oscillations.

We use the insight gained from the above analysis to understand the mechanisms underlying the
two states of combustion instability observed in the experiments of Hong et al. [19].
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FIG. 2. Schematic of experimental setup.

III. EXPERIMENTAL STUDY

We briefly describe the experiments performed by Ghoniem and coworkers [18,19] that are
pertinent to understanding the results of the analysis described in this paper, while referring the
reader to the original papers for additional details regarding the instrumentation, measurement, and
post-processing techniques adopted in the experiments. Figure 2 shows a schematic layout of the
experimental setup. The combustor is a stainless steel duct with a rectangular cross-section 0.16 m
wide and 0.04 m high. The upstream air inlet is choked and a ramp starting 0.45 m from this location
reduces the channel height to 0.02 m over a length of 0.15 m. This is followed by a constant area
section for a length of 0.4 m, after which a step returns the channel height abruptly to 0.04 m.
The fuel mixture, composed of propane and hydrogen in varying proportions by volume, is injected
0.02 m downstream of the choke plate. This was found sufficient to ensure that oscillations in the
equivalence ratio, φ, at the step were negligibly small [18].

Experiments were performed at upstream preheat temperatures of 300, 400, and 500 K and
propane-hydrogen ratios of 50:50, 70:30, and 100:0 by volume. The flow Reynolds number, Re,
based on step height and area-averaged inflow velocity at the step was maintained at 6500 in all
cases. For each value of the upstream temperature and fuel composition, the overall φ was varied
as a control parameter from the lean blow-out limit toward 1.0 using separate, calibrated mass flow
controllers on the hydrogen and propane lines. The net inlet velocity at the step changed by less than
10% across all cases. These experiments were performed for two combustor lengths: Ltot = 5.0 m
(“long”) [18] and 1.5 m (“short”) [19] (see Fig. 2), by changing the length of the section between
the step and the combustor exit. In both the long and short combustor experiments, acoustic pressure
measurements were taken at various locations along the axial length of the combustor. Time-resolved
flow-field measurements near the step were obtained using PIV [18,19].

Hong et al. [18] present a detailed experimental characterization of the various combustion
instability states and flow-field characteristics observed in the long combustor experiments. Figure 3
shows the variation of the overall sound pressure level (OASPL) measured in the long (black crosses)
and short (red “+”) combustor experiments, as a function of φ for the case of propane-air at a preheat
temperature of 300 K. Consider first the long combustor case. No discernible coherent pressure
oscillations are observed for φ < 0.68. Increasing φ further leads to the emergence of coherent
acoustic pressure oscillations with an OASPL of ≈140–150 dB accompanied by wrinkling of the
flame sheet attached near the step due to shear layer rollup. When φ > 0.8, coherent acoustic pressure
oscillations with an OASPL of 160 dB are observed. Following Hong et al. [18] these three states
are designated as “Mode I,” “Mode II,” and “Mode III,” respectively. The frequency at which peak
pressure oscillation amplitudes were observed was 40 Hz for the Mode III state. The corresponding
results for the Mode II state showed an oscillation frequency ∼40 Hz with some variability over φ.
The value of 40 Hz corresponds to the fundamental acoustic eigenfrequency of the long combustor
as determined from an acoustic network analysis [21].

The qualitative dynamic behavior of the flame in each of these states is described using time-
resolved flame luminosity images in Hong et al. [21]. These images show that the flame surface
nominally remains largely attached near the step in Mode II while being wrinkled by the passage of
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FIG. 3. Variation of overall sound pressure level with varying φ for the propane-air case. The broken vertical
lines are at the values of φ analyzed in this paper. The arrows show the direction in which φ was varied in each
case. Figure adapted from data presented in Refs. [18,19].

shear layer rollup induced vortices. The Mode III state is characterized by larger amplitude flame
motions involving periodic flame flame flashback and re-attachment at the step.

We focus our stability analysis in this paper on the short combustor, propane-air cases
corresponding to φ = 0.63, 0.72, and 0.85, all at a preheat temperature of 300 K. Figure 3 shows
that these cases correspond to the operating states in Modes I, II, and III, respectively, for the long
combustor. However, the cases at the corresponding operating conditions in the short combustor
do not show the presence of coherent acoustic pressure oscillations [19]. The acoustic pressure
oscillations are eliminated experimentally by reducing the length of the combustor downstream of
the step to realize the “short” combustor, without changing any details of the flow conditioning and
geometry of the combustor duct upstream of the step. Thus, the time-averaged flow fields from PIV
measurements in the short combustor represent the base flow state from which onset of combustion
instability happens in the long combustor at corresponding nominal inflow conditions. Hence, we
use time-averaged flow fields from the short combustor PIV measurements [19], as described in the
next section, to determine base flow velocity and density profiles that are then used to determine the
various terms in Eq. (19) from a hydrodynamic stability analysis performed using methods described
in the next section.

IV. NUMERICAL METHODS

A. Direct and adjoint global modes

Prior stability analysis studies of weakly nonparallel flows [7,8,30] using the method of
Wentzel-Kramers-Brillouin-Jeffreys (WKBJ) expansion have shown that direct global modes can
be constructed from series of local parallel-flow stability analyses using flow profiles at successive
streamwise locations of the nonparallel flow. Recently, these methods have been used to determine
global instability mode characteristics of wakes [20,31] and jets [32]. We refer the reader to the recent
paper of Juniper and Pier [20] for the complete mathematical formulation and limit the discussion
here to an overview. In all the discussion that follows, all lengths and velocities are normalized by the
step height (h) (see Fig. 2) and the area-averaged flow velocity at the step. The unburnt gas density is
chosen as the reference density. The origin of the coordinate system is taken to be the edge of the step.

The direct global modes and eigenvalues are determined by solving Eq. (6) along with no-slip
and adiabatic wall boundary conditions and assuming |q̃1m(x,y)| → 0 as x → ±∞ (open flow). The
global mode q̃1m(x,y) can be written as follows [7,8,20,31]:

q̃1m(x,y) = q̂±
1m(y; x,ωg) exp

[
i

∫ x

xc

k±(x ′; ωgm)dx ′
]
, (20)
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where the functions q̂±
1m(y; x,ωg) and k±(x; ωg) are determined from the local direct parallel flow

spatial stability problem at each streamwise location x, using local Uo and ρo profiles [7,8]. The
local direct stability problem for q̂1m is obtained by neglecting streamwise derivatives of base flow
quantities in the operator L in Eq. (5) and assuming a normal-mode form for q1m as q1m(x,y,t) =
q̂1m(y)ei(kx−ωt), where k and ω are the local spatial and temporal eigenvalues, respectively. Thus,
the q̂±

1m and k± in Eq. (20) are determined by solving the local eigenvalue problem for k assuming
ω = ωgm. This process yields two solutions for the eigenvalue k± and the corresponding local spatial
eigenvectors q̂±

1m at each streamwise location.
A leading order approximation for ωgm from local direct stability analysis can be determined

as follows. First, the streamwise variation of the local absolute eigenvalue, ω = ωom, at which
dω/dk = 0 for the local parallel flow stability problem is determined. The flow is locally absolutely
unstable if Im(ωom) > 0 and convectively unstable if Im(ωom) < 0 [33]. The estimate of the global
eigenmode ωgm is then determined by the value of the analytic continuation of ωom(x) onto the
complex x plane, at x = xs , where dωom/dx = 0 [7,8,34]. The point xs is now a branch point in the
complex x plane where the two k±(x; ωgm) spatial eigenvalue branches, now viewed as functions of
streamwise location x, meet. The corresponding branch cut intersects the real x axis at the location
xc, which is the lower limit of the integral in Eq. (20) (see Juniper and Pier [20]). Thus, the positive
sign on q̂1m and k in Eq. (20) corresponds to x > xc and the opposite for x < xc.

Juniper and Pier [20] have extended the WKBJ theory for the LNS equations [Eq. (6)] to the
adjoint LNS equations [Eq. (13)]. Thus, the adjoint global modes q̃

†
1m can be written in terms of the

local adjoint spatial eigenvectors q̂
†±
1m and adjoint spatial eigenvalues k†± as follows:

q̃
†
1m(x,y) = q̂

†±
1m(y; x,ω†

gm) exp

[
i

∫ x

xc

k†±(x ′; ω†
gm)dx ′

]
. (21)

Juniper and Pier [20] show that k†± = k∓∗ and ω
†
gm = ω∗

gm. The q̂
†±
1m can be constructed by solving

the local adjoint stability problem derived from Eq. (13) in the same manner as the local direct
stability problem is derived from Eq. (5). The explicit form of the operator L† and the matrix B† in
Eq. (13) can be derived from Eqs. (6) and (14) using integration by parts. Alternatively, the local
direct stability problem derived from Eq. (6), can be numerically discretized and the local adjoint
problem can then be constructed by taking the conjugate transpose of the direct problem [20,22].
We adopt the latter approach in this work due to the ease with which it can be implemented.

The local direct stability problem for the local eigenvector q̂(y) [see Eq. (20)] is solved using
the pseudospectral collocation technique [35]. Collocation points in physical space, y ∈ [−1,1],
are mapped onto Chebyshev collocation points in the computational space, η ∈ [−1,1]. A mapping
function suggested by Bayliss et al. [36] is used to resolve the base flow density gradient (see Fig. 4)
over 12 to 14 points at all streamwise locations for each of the cases analyzed in this paper. This
yields a generalized matrix eigenvalue problem for the local eigenvalues ω and the local discrete
eigenvector q̂d as follows:

Aq̂d = −iωBq̂d , (22)

where the matrix A represents the discretized form of the local LNS operator which depends on the
spatial wave number, k. We use the implementation of the QZ algorithm provided by the MATLAB
“eig” function to solve the local eigenvalue problem given by Eq. (22), using a total of 70 collocation
points for all computations in this paper. This is found to be sufficient to ensure that the maximum
absolute change in the eigenvectors, with further increase in number of collocation points, is less
than 1% for all cases. The q̂d at each x location is normalized with the value of the v̂ component at
y = −0.1.

We solve the local spatiotemporal problem to determine the local absolute frequency ωo at each
streamwise location, using the saddle-point search algorithm of Deissler [37], in conjunction with
Eq. (22). Two saddle points are found at each streamwise location, corresponding to pinching between
local k± branches for all cases. Both of these saddle point series are continued into the complex x
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FIG. 4. Typical base flow velocity and density profiles (φ = 0.72, x = 0.26). Time-averaged velocity data
(symbols) from experiments (Ref. [19]) are overlaid for comparison. The density profile width is from the
baseline estimate.

plane using rational polynomial fits of the form pm(x)/qm(x) [31,38]. The value of m is varied
between 5 and 30 for each series until the saddle point location (xs) and ωs = ωo(xs) converges. We
use the same approach as in the spatiotemporal analysis, albeit using the converged rational fit for
ωo(x) for each series, to find the corresponding ωs values from initial estimates. In each case, ωg is
determined from the ωs values for the two saddle point series, as the one that is higher in the complex
ωo plane, following the arguments of Pier and Peake [34]. The corresponding xg = xs now gives the
location of the saddle point on the complex x plane. The value of Im(ωg) for all cases was found to be
lesser than the maximum value of Im[ωo(x)] on the real x axis corresponding to the ωo(x) series that
does not determine ωg . Thus, the global mode structure is determined by the local stability solutions
corresponding to the two spatial k± branches for ωg that connect at xg in the complex X plane and
can therefore be constructed using the corresponding q̂d [20].

The local discrete adjoint eigenvector, q̂
†
d , needed to construct the adjoint global mode using

Eq. (21), is determined using the direct adjoint approach. The continuous inner product given
in Eq. (12) is discretized, yielding 〈q1d ,q2d〉 = qH

1dMq2d , where the superscript “H” denotes the
transpose conjugate and M is a diagonal matrix generated by the application of the trapezoidal rule
for a nonuniform mesh in physical space to Eq. (12). The matrices corresponding to the discrete
adjoint problem are given by A† = M−1AHM and B† = M−1BHM. The nullspace of A† − ω∗

gB†

gives the vector q̂
†
d [20]. We use the “null” function provided by MATLAB to evaluate the q̂

†
d

vectors.
We also define the following measure to characterize the intensity of flow velocity fluctuations

due to the global mode at a given streamwise location,

e(x) =
∫ 1

−1
(|ũ(x,y)|2 + |ṽ(x,y)|2)dy. (23)

The integral in Eq. (23) is evaluated using Gauss-Chebyshev quadrature.

B. Base flow

The instantaneous velocity fields determined from PIV measurements described in Hong et al.
[19] for the φ = 0.63, 0.72, and 0.85 cases are time averaged and smoothed at each x using a three
point moving average filter along the y direction. Profiles of Uo(y) at each x are then determined by
fitting smooth piecewise splines through the data using the “fit” routine provided by MATLAB.

The density field in each case is determined using the raw instantaneous PIV images as follows.
First, the boundary between unburnt and burnt gas in each PIV image is identified from tracking
the edge of the high-seed particle density region corresponding to the unburnt gas as described in
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FIG. 5. Time-averaged axial base flow velocity profiles at (a) x/h = 0.26 and (b) x/h = 0.57, measured
using PIV by Hong et al. [19].

Hong et al. [18]. The time-averaged location of the density gradient, yf , and the root-mean-square
variation of the density gradient position about the mean, δf , are evaluated as a function of streamwise
coordinate x, using the edges extracted from each instantaneous image. Between 500 and 530 edges
were used to determine yf and δf , for all cases. The base flow gas density profile is then determined by
fitting a hyperbolic tangent profile between burnt and unburnt gas density using yf and δf as follows,

ρo(y) = 1 + r

2

[
1 − tanh

(
y − yf

δf

)]
, (24)

where r is the ratio of density between burnt and unburnt gases. This is determined for each dataset
from the adiabatic flame temperature for the value of φ corresponding to the dataset, using the
GASEQ program [39].

Base flow profiles for density and velocity from the data are extracted from x = 0.1 up to the
streamwise location where the uncertainty in the estimate of yf was 10% of the same with 99%
confidence. We found that this was sufficient to resolve the spatial structure of the adjoint modes
near the step and hence draw conclusions about flow receptivity for all cases. Moreover, Hong et al.
[18] report an uncertainty of ∼0.14 mm in locating the edge between high and low seed particle
density regions. This uncertainty translates to a spatially varying uncertainty between 10%–20% in
determining δf across all cases. We account for this in our analysis by repeating the local stability
analyses at each streamwise location for both baseline δf as well as for 1.2δf (i.e., 20% larger)
to estimate the bounds on ωg for the present data. Figure 4 shows typical velocity and density
profiles obtained from the fitting procedure for φ = 0.72 and x = 0.26. The PIV data from velocity
measurements have been overlaid on these fits for comparison.

Figures 5(a) and 5(b) show time-averaged axial flow velocity profiles at two streamwise locations
corresponding to x = 0.26 [Fig. 5(a)] and x = 0.57 [Fig. 5(b)] downstream of the step. Note that
these fits show regions of forward and revese flow connected across a shear layer. This structure is
similar to the model profiles used in prior local stability analysis studies [9,24]. Also, the velocity
profiles for φ = 0.63 and 0.72 cases are nearly identical at both locations shown in Fig. 5 as well as
other streamwise locations considered in this study. The profile corresponding to the φ = 0.85 case,
however, shows a significantly different variation of the reverse flow velocity from the other two cases
at x = 0.57 [see Fig. 5(b)]. The reason for this may be attributed to the movement of the nominal
flame stabilization location towards the step resulting in a change in the time-averaged structure of
the recirculation zone with increasing φ, as discussed in Hong et al. [19]. The effect of this change
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FIG. 6. Variation of density base flow profile parameters (a) yf and (b) δf , determined using seeding density
change edges determined from raw PIV data (Ref. [19]).

in flame flame stabilization location can be seen in the values of δf and yf that characterize the
time-averaged density profile [see Eq. (24)]. Figures 6(a) and 6(b) show the variation of yf and δf

with streamwise distance for the three values of φ considered in this study. Note that for φ = 0.85,
the density profile is located at a greater depth from the edge of the step into the recirculation zone
than for the φ = 0.63 and 0.72 cases [see Fig. 6(a)] and is nominally thicker [see Fig. 6(b)]. Further,
these density profile parameters show that the density gradient is nominally contained within the
shear layer behind the step at all streamwise locations and φ values considered in the present study.
Thus, from prior studies [9,24] the local absolute/convective nature of the the flow profiles can be
expected to be very sensitive to changes in the density profile shape. This in turn suggests that a
change in flame stabilization location downstream of the step can cause the flow to change its global
stability characteristics from being self-excited to being stable or vice versa [29].

V. RESULTS

Figure 7 shows a typical result from a local temporal stability analysis for the base flow profiles
at x = 0.26 for the φ = 0.63 case (k = 3π ). The shear layer mode is marked by a red circle in
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FIG. 7. Typical result from local stability analysis (φ = 0.63, k = 3π , x = 0.26) (a) eigenvalue spectrum
with the shear layer mode encircled and (b) v̂ eigenvector corresponding to the shear layer mode.
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FIG. 8. Variation of local absolute growth rate for the shear layer mode along the streamwise direction for
the saddle point series that determines the complex global frequency.

Fig. 7(a). Figure 7(b) shows the corresponding |v̂| profile which shows that the magnitude of the
unsteady velocity fluctuations due to this mode is large in the region where the shear layer behind
the step is located. The factors influencing the local temporal instability characteristics as well as the
local absolute/convective instability characteristics of this mode have been discussed in a prior paper
[9]. Figure 8 shows the variation of the growth rate of the impulse response, ωoi , for the three values
of φ considered in this paper. A pocket of local absolute instability [i.e., Im(ωo) > 0] is seen for the
φ = 0.63 case for 0.1 < x < 0.3. The width of this local absolute instability pocket expands along
the streamwise direction for φ = 0.72, with the peak local absolute growth rate being comparable to
that of the φ = 0.63 case. The width of the locally absolutely unstable region for φ = 0.85 shrinks
again to be about the same width as that for φ = 0.63, albeit with a growth rate that is smaller by a
factor of 3. Also, for both φ = 0.63 and 0.85 cases, the flow is convectively unstable for x > 0.3.

Figures 9(a)–9(c) show the spatial variation of the instantaneous snapshot for the v′ field due
to the global shear layer mode, determined using Eq. (20). In all cases, a typical length scale (in
terms of step height) of the structures appearing in the mode is ∼0.4 for φ = 0.63 and ∼0.6 for
φ = 0.72 and 0.85. The length scale over which the base flow varies can be estimated as the length
of the recirculation zone behind the step, which varies monotonically from ∼5.5 (φ = 0.63) to ∼3
(φ = 0.85) [19]. Thus, the ratio of these length scales is ∼0.2 or less for the three cases analyzed
here. This justifies the use of the WKBJ based approach for reconstructing global modes in the
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TABLE I. Global complex hydrodynamic stability analysis results for the shear layer mode determined from
short combustor data. The columns list φ, ωg , ωg , respectively, assuming a 20% larger value of δf , the range over
which the global frequency (fg) changes due to the uncertainty in the value of δf and the combustion instability
state observed in the long combustor at the corresponding condition. The fundamental acoustic eigenfrequency
of the long combustor is 40 Hz [21].

φ ωg ωg,1.2δf
fg (Hz) Combustion instability state

0.63 1.88 + 0.72i 2.88+0.37i 85–131 Mode I
0.72 0.93 + 0.66i 0.99+0.85i 42–45 Mode II
0.85 2.30 + 0.21i 2.70+0.005i 104–122 Mode III

present study. The results for ωg for each of the above global modes are summarized in Table I. The
first column lists the equivalence ratio. The second column lists ωg as determined from the local
spatiotemporal analysis results for the baseline value of local density profile thickness (δf ). The third
column lists ωg,1.2δf

, i.e., ωg determined by increasing the density layer thickness by 20% to account
for the effect of uncertainty in detecting the instantaneous location of the edge between cold and
hot gas in the raw PIV images as discussed earlier. The last column lists the range over which the
oscillation frequency of the mode, fg , varies for a 20% variation in δf .

Prior studies have shown that estimates of ωg obtained by making the weakly nonparallel base
flow assumption, tend to overestimate the value of Im(ωg) when compared with the value for the same
determined from the fully two-dimensional stability methods for wakes [20,31]. Thus, the values of
ωgi given in Table I show that given the uncertainty in δf , the shear layer mode is globally unstable
for the φ = 0.63 and 0.72 cases. The φ = 0.85 is stable or at best marginally unstable, within
the limits of uncertainty in the experimental data, since Im(ωg,1.2δf

) ∼ 0. Note that these results
have been determined for base flows taken from the short combustor experiments that do not show
coherent acoustic pressure oscillations at these values of φ. As such, the frequencies mentioned in
Table I correspond to the hydrodynamic instability of the shear layer. Figure 10 shows the streamwise
variation of the intensity of flow oscillations [e(x), see Eq. (23)] determined from the variation of
ũ and ṽ of the shear layer mode for each of the three cases. The curves in each case have been
normalized by their values at x = 0.17. The φ = 0.72 case shows the highest rate of spatial growth
of flow oscillation intensity along the streamwise direction, due to the self-excited shear layer mode.
We next discuss the implications of the results in Table I regarding which mechanism sustains the
hydrodynamic flow velocity oscillations that in turn drive the heat-release oscillations responsible
for sustained pressure oscillations in the long combustor experiments of Hong et al. [18].
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FIG. 10. Variation of the intensity of velocity fluctuations along the streamwise direction. The curves have
been normalized by their value at x = 0.17.

063201-15



HEMCHANDRA, SHANBHOGUE, HONG, AND GHONIEM

Consider first the φ = 0.63 case for which the shear layer oscillation frequency (fg) range is
predicted as 85–131 Hz (see Table I). This range of frequencies is very different from the fundamental
acoustic eigenfrequency of the long combustor, fa ∼ 40 Hz, determined from a quasi-1D acoustic
network analysis—see Ref. [21] for detail. This suggests that any heat-release oscillations that the
shear layer induces would be strongly nonresonant. Further, Fig. 10 shows that the spatial growth
rate of velocity oscillations due to the shear layer mode at φ = 0.63 is very small and decays very
quickly with distance downstream of the step where the flame sheet is located. These two results
suggest that at φ = 0.63, the self-excited shear layer oscillations do not induce coherent heat-release
oscillations in the combustor through the semi-open loop mechanism. Further, even though the shear
layer is self-excited, the large difference between fa and fg suggests that the receptivity of the
shear layer mode to forcing at fa , which is inversely proportional to this frequency difference [see
Eq. (19)], is small. Therefore, it is unlikely that synchronization of the shear layer oscillation can
occur, with low amplitude acoustic velocity oscillations due to the combustion noise generated by
background turbulence at fa . For all these reasons, the long combustor remains quiescent at the
φ = 0.63 operating condition.

Consider next the φ = 0.72 case, where low-amplitude coherent pressure oscillations coupled
with a coherently wrinkled flame attached near the step, and were observed in the long combustor
experiments [18]. Table I shows that fg ∼ 42 Hz for φ = 0.72, which closely matches fa . Figure 10
shows that the resulting shear layer oscillations grow with downstream distance, accounting for the
observation of coherent flame wrinkling in the experiment. Hong et al. [21] report experimental
measurements of the phase difference between heat-release and pressure oscillations in the long
combustor experiments for various operating conditions. Their results show that for 0.68 < φ < 0.8,
the oscillating pressure leads the oscillating heat-release rate by ∼90◦. This suggests that the heat-
release oscillation associated with the flame wrinkling generated by the self-excited shear layer mode,
does not optimally force the acoustic pressure field. Therefore, acoustic damping in the combustor
causes the pressure amplitude in the combustor to saturate at values lower than those observed in the
Mode III state (see Fig. 3). Table I shows that as φ departs from φ = 0.72, the value of fg departs
from 42 Hz. Therefore, this suggests that the resulting heat-release oscillations become nonresonant,
resulting in a reduction in the amplitude of acoustic pressure oscillations, as shown in Fig. 3 for the
long combustor. Thus, from all of these observations, we conclude that the pressure oscillations in the
Mode II state of combustion instability in the long combustor are essentially driven by heat-release
oscillations generated by semi-open loop forcing of the flame sheet by the self-excited shear layer
mode. The fact that the overall acoustic amplitude is low suggests that the shear layer oscillations
did not synchronize with the acoustic velocity oscillations, even for the near resonant φ = 0.72 case.
Investigating further as to why this is the case will require further nonlinear analysis, which is beyond
the scope of this paper.

Finally, consider the results from the present hydrodynamic stability analysis for the φ = 0.85 case
shown in Table I for which the shear layer mode is stable or at best marginally unstable for this value of
φ. This suggests that the shear layer mode responds strongly to acoustic velocity forcing imposed on
it, resulting in strong spatial growth of hydrodynamic velocity oscillations as Fig. 10 shows. Further,
Figs. 11(a) and 11(b) show the spatial variation of |ũ†| and |ṽ†| for the φ = 0.85 case, showing that
the shear layer mode is strongly receptive to velocity forcing at the step. Therefore, given that the
step nominally corresponds to the location of an acoustic velocity antinode in the combustor, strong
coupling between the hydrodynamic shear layer mode and the acoustic forcing results, causing the
shear layer to roll up. The results from Hong et al. [21] show that the acoustic pressure-heat-release
oscillation phase difference varies between 0◦ and 45◦ for φ > 0.8. This suggests optimal forcing of
the acoustic field by heat-release oscillations, thereby resulting in higher values of acoustic amplitude
for φ > 0.8 as Fig. 3 shows. All of these facts suggest that heat-release oscillations for the Mode
III state are driven by the fully coupled mechanism [see Fig. 1(b)] due to the shear layer in the long
combustor being forced by the acoustic velocity oscillations. Interestingly, Fig. 3 shows that the short
combustor also shows coherent pressure oscillations at its fundamental acoustic eigenfrequency for
φ > 0.85 [19]. This similarity between the value of φ at which both combustors show the onset of
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FIG. 11. Spatial variation of (a) |ũ†| and (b) |ṽ†| for φ = 0.85. The step edge is at (x,y) = (0,0).

pressure oscillations suggests that the shear layer is forced by acoustic velocity oscillations at their
corresponding fundamental eigenfrequencies. The relatively low OASPL in the short case when
compared to the long is due to increase in the fundamental acoustic eigenfrequency and hence
increased acoustic damping, due to the reduced combustor length.

We emphasize that the terms “semi-open loop” and “fully coupled” introduced in this paper
refer to differences in the way hydrodynamic velocity oscillations are generated in the combustor.
As discussed in the preceding paragraphs, the generation of heat-release oscillations by these
velocity oscillations due to either mechanism does not guarantee the emergence of sustained
pressure oscillations in combustors. The latter depends on whether the phase difference between the
heat-release oscillations and acoustic pressure oscillations causes them to grow, i.e., the Rayleigh
criterion for growth of pressure oscillations must be satisfied [40]. This critically depends on the
characteristics of the heat-release oscillations generated by the hydrodynamic instability. Prior work
on the heat-release response transfer functions of premixed flames excited by velocity oscillations
[2,3] have shown that the characteristics of these transfer functions are very sensitive to the
characteristics of the underlying unsteady velocity field, e.g., the phase speed of velocity oscillations
[3]. Thus, the results of Hong et al. [18] suggest that the mere presence or absence of a self-excited
hydrodynamic mode with a frequency matching those of the combustor acoustic eigenmodes is
insufficient to conclude that high amplitude pressure oscillations will result. Clarifying this point
will require an extension of the theoretical analysis presented in this paper to includes acoustic
oscillations within the analysis framework. The recent work of Magri et al. makes a good beginning
toward these types of analysis [41]. Nevertheless, the analyses presented in this paper, applied to
experimental data, highlight the two mechanisms by which hydrodynamic instabilities may drive
thermoacoustic instabilities in combustors.

We next discuss the results of the backward-facing step experiments of Charkarvarthy et al. [23]
in the context of the present results. They investigated combustion instability state transitions in a
nonpremixed backward-facing step combustor using methane as fuel. Experiments were performed
by varying inflow air velocity while holding the fuel mass flow rate constant. The variation of the
peak acoustic pressure oscillation amplitude as well as the frequency at which this occurs (instability
frequency), for inflow velocities varied between ∼3–30 ms−1 were reported at two fuel mass flow
rates: ṁf = 0.065 kgs−1 and ṁf = 0.316 kgs−1. For both cases, the results show that instability
frequency initially remained constant up to ∼14 ms−1 for ṁf = 0.065 kgs−1 and ∼22 ms−1 for
ṁf = 0.316 kgs−1. With further increase in air velocity, the instability frequency varied linearly
with velocity for both cases. Also, the instability frequency for both ṁf cases was found to be
insensitive to the total length of the combsutor, even when the total combustor length is halved.
Time-resolved CH* chemiluminescence imaging of the flame showed that the flame shows strong
rollup due to vortical structures being generated downstream of the step [23]. This suggests that the
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heat-release oscillations in their combustor are being driven by self-excited hydrodynamic modes, i.e.,
through the semi-open loop forcing mechanism. However, a quantitative estimate of hydrodynamic
instability frequencies and acoustic eigenfrequencies for their combustor is not possible due to the
lack of companion base flow measurements for their experiment.

VI. CONCLUSION

Flows in gas turbine combustors are composed of several features such as shear layers and
recirculation zones. These features can cause these flows to become unsteady due to self-excited
hydrodynamic instability. Hydrodynamic modes can also be stable but receptive to velocity
disturbances imposed by acoustic waves. The resulting velocity oscillations couple with the premixed
flame sheet and produce heat-release oscillations. When self-excited hydrodynamic modes have
natural oscillation frequencies close to (but not necessarily equal to) a combustor acoustic eigenmode,
the feedback from the acoustic mode is not necessary for sustaining heat-release oscillations.
Combustion instability is sustained if these heat-release oscillations couple favorably with the
acoustic pressure field. We call this the semi-open loop mechanism of acoustic-hydrodynamic
coupling. Globally stable hydrodynamic modes can be locally convectively unstable and thus give rise
to large hydrodynamic velocity fluctuations, when forced by the acoustic velocity fluctuations. These
velocity fluctuations couple with the flame sheet resulting in heat-release oscillations. The latter can
drive the hydrodynamic mode through the acoustic velocity oscillations they generate, resulting in a
feedback loop. We call this the fully closed-loop mechanism of acoustic-hydrodynamic coupling.

This paper shows evidence for these two types of coupling mechanisms in the “long” [18] and
“short” [19] premixed backward-facing step combustor experiments of Ghoniem and coworkers.
The combustors are identical in both sets of experiments, except for the length of the duct
downstream of the step. The mixture equivalence ratio (φ) is varied in both sets of experiments
from the lean-blow out (LBO) limit to the stoichiometric limit. The long combustor shows two
unsteady combustion instability states characterized by coherent acoustic pressure fluctuations of low
amplitudes (designated as “Mode II” [18]) and high amplitudes (designated as “Mode III” [18]). These
states are also characterized by qualitatively different unsteady flame behavior. The short combustor is
observed to be quiescent for all these operating conditions. A global hydrodynamic stability analysis is
performed using time-averaged flow fields, determined from the PIV measurements in the quiescent,
“short” combustor burning propane and air for φ = 0.63,0.72 and 0.85. We find that the first two
cases are hydrodynamically globally self-excited while the third case is hydrodynamically stable but
receptive to velocity forcing near the step. This suggests that acoustic pressure oscillations in the
Mode II state in the long combustor are driven primarily by the semi-open loop forcing mechanism,
while the Mode III state is sustained by the fully coupled forcing mechanism.

These results suggest that the proximity of the combustor acoustic eigenfrequencies and
hydrodynamic eigenfrequencies are the key factor controlling the effectiveness of coupling between
acoustic velocity oscillations and hydrodynamic modes. Stabilizing self-excited hydrodynamic
modes by changing the combustor geometry to change the characteristics of the base flow field would
result in a change in the oscillation frequency of the hydrodynamic mode. This can help mitigate
combustion instability driven by semi-open loop forcing. Further, the receptivity analysis presented
in this paper can be applied to stable modes to ascertain regions where these modes are receptive
to forcing. This analysis can help make configurational changes to combustors that would spatially
misalign the regions of high receptivity and high acoustic mode amplitudes, thereby mitigating the
influence of the fully coupled mechanism of acoustic-hydrodynamic mode interactions in causing
velocity oscillations. Also, knowing where the combustor hydrodynamic modes are receptive can
guide placement of actuators for active control in the combustor, for maximum control effectiveness.

Finally, the present paper uses base flows determined from experiments within its analysis
framework. This is potentially problematic in the industrial setting where it may be challenging
to gain optical access to make similar measurements or may even be impossible if combustor
prototypes have not been built. However, the analysis methods presented in this paper can be applied

063201-18



ROLE OF HYDRODYNAMIC SHEAR LAYER STABILITY IN …

directly to base flows determined from computational methods such as large eddy simulations or
unsteady Reynolds-averaged Navier-Stokes simulations of combustor flows. This would allow for
an assessment of the susceptibility of combustor configurations to combustion instability at various
operating conditions of interest during early stages of the combustor design process.
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