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Abstract

The study of particle transport is increasingly important for fusion research. During the
1993 and 1994 campaigns of Alcator C-Mod, one observed phenomenon was the divertor
detachment. This phenomenon was characterized by reduced particle and energy flows to
the divertor plates and is of interest as a solution to the heat loading problem of the first
wall. A sharp rise in the central electron density was observed after detachment. The goal
of this thesis was to study the behavior of the plasma transport during the divertor
detachment in order to explain this density rise.

The measurement of particle transport coefficients requires sophisticated diagnostic tools.
A wwo color interferometer system was developed and installed on Alcator C-Mod to
measure the electron density with high spatial (= 2 cm ) and high temporal ( < 1.0 ms)
resolution. The system consists of 10 CO5 (10.6 um) and 4 HeNe ( .6328 um) chords
that are used to measure the line integrated density to within 0.08 CO5 degrees or 2.3x
1016 m-2 theoretically.

Using the two color interferometer, a series of gas puffing experiments were conducted.
The density was varied above and below the threshold density for detachment at a
constant magnetic field and plasma current. Using a gas modulation technique, the
particle diffusion, D, and the convective velocity, V, were determined. Profiles were
inverted using a SVD inversion and the transport coefficients were extracted with a time
regression analysis and a transport simulation analysis. Results from each analysis were in
good agreement.



Measured profiles of the coefficients incréased with the radius and the values were
consistent with measurements from other experiments. The values exceeded neoclassical
predictions by a factor of 10. The profiles also exhibited an inverse dependence with
plasma density. The scaling of both attached and detached plasmas agreed well with this
inverse scaling. This result and the lack of change in the energy and impurity transport
indicate that there was no change in the underlying transport processes after detachment.
On the contrary, measurements of the Hy radiation and argon transport were consistent

with a change in the electron source at the edge. Thus, the rise in central density was due
to an increase in the overall electron source or a improvement in fueling efficiency and not
due to an improvement in the core particle transport.
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Chapter 1

Introduction

1.1 The Transport Problem

As it has been from the very beginning of fusion research, the problem of particle
and energy confinement remains an active area of interest [1]. As experimental machines
reach reactor relevant densities and temperatures, a clear understanding of the underlying
transport process is crucial. The ability to control not only the central density but also the
profile shape itself will be a necessity for a feasible fusion reactor. The density problem is
twofold. The electron and corresponding ion density must be maintained and confined so
that the number and energy of collisions is sufficient for fusion reactions. However, at the
same time, the impurity density must be controlled to prevent their buildup in the core and
the resulting radiation of energy. Also, the issue of élpha particle transport must be solved
to prevent dilution of the fuel. The answer to these questions represents an underlying
goal for the fusion program and provides the motivation for transport studies in order to

gain a deeper understanding of different transport phenomena.

1.2 Previous Results

The early description of transport in tokamaks relied on classical and neo-classical
theory [2, 3]. However, experimental observations have proven both theories to be
inadequate in explaining the anomalously large fluxes. Electron energy and particles
fluxes have been found to be up to a factor of 100 greater than neoclassical predictions
[4]. Typically, only current diffusion and, in special cases, impurity/ion transport can be

explained by neoclassical theories [5, 6]. As a result, most transport models rely on
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empirical scalings in order to make predictions. Goldston and Neo-Alcator confinement
scalings are representative of this type of result [7, 8].

In addition to the development of scalings laws, recent experiments have
discovered new confinement regimes in which the particle and energy confinement
exceeds that predicted by either theory or empirical scalings. L-Mode scaling has been
theorized to be a manifestation of several underlying transport mechanisms and a lower
bound for confinement [9]. When any of these mechanisms are suppressed, an enhanced
confinement mode is entered. The most famous of these is the H-Mode which was first
discovered on ASDEX [10]. Similarly other modes such as the Improved Ohmic
Confinement ( I0C) [11, 12], Pellet Enhanced Performance (PEP) [13,14] and Supershot
on TFTR [15, 17] have been found. These enhanced modes can be broken into two
categories: 1) those due to changes in the edge plasma ( e.g. H-Mode), and 2) those that
involve a peaking of the density profile ( e.g., IOC, PEP, Supershot). One possible
explanation for the enhancement of confinement in the latter category is the suppression of
ion temperature gradient (ITG) or nj modes due to the steepening of the edge gradients
(18, 19, 20]. The study 6f these improved confinement regimes offers an opportunity for
a better understanding of the underlying causes of anomalous transport. The following

two sections will review the phenomenology of enhanced confinement modes.

1.2.1 H-Mode

First observed at ASDEX, the H-mode is a clearly observed transition from L-
mode in which particle confinement improves as evidenced by reduced Hg, or Dy,
emission, increased density confinement, and increased energy confinement by up to a
factor of 3 over L-mode [10]. There exists a threshold in heating power above which a
plasma can enter the H-mode. This phenomenon has been observed in both diverted and

limited plasmas with the H-mode threshold increasing for limiter operation [16]. Various
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scalings have also shown an increasing threshold with the toroidal field, B, no
dependence with the plasma current, I, and an ambiguous correlation with electron
density, n.. Edge effects play a crucial role in H-modes. A reduction in recycling of the
particles at the edge is a necessity in achieving the transition. The recycling cools the edge
of the plasma and prevents the high edge temperature necessary for H-mode. Experiments
on PDX [21] and ASDEX [22] have shown that decreasing the conductance paths from
the main vacuum chamber to the divertor improved the H-mode considerably. Also,
sufficient power flow to the walls is required for H-mode. Heating of the main plasma can
be accomplished by neutral beams [10, 23, 24, 25, 26], ICRF [28, 29], and even by ohmic
power [29].

An edge localized mode or ELM has been observed during H-Mode [30, 31, 32].
These fast disruptions at the edge are characterized by spikes in the Hgy light and the
observation of fast particle and energy transport into the scrape off layer. Impurities flow
inward when the electron density is peaked immediately after the ELM. As the electron
density relaxes and flattens between ELMs the impurities reverse direction and flow to the
edge. The activation of the next ELM then expels the contaminants from the plasma.

This results in an effective control mechanism for cleansing the plasma of impurities since
impurity recycling is low [30, 31].

Real improvement in confinement is also observed. Transport is greatly reduced
and measured diffusion coefficients are very small as the edge gradients peak up sharply in
H-mode. Edge fluctuation measurements observe a decrease in turbulence levels [34].
Experiments on ASDEX [36], JET [37] and PDX [35] have demonstrated improvement in
both core transport as well as at the edge. In fact, observations on ASDEX indicate that
the H-mode originates inside the LCFS and the effects in the edge plasma are a response

to the changes in the power and particle fluxes across the separatrix [38].
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1.2.2 Peaked Confinement Modes

In addition to the H-mode, other enhanced confinement modes have been
observed. The most notable feature of these modes is the peaking of the density profiles
during improved confinement. Typically, it has been thought that the increased gradients
at the edge suppress the 1; modes and reduce transport. These modes can be initiated by

either pellet injection (Alcator C, JET), NBI heating or systematic gas puffing.

1.2.2.]1 Pellet Mode

The pellet mode was first seen in Ohmic experiments on Alcator C. Later studies
showed that this phenomena occurs for ICRF or neutral beam heated plasmas as well [ 41,
42 43]. It was found that pellet injection allowed the circumvention of the saturation in
energy and particle confinement that resulted from gas fueling. The observed
improvement in energy confinement is consistent with the ITG model in which ¥; is
reduced to neoclassical levels [40]. Experiments at JET show peaking of both core Tj and
T, profiles indicating a possible improvement in y also. At the same time, particle
confinement is improved. The ratio of the diffusion coefficients, V/D, increases although
individually V and D decrease after injection. Studies on TEXT have shown the impurity
transport to be consistent with neoclassical theory [44]. Further support of the ITG model
is seen in the reduction or suppression of density fluctuations in TEXT following pellet
injection [45, 46]. Thus, experimental evidence points to a reduction in the ion channel as
the profiles peak resulting in improved confinement for both particles and energy.
Furthermore, in the pellet mode the peaking is due to direct fueling of the core as opposed

to a change in the edge conditions as will be seen in the following two modes.

1.2.2.2 Improved Ohmic Confinement (I0C)

Peaked profiles due to rapid puffing have also exhibited improved confinement [11

12]. Particle confinement improved as the ratio of the transport coefficients, V/D,
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increased. D was reduced by a factor of 10 and V by a factor of 3. Impurity transport
was also reduced by a factor of 3. Again, a rgducﬁon of ; to neoclassical levels was
responsible for the improvement in confinement. The triggering mechanism of this mode
is related to the edge density. If the edge neutral density was high due to low fueling
efficiency, the transport processes were altered so that confinement was poor. However,
when the fueling was adjusted to maintain a low edge neutral density, the V/D ratio
increased and resulted in more peaked profiles. In turn, the larger edge gradients resulted

in the suppression of the ITG modes and led to improved confinement [47].

1.2.2.3 Supershot
On TFTR, high power neutral beam injection has produced a peaked density mode

known as the Supershot. Similar to the IOC mode, the energy confinement and peaking
factor were strongly correlated to the edge density and the recycling rate. Studies have
shown that when the edge density is increased, density profiles broaden and energy
confinement remains at L-Mode levels [15]. A low edge density was a necessity for the
supershot. At TFTR, this had been achieved by altering the recycling efficiency by pre-
conditioning of the walls so that enhanced wall pumping was achieved. In the Supershot,
peaking factors of 3 have been achieved, with a similar factor of 3 improvement in
confinement. L-mode scaling was violated as the Supershot exhibited weak current and
power scaling. Energy confinement improved by increasing the stored energy of both the
bulk plasma and the fast ion tail. This resulted in equal increases in both total energy and
thermal energy confinement time. Measurements of the transport showed that e
decreased by at least a factor of two at a/2 and that (; decreased by a factor of 5-8 [ 48,

50, 51]. These reductions were well correlated with increased density peaking [49].
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1.3 Transport Studies for Alcator C-Mod

Enhanced confinement modes offer a unique opportunity to study the underlying
transport mechanisms. In all of the modes, one of the most important consequences is the
improved particle confinement. Improving and maintaining peaked profiles is directly
reactor relevant since the central fusion parameter, < nT< >, is dependent on the peaking
factor of the density [47]. Thus, improvement in both the magnitude and the shape of the
density profile is crucial to the future of fusion. The discovery and study of any new
enhanced confinement modes would be extremely beneficial to the overall understanding

of transport.

1.3.1 Detached Divertor

During the 1993 and 1994 campaigns of Alcator C-Mod, one of the frequently
observed phenomena was the divertor detachment. This was a relatively new effect and
studies have been done on only a few tokamaks [52, 53]. The phenomena can be
characterized by a sharp drop in the énergy and particle fluxes to the divertor surfaces.
The flows out of the last closed flux surface, LCFS, and those to the divertor tiles have
become "detached" from one another.

The divertor, a specific region in the upper or lower half of the vacuum vessel to
which the magnetic field lines are deliberately diverted, was originally developed to help
solve the problem of impurity recycling and power dissipation at the first wall. The
divertor was designed to disperse the heat flux on the first surface. Also, in a closed
divertor configuration (see fig. 2.4), the conductance from the divertor back to the main
plasma decreases so that impurities swept into or created in the divertor can not recycle
back into the plasma. For ITER, the parallel heat flow in the scrapeoff layer is expected to
be 500-1000 MW/m2. The heat load to the wall, however, should not exceed 5 MW/m2.
Thus, any technique that can help dissipate the power in the scrapeoff layer is valuable.

Divertor detachment on Alcator C-Mod has resulted in a drop of up to a factor of 20 in
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the powér to the divertor plates [54]. Thus, detachment is a topic of interest because it
supports the concept of a radiative divertor as a solution to the heat loading problem of
the first wall.

This phenomena is induced by strong gas puffing at either the midplane or in the
divertor and is characterized by a drop in the ion saturation currents measured by the
divertor Langmuir probes [55]. Figure 1.1 shows the ion saturation current signal on the
langmuir probes located at different parts of the divertor nose. Detachment occurs at 715
ms. The probes located in the closed divertor show a sudden drop in the current collected
indicating a decrease in the particle and energy flux to the divertor tiles. The electron
temperature at the target plates is observed to be low, Te <5 eV. Measurements by the
fast scanning probe (FSP) of the density and temperature profiles in the scrapeoff layer
indicate that the profiles at the edge broaden after detachment. Pressure along the field
lines, which is conserved in normal operation, may no longer be a constant. Furthermore,
there is an increase in the radiation from impurities during the detachment and the location

of this emission moves closer towards the x-point.

1.3.2 Density Effects Due to Detachment

The most interesting feature from the point of view of density measurements, is a
dramatic rise in the line integrated signals on all the interferometer chords. Figure 1.2
shows a detachment at 800 ms. A clear break in the slope of the interferometer signal is
seen. The line averaged densities can increase by up to 50% after detachment.
Simultaneously, there is a rise in the Hg and bolometer signals and the characteristic drop
in the divertor probe signals [60]. This raises a clear question. Is the rise in the central
density a consequence of changing edge conditions or is it the result of a change in

the underlying transport? Could divertor detachment be an enhanced confinement

mode? Although there is a rise in the total Hy emission which would indicate an

increasing source term for the core, this may be due to increases in radiation from the
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Figure 1.1: Ion saturation currents from the outer divertor Probes [89].
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closed divertor region. Most of the electrons created in the divertor would not get into
the plasma and the effect of increasing the number of neutral ionizations in the divertor on
core confinement is uncertain. Therefore, the true change in the electron source cannot be

inferred from just the total Hy, emission. It is necessary to investigate the actual transport

occurring in the plasma core during detachment to explain the density effects.

1.4 Summary of Results

In order to answer to the above mentioned question, this thesis will focus on a
series of gas modulation experiments that were performed at densities near the threshold
density for detachment. Gas modulation techniques are well established as a valuable
method to measure the transport coefficients by creating small perturbations of the plasma.
The resulting changes in the density were measured by a vertically viewing Two Color
Interferometer with 10 CO2 (10.6 um) and 4 HeNe (.6328 um) chords. The experiment
was done in a series of shots at a constant magnetic field of 5.3 Tesla and a plasma current
of 630 kA. The density was varied between 7.0x 1019 - 1.4x 1020 m-3 with half the
shots being attached and half detached. The line integrated measurements were inverted
using a SVD inversion methodology and the transport coefficients were extracted by two
separate analysis techniques: a time regression analysis and a numerical simulation
analysis. Both analyses gave comparable results as can be seen in figure 1.3.

The measured profiles increased in radius with values a factor of 10 greater than
neoclassical vaiues. The most significant result of the experiment was an inverse scaling
of the coefficients with plasma density. In figure 1.4, the coefficients at roughly half the
minor radius are plotted as an inverse function of density. Both the attached and detached
results followed the same scaling. This result was consistent with a hypothesis that there

is no change in the fundamental transport when the plasma detaches. Instead the rise in
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central density was due to a change in the electron source term. Measurements of the Hy

radiation showed an increase in the number of ionizations inside the last closed flux
surface, LCFS, occurring after detachment. Numerical simulations estimated that an
increase in the source by a factor of 2 would be consistent with the observed density
profiles. The observed lack of change in the energy and impurity transport is also
consistent with no change in the underlying transport. Thus, the experimental
measurements indicate that the divertor detachment increases the electron source term

inside the LCFS which results in the rise in central electron density.

1.5 Thesis Outline
This thesis can be divided into three distinct sections:
1) The design and construction of the two color interferometer, TCL
2) The development and implementation of an inversion technique that
provides useful density profiles and other processed data.
3) The performance of gas modulation experiments and the development of a

transport analysis technique to determine transport coefficients, D and V.

Each stage of the thesis will be described in detail. The introduction has presented the
thesis topic and reviewed the phenomenology of previously observed enhanced
confinement modes. Chapter 2 describes the Alcator C-Mod experiment and the relevant
diagnostic systems that will be used. A historical perspective of the transport results from
Alcator A and C is presented as well as a review of the initial results from the 1993
campaign. The two color interferometer is the fundamental diagnostic for electron
transport studies. This diagnostic was designed and built specifically for Alcator C-Mod.
The specifications of the optical layout, electronics and specific features are described in

chapter 3.
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The inversion of chordal data from the interferometer into density profiles is a
essential step. Because the view of the interferometer is limited to the central plasma, the
determination of the edge density is crucial for the accurate measurement of the transport
coefficients. In chapter 4, the singular value decomposition (SVD) technique used to
invert the phase measurements is discussed. The analysis for the selection of the
appropriate weight for smoothing the inverted profile and the determination of the edge
density is presented. The sensitivity of the inversion to the various assumptions is
investigated. Two techniques to determine the diffusion coefficients have been developed
and implemented. A regression analysis can be applied to the time histories of the profiles.
Also a numerical simulation of the transport can be used to calculate the time dependent
phase measurements and these results are compared with the actual measurements. The
details of these two analyses are outlined in chapter 5.

Experimental results are discussed in chapter 6. The sensitivity of the diffusion
coefficient profiles to various éssumptions and systematic sources of error is examined.
The diffusion coefficients determined by the regression technique are compared to those
from the simulation. Interpretation of these results is presented in chapter 7.
Comparisons of energy, impurity and particle transport are made in order to formulate a
consistent explanation for the rise in central density after detachment. Chapter 8

summarizes the findings of this thesis.

24



Chapter 2

Alcator C-Mod

2.1 Alcator C-Mod: Specifications and Mechanical Features

Alcator C-Mod represents the third tokamak in a series of experimental machines
at MIT designed to investigate the high field, high density operating regime. Alcator C,
the immediate predecessor operated with toroidal fields, BT, of greater than 9 Tesla and
electron densities of 1.0 x 1021 m-3. It achieved a record Lawson parameter, nt, of 8.0x
10-19 s/m-3 [56, 57]. Alcator C-Mod has built upon that experience and additional

developments from other tokamak programs. The design parameters of Alcator C-Mod

are:
Toroidal Field (BT | 9 Tesla
Electron Density (ne) 1.0x1021 ;-3
Plasma Current (Iry) 3 MA
Minor Radius (a) 21m
Major Radius (R) .67 m
Plasma Elongation (x) 1.8

Table 1: Major Specifications of Alcator C-Mod [58].

Alcator C-Mod presently features 4 MW of ICRF heating power ( 8 MW in the future)
and the ability to operate in either a closed upper or open upper divertor mode. A metal
first wall constructed of molybdenum tiles constitutes the plasma facing surface. The

tokamak was designed to provide ample access for diagnostics. There are 10 large
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horizontal ports that give access to the plasma midplane as well as two pairs of tangential
ports. Twenty vertical ports are evenly spaced toroidally to provide additional views into
the plasma.

The magnets for Alcator C-Mod are made of copper which are cooled by liquid
nitrogen. This cooling reduces the resistance of the copper by up to a factor of 7 and
helps to reduce both the required loop voltage and the ohmic heating of the coils
themselves. A unique engineering feature is the sliding finger joints that join the different
legs of the toroidal field (TF) coils. These joints perform the dual task of carrying the high
currents necessary for high BT and relieving the stress due to magnetic forces during an
experimental shot. Because of this multisectional TF coil design, Alcator C-Mod is able to
use a single piece vacuum vessel which provides increased mechanical rigidity and
integrity for the vessel. However, this also results in significant forces due to the induced
eddy currents in the vacuum vessel. The effect of these currents on the magnetic field
structure must be balanced by the external field coils. Alcator C-Mod employs 5 pairs of
external field or control coils that control both the quality of the plasma null at breakdown
as well as the vertical and radial position of the plasma. All except one pair of these coils
are nested inside the toroidal field coils and the outer cylinder allowing for a very compact
design. This small size increases the structural strength of the assembly in order to
withstand the very large mechanical and thermal stresses during a shot.

Gas is injected into Alcator C-Mod through piezo-electric gas valves mounted on
the horizontal ports. These valves are remote controlled and can be opened and closed on
a millisecond timescale [33]. Additional fueling is supplied by a capillary gas system in the
divertor. Itis possible to use either set of valves in a continuous mode to provide
background fueling or in a pulsed mode for oscillating gas puff experiments. Core fueling
is also possible through a twenty barrel pellet injector capable of firing either Hy or Dy

pellets. Figures 2.1-2.3 shows cross sectional views of the vacuum vessel and the locations
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Vertical Port

Tangential Port

Horizontal Port

Vacuum Vessel

Figure 2.1: 3-D schematic of Alcator C-Mod with cross sectional view of the ports and
vacuum vessel.
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Figure 2.2: Cross Sectional view of Alcator C-Mod at the midplane.
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of the diagnostic ports. Figure 2.4 presents the location of the divertor and external field

coils relative to the vacuum vessel and plasma[58].

2.2 Diagnostics on Alcator C-Mod

To aid in the diagnosis of the plasma, an extensive set of dedicated diagnostics has
been designed and built for Alcator C-Mod. Figure 2.5 gives a schematic of the location
~ of each diagnostic relative to the machine. The diagnostics that were utilized in this thesis

will be described in greater detail in this section.

2.21. Microwave Reflectometer

A four channel millimeter wave, amplitude modulated reflectometer was
operational during the gas moduléted runs. A reflectometer diagnostic is based on the
principle that microwave radiation in the ordinarylmode, O-mode, has a critical density

which reflects incoming beams. The value of the critical surface is given as a function of

o, [71]

n, = —e—= 2.1)

Measurement of group phase delays provides information about fluctuations and density
profiles. Receivers and transmitters are located on the midplane 15 cm from the LCFS.
Spatial resolution of the measurements is 2 cm with temporal resolution of better than 10
ms. The system for Alcator C-Mod uses four frequencies at 50, 60, 75 and 88 GHz which
correspond to electron densities of 3.13, 4.6, 6.5 and 9.5 x 1019 m-3. An amplitude
modulation technique is applied to the signals to reduce the sensitivity to small
fluctuations. Also, the use of an appropriate modulation frequency makes the system less

sensitive to temporary loss of phase information [59]. A schematic of the reflectometer
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The Alcator C-Mod Reflectometer

Vacuum Vessel

6 Homs rowted 10° to maich
field lines

Figure 2.6: Schematic of Reflectometer system [59].
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system is presented in fig. 2.6.

2.2.2 Limiter Probes

Alcator C-Mod has two two-strap RF antenna capable of injecting up to 4 MW of
ICRF power. These antennas are located on D and E ports and are protected by two RF
limiters. The limiters afe located between ports A and B and G and H. The limiter
between A and B is a full limiter while the other is split with an open gap at the midplane.
Embedded in each limiter are 8 Langmuir probes which are located at different toroidal
and poloidal positions. Figure 2.7 shows a frontal view of the limiters and the probe
locations in addition to a cross-sectional view of the limiters relative to the plasma. On
the upper half of the full limiter, the lower set of probes is located 24.67 mm above the
machine midplane. Figure 2.8 presents a schematic of the Langmuir probe embedded in
the limiter tiles. These probes are operated in a swept configurations and can provide ne

and T, measurements in the scrapeoff layer with a 20 ms time resolution.

2.2.3 Fast Scanning or Reciprocating Probe
A reciprocating probe has been installed of Alcator C-Mod for the purpose of

measuring the spatial density and temperature profiles in the scrape-off layer.(see figure
2.9) This probe consists of four Langmuir probes attached to a pneumatically driven
shaft that is fitted with stiff return springs so as to minimize the total round-trip time. ( =
150 ms) The entire moving assembly weights 2 kg and can reach a speed of 2.0 m/s.
With a 7.5 cm travel, the fast scanning probe can provide measurements up to the LCFS.
Since the probe will be subject to a hot plasma, it was designed to withstand a parallel heat
flux of 50 kW/cm?2 which represents a safety margin of 2.5. Within the probe tip
“assembly, four probes are available which can be operated in a variety of configurations.
This is illustrated in fig. 2.10. In a triplet mode ( two probes biased and the third floating),

continuous measurements of temperature, density and plasma potential are possible [55].
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Figure 2.8: Schematic of the Limiter Probes [118].
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2.2.4 Divertor Probes
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Figure 2.9: Location of reciprocating probe and divertor probes in the divertor [1 19].
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Fast-Scanning Probe Head Geometry

Side View of
Pyramidal Probe Head \@"

Four 1.5 mm dia. molybdenum wires,
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15.875mMmM—e{

; View Along Axis of Pyramid 3X scale

Figure 2.10: The four probe head of the reciprocating probe [119].
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up to 0.5 ms. The instrument is scannable and can view from 10 cm above to 25 cm
below the midplane. The view range is illustrated in fig 2.12. The spectrograph has been
absolutely calibrated with an accuracy of 15% up to 100A and 30% up to 400 A. This
diagnostic can be used in concert with the five chord crystal x-ray spectrometer array
measuring in the 2.5-4.0 A and the set of soft x-ray diode arrays to study impurity

transport in Alcator C-Mod [62].

2.2.7 Bolomet

To measure the radiation from the visible to the soft x-rays spectrum, a toroidally
viewing bolometer array has been insfalled on the midplane. The diagnostic has 24 chords
that cover from the inner wall to the outside edge of the plasma. Figure 2.13 gives a
schematic of chord locations and a blow-up of one of the detector arrays. The vertical and
horizontal positions of the arrays can be adjusted to change the view of the plasma.

Spatial resolution is 2 cm and the time resolution is 1 ms. The bolometer design is based
on a gold foil absorber/Wheatstone resistance bridge concept. This allows measurement
of incident powers as low as 50 uW/cm2. Inversion of the line integrated power
measurements will provide details of the total power and emissivity profiles of the plasma.

In addition to the arrays in the main vacuum chamber, three additional arrays of 4
detectors each are located in the divertor. These arrays will provide information about the
spatial distribution and magnitude of the total radiation from the divertor. The view of
these arrays includes the x-point of the plasma as well as the inner and outer divertor
strike points, the positions on the divertor tiles where the field lines end. This is shown in

figure 2.14 which shows the location of the divertor bolometer arrays [120].

2.3 Transport Initiative

The program to study tokamak transport processes has been an ongoing concern

at MIT. Previous studies on Alcator A and Alcator C have already led to numerous
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LAYOUT OF ALCATOR C-MOD BOLOMETER ARRAY
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advances in the understanding of particle and energy transport. In this section, the
achievements of these two machines at MIT will be reviewed in order to put Alcator C-

Mod into some historical perspective.

Plasma Parameter Alcator A Alcator C
* Minor radius (m) 0.1 0.1-0.17
Major Radius (m) 0.54 0.58-0.71
BT(T) 9 13
In (kA) 300 800
neq (m-3) 1.0x1021 2.0x1021
Ten ¢ keV ) 2 3

Table 2.2: Typical operating parameters of Alcator A and C [8].

2.4.1 Alcator A

Alcator A began operation in 1972 and was the first tokamak to achieve a Lawson
parameter of 1x 1019 s m-3 [56, 57, 63]. It was also the first tokamak to observe that the
energy confinement scaled linearly with density. This behavior was contrary to the
previous neoclassical prediction of an inverse density scaling. Instead, it was observed
that electron energy diffusivity, X, scaled as ne‘land‘ that e ranges from 10 to 200 times

the neoclassical value [2,3,4].
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2.4.2 Alcator C

Continuation of experiments on Alcator C resulted in the discovery of the
saturation in T as 7, exceeds 2.5%x1020 m-3 [63]. At this density, although an increase in
ion losses was predicted by neoclassical theory, an anomalously high loss rate was
measured; an extra factor of 3 increase was necessary to explain experimental results [64,
65]. This anomaly scaled linearly with plasma current. Later experiments with the
injection of hydrogen and deuterium pellets deposited 7.0x1019 m-3 atoms directly in the
core. The resulting peaked density profiles enabled the saturation of T, as was seen with
gas fueled shots to be overcome and the linear increase of T with 7, to be continued. In
fact, for the higher densities, nt exceeded the 6.0x1019 s m-3 required for break-even.
This was the first example of the pellet enhanced confinement mode.

Another major result of Alcator C was the investigation of the scaling of T, with
plasma parameters. A strong dependence with the major radius of the plasma was
discovered and this in combination with findings from other experiments culminated in the

Neo-Alcator scaling [66],

t¥ee=1.92 x10 ? m,R*a"™. (LD

This result represented the first experimental support for a dependence of T on the major
radius.

The Alcator program has always been at the forefront of transport studies and
Alcator C-Mod continues that long and successful commitment. While, the effort has
previously been focused on energy confinement, the unique set of high spatial and
temporal resolution diagnostics on Alcator C-Mod offers an ideal opportunity to continue

and extend these studies to particle transport.
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2.5 Initial Results

Alcator C-Mod began operation as a research tokamak in May 1993. Since then,
the initial campaign of 1993 has been completed and a summary of results will be
presented. The campaign was quite successful with advances in all program objectives
being made [54]. Typically, the machine operated at a magnetic field of 5.3 T, a plasma
current of up to 1 MA, plasma densities up to 9x1020 m-3 and electron and ion
temperatures of 2.6 and 1.6 keV respectively. Various phenomena such as "snakes", a
localized m=1 density phenomena, and marfes, a phenomena characterized by poloidally
asymmetric radiation from the edge, have been observed [112]. Operation in both limited
and diverted mode has been achieved. An e-folding length of 1.5 mm in the scrapeoff
layer close to the LCFS has been measured. This length increases to 4 mm further out
radially. Divertor studies have observed the phenomena of both localized and fully
detached plasmas on Alcator C-Mod. Finally, ICRF experiments with a single strap
antenna were performed and up to 0.75 MW of RF power have been coupled to the
plasma [67].

In the realm of transport studies two interesting results have emerged. The first is
the discovery that in ohmic operation, Alcator C-Mod behaves in a much different manner
than Alcator-C. The previous experiment obeyed Neo-Alcator scaling which has a strong
dependence on density. However, even though many of the engineering parameters (e.g.
minor radius) are comparable, Alcator C-Mod confinement exhibits little dependence on
density, rather, a strong dependence on the plasma current is observed. Figure 2.15

illustrates the better fit of T with the ITER89-P or L-Mode scaling,

1p =0.048 Ipo.ss R12503yc05 BO.an.l (ﬂ)o.s Po5. (1.2)
m
b4
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than with neo-Alcator scaling. Ineqn. 1.2, Ip is the plasma current in MA; R is the major
radius; a is the minor radius; k is plasma elongation; B is the magnetic field; m; is the ion
mass; mp is the proton mass; 7, is the line averaged electron density in units of 1020 m-3;
and P is the power input in MW [68].

For lower density plasmas, confinement in Alcator C-Mod can exceed that of Neo-
Alcator by a factor of 2. Reasons for this improvement are yet to be determined but
several notable differences between Alcator-C and Alcator C-Mod are: 1) the shaping of
the plasma, elongated vs. circular, 2) the limiter configuration, and 3) the proximity of the
vacuum chamber.

The other notable observation during the first campaign is the achievement of
ohmic H-Modes. Contrary to the prediction from other tokamaks that indicated that high
field, high density machines would have difficulty achieving H-Modes [69], H-modes in
Alcator have been observed with B up to 5.25 T, 7, up to 1.4 x 1020 m -3 and less than
1MW of total input power. ELM-free H-modes have been achieved with toroidal fields
ranging from 2.9 < BT <3.2 T and allowable densities falling between 0.75 < i, < 1.1x
1020 m-3 while ELMy H-modes were seen at higher B and density (09<n, <1.4x

1020 m-3 ) [69]. Marked by the characteristic drop in Hy radiation, a rise in central

density and steeper edge gradients, Alcator C-Mod H-modes typically last 50 ms with
increases in T of 60%. The H-mode thresholds on Alcator C-Mod agree well with the
power scaling from ASDEX-Upgrade and DIII-D(see figure 2.16) [68],

P=4.4x10"7,B;S, (1.3)
where P is the power input in MW; B is the magnetic field in Tesla; 7, is the line

averaged electron density in unit of 1019 m-3; and S is the plasma surface area.

H-Modes with Li pellet injection can exhibit a threshold that is lower by a factor of 2.
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Chapter 3

Two Color Interferometer System

Introduction

One of the baseline diagnostics on Alcator C-Mod is the two-color interferometer
or TCI. This instrument was designed and built specifically for Alcator in order to provide
density information with a fine spatial and temporal resolution. In addition to providing
profile information, the TCI supplies a signal to the hybrid control system for density
feedback. Ten CO» and four HeNe channels view the central 20 cm of the plasma
through a vertical port. Figure 3.1 shows the location of the beam relative to the plasma
and vacuum vessel. The interferometer is in a two pass Michelson configuration. ECL
electronics used in the phase demodulators allow a time resolution of up to 1 ps which is
fast enough to follow pellet injection without loss of signal. The TCI can follow fringes
with a theoretical resolution of 0.08 COz degrees which corresponds to 2.3x1016 m-2 in
integrated line density. This chapter will review the design and special features of the TCI

system.

3.1 Issues in Interferometer Design

In the design of an interferometer, there are several issues that need to be
considered. References by Veron [70] and Hutchinson [71] summarize these concemns.
The three main factors that must be balanced in interferometer design and wavelength
selection are:

1) Signal Size,
2) Refraction,

3) Vibrational Error.
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1.1. Si iz
In general, for the frequencies used as probing beams, the ordinary -mode ( O

mode) dispersion relationship is described by [71],

2 Czk2
n° = —=
(0]

NN

1- 3.1)

88

Using this definition for the index of refraction, the phase shift induced by the plasma is

given by
Ao=[Akdi==[Andl. 3.2)
c

For the interferometer, the phase shift is due to the effect of the plasma so

An= R piasma — Nair-

For a typical probing frequency @* >> @?, so eqn 3.1 can be expanded as
pe

Thus, the phase shift can be written as

2

(1) 10

=—|(1-=—£-1)dl
c'[( 2 o? )

2
W O,
= — dl

c'[2(.o2

53



Ae?
=W‘[ne dl (3.3)

Thus, the measurable phase shift is proportional to the free space wavelength , A, which

should then be chosen as large as possible to guarantee a sufficient signal to noise.

3.1.2 Vibrational Error
In any optical system there will be many optical elements that can contribute to
the error in the signal. Any movement of a lens or mirror that changes the effective

pathlength of the beam will appear as a phase shift of magnitude

ap =2 (3.3)

Again, a large wavelength will reduce the error due to these vibrations.

3.1.3 Refraction

The final consideration concemns refractive effects when a beam passes through a
plasma. Because access to the plasma is usually through a port which is limited, when the
beam is subject to very large density gradients it may be refracted. This loss of signal level
can affect measurement of such phenomena like pellet injection. The amount of refraction

is proportional to A2 and is given by [72],

pA 2 J’\/az-le_dn

4nicle,m Yo r dr

8(p) = - dz 34

where p is the minor radius at which the chord intercepts the midplane.
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Figure 3.2: Raytracing results for a simulated pellet injection using 10.6 and 119 um
wavelengths. Shifts in the chord location due to refraction are listed under
Del-R [73].
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Studies by Irby during the design phase of the Alcator C-Mod system showed that,
even for pellet injection, there is little refraction of a CO3 (10.6 um) beam while there is
substantial refraction for a HCN laser (119 pm) [73]. Figure 3.2 shows the effect of a
pellet on the two wavelengths based on a raytracing code. A pellet is added to a parabolic
background density profile with a peak density of 1.0x1021 m-3. The column titled
"DEL-R" indicates the radial deviation in the path of 11 chords passing through the center
of the plasma. The expected phase shift in fringes is also indicated. At the CO2
wavelength, even for the chord (#2) passing through the pellet, there is negligible

deviation. However, for the 119 pm beam the refraction is significant.

3.2 Design of the Two Color Interferometer for Alcator C-Mod

3.2.1 Vibrational Compensation

In order to accomplish the goal of following pellet ablation in the plasma,
minimization of refraction was crucial. A CO; wavelength of 10.6 um was chosen as a
compromise between signal strength and refraction. However, since vibrational error
would then be significant, an additional HeNe wavelength of .6328 um was added to
correct for any errors. The beams would be run co-axially so that phase shift due to
vibrations could be separated from that due to the plasma [71]. Intuitively, since there are
two contributions to the total phase shifts, two measurements or equations must be

required.

D o, 1ot = P oy, plasma + P oy vivration (3.4)
‘I)HeNe, Total = (DFeNe, plasma D 4. Nevibrasion

where

(DCOZ»PI‘“”W o< lcoz J.n dl
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D fove pama = M e J.n dl

Al

d’coz,vwmuan < _A.
cop -

Al

A’ HeNe

d) HeNe ,vibrarion

Solving equations (3.4) for the plasma phase shift, the effect of the plasma is

Do, 1ot O P prone Tora
1-a?

D 0, plasma = (3.5)

where o = M An additional twist can be added to this compensation scheme. Since
2%)

there are optical elements that are used prior to the combination of the two wavelengths,
there remains an error due to vibrations from these components. Innocente and Martini
have suggested that for a heterodyne system, it is possible to create a local reference signal
at the point of wavelength combination rather that to use an external reference oscillator |
[80]. Such a system was tested on Alcator C-Mod using a novel fiber optic coupler.

Since any vibration would affect the HeNe system more, a optical HeNe reference signal
was created with the coupler. No significant improvement in the compensation to the

CO7 beam was observed, indicating that the error due to uncompensated optics in the TCI

is negligible.

3.2.2 Optical Design

Having determined the appropr.ate wavelengths for the TCI, the interferometer
was designed to facilitate the propagation of an expanded beam. This method has been

successfully used on MTX and TEXT (74, 75]. Interferometer systems on JET and DIII-

57



D use a more conventional technique of splitting the beam into various chords with beam
splitters [76, 77]. This method allows for easier alignment of the beams since each chord
is individually controlled. However, it is more difficult to change chord locations and
spatial resélution. With an expanded beam, there is a one to one correspondence between
a radial location in the plasma and a location in the returning optical beam. Thus chord
location is determined by the position of the detectors in the detector array and spatial
resolution is determined by the separation of those detectors. Changes in chord location
can be easily accomplished by moving the detector array position. Furthermore, spatial
resolution can be improved by taking repeated shots with the detector array in slightly
different positions. Figure 3.3 gives a schematic of the optical layout of the TCI [78, 79].
The implementation of this expanded beam concept was performed with a
commercial geometric optics package, BEAM3 and then verified with Gaussian optics. A

basic design was conceived and the exact specifications determined by propagating a
. o1
geometric cone of rays representing the — surface of the beam. The proper divergence
e

and beam size as determined by the laser specifications was used as the initial starting
point. Figure 3.4 presents the various resulting beam shapes at different points in the
beam path. The final design was then checked and optimized by tracing the beam through
the system using the propagation equations for Gaussian optics. The free propagation of

the Gaussian waist, w(z), is given by

A 2
w(z)2=w§{1+( z ) ] G3.7)
Tw,
The transformation of the waist size and location through focusing optics is
L(f-d ¥ 1 (mw V]
wi = —2( 1) +—2(—°) (3.8)
Wo f fIUA

and
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where O refers to the initial values and 1 refers to the transformed values. f is the focal

length of the optical component and A is the wavelength of the beam [70].

3.2.2 Alignment of Co-axial Beams

In order to minimize the number of uncompensated optical elements, the optics
were designed to combine the beams as soon as possible. Both the CO, and HeNe beams
are passed through acoustic-optic modulators ( Isomet model # 1207B and #1201E).
These modulators separate the input into a Oth and 15t order beam with a 40 MHz
frequency separation. An acoustic-optic modulator or "Bragg cell" is a device that
consists of a crystal, typically glass or germanium, through which an acoustic wave is
passed transversely to the optical beam. The traveling sound wave acts as a moving
diffraction grating which results in the 40 MHz Doppler shift of the first order beam.

The first order beams are then sent through a pair of optical wedges that steer the
beams until they are parallel to the Oth order. The Oth and 15t order beams initially have a
angle of 77 mrad for the CO7 and 7 mrad for the HeNe between the beams. The two sets
of beams are combined on a ZnSe beam combiner which has the property of transmitting
CO3 light and reflecting ( > 90%) HeNe radiation. The beams are aligned one on top of
each other until both Oth and 15t order beams are traveling co-axially. A mirrored right
angle prism then directs the Oth order beams toward the plasma beam optics and the 1St

order pair towards the reference arm.
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3.2.3 Plasma Beam Design

Access to the vacuum vessel and plasma is through tear-shaped vertical ports.
Measuring roughly 20 cm lbng , with a wide end of 7.0 cm and a narrow end of 3.2 cm,
these ports provide a central view of the plasma in the radial direction. To take advantage
of the long port, the interferometer was designed so that the expinded beam is elliptical
and makes a double pass through the plasma. Elongation is done by expanding the beam
through two sets of cylindrical mirrors and a final set of parabolic mirrors. The first set of
mirrors expands the beam horizontally by a factor of 1.25x. The second set stretches the
beam vertically by 5x and the final parabola pair provide a 4.76x expansion in both
dimensions. ( Note the horizontal and vertical directions are referenced to the plane of the
optical bench.) The beam is then steered with large rectangular mirrors ( 7.6 x 20.3 cm)
through a beam pipe to a 45° mirror under the tokamak.

The beam enters and leaves the vacuum vessel through ZnSe windows which have
anti-reflection cbatings at both wavelengths. Transmission for the CO beams is greater
than 90% and greater than 95% for the HeNe beams. A flat mirror housed in a specially
constructed G-10 gimbal mount and anchored to the top of the machine igloo directs the
beam back through the plasma for a second pass. The beam is given a slight toroidal angle
so that after passing back through the parabola pair the outward going and return beams
are separated by approximately 1.9 cm. This enables the return beam to strike a ZnSe
beam splitter where it is recombined with the reference beam and directed into the

detector box.

3.2.5 Reference Beam Design

The reference arm of the Alcator C-Mod TCI incorporates a fully adjustable
matching pathlength. The two arms need only be within a coherence length in pathlength (
=300 m for the CO5 and = .2 m for the HeNe), but on the TCI, the reference arm is

matched to within 1 cm of the plasma arm. After being separated from the oth order

62



beams at the prism, the reference beam undergoes a 3x expansion by a parabolic pair until
the beam is roughly 1.88 cm in diameter. The beam leaving the parabola is adjusted to
focus on the end mirror of the reference arm. This ensures that the return beam will be
slightly expanding. The beam is directed into a periscope that translates the beam below
the optical bench where it is bounced back and forth until the full pathlength is matched.
Mirrors below the optic table are mounted on rails to give full adjustability.

The last mirror redirects the beam back along its path but at a slight angle so that
after the beam goes through the parabola pair, the return beam is separated from the
outgoing beam by 1.9 cm. It strikes a mirror that steers the beam, which is approximately
0.64 cm in diameter at this point, through X and Y collimators which are similar to those
in the plasma arm. The beam is expanded into a 4.6x0.64 cm ellipse that will be combined
with the plasma beam on the beam splitter. Once the beams are recombined, they are
steered through a small slit in the shielded detector box. Inside, a beam divider, which
reflects HeNe and transmits CO2, directs the beams onto the appropriate detector

systems.

3.3 Electronics Systems

The TCI electronics is comprised of two main components: The first is the
detection systems which generate the 40 MHz beat signals, and the second is the phase

demodulator systems which extract the actual phase measurement.

3.3.1 Detector Systems
The TCI employs a thermoelectrically cooled Mercury Cadmium Telluride

(HgCdTe) detector array to detect the CO2 beams. The array was produced by Electro-
Optic Systeins ( model #MCT10TE-010) specifically for Alcator and consists of 10

detectors, each 1 x 1 mm in area and mounted on 4 mm centers. With the expansion
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ratio of the parabola pair being 4.76x, this gives an effective chord separation through the

plasma of 1.8 cm. The detector is thermo-electrically cooled and is inside a nitrogen filled
1
housing fitted with a ZnSe window. The detectivity of this detector is 2x 107 (Hz2W ™)

with a responsivity of 200 mV/W at 10.6 um. (see figure 3.5)

The HeNe beams are detected by avalanche photodiodes produced commercially
by RCA Electronics ( model C30950FL). These detectors feature an integrated lightpipe
to guide the incoming radiation onto the detection area and built in pre-amplifiers. The
units are air cooled with a responsivity of 1.9x105 V/W. The HeNe detectors are
arranged to be aligned with channels 1,4,7, and 9 of the CO7. Because of space
constraints, the detectors can not be mounted directly in the interfering beams. Instead,
the signal is guided by short (= 20 cm) lengths of fiber optic cable which couple directly
into the light pipes using special alignment adapters.

Both detector systems are housed in an RF shielded box. The beams enter through
a narrow (0.5 x 7.5 cm ) slit with the bias voltages and signals being brought out through a

shielded metal conduit to the RF shielded rack.

3.3.2 Phase Demodulators

The phase demodulators on the TCI system were designed at MIT based on a Los
Alamos National Laboratory design. The demodulators were built by Jorway ‘Corporation
(model # J1819) and are standard single width CAMAC modules with single pin LEMO
connector inputs. They employ ECL logic for extremely fast ( = ns) electronics switching.
The basic idea behind the phase demodulation is to have fast counters counting the zero
crossings of both 40 Mhz reference and beat signals. One counter increments positively
with the other counts down. The sum of the two counts then represents the number of full
fringes in the phase shift between the two signals. The divide by 2 counter outputs are

used as inputs for an XOR circuit which is then integrated to create an analog
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voltage signal proportional to the partial phase difference between the two signals.
Combination of the full and partial fringe outputs represents the total phase shift signal. A
schematic of the demodulator system is given in figure 3.6.

The demodulatofs have a range of 256 fringes with a theoretical sensitivity of 0.08°
which corresponds to a line integrated density of 2.33x101>6 m-3. Each unit has a buffer of
32K which provides for 3.2 s worth of data at 10 kHz digitization. Currently data is taken
at a typical rate of 2 kHz and only 8K samples for 4 s of data. The temporal resolution of

the demodulator is 1 ps and is limited by the integrator.

3.4 Miscellaneous Features
Because the TCI is located in the cell, beneath the support stand and within close
proximity to the vacuum vessel, several special features have been incorporated into the

design of the interferometer to accommodate remote operation in high magnetic fields.

3.4.1 Radiation Sources

Having chosen a primary wavelength of 10.6 um, a commercially produced CO2
laser was purchased from MPB Technologies ( Model GN802). This is a high power (20
W) continuous wave laser with extremely good frequency stability ( < 1 Mhz variation
long term). However, due to the location of the TCI in the cell and the high magnetic
fields associated with that position ( 500- 1000 gauss), it was necessary to modify the
laser. (see Figure 3.7) The magnetostrictive Invar rods supporting the laser cavity were
replaced by custom made carbon extruded rods. Furthermore, to ensure frequency
stability of better than 1 MHz, the electro-magnetic translator (EMT) that regulated the
cavity length was replaced by a PZT modulator that would not be affected by magnetic
fields. The PZT uses a dithering feedback system in which the voltage to the PZT is
slightly modulated at 512 Hz. As the cavity length changes slightly, the output power of
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the laser is monitored and fed into a lock-in amplifier that generates a feedback signal to

the PZT. In this way, the laser is kept tuned to the P20 (10.6 um) line.

3.4.2 Remote Operation

Limited access to the TCI during operation of the tokamak requires remote control
of the system. Thus, both the 45° mirror‘ and the top igloo mirror can be operated
remotely as well as the end mirror on the reference beam. A CCD TV camera is used to
monitor changes in the beam position. An Allen Bradley PLC has also been programmed
to operated the gate valves and beam blocks. Vacuum pressures at the ZnSe windows and

cooling water flows through the laser and Bragg cell are all monitored and interlocked.

3.4.3 Feedback Control

The alignment of any interferometer is crucial to successful operation. Given the
proximity of the interferometer to Alcator C-Mod, the TCI is subject to vibrations and
contractions of the tokamak vessel during shots and to thermal effects due to cooling.
Furthermore, access to the system is restricted during tokamak operations To ensure
continuous proper alignment, a feedback system was developed. The reference beam is
assumed to remain fixed since all the optical components of that beam are attached to the
main optical bench. Ten percent of the returned HeNe plasma beam is focused onto a
UDT quadrant detector. The detector measures both the direction and magnitude of beam
position changes and feedbacks to the end mirror on top of the igloo. The system can
respond on a 1 ms timescale which is more than sufficient for maintaining long term

stability.
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3.4.4 Acoustic and Thermal Insulation

There are significant thermal gradients in the cell due to the cooling of the
tokamak magnetic coils. Furthermore, the lower mirror mount is subject to flows of liquid
and gaseous N». To insulate the TCI, a complete enclosure of fire retardent thermal
insulation with aluminum backing was constructed. The enclosure has sliding doors to
allow access to the optic bench. To prevent dust from entering the room, a pair of filtered
fans maintain positive pressure inside.

The beam pipe leading to the lower 45° mirror mount is also fully insulated and the
mount itself is housed within an insulated G-10 box. The mirror is supported by carbon
rods and the box is weighted with several hundred pounds of sand to prevent accidental
bumping and shifting of mirror position. A G-10 and fibercast interface with the ZnSe
window flange on the vertical port provides protection for the lower mirror mount from
condensation and the LN cooling. A similar fibercast and G-10 pipe guides the beam
from the upper window flange, through the igloo cover and onto the upper mirror mount.
The mirror mount is bolted to a heavy (2") G-10 plate which itself is attached to the igloo
cover for stability. The entire assembly is covered with the foam insulation with a plastic
backing. Both upper and lower mirror assemblies are purged by dry nitrogen to prevent

dirt buildup and condensation.

3.4.5 Position Scanner

It is necessary to be able to determine the chord locations in an expanded beam
configuration. As mentioned each position in the beam corresponds to a single major
radial location. To calibrate the chord location, a scanning beam block has been installed.
Locally or remotely, this block can be activated to scan and block the beam. The data
system is set to simultaneously measure the chordal signal levels. The time that the signal
drops can be correlated with the scan position which can then be related to a major radial

location with the appropriate calibration.
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Chapter 4

Profile Inversions

Having previously described the interferometer and data acquisition systems used
to measure the phase shifts, this section will give the details of the data analysis used to
obtain useful information from these density measurements. The analysis can be separated
into two stages. The first task is to invert line-integrated data into density profiles. This
methodology will be presented in this chapter. The second task will be to extract the

diffusion coefficients which will be described in the following chapter.

4.1 Background

There have been various techniques developed to invert line integrated data into
density profiles [81, 82, 83, 84, 85]. The most straight forward of these is the Abel

inversion [71]. In this method, the inversion is performed through a pair of transform

integrals:
NL() =2 ()22, @D
e PP -r?)
n(p)== [LLD)__& “2)

mo o dr \/( 2 —p?)
NL is the line integrated density; n is the density; r is the radial location of the chord; a is
the minor radius; and p is the flux co-ordinate. This method is most easily applicable to
systems with a circular geometry or those that are easily transformable to a circular

geometry (e.g. elliptical flux surfaces). The technique has been extended by Yasutomo to

systems with density asymmetries [84].
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In more complicated co-ordinates and especially for shaped and diverted plasmas,
no analytic transform exists and numerical techniques must be used. Several techniques
have been developed that employ a method intuitively referred to as "peeling an onion"
[82, 85]. In this methodology, phase measurements on the outside of the plasma are used
to unfold the outer density. This contribution is then subtracted from all other phase
signals. The next layer is then unfolded until the center is reached. In this way, if
measurements exist on both sides of the plasma center, in/out asymmetries can be taken
into account [86]. Error analysis has shown that the largest uncertainties for such a
method come from spline interpolation and errors in the magnetic geometry. Errors in the
geometry are second order effects. Spline errors can be significant, but Park has showed

that they are usually localized and spatially decay away quickly [86].

4.2 Inversion Analysis for Alcator C-Mod

For Alcator C-Mod, the technique used for density profile inversions is a SVD
matrix inversion analysis [87]. Inside the last closed flux surface (LCFS), where the
plasma is contined, parallel transport is much faster than radial cross-field transport. As a
result, it is a reasonable assumption that density and temperature equilibrate quickly on a
flux surface and, therefore, are flux quantities. In the SVD technique, this assumption is
extended to the scrapeoff layer; poloidal asymmetries are ignored and density is assumed
to be constant on flux surfaces beyond the LCFS. Measurements made by the divertor
and reciprocating probes indicate that under certain conditions, the pressure, density and
temperature do remain constant on the flux surface. This is illustrated in fig. 4.1 where for
ne/Ip <1.5x 106 m-3/A, the density at the divertor probe and the upstream density as
measured by the reciprocating probe are equal [55]. However, when a MARFE or
detachment exists, there may be poloidal asymmetries and density gradients along a flux
line in the scrape-off layer [112]. Nevertheless, in order to be able to perform an inversion

of the chordal data with the SVD technique, the assumption that the density is a flux
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quantity outside the LCFS must be made. It will be shown later that this assumption is not
crucial for two reasons: 1) the scrapeoff-layer is a small contribution to the overall phase
measurement and 2) the analysis is insensitive to the details of the profile shape outside the
LCEFS; only the magnitude of the density at the LCFS is important.

The basic philosophy behind the SVD inversion is to invert the pathlength matrix.
The flux geometries are measured with magnetics diagnostics and reconstructed with an
EFIT or FFIT analysis [88]. Flux surfaces are then defined at 16 locations in psi, ¥, the
variable denoting the flux surfaces. Typically, there is at least one flux surface defined to
cover the scrape-off layer. The analysis is performed in W coordinates in order to allow
for translational movements of the plasma. By performing the analysis in flux co-
ordinates, the reference frame is not static so that no explicit term is necessary to keep
track of the position of the plasma center. The density is tied to a flux surface and moves
with that surface. The path length contribution, dl, to each chord is calculated from each
of these flux surfaces by determining the intersection point of each chord with the flux
surfaces as shown in fig. 4.2. Thus the phase measurements can be represented by the

equation:

An,=® ' 4.3)
where A represents the pathlength matrix, n is the vector of densities on the flux surfaces

and @ is the vector of measured phase shifts. Through the SVD inversion, the inverse of

the A matrix is constructed and multiplied through (4.3) to obtain

n,=A"® (4.4)
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The construction of the pathlength matrix is straightforward. The only complication that
can arise is when the plasma is diverted. Care must be taken to account for plasma in the
divertor. Furthermore, the intersection of the chords with flux surfaces in the divertor
region can be confusing since the flux surface may be tangent to the chord. In these cases,

the pathlength contribution is unphysically long and must be truncated.

4.2.1 Boundary Conditions

In addition to the path length matrix equation, boundary and smoothness
conditions can be imposed on the solution. The most obvious boundary conditions are
that at the magnetic axis the density gradient vanishes and at the plasma edge the density

vanishes, namely

dn

dr r=0

=0,

4.5)
n(a)=0.

Here a is the minor radius that defines the edge of the plasma, i.e. the limiter radius or
several e-folding lengths beyond the LCFS.
Similarly a smoothness condition requiring the minimization of the second

derivative or the quantity, S,

2
S= min(z%rﬁ ), (4.6)

2 |Evaluated
on each
flux surface

can be imposed on the system. The relative weight of these boundary and smoothness

equations, €, can be adjusted. This will be discussed in the next section. With the addition
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“ of boundary constraints and smoothness criteria, the system is now overdetermined and
can be inverted with the SVD methodology. The resulting inversion analysis is equivalent
to that of a least squares fit for such overdetermined systems and the quantity, Q, to be

minimized is given by [74],
0 =|An, - ®|+es. 4.7

4.2.2 Determination of Smoothing Weight

The smoothing equations are essential to the inversion problem. Without these
extra conditions the problem would be underdetermined. Thus, it is crucial that the
appropriate weighting, €, be placed on the smoothness of the solution.

Epsilon multiplies the smoothing equations in eqn 4.7 and there is a clear tradeoff
between fitting the data and the smoothness of the solution. As € increases from zero the
smoothness of the solution increases until for high values of ¢ the fit is a straight line. In
order to choose the proper €, several schemes were considered. In all cases, it was
constrained that the inverted profile match the desired edge density to within 10%. Only
in this way, would a sensitivity study with the edge density be meaningful. The most
straightforward approach to selecting € is to choose the value that minimizes the residuals
of the entire SVD problem, both chord measurements and smoothness constraints. This
would be equivalent to a standard least-squares problem. However, the smoothness
represents a desired attribute as opposed to a real measured quantity. Thus, a bias would
be introduced if the smoothness equations were weighted on an equal basis to the phase
measurements. The solution should fit the phase measurements and the smoothness of the
profile should be regarded as a secondary consideration. Similarly, a minimization of the
residuals of the chord measurements alone would bias the fit to low € and result in a

profile with too much structure which is clearly unphysical.
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A manual selection of € at several trial timesteps was also examined. The selection
was based on the following criteria. The largest possible € was chosen such that at the test
timeslices the profile fit the measured phases to within three degrees on average. This is
equivalent to the average measured subtraction error. The maximum error on any chord
was less than seven degrees and the desired edge density was matched. This method
yielded limited success. It was found that a factor of two change in € can occur over
several timesteps so that there is high sensitivity of this method to the selection of trial
timeslices themselves. The inversion was quite reasonable for any single timestep but the
chosen values of € were not consistent in time.

Choosing an individual € for each timeslice was attempted under the condition that
the reduced x2 of the fit was equal to one. This scheme was rejected based on two
observations. Chi-squared should follow a x2 distribution rather than having a constant
value of 1. Also, in the SVD technique each timeslice is inverted as an independent
problem. There is no correlation between timeslices except through the chord
measurements and the smoothing parameter. However, for similar sets of data, similar
inversions are expected. By selecting independent € at each time, the time correlation of
the inverted profiles would be further weakened. In an actual test, it was observed that
the variation in the inverted profiles was indeed more pronounced. The inversion was
fitting the random noise in the data.

The selected scheme incorporates features from all these methods. A single € is
chosen for the period of interest, 600-1000 ms It is selected by scanning through the
range of € and computing the time dependent xz for each value. Appropriate limits are
determined for the 95% confidence level of x2 using the exact number of degrees of
freedom. This number is typically around eight since the SVD solution typically has a
rank of 2. A value of € is considered to be acceptable if the xz(t) of the fit is within the
limits of the confidence interval. The best value of € can then be chosen from the

intersection of this set of €'s and the set of €'s that give a good fit to the edge density. It
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can be chosen as the largest value of the intersection set or the average value. Thus, the

| result is a set of inverted profiles that statistically fit the phase measurements according to
a 2 distribution. The solution is also sufficiently smooth since the smoothing weight can
be biased towards larger values in the set of allowable €. Finally, there remains some
correlation between timeslices through a constant value of smoothing. Thus, this
technique resolved the issues mentioned above and was applied to all gas modulated shots.

Studies with this analysis revealed several interesting trends. When ¢ is small, the
system is effectively underdetermined. As a result, very small values of %2 can be
measured; in fact, they are so low that they are statistically unlikely. As € increases, xz(t)
increases and lies within the limits of the 95% confidence level. As € increases further, € >
2, the fits start to worsen and xz again exceeds the statistical limits. As expected, the fit
to the desired edge density also worsens as € increases. The fractional error |
monotonically increases and for certain values of the edge density, errors of greater than
50% have been observed for large values of €. In figure 4.3, a typical example is shown.
The top plot is the fractional error of the inverted edge density and the lower plot
represents the fraction of xz outside of the 95% confidence level. For acceptable € this
fraction must be < .05. The range of acceptable € is between 0.7 and 1.6. A value of 1.1
would represent the minimum in the xz erTor.

The range of € for which the fit to the edge value and the chords are satisfied
increases and then decreases as a function of the desired edge density. This is expected
since for the true value of the edge density the chord measurements should fit easily.
Slightly incorrect edge values can also be fit by adjusting the smoothness parameter.
However, when the edge density required increases or decreases beyond a certain point,
no reasonable value of smoothing will allow a fit to the chords and the density
simultaneously. An € of zero would fit the phase measurements but the x2 of the resulting
profile would be very small and statistically significant. The profile would contain too

many bumps to be plausible.
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Thus, the analysis of the appropriate € yields additional information about the edge
density. For certain values of edge density , the chord measurements can not be fit
regardless of what smoothness parameter is used. Table 6.1 lists the best values of Nedge

as determined by this € analysis.

4.3 Edge Model: General Methodology

Because the view that the TCI covers on Alcator C-Mod is restricted to the central
plasma (r/a < 0.5), edge measurements or at least an edge model are needed to uniquely
invert the profile. In the future, the microwave reflectometer and Thomson Scattering
(core and edge) systems can supply data about both the edge density and its gradient.
Currently such measurements are not available and only the measurements from the
divertor and fast scanning probes or limiter probes can be incorporated into the inversion.
Thus, several methods have been developed and implemented in order to estimate the
edge density. In the SVD inversion matrix, two flux surfaces have been defined. One
covers the LCFS and the second spans the scrapeoff layer. By appfopn'ately defining the
densities at these two surfaces, both the edge density and gradient information can be

incorporated into the inversion.

4.3.1 Scalings from Fast Scanning Probes.

Studies of the edge have been performed with the fast scanning probe for both
attached and detached diverted plasmas. The density profiles have been measured up to
the LCFS for a range of plasma currents and central densities. Figure 4.4 gives an
example of the density profile within the scrapeoff layer. p is the distance from the LCFS.
A database has been built up that allows scaling of the density at the LCFS and the scrape-

off e-folding length with the plasma current, Ip, and the line averaged central density, 7,.

From figure 4.5a and b, the scalings are
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Ny =0.744(7, x10%°)9 (1, x107°)*7  (10®m™), 4.8)

A =5.019 (71, x 10%°)M9° (1, x107°) 7% (mm), (4.9)

where njcfg and Ajcfs are the density and scrapeoff e-folding length at the LCFS [90].
Through these scalings, the edge profile can be defined in terms of central plasma
parameters. This provides edge densities on the same timescale as the chordal
measurements (i.e. typically 0.5 ms) which is significantly better than most probe
diagnostics.

Changes in the edge density have a finite propagation time into the central plasma,
typically on the order of 10 ms. Thus, if central plasma parameters are used to determine
the edge density, the time histories of the edge can be distorted and delayed. Fast changes
in the edge will appear to be slower due to the effect of the bulk plasma. In general, the
quantities of interest are some functional of the inverted density profile ( e.g. total number
of particles) and this distortion in the time history will not pose a serious problem. In fact,
figure 4.6 shows the total particle number for two inversions in which the edge density
values differed by a factor of 4. Less than a 10% difference can bé seen. However, in
transport analysis where the information about the transport coefficients is contained in the
time history of the profiles, greater accuracy in the time histories of the edge density is

required. Thus, a second model was developed with data from the probe measurements.

4.3.2 Probe Measurements

It was observed that the plasma did not detach above the nose of the divertor and
that the pressure remained a flux quantity for probes 8, 9 and 10. As a result, a
continuous measurement of the plasma préssure can be made at the divertor probe and

extrapolated back to the midplane along the field lines in the scrapeoff layer that end on

these probes. Figure 4.1 shows, as a function of ﬁe/Ip, the regime in which pressure
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Figure 4.6: Comparison of the particle inventory as calculated from the inversion using
two edge densities.
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consistency holds and the gradients along the field lines are small enough so that it is
possible to extrapolate the probe measurements at probe 7 back to the midplane. For
n,/Ip< 1.5, there is clearly little difference between the measurements near the divertor
and those near the LCFS. Knowledge of the upstream temperature would allow the
determination of the upstream density. The standard edge plasma heat transport model
shows that the largest dependence of the upstream temperature is on the heat flux to the

scrapeoff layer [89]. By power balance arguments,

2

F OH — “Rad 7
T, ptream o= | S0 | . (4.10)
Sep

This dependence indicates that large changes in the power flux to the scrapeoff layer are
required for significant changes in the upstream temperature During the gas modulation,
the plasma current was constant to within 2% and the radiated power as measured by the
bolometer arrays was constant to within 15%. Such small changes in the power flows
suggest that the upstream temperature did not change significantly during the gas
modulation. By using the fast scanning probe during the gas modulated shots, the
upstream temperature was measured at the time of the probe injection. It is reasonable to
assume that this temperature remained constant during the current flattop. The upstream

density can then be determined through

p(t)
T (t)

upstream

Pupstream (1) = (4.11)

There are now two continuous and independent measurements of the density

profile in the scrapeoff layer: 1) the extrapolation of the divertor probe to the midplane
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and 2) the density measurement from the limiter probes. It is possible to determine the

exponential curve through these two points. By solving

S
(T Ip)
»

n(p) =n,cpse (4.12)

~ for the free parameters nf CES and A at each timeslice, the density and slope at the LCFS

can be determined as a function of time.

The biggest limitation to this model are that the points used to determine the
exponential profile may be up to 0.5 cm from the LCFS. This introduces error through
the extrapolation of the density and gradient to the separatrix. Thus, the error bars on the
edge density can be up to 50% of the value. It will be shown in chapter 6 that even with
these error bars, the value from this probe edge model agrees well with other estimates of
 the edge density.

To summarize, this secénd edge model determines the density at the LCFS
through the following procedure:

1) Determine the pressure at divertor probe 9. Check that the measured pressure is
consistent with the pressure measured by the fast scanning probe.

2) Use the fast scanning probe to measure the upstream temperature. Check the ohmic
power and the bolometer measurements of the radiated power. If these are relatively
constant, then the upstream temperature can be assumed to be constant also.

3) Determine the upstream density and its radial location..

4) With two values of the density on the midplane, fit an exponential curve to the points
and determine the density and its gradient at the LCFS.

By fitting each timeslice, the edge density is now known. The resulting edge density from

this technique can be compared to results from the reflectometer and the € analysis. In

table 6.1, these values are compared. The most consistent value can be used as the best
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estimate for the background density level. To ensure the proper time history, the divertor
probe signal can then be scaled and added to this background level. Although the density
may not be conserved along the field lines in the scrapeoff during detachment, the time
history of the density upstream should be highly correlated to the time history at the

divertor and can therefore be used as a proxy for the time history of the edge density.

4.4 Data Processing

Before it is possible to invert for density profiles, the demodulator output must be

combined and any vibrational error compensated.

4.4.1 Phase Reconstruction

To reconstruct the phases, any resets of 256 fringes in the fringe counters must
first be removed. This is easily done by adding the appropriate +250 fringes to the full
phase count. The full count and partial fringe signal can then be straightforwardly added
together.

The HeNe and CO5 signals are then used in eqn. 2.4 to generate the plasma phase
shift. In the 100 ms period before the shots, the compensation should result in a zero
phase shift in the absence of plasma. This period can be used to estimate the noise levels
in the measurement. The four HeNe positions are first adjusted slightly to find the
positions for an optimal subtraction before the shot begins. Typically, movements of
approximately 1-2 mm are required. This corrects for small misalignments when lining up
the CO, and HeNe beams. The HeNe signals are then splined onto the positions of the
CO» channels. The CO2 positions are then also adjusted to yield the best compensations.

Similarly, this procedure compensates for inaccuracies in the CO7 chord positions.
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4.5 Experimental Checks of the Inversion

A series of tests and checks were conducted on the inversion techniques to identify
sources of systematic errors and limitations of the method. The inversion was quite
robust. The phase shifts for various known density profiles were input to the analysis.
Figure 4.7ab gives examples of the reconstruction for a peaked and a slightly hollow input
profile. The inversion was able to reproduce the profiles even when randomly generated
noise of up to 5% was added to the phase inputs. When the input profile became
increasingly hollow, there was an increase in the error of the central density of the inverted
profiles. In general, good agreement was achieved for profiles ranging from slightly
hollow to peaked. Inversions of actual shots indicate that the inversion works quite well.
One of the main goals of the TCI was to follow pellets. Figure 4.8 shows a good example
of the inversion of a two pellet shot.

Studies done by Park indicate that inaccuracies in the magnetic flux surfaces can be
a major source of error [86]. Figure 4.9 illustrates that for the SVD inversion, radial
translations of the magnetic surfaces by up to 0.5 cm have small effects on the inverted
profiles. Similarly, the inversion is relatively insensitive to those € which lie in the range of
allowable values. In figure 4.10, the inversion has been performed on the same timeslice
with different values of €. The range of acceptable €'s runs from 0.7 to 1.6. A minimum
in the chi-square error occurs at € equal to 1.1. From the figure, there appears to be only
small differences in the inversion for the range of allowable €.

In fig. 4.11, the effects of the edge density on the inversion are shown. As the
input edge density is varied by a factor of 5, the resulting profiles goes from peaked to
hollow. The edge density is the largest source of error for the inversion. Thus, it is
essential that a good estimate of the edge density is made for the inversion analysis. It is
worthwhile to note that the central dengity is less sensitive than the density at a/2. The
variation in the central density is 50% for a factor of 5 at the edge. Also, as the edge

density increases, the first changes in the profile occur at psi values greater than 0.5.
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Thus, the presence of actual phase measurements inside of psi equal to 0.5 acts to
constrain the allowable profile changes. It was also observed that the inversion usin g edge
density values close to the best estimate ( in this case .2 and .3 7, ) exhibit less variation
than the other curves. This implies that when the edge density is close to the true edge
density, the true profile represents a convergence point for the inversion. A study on the
effects of the edge gradient on the inversion also showed that the inverted profiles exhibit
little change for different edge gradients. Figure 4.12 shows that the profile between 0.5 <
psi < 1.0 adjusts to reflect the changing gradient at the LCFS but doesn't change much for
psi <0.5. Again this reflects the fact that the phase measurements are constraining the
changes in the shape of the density profile. Therefore, the magnitude of the edge density
has an important role in the profile determination, while the inversion is relatively
insensitive to the edge gradient, the magnetic geometry and variation of € within the

allowable range.
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Chapter 5

Transport Analysis

To determine the transport coefficients, a two-prong analysis involving numerical
simulation and regression in the time domain will be used. For each method, the exact

methodology and any accompanying analysis will be presented in this chapter.

5.1 Framework for Transport Analysis

In fusion research, the particle and energy transport processes are driven by forces
that move the plasmas towards thermal equilibrium. Gradients of density and temperature
act as the sources of free energy for these fluxes. Similarly, external forces generate fluxes
which drive the plasma away from equilibrium . At the point of balance, the plasma
reaches a steady state or near equilibrium condition in which it can be parameterized and
described by various plasma variables (e.g. n, Te, Tj). Itis in this state that the study of

transport processes is possible.

5.1.1 General Issues in Transport Analysis

In general, transport analysis is derived from studying the velocity moments of the
Boltzmann equation. By assuming that the plasma has a Maxwellian or near Maxwellian
distribution function the equations governing the time evolution of plasma density, energy,
and momentum can be derived [3]. Furthermore, because parallel transport is much faster
than radial crossfield transport, ne and T, can be assumed to be flux quantities. Averaging
over closed flux surfaces enables the equations to be reduced to a 1-D equation in P, the

flux surface parameter. The general form of a transport equation is

97



@_}_ 1 d(Vol'(¥)F) -
dt  Vol'(¥) da¥

S (5.1)
where g is the state variable (e.g. ng, Te, Tj,...), F is the associated flux, S is the source
term (external or internal), ‘¥’ is the flux coordinate, and Vol is the volume enclosed by the
flux surface [4]. The ’refers to a spatial derivative with respect to V.

For particle transport, the form of the particle flux, F or I, is usually divided into

two parts representing the diffusive flux and the convective flux.

I'=s=D—-nV (5.2)

D is the diffusion coefficient and V is the pinch velocity. Both coefficients are positive
with a positive pinch velocity defined as outwards away from the magnetic axis. The
pinch velocity is a general term that can include all convections due to temperature
gradients and electric fields. This will be more obvious by comparison with egn. 5.3.

Three equations exist for the density, momentum and temperature ( n;, £;, T; ) for
each species, i, but simplification through assumptions about collisionality, the mass ratios,
and charge neutrality reduces that number significantly [4]. Typically, for a one ion
species plasma, four equations are sufficient to describe the plasma transport: electron
density, electron energy, ion energy, and angular momentum conservation.

With these equations, the basic analytical approach is to measure experimentally
the time derivatives, spatial derivatives (to second order) and source terms. With this
information, the fluxes can be calculated through egn. 5.1 and then related back to the
gradients of the state variables in order to deduce the transport coefficients. The resulting

transport coefficients can be formulated into a transport matrix as follows,
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This matrix is symmetric for classical and neo-classical transport. However for
turbulent transport, this symmetry may not hold. Also, if the coefficients are non-linear
(have dependencies on the state variables and their derivatives) this analysis is not

sufficient.

5.2 Particle Balance Analysis

A standard technique in transport analysis is to investigate the plasma in
equilibrium. In this case, the time derivative is zero and the divergence of the flux
balances the source terms within a given flux surface. This method allows for all
coefficients in any row of the matrix to be determined although only diagonal terms are
typically considered significant.

The advantages of such a global analysis are its generality and ease of use. The
disadvantages are the need for well-measured density and temperature profiles and
accurate calculation of the source terms. The source term can be a quantity quite difficult
to measure. For energy measurements, in order to get the exact ion-electron coupling,
accurate measurement of both T and T; must be available. Also, there is a limitation to
the number of coefficients that can be measured. With only four equations for a standard
one ion plasma, only four coefficients out of ten independent quantities can be determined.

Though many of these coefficients are insignificant, there is growing evidence that some
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of the off-diagonal terms that represent coupling between fluxes are non-negligible [91,
92, 93, 94]. This analysis will not be able to account for such mechanisms. Finally, for

spatial regions in which the source term is insignificant, only the ratio of the coefficients

can be found, For particle transport, this means that only —% = lg_" = inverse length
n or

scale of profile can be uniquely determined. To resolve each individual coefficient, either

a temporal variation or spatial source profile must be incorporated into the analysis.

5.3 Perturbation A_nalysis

Another widely used technique to analyze' plasma transport is through perturbation
experiments. In such an analysis, small perturbations of the state variable are created on
top of a steady state background. The time evolution of these perturbations is then
examined by linearizing the transport equations and calculating the fluxes. The
relationship between the gradients of the state variables and the flux determine the
diffusion coefficients. This methodology offers 1) improved accuracy since signals can be
time averaged over several perturbations cycles, 2) the ability to measure local coefficients
when the source itself is localized, 3) a well-defined source term, and 4) the opportunity to
measure all the elements of the transport matrix. However, this type of analysis requires a
diagnostic set with better temporal and spatial resolution. Furthermore, it is possible for a
large perturbation (e.g., pellet injection) to invalidate the analysis since the transport may
be non-linear.

Perturbation analysis is complementary to particle balance analysis. As pointed out
by Cardozo, an equilibrium analysis gives the ratio of the flux to the gradient, for example
D =T/Vn [95]. Perturbations allow the measurement of incremental coefficients or the
instantaneous increase of flux due to changes in the gradients, Djpc = dI/0Vn. The

difference is depicted pictorially in fig. 5.1.
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Figure 5.1: Pictorial representation of Dgq and Dipc. [95]

5.3.1 Previous Results of Perturbation Analysis

The use of perturbative analysis has been increasing with the development of
temperature and density diagnostics with greater resolution and sensitivity. The study of
sawteeth, pioneered by Callen and Jahns, has been performed at many different machines
including Alcator C [96,100]. Measurements of the heat pulse are done typically with an
ECE polychrometer with the corresponding density perturbation measured by either an
interferometer or reflectometer [97,98]. On JET, both the outgoing heat pulse and the
inward density pulse were observed. Diffusion coefficients were measured to be D(r) =
(0.16 £0.02)(1 + & r2/a2) m2/s with a correspondingly high energy diffusivity, X, of 3-5
m2/s. These values were consistent with the high /D ratios measured by equilibrium
studies [99].

Another frequently used perturbation is the injection of hydrogen or deuterium
pellets into the plasma [101, 102, 103]. Diffusion coefficients were determined by
simulating the decay of these large amplitude perturbations. By using the form of the flux

as given by eqn. 5.2, good agreement between simulated and measured results was
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obtained. However, the deduced values of the diffusion coefficients were much larger
than the neoclassical predictions. In all cases, a nonzero pinch velocity was needed to
explain the measured data.

A smaller perturbation to the plasma can be induced by gas puffing. Modulated
gas puffing experiments were first performed on T-10 by Bagdasarov [104]. Similar
applications of gas puffing have been repeated on TEXT [105], ASDEX [106], JT-60
[107], MTX [74]and TFIR [108, 109]. Such experiments are popular because it allows
for a controlled and repeatable perturbation. A variety of analyses, ranging from a Fourier
analysis of the fundamental component of the perturbation to fitting with simulations can
be performed. With better diagnostics, local measurements of the diffusion coefficients
can be measured as opposed to simple fits of functional forms [74, 108].

Results confirm that a substantial inward pinch is required to match observed data.
There also seems to be a consensus on the inverse scaling of D with density. This result
was seen by Efthimion at TFTR, Gentile at ASDEX and also byv Gentile at TEXT [105,
106, 108]. At TEXT an additional but weak dependence on q was noted. This inverse
scaling is consistent with the observation that particle confinement is initially increasing
with density and then saturates. As observed in pellet injection experiments, the size of
the perturbation can influence the transport. It was observed that there was little variation
in the measured coefficients for perturbations in which the An/n was less than 10% [108].

Another consistent observation is the increasing value of D and V towards the
edge. This was seen clearly by Marinak at MTX and Efthimion at TFTR [74. 108].
Results were similar at TEXT but are less conclusive since this feature was built into the
model for D. On ASDEX, Gentile found that the data could be fit by a constant value
except when the density was near the density limit. In those cases, radially increasing
diffusion coefficients were necessary. It should be noted that the ASDEX result does not
preclude a spatially varying diffusion coefficient because such an analysis was not

performed [106].
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5.4 Effects of Non-linearity of the Diffusion Coefficients

It would be impossible to discuss all the separate issues involved in particle, energy
and momentum transport in this thesis. Thus, in the remainder of this chapter, discussions
of the transport analysis will be restricted to particle transport alone.

In the continuity equation, 5.1, one of the biggest assumptions required is the form

of the D and V coefficients. Typically, the coefficients are defined as constant or as a

2
polynomial function of r (e.g. V = Lorvs= r_z ). A more complicated formalism has
a a

been developed by Gentile [94] that allows for forms of D, V that depend nonlinearly on
Te and ng and their spatial derivatives. The consequences of such dependencies are: 1) a
divergence from the equilibrium diffusion coefficients when describing fast perturbations
and 2) a coupling between T, and ng when dependencies on the ng and T, gradients exist.
In the analysis of Gentile, which assumes a slab geometry, linearization of eqn 5.1 in ng,
Te, Vn, and VT about the equilibrium solution, leads to the following expansions for the

flux and the continuity equation

=¥ vis|n L 5L, 5 D ;4D an
dx dn, dn dI, dT ) dx
: (5.3)
7 LTI, LA LA
“di, dn *dT, dT)°

where n,and T, represent Vn and VT.
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It is clear that when there are dependencies of D and V onVn and VT the effective

aD
| dx
v

diffusion coefficients for the perturbation are changed.

While it is difficult to experimentally separate the individual dependencies, various
simplifying assumptions can lead to qualitative insights about the resulting transport. The
first is that if the perturbation evolves on a timescale faster than the equilibration time,
then convective effects are small and only the highest order time derivatives need to be
retained in the solution. Also, gradients in T and n act as sources of free energy to drive
the anomalous transport. A simple dependence of the coefficients on Vn results in
enhanced diffusion. Similarly, any spatial dependence (direct or indirect) of the
coefficients results in extra convection. Gentile showed further that a dependence on VT

results in a coupling of the energy and particle transport equations [94].
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These equations can be solved as a coupled oscillator problem with fast and slow
solutions. The fast solution corresponds to a diffusion rate higher than the equilibrium
rate and the slow solution reflects transport at a rate slightly less than equilibrium.
Although D and V are defined as functions of space, in reality, the actual profiles
are function not of position but of the plasma parameters at that location. The analysis of
Gentile indicates that equilibrium transport coefficients will be modified if dependencies on
the state variables exist. However, it is virtually impossible to extract these dependencies
experimentally. The usefulness of such analysis is in the fact that experimental profiles can
place constraints on the allowable dependencies. For example, experimental observations
indicate the need for a strong inward pinch [101]. Any model that depends only on Vn
and VT would not exhibit this required behavior and could therefore be disproved. This
methodology provides a useful and testable tool to link theoretical models and

experimental evidence.
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5.5 Regression Analysis

In order to determine the diffusion coefficients, a multilinear regression technique
was developed and implemented. Developed in 1886 by Francis Galton to study the
height of children relative to their parents, regression analysis has become a versatile and
invaluable technique to study statistically the dependence of one variable on one or more
independent quantities [110].

Typically, for perturbative experiments, it is often the practice to linearize the
transport equation and work with perturbed quantities by subtracting off an appropriate
equilibrium profile. In the regression analysis, this is unnecessary and can actually
introduce additional error if the equilibrium profile is incorrect. Starting with eqn 5.1, the

continuity equation, the first step is to take a volume integral over a flux surface V.

pav an _ $(-V T +S(p)av. (5.8)

V(¥) d V(¥)

Here, the particle flux, I, is assumed to have the form given by eqn. 5.2. For surfaces
deep in the plasma core (e.g. more than 5 cm inside the LCFS), the source term can be
neglected. Thus, the right hand side (RHS) is reduced to the single integral over the
divergence of the flux which can be converted to a surface integral by Gauss' Law. On the
left hand side (LHS), the order of the time derivative and the volume integral are

interchanged. This change gives

dﬁan

— = {;(D%Jrnvwa. (5.9)

S(¥)
Defining Npart to be the volume integral over n and assuming that the flux is constant

over the surface, it is clear that for each flux surface there is a linear relationship between
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the time derivative of the particles inside the surface and the density and first spatial

derivative on the surface. Defining A(W) as the surface area of the flux surface,

dN part
dt

dn
= D(;—P—A(‘I’))+ V(inA(Y)). (5.10)

From the density profiles, all three quantities can be calculated as a function of time. The
surface area and volume of the flux surfaces are provided by EFIT. By performing the
multilinear regression over many timeslices, the coefficients of the regression or diffusion

coefficients can be extracted as functions of both time and space.

5.6 Numerical Simulation

A second method of extracting the diffusion coefficients is through numerical
simulation of the time history of the interferometer signals [111]. Since the equation of
motion is known for the particle density, eqn 5.1, it is possible to simulate the behavior of
the density profiles under gas modulation. This problem can be set up in a very similar
fashion to the regression analysis. However, in this case, the analysis is predictive. By
assuming some profile for D and V, the time history of the density profiles can be
simulated and the predicted measurements for the TCI can be computed by knowing the
magnetic geometry. These predicted signals can then be compared to the actual
measurements and the diffusion coefficients can be adjusted until the time behavior fits the
observations. A unique model of the coefficient profiles allows the central and edge
values of the profile to be adjusted independently. The general form for the transport

coefficient C(r) is given by

G
(1+GCy)

C(r)= (rr+Cyr®), (5.11)
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where r is a normalized radius. Fi gﬁre 5.2 shows that for different values of the parameter
C. the central coefficient profile flattens or steepens without affecting the edge. The
edge value can then be matched to any desired value by scaling the entire profile.

In addition, the source size at the edge is set so that throughout the simulation the
total particle inventory is matched. This includes a period of 10 ms before the puff, when
~ the plasma should be near equilibrium. This extra condition is enough to uniquely
determine the problem. For a given equilibrium profile, the ratio V/D is uniquely
determined. For this V/D ratio, only one source size will accurately match the density on
axis. The exact details of this source is inconsequential in determining the magnitude of
the density profile in the core because the source is highly localized at the edge [106]. All
that is necessary is the total source size. In the simulation for Alcator C-Mod, a Gaussian
profile is used. Itis centered on the LCFS with a width of 1 cm. Details of the source
term and tests of the sensitivity of the simulation to the source profile are given in
Appendix A. However, there ié still a family of curves that satisfy the same V/D ratio. By
fitting the time history of the interferometer chords, this last free parameter is determined.

This analysis was implemented and used for the gas puffing experiments. Results

are presented in the section 6.3 and details of the simulation are presented in Appendix A.

5.7 Tests of the Analysis Techniques

In order to ensure the validity of the output from both the regression and
simulation analysis, tests were conducted on both methods. The diffusion equation can be
solved in closed form for several simple cases. The simplest is that of a constant diffusion
coefficient and a pinch velocity of zero in a circular geometry. The analytic solution for

this case is given by

D42t
(==
) =nge @ Jo(z.4J3

r), (5.12)
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where a is the minor radius, D is the diffusion coefficient, and n( is the initial central
density. Tests of the simulation with the above conditions gave exact agreement between
the simulated profiles and the analytic solution.

To test the regression technique, a 100 ms period was generated with the
simulation. The simulation included a gas puff from the edge at 25 ms for 25 ms. The
resulting time history of the density profiles was input into the regression analysis and the
resulting diffusion coefficients were compared with the original coefficient profiles used in
the simulation. Figure 5.3 illustrates the very good agreement between the input and
regressed coefficient profiles even when 1% or roughly 3° of noise was added to the
profiles. The results of these two tests gives additional validation to our analysis
technique. Sensitivities of the resulting coefficient profiles to the assumptions made in the

analysis will be presented in the next chapter.
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Chapter 6

Experimental Observations

6.1 Overview

There are many issues involved with a proper inversion and transport analysis. In
this chapter, the results of both the inversion and transport analysis for the gas modulated
shots will be discussed. The chapter will be divided as follows. Section 6.2 will examine
the phenomenology of the gas puffing and the resulting density profiles. Especially
important are the various sensitivities of these profiles to sources of systematic errors such
as the determination of an appropriate edge density and the proper choice of weighting for
the smoothing. The next section will review the results of the regression analysis used to
extract the diffusion coefficients. Again, attention will be paid to justifying the various
assumptions made in order to perform the regressions. Section 6.4 will present the results
of the simulation analysis. Agreement between the simulation and regression analysis was

good.

6.2 Phenomenology of Gas Puffing

A series of gas modulation experiments was performed for a range of line
integrated densities at the same toroidal field and plasma current. The plasma was
diverted into the lower divertor at approximately 600 ms. The plasma was either
immediately detached or attached depending on whether the line integrated density at the
time of diversion was above or below the detachment threshold. The line averaged
electron density was varied between 7.0x 1019 - 1.4x 1020 m-3. Three or four gas puffs
were injected from a piezoelectric valve on horizontal Port A at a frequency of 10 Hz. To

generate the puffs, the voltage to the valve was increased by 30-40 V for 10 -20 ms.
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The puffs were clearly visible on the line integrated densities. Figure 6.1 shows the
time history of several of the interferometer chords before and after a single gas puff. The
density begins to rise a few milliseconds after the puff is injected and peaks roughly 5 ms
after the puff stops. The density perturbation slowly decays over the next 60 ms back to
their original level. The size of the puffs was 3-5x 1019 m-3 particles and represents
between 5-10% of the total particle inventory. In terms of the peak density, the fractional
change was typically 7%. The profile generally broadened with the puffs and peaked up as
the puffs decayed away. This effect can be seen in the slight modulation of the peaking
factor, peak density over volume averaged density, as the puffs were injected.

The first puff was injected at 650 or 700 ms which allowed 50-100 ms for the
plasma to reach equilibrium after diverting. It appears, however, that in many of the shots,
the plasma was not fully relaxed by the time of the first puff. The density was still rising
and the position of the x-point was still moving. The first puff would have an
extraordinarily large rise or the dens_ity didn't decay afterwards. By the second and third
puffs, the plasma had stabilized and the density rose and fell back to the same level. In fig.
6.2, the first puff at 700 ms didn't decay at all and continued to rise until the puff at 800

ms. The second and third puffs behaved as expected.

6.2.1. Stability of the Shots

It is essential in a perturbation experiment to isolate the source of the
perturbations. As a result, the shots must be as stable and as consistent as possible. The
position and the shape of the plasma should not be changing during gas puffing.
Otherwise, the changes in density profile due to transport will be confused with those due
to shifts in the magnetic configuration. Measurements by the magnetic diagnostics and the
EFIT reconstructions of the flux surfaces indicated that there was very little change in the
plasma position and shape. The shots were all taken at the same plasma current of 630 kA

and toroidal field of 5.2. T. The plasma major radius was typically .678 m with
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movements of less than 2 mm over the time of the puffs. The minor radius varied at most
1 cm from its nominal value of 21 cm. Plasma elongation varied between 1.6 and 1.8 but
for each shot the variation was less than 2%. Figure 6.3 shows the typical range of

variation for the position of the magnetic axis, Kappa and minor radius. The bottom trace

indicates the timing and duration of gas puffs from the piezoelectric valve.

6.2.2 Profile Inversions

The inversion analysis was performed on the gas modulated shots of 94/06/10.
The standard processed outputs of the inversion, as shown in figure 6.4 are: the total
particle inventory, line averaged density, the peak density and the peaking factor. The
puffs can be seen in each of these signals. Of special note is the dips in the peaking factor
as the puffs are injected. The profile broadened as the gas was injected and raised the
edge density before being transported into the main plasma. In fig 6.5 the time evolution
of the inversion shows the effects of the puff. Profiles rose and broadened (820 ms) and
then peaked up as the density on axis continued rising but the edge fell (860 ms). After
860 ms, the profile returned to its initial shape and the next puff was injected at 900 ms.
The inverted profiles in general were peaked, with hollow profiles being rare, even during
puffing. The typical peaking factors during the gas puffing period ranged from 1.5 to 2.0

with a trend towards higher peaking for the lower density shots.

6.2.3 Results of Analysis to Determine Smoothing Weight
In chapter 4, a technique was prescribed to determine the proper smoothing factor

to be used in the inversion. For edge densities ranging from 0.1 to 0.5 7,, this procedure

was applied. In figure 6.6, both the error in fitting the edge and the error in the chi-

squared distribution is shown for a range of edge densities from 0.7-1.3x1020 m-3.
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When the edge density was either too high or too low, the set of smoothing parameters
that would fit both the desired edge density value and the chord measurements was small.
Even when there were allowable values of epsilon, these tended to be small so that the
resulting profile was unphysical. Recall that an allowable value of epsilon is one in which
the edge error is less than 0.1 and the 2 error is less than 0.5. This was the case for fig
6.6a, d, and e. When the edge density was in the expected range, both the edge density
and the chords were easily fit. The range of epsilon values was substantially larger as can
be seen in figures 6.6b and c. In these cases, a relative evaluation of which edge density
was better could be made. For this shot, an edge value of 2.5 x1019 m-3 was judged as
best estimate. The corresponding range of epsilons was 0.9 to 1.4. A final value of 1.1

was chosen since it represented a minimum in the chi-squared error.

6.2.4 Determination of the Edge Density

An important input into the inversion was the magnitude of the density at the
LCFS. As seen in chapter 4, the profile is sensitive to this value although it is not sensitive
to the shape of the edge region. Several different measurements were used to give a best
estimate of the edge density. Table 6.1 compares the results from the model based on the
divertor and limiter probes, the estimation of epsilon, and the reflectometer.

The agreement between the probe model, the epsilon analysis and the
reflectometer was quite good. Between the probes and the epsilon analysis there was only
one case in which the estimates vary more than 25%. Preliminary results from the
reflectometer showed that for the lower density shots, there was reasonable agreement
with the epsilon analysis. Figure 6.7 shows that the predicted reflectometer signals based
on the edge density estimated by the € analysis agrees quite well with the actual
measurements. If an incorrect edge density is chosen, 100% errors can occur. (see figure

6.8) Thus, the reflectometer was useful to validate the estimates from the other edge
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models. In general, the range of allowable edge densities from each method of analysis

was comparable.

Shot Epsilon Probes Reflectometer
1019 m-3 1019 m-3 1019 m-3

940610005 3.9 - 2.6
940610006 3.6 - -
940610007 3.1 - 1.0-3.1
940610009 2.5 - 1.7
940610014 2.5 2.0 1.7
940610015 2.5 1.3 0.9-1.7
940610016 1.4 1.7 1.5
940610017 1.4 1.2 0.7
940610023 29 - -
940610024 4.9 4.2 -
940610025 5.0 5.0 -
940610028 3.0 3.0 -

Table 6.1: Estimates of the edge density at the LCFS as calculated from several sources.

By no means were these models exact and a calibrated reflectometer, edge Thomson
Scattering measurement, or an edge interferometer chord is still necessary to pinpoint the
edge density. However, consistent independent estimates gave confidence that the best
estimate of the edge density was acceptable and can be used for the density inversion and

transport analysis.
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6.3 Results from the Regression Analysis

The regression analysis was applied to the inverted profiles to yield the transport
coefficients. The coefficients were determined for the inversions using the best estimate of
the edge density from the epsilon analysis.

The profiles of both D(r) and V(r) show an increasing value of the coefficient with
increasing radius. The typical behavior of the coefficients can be seen in fig. 6.9. The
shape of the profile agrees with those found by Efthimion, Marinak and Gentile [74, 103,
106, 108]. The increasing profile is consistent with equilibrium profile shapes. D and V
values are typically small on axis since in the core the density gradients are small while the
density is the greatest. As the radius increases, the density decreases and the gradients
increase, resulting in an decrease of the scale length. An increase in both D and V but
with V increasing faster will allow the density scale length and the D/V ratio to remain
equal in regions which are source-free.

The value of the diffusion coefficients also decreases with the background density.
This is illustrated in figure 6.10 where shots of similar background density have been
averaged. As the density increases, both the D and V profiles fall. For a 50% rise in the
line average density, a drop by a factor of 3 occurs. At the highest densites of n, > 1.0x
1020 m-3. the measured values at ¥ equal to 0.5 are extremely low with D < 0.05 m2/s
and V < 0.5 mys. '

6.3.2 Sensitivity of the Regression Analysis

The two greatest sources of systematic error are the estimates of the edge density
and the selection of the smoothing parameter. Of these two, the regression analysis is
clearly more sensitive to the value of the edge density. In fig. 6.11, the regressed

transport coefficients for a shot are presented with the edge density ranging from 0.1 to

0.5 n,. The value of the coefficients clearly fall as the edge density rises. This behavior is

due to the flattening of the density profile as the edge density rises; in chapter 4, the
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profiles were shown to become flatter and even hollow. To remain in agreement with the
increasing dénsity length scale, the coefficients must become smaller, with V decreasing
more than D. The resulting V/D ratios confirm that this fall in the coefficient values is the
result of profile shape changes. For the lower edge densities, the profiles are the most
peaked and consistently, the V/D ratio is the greatest. This is seen in figure 6.12. It
should also be noted that when the edge density is in the acceptable range as determined
by the epsilon analysis, the variation of the transport coefficients decrease. The values of
the coefficients become much more comparable at those densities. This is observed in fig
6.11 where the curves for an edge density of .2 and .3 7, exhibit less variation between
each other than between the other curves.

In chapter 4, it was observed that the inversion is relatively insensitive to the
smoothing parameter. As long as € was in the allowable range, the profiles show little
change in shape but there is approximately a 5% change in the peak density. Figure 6.13
shows the variation in the corresponding coefficient profiles as derived from the regression
analysis. There are small differences in the diffusion coefficients but this error is lessl‘ than
that due to an error in the edge density.

When the regression is applied, there is an implicit assumption that during the
analysis period the transport can bevexplained by a temporally constant value. To test this
assumption, the regressed diffusion coefficients were used to reconstruct the predicted
change in particle inventory inside a flux surface. This was then compared to the actual
measured change as calculated from the density profiles. For a good shot, in which the
puff was sufficiently large to affect the profiles at the core, reasonable agreement was
observed between the reconstructed and measured quantities. Figure 6.14 shows the time
rate of change of the particle inventory over three puffs. The regression has the same
general shape as the measured time derivative but fails to reproduce the correct amplitude.

This indicates that not all the profile changes have been captured by the density inversion.
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An additional test of the assumption can be made by taking regressions over a
smaller time interval. The choice of the time window is an important issue when doing the
regressions. Typically, the time interval was taken to incorporate 2 or 3 puffs. More
importantly, the puffs were chosen so that there was both a noticeable rise and decay of
the density. Often this meant discarding the first puff since the density did not decay but
remained high. This indicated that the plasma had not yet reached equilibrium after
diverting. Figure 6.15 shows the regressed coefficients from the entire regression window
and those from the individual regressions of each puff. Good agreement between all these
regressions indicate that the assumption of time constant diffusion coefficients is valid.

In chapter 4, it was shown that the inversions were insensitive to small radial
translations of the plasma. This analysis was extended to the regression analysis. The
result, as seen in Figure 6.16, is that the regressed transport coefficients are also
insensitive to the shift. The variation is well within the error bars of the measured profiles

and is not the largest source of systematic error.

6.4 Results from the Simulation Analysis

A numerical simulation as described in chapter 5 was also applied to the gas
modulated shots. The resulting coefficient profiles agreed well with those from the
regression. Figure 6.17 compares the regressed coefficient profile and the simulated
profile for a typical shot. Agreement is quite good with the simulation falling within the
error bars of the regression. Comparisons beyond ¥=0.6 were not done since there are no
phase measurements in that region. In fig 6.18, the results are compared for four shots,
one at each of the densities shown in fig 6.9. The profiles are within the error bars of the
regression for ¥ < 0.5. The diffusion coefficients exhibit the same general shape and the
same inverse dependence with the density. Comparisons of the simulation with measured
quantities was also good. For each shot, the source terms were adjusted so that the total

particle inventory was matched to the measured inventory to better than 2%. Figure 6.19
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Figure 6.15: Comparison of regressed coefficient profiles for regressions over three puffs

individually and over all three puffs simultaneously.
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shows the particle inventories and the fractional error of the simulation for a puff at 800
ms. The simulation was conducted for 100 ms. Simultaneously, the phase measurements
were also matched to within less than 2% error by adjusting the coefficient profiles. The
match of the phase signal and the corresponding error is presented in fig 6.20 for a central,

inner and outer chords.

6.4.1 Sensitivity of the Numerical Simulation

Because there are 6 free parameters when simulating the gas puff, two for each
diffusion coefficient profile, the size of the background source and the size of the puff, it is
necessary to investigate the uniqueness of the solution. In chapter 5, it was noted that the
system is overdetermined since there are 10 phase measurements to match. Thus, the
solution would be a best fit to all 10 chords. Furthermore, since the profile shape restricts
the V/D ratio, a match to the time histories during a gas puff should result in only one set
of suitable profiles. Studies with the simulation have indicated that for different
background source sizes, the coefficient profiles that satisfy the equilibrium profile shape,
result in the same V/D profile. To test the sensitivity of the solution, the variation of the

coefficients must be done in such a way that this V/D ratio is maintained. Itis improper to
| vary only one of the coefficients at a time since this will change the V/D ratio and the
resulting coefficients will not be consistent with the initial equilibrium profile.

In the simulation, a check of the best fit solution found that the resulting diffusion
coefficients were close to their equilibrium values. Simulations with the diffusion
coefficients perturbed by £10% from the best fit also resulted in reasonable fit to the
equilibrium density profile. Thus, small changes in the coefficient profiles that maintain
the V/D ratio are indistinguishable by looking at only the equilibrium profiles. However,
when these same coefficient profiles were used to simulate the gas modulation, the time
histories did not match. Figure 6.21 shows the simulations with the varied coefficients.

Variation of the coefficients away from the best fit increases the relative errors in both the
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Figure 6.19: Comparison of simulated and measured particle inventory time histories.
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fits to the phase and total particle inventory by a factor of 2. Thus, the simulation is

sensitive to changes in the profiles at the 10% level.
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Figure 6.21: Variation of the simulated phase signals when the transport coefficients are
varied by £10% while maintaining the V/D ratio.
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Chapter 7

Interpretation of Results

In this chapter, a consistent explanation for the central density rise after
detachment will be presented. Comparison of results with other measurements on Alcator
C-Mod will be made as well as comparisons to particle transport measurements made on

other tokamaks.

7.1 Interpretation of Core Particle Measurements on C-Mod

The magnitude of the transport coefficients measured on Alcator C-Mod are
consistent with measurements made by other experiments. Experimentally measured
values of D(r) and V(r) fall in the range of 0.005< D < 1.0 m2/s and 0 < V < 10.0 m/s.
The values for Alcator C-Mod fall well within these boundaries. Furthermore, the

predicted neoclassical values have been calculated at ¥ equal to 0.5 using:

Dy =q°v,p,.°, (7.1)
23
DBamma =€ 2qzveipLz’ (72)
V %Epamllel (7 3)
=g —, .
Ware Bp

where Dpg, DBanana, and Vware are the collisional Pfirsch-Schluter diffusion coefficient,
the Banana regime diffusion coefficient and the Ware pinch velocity, respectively [124,
125]. The variables are: g, the safety factor; py, the Lamour radius; v, the electron-ion

collision frequency, € the ratio the minor and major radii; Eparajle], the parallel electric
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field; and Bp, the poloidal magnetic field. The predicted values were at least a factor of 2
smaller than the measured profiles for all except the highest density. At 1.3 x 1020 m-3,
the measured and predicted values were comparable. The value of the Ware pinch was
anomalously small for all cases. The results are summarized in Table 7.1. They are in
agreement with results from PLT, T-10, MTX, and TFTR which observed measured
transport coefficients that were up to 100 times larger than neoclassical predictions [74,

104, 108, 113].

Density Temp Measured | Pfirsch- Banana | Measured | Ware
Diffusion | Schluter | Regime Pinch Pinch
Coefficient [ Diffusion | Diffusion | Velocity

m-3 keV m2/s m/s m2/s m/s m/s
8.68x1019 | 1.05 0.23 003 054 1.5 0.16
1.02x1020 |  0.89 0.17 .004 068 0.95 0.16
1.13x1020 | 0.90 0.14 004 076 0.78 0.16
1.22x 1019}  0.80 0.06 .005 087 0.25 0.16

Table 7.1 Comparison of Measured and Neoclassical transport coefficients at ¥ = 0.5.

From the results of chapter 6, the transport shows a dependence on the

background density. In figure 6.10, the profiles of the coefficients decrease as 7,
increases. The coefficients at ‘¥ equal to 0.5 of the gas modulated shots are plotted as a
function of 1/7, in figure 7.1. The points agree well with an inverse scaling for both V
and D. This dependence with density is similar to the scaling found at TFTR, T-10, Texﬁ
and ASDEX [104,105, 106, 108]. At ASDEX Gentle found that D and V both decrease
lby an order of magnitude as the density increases by a factor of 5. However, this decrease

saturates for the saturated Ohmic confinement mode (SOC) at higher densities. In the
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improved Ohmic confinement mode (I0C), the decrease in the coefficients continues with
rising density and approaches a factor of 4 at the higher densities. Both particle and
energy confinement exhibit this behavior and this reduction in the diffusion coefficient was
large enough as to result in an observed density rise even without gas fueling [106]. At
TEXT, a clear dependence on 1/71, was measured for fixed BT and Ip [105]. Similarly,
Efthimion observed that the profile averaged diffusion coefficients scaled as 1/ng on
TFTR. At MTX, experiments showed that the diffusion coefficients increased with
density butvthe measurements were done near the density limit where the plasma behavior
~ may be quite different [74].

While the density scaling is consistent with previous expérimems, it is of greater
note that both detached and attached shots follow the same scaling. This would indicate
that the rise in central density is not due to a change in the fundamental transport. The
detached divertor is not a new confinement mode. Otherwise, there should be a
discontinuity in the transport scaling when the plasma detaches. The reduction in the
transport coefficients is consistent with a rise in density and no anomalous changes can be

seen in the core transport.

7.2 Energy Confinement

Measurements of the energy confinement time, T, have been made by Greenwald
for the gas modulated shots [114]. Estimates of the stored energy were made by using
diamagnetic loop measurements and the calculation of the kinetic energy from temperature
and density measurements. The estimates from each method were in good agreement and

the measured confinement times are given in Table 7.2.
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Shot Attached or | Confinement
Detached Time (ms)
940610015 A 35+5
940610016 A 31+£3
940610017 A 285
940610023 D 305
940610024 D 33+3
940610025 D 30+3

Table 7.2 Energy Confinement time for Gas Modulated Shots [114].

The energy confinement time exhibits negligible change when the plasma detaches. This is
consistent with the hypothesis that detachment doesn't represent a new confinement mode.
If there is no change in the underlying particle transport, the energy confinement would be
expected to remain constant also. The confinement times are consistent with L-Mode

scaling which exhibits very weak dependence on density.

7.3 Impurity Transport

As described in chapter 2, Alcator C-Mod has an operating laser ablation system
that can be used for the study of impurity transport. By ablating small quantities of
impurities into the plasma, the impurity transport can be followed by the VUV
spectrometer, soft x-ray array and x-ray spectrometer. The measured brightness and
emissivities can be used to determine the time history of the density profiles for the
different charge states. Figure 7.2 gives an example of the decay of the line emission
radiation from scandium which was ablated at 550 ms. The MIST transport code is then
used to model the decay time to determine the transport coefficients [62]. Typical

measured values for the diffusion coefficients are given in Table 7.3.
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