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ABSTRACT

The effectiveness of hyperthermic treatment of tumors is critically dependent
on achieving therapeutic temperature and thus on the ability to precisely monitor
temperature during treatment. The ‘‘active needle’’ integrated circuit multi-site
temperature measurement system is demonstrated. The system consists of up to sixteen
580 micron wide, 7.5 millimeter long microelectronic ‘‘smart sensors’’ and a single
580 micron wide, 5 millimeter long digital controller that interfaces the instrument to a
personal computer. The chips are mounted collinearly on a specially machined 22 gauge
(710 micron) stainless steel needle. Electrical connections between chips are made
using ultrasonic wedge bonding techniques; connection to the personal computer is
made using a microribbon cable that is attached to the digital controller using ultrasonic
ball bonding. The entire multi-chip system is passivated to prevent cross-contamination
between the system and the surrounding tissue environment.

Each of the ‘‘smart sensor’’ chips contains a high resolution temperature sensor,
preamplification circuitry, and an analog modulator for A/D conversion. The tempera-
ture transducer is a fully differential, p-n junction diode based circuit that uses feedback
to reduce noise and improve linearity. Low noise preamplification is accomplished
using switched capacitor techniques combined with correlated double sampling. The
analog modulator, the front-end of an oversampled A/D converter, uses fourth-order
noise shaping with one-bit quantization to generate a single-bit data stream that contains
transducer measurement information. This data is sent to a custom microcontroller
chip, also resident on the needle, that handles interfacing between the sensor chips
and a personal computer. The personal computer issues instructions to and receives
sensor data from the microcontroller. Once read, the digital data is processed on the
personal computer to produce the final result. Measurements from test chips show a
resolution of approximately 2 m°C over the 30-5C ’C biomedical temperature range
of interest. Linearity is approximately 0.012%. Data from a completed single-sensor
needle system show a resolution of approximately 4 m°C over the same range. Because
of the difficulty in testing at this level, it is thought that these figures may result from
limits of the temperature testing system and not inherent limits of the sensing system.

Thesis Supervisor: Dr. Charles Sodini
Title: Professor of Electrical Engineering
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Chapter 1

Introduction

Advancement in medical technology is increasingly limited by problems which are
multidisciplinary in nature. The physical sciences have played a role in medical
‘“‘innovations’’ for centuries. Rapid advances in technology, however, have drawn
engineering even deeper into the realm of medical research. Electrical engineers, for
example, have become, in an increasing number of areas, as valuable to medical research
as physicians and biologists. Instruments such as the magnetic resonance imager, the
ultrasound scanner, and computer aided tomography systems all have at their core
complex electrical systems. Recent advances in integrated circuit and integrated sensor
technology are now breaking down the barrier between instrumentation and biology,
making ideas such as implantable drug delivery systems and minimally invasive local
physiological monitoring systems a reality.

One of the most promising areas in which electrical technology is finding application
is in cancer treatment, where radiotherapy and chemotherapy continue to be the two
primary therapeutic alternatives to surgery. Recently, the use of hyperthermia, a
technique that uses heat to alter the biological state of tumors, as adjuvant therapy has
been shown to increase the effectiveness of treatment. Through controlled elevation
of tumor temperature, tumor physiology, including oxygenation and blood flow, can
be altered. This control of the tumor microenvironment allows the clinician to better

plan and execute the therapy. Clearly, the effectiveness of such a treatment depends

14



critically on the knowledge of the local tu.nor conditions.

This document describes a course of research that addresses the application of
integrated circuit and sensor technology to the minimally invasive measurement of
local tissue temperature, as it has been shown that the tumor microenvironment can be
largely described by the temperature profile throughout the tumor and its surroundings
[1]. A temperature sensor employing only silicon process compatible devices was
developed; this sensor, as well as specially designed excitation circuitry and a high
resolution data converter form a single sensing ‘‘unit’’ that is the basis of the *‘active
needle’’ system. A series of these integrated circuit sensing units is mounted on
a specially machined needle, bonded, and passivated to form the ‘‘active needle’’
minimally invasive measurement system for use in the hyperthermic treatment of

ftumors.

1.1 Hyperthermia

As the name implies, hyperthermia is the artificial elevation of tissue temperature for
the purpose of modifying the tissue environment. In most cases, heating is applied in
order to generate local conditions that are toxic to the cancerous cells being treated.
Although the exact threshold varies, at temperatures above approximately 41°C cell
mortality occurs. As the temperature is raised above this critical temperature, the rate
of cell mortality increases. In short, the total thermal dose, defined as the weighted
time integral of the tissue temperature, is the key parameter for determination of local
treatment efficacy in this situation [2].

In other cases, heating is used to enhance the susceptibility of tumor tissue to other
forms of treatment, usuaily by modifying tissue perfusion (volumetric blood flow) in the
treated region. Since all tissue transport processes depend on capillary level blood flow,
treatments which are transport controlled are dependent on perfusion. Radiotherapy
depends on blood flow to deliver oxygen to the tumor which interacts with the ionizing

radiation to produce free-radicals (O, and HO™ ). Chemotherapy depends on perfusion
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to carry the chemotherapeutic agent to and into the tumor. Immunotherapy relies on
blood flow to carry monoclonal antibodies to the tumor site. Hyperthermia itself is more
effective in achieving higher temperatures in regions of low flow: Elevated temperature
will generally induce higher flows in the tumor, thus increasing the effectiveness of
both radiation therapy and oxic chemotherapeutic agents. In summary, in all cases
the fundamental basis for hyperthermia is the strong temperature dependence of local

tissue properties.

1.1.1 Early Hyperthermia Techniques

Early hyperthermia systems relied on the difference in thermosensitivity between
normal and cancerous tissue. This enhanced sensitivity to heat is believed to be a
result of the unique biological nature of cancers: Studies have shown that tumors are
nutritionally deprived, unusually acidic, and chronically hypoxic when compared to
healthy tissue. Compromised tissue perfusion (volumetric blood flow) is believed to be
largely responsible for this environment, as blood flow is the primary path for oxygen
and other nutrient supply to the tissue. The hypoxic areas of the tumor would then
be the least well perfused; conversely, one would expect the well oxygenated areas
to be concentrated around regions of adequate perfusion. In addition, the primary
thermoregulation or ‘‘energy removal’’ mechanism in tumors is blood flow. The
absence of oxygen indicates a decrease in perfusion and a corresponding increase in
the ability to heat the tumor.

Preferential killing of tumors (over healthy tissue) was then possible: If this
differential in thermal sensitivity could be obtained with regularity, heat would become
an invaluable tool in cancer therapy. Hyperthermia has been shown to be more effective
in acidic tumors [3,4], and has at least the same success on hypoxic cells as it has
on oxygenated cells {5,6,7,8]. It was demonstrated that tumor regeneration following
radiotherapy is largely due to the high survival rate of hypoxic cells, which are quite

radioresistant [8]. This indicated that the combination of hyperthermia with other
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treatment modalities could significantly decrease tumor survival rates, and indeed this

was demonstrated [9].

1.1.2 Modern Hyperthermia Approaches

Initially, hyperthermia systems were forced to rely on the differential heat sensitivity
because of the lack of applicators capable of locally heating small volumes of tissue.
Under these conditions, thc thermal energy deposited into a patient during treatment
was not well controlled, and the only mechanism for generating cytotoxicity in tumor
tissue while minimally harming healthy tissue was the differential response to heat
between the two tissue types. This proved to be a major obstacle to effective use of
hyperthermia since there is generally a large variation in local tissue properties. Large
tumors, for example, usually are modelled as a central core of very lowly perfused,
necrotic tissue, a middle region in which tissue properties are similar to normal tissue,
and an outer growing margin in which perfusion is abnormally high due to the formation
of new vasculature as the tumor expands.

Recent advances in technology have greatly improved the viability of hyperthermia
as a tumor treatment modality and have eliminated the dependence of treatment
efficacy on differential thermosensitivity. Many systems have been developed to more
accurately apply local deep heating, including interstitial RF electrodes [10,11,12],
implanted antennas [13,14,15], thermoseeds [16,17,18,19], and various ultrasound
applicators [20,21,22,23,24]. Each of these has the advantage of selectively elevating
tissue temperature over small volumes, allowing excellent local control of heating. As
a result, hyperthermia can be successfully applied even in tumor regions that show
thermosensitivity comparable to that of normal tissue.

Consequently, the establishment of local dose-response relationships is now critical
for hyperthermia therapies, since the locally applied thermal dose can be modified
to adequately heat tumor regions regardless of their thermosensitivity characteristics.

This, in turn, requires the capability to locally quantify tissue temperature, thermal
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properties, and perfusion. The importance of temperature measurement in cancer

thermal therapy cannot be overemphasized, since tissue temperature history directly

correlates with success or failure of a treatment. As the database of thermal effects
on various types of tissue expands, clinicians can more effectively treat each tumor,
and can optimize both individual treatment sessions and the multi-treatment therapies
of which they are a part. Ultimately, with the development of real-time local thermal
dose quantification capabilities, treatments could be modified ‘‘on the fly’’ to adjust
for local tissue property and perfusion changes. The optimized heating patterns that
result would ensure that the appropriate therapeutic thermal dose is delivered over the

entire treatment area.

1.2 Clinical Hyperthermia Treatment

Although the previous section outlined the importance of temperature and perfusion in-
formation during hyperthermia, no mention was made of the methods for providing this
information. This is because the requirements of a clinical temperature measurement
system are more easily understood in the context of the clinical treatment. Furthermore,
because accurate measurement of perfusion relies on accurate temperature measure-
ment, as will be discussed below, the most stringent requirements for temperature
.neasurement systems are actually dictated by the desired perfusion resolution.

When a patient is receiving hyperthermia therapy, there are three distinct phases
to each treatment session. The first phase is the treatment planning or pre-treatment
period,; this is when the clinician examines the current state of the tumor and the tumor
environment and derives from that information an appropriate hyperthermia treatment
(applicator, treatment portal, thermal dose and the like) for the session. During this
evaluation phase, the primary physiologic measurements of interest to the clinician are
the tumor blood flow, oxygenation, and pH, as each of these parameters strongly affects
not only the treatment plan but also the ultimate effectiveness of the therapy session.

The second phase is the actual hyperthermia treatment, when heat is applied to the
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tumor using either microwave or ultrasonic energy deposition. At the hyperthermia
treatment center at the Dana-Farber Cancer Institute, for example, one of several
ultrasound heating devices can be used, including the 4 element Sonotherm 1000, the
16 element Sonotherm 2000, or the focussed segmented ultrasound machine (FSUM),
which is an array of 56 ultrasound transducers that can heat deep seated tumors to a
depth of approximately 15 centimeters. During this part of the treatment, knowledge
of the physiologic state of the tumor is essential; as the treatment evolves, the clinician
can adjust both the position and the magnitude of the thermal energy deposition (and
thus thermal dose) to optimize the treatment effectiveness. The primary physiologic
parameters of interest during heating are the tumor blood flow, which will dictate which
areas require greater local power deposition, and the tissue temperature, since that is
the direct measure of the residual effect of the energy deposition. When hyperthermia
is used in conjunction with radiation therapy, the clinician would like to know the
applied radiation dose also. The end result is a global feedback loop, in which heat
and/or radiation is applied, the resulting tumor state monitored, and the doses adjusted
to increase treatment effectiveness. This loop is illustrated in figure 1.1. Although
currently the clinician is included in the loop, it is hoped that in the future the loop
can be entirely automated, so that the dose can be electronically adjusted for optimum
effectiveness without clinician intervention.

The final phase of a hyperthermia treatment session is the post-treatment or treatment
evaluation pericd, where the 3-D thermal field achieved during therapy is reconstructed
from discrete measured temperature sites and at the more sophisticated centers from
3-D thermal models as well. These local thermal histories permit local dose to be
calculated and compared with observed tumor response. After heating is discontinued,
tumor perfusion is monitored and compared with pre-therapy values. In most cases,
there is an ‘‘immediate’’ response (generally an increase in perfusion) as well as a
longer term response (which is observed during the pre-treatment perfusion monitoring

of the next hyperthermia session). The volume of tumor achieving therapeutic thermal

19



Heat - Thermal

Applicator 1Srm:

i Adjustment
r Instrument/ DSP on PC

| Controller [ ™ E:éadriggcl)gmg

Figure 1.1: Hyperthermia therapy feedback loop

doses in equivalent minutes at 43°C is the best indicator of treatment outcomc. Trends
in blood flow over the course of several sessions also appear useful as an indicator of
the success or failure of the therapy.

These trends are illustrated in figures 1.2 and 1.3 [25]. These diagrams are actual
perfusion measurements taken over the course of treatment for a typical patient who has
received hyperthermia therapy. The first graph shows tumor perfusion during a single
session; as one can see, the perfusion is affected by several factors, including motion
(and anesthesia) as well as the specific tumor heating. Note also that the variation in
perfusion is approximately 100%. Clearly these perfusion-altering events will have
a dramatic outcome on the local temperature achieved during the heating phase and
ultimately on the treatment efficacy. It is therefore critical that this information be
provided to the clinician. The second diagram shows the macroscopic trend in perfusion
over several treatment sessions, with the average pre-heating and post-heating perfusion

measurements for each treatment session.

20



00s¢

[ spuodas | awny

000¢ 00s¢ 000¢ 00ST 0001 00¢

0

T

Aol Wy

UIAIS [o1oWwaq
UaAIS [o1awa( uo Iamod

] 1 1 L Il 1

)

0l

10v

108

109

¥ N¥D ¢ wualied 0¢ 924 104d

0L

{ 3 001 -uruy/u ] uoisnyiad

Figure 1.2: Perfusion trends during a single treatment session
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1.2.1 The Relationship between Temperature and Perfusion

Whether it be chemotherapy, radiotherapy, hyperthermia, monoclonal antibodies
designed to target tumor cells or efforts at new modalities of therapy such as anti-
oncogenes or cytokines, these therapeutic techniques all depend on local perfusion
distributions in the target tissue. Therefore, knowledge of the perfusion level and
distribution characteristics to deliver optimal dosage, regardless of the anti-cancer
agent, would be desirable. To the extent that tissue environmental factors such as pO,
and pH are important determinants of the effectiveness of a given anti-cancer agent,
perfusion is a primary controlling influence. Thus, there is a clear need for local blood
perfusion and temperature measurement in the context of both individual hyperthermia
therapy sessions and long-term hyperthermia regimens, especially when hyperthermia
is used as part of a multimodal treatment. With this foundation, it is now possible to
examine the particular requirements of a clinically useful thermometry instrument.

As mentioned above, measurement of perfusion relies critically on the ability to
measure temperature accurately. Since perfusion is so strongly linked to treatment
planning and effectiveness, any temperature measurement sensor is evaluated in
terms of the perfusion resolution that would result if it were used as part of a perfusion
measurement system. Thus it is necessary to explore perfusion measurement techniques
and the relationship between local temperature, thermal properties, and blood flow so
that the design goals of a clinical temperature measurement system can be better

understood.

1.2.2 Methods of Perfusion Measurement

There are two major methods used to measure blood perfusion; both can be described
as ‘‘indicator-dilution’’ techniques in which an indicator is added to the medium and
the resulting dilution of the indicator is used to extract the blood flow in the tissue
surrounding the measurement probe. In both techniques, the indicator is heat, and

the dilution is detected by monitoring the power supplied to the heat source. The
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relationship between the heat supplied and the resulting dilution depends on which of
the two methods is used, and will be examined further below.

The first technique is the constant temperature method, in which the heat source
is used to create a small local temperature increment above the baseline tissue
temperature [26]. This increment, (AT), is applied and maintained for the duration of
the measurement; the power required to maintain the increment is perfusion dependent.
The exact course of the measurement is as follows: First, the unperturbed (baseline)
temperature is measured. The temperature step AT is then applied; initially, during the
transient part of the measurement, the power supplied to the heating element is large.
As the thermal field surrounding the heat source spreads out into the tissue, the power
requirement decreases. When steady state is reached, the power required becomes
constant. Blood perfusion around the heat source dramatically affects heat transfer in
the vicinity of the probe, and therefore both the transient power required to create the
increment and the steady state power are related to perfusion.

To demonstrate the effect of perfusion mathematically, the heat source (usually a
thermistor or other resistive hzater) is modelled as a sphere in a continuous, infinitely
perfused medium. In the absence of perfusion, the volume average temperature

increment of the heat source is [27]:

_ Pss kb
AT = e [km +0.2} (1.1)

where P,, is the steady state power required to maintain the temperature increment, «
is the radius of the sphere, k, is the thermal conductivity of the sphere, and k., is the
thermal conductivity of the medium (tissue). The first term (P,,/4mak,,) represents
the temperature rise that results from the finite conductivity of the medium; the second
term accounts for the heating that occurs due to the finite conductivity of the bead. The
value of 0.2 falls out from the geometry of the problem and the determination of the

volume average bead temperature from the actual thermal profile. In the presence of



perfusion, the volume average temperature increment is [28]:

Pss

- 4raky,

AT

ky 1

— | ———1]+02 (1.2)
km (\/ Tt 1) ]

where w is the local blood flow and ¢y, is the specific heat of the blood. Comparing the

two equations, it is evident that the result with perfusion is equivalent to the unperfused

solution if an “‘effective’” thermal conductivity is defined:

2
kg = ko [ wz_”’“ + 1} (13)
Which in turn gives:
Pss kb
= — 2 .

Solving equation 1.3 for the blood perfusion w gives:

kejf 2 krn
w= (km - 1) (C“az) (1.5)

Thus, if the probe radius «, tissue thermal conductivity k,, and blood heat capacity

¢y are known, the blood perfusion can be found by first determining the effective
thermal conductivity from equation 1.4 (since AT and FP,, are known), and plugging
the resulting value into equation 1.5.

The relationship between the uncertainty in the applied temperature step AT and
the corresponding measured perfusion w can be found by differentiating equations 1.4

and 1.5 with respect to k.4 to give:

aAT =P, (1.6)
Okyy 4mak, ’

dw 2 keﬂ

e = (E 1) (1.7)

After combining these equations (by solving for dk.s) and rewriting the resulting

expression in terms of AT and w, the desired relationship is found:

O_w _ 215(/]'(,\'1,4'.2]6,][) oAT
w o ky(keg — k) AT
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m

Thus for a given resolution in temperature JAT the corresponding uncertainty in
measured perfusion can be found. Figure 1.4 shows this function plotted as a function
of perfusion for various temperature uncertainties. For this graph, k, = .2k,,,, which
is typical of currently available systems. It is evident from this figure that large
uncertainties in perfusion result from small inaccuracies in temperature: For blood
perfusion on the order of 5 ml/100g-min (a typical value for resting muscle tissue), the
required uncertainty in temperature must be less than 0.1% in order to resolve perfusion

to within 5%. For an applied temperature step of 5°C (again typical of current systems)
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this translates into a temperature resolution of 5m°C. As a result, one of the design
goals of any perfusion measurement system must be to maximize the resolution in
temperature. Since one of the long term objectives of the active needle project is to
measure perfusion, the temperature system must be designed for very high resolution. '
Thus, to maintain a level of uncertainty in perfusion of less than 5% over the entire
physiologic range of interest, the temperature measurement system must resolve less
than Sm°C. In order to make the performance of this system comparable to the best
discrete systems, the design goal is to resolve 1 m°C.

The second technique used to measure perfusion is the constant power heating
method, in which the power supplied to the heat source is held constant. The constant
energy Jdeposition will result in a thermal field in the heat source and the surrounding
tissue. This AT generated by the supplied power is clearly dependent on the thermal
parameters of the tissue surrounding the heat source, since the only mechanism for heat
loss is through the tissue. This coupling provides the means for extracting perfusion
information. The exact course of an experiment is as follows: First, the baseline
temperature is measured. The power step (I) is then applied; initially, this power step
does not alter the thermal field in the tissue. As the heat source temperature rises in
response to the step, the thermal region of influence expands into the tissue. Steady
state is reached when the heat lost to the tissue equals the heat being generated by the
heat source. At this point, the heat source temperature is measured; the blood perfusion
is extracted from this measurement.

Mathematically, the relationship between perfusion uncertainty and temperature
uncertainty is found using the same method as for the constant temperature experiment.

The heat source is modeled as a sphere embedded in the tissue. For constant power

'It is important to note that it is the resolution of the system that is important and not the accuracy
of the measurement, since the measurements are always made with respect to the baseline (unperturbed)
temperature of the tissue.
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heating, the steady state temperature profile in the sphere is given by [29]:

P,, k 1 2
ATy(r) = b +- (1 - 2—2) (1.9)

4 5
37rakb 3km (l + /wam(az) 6

The volume average temperature of the sphere (which is actually the measured

parameter) can be found by integrating the above expression over the volume of the
sphere:

1
403
37

AT, = /0 * 4rr AT (r)dr

Pu P
4rak,, (l + \/— ‘"—ﬂ—f{) 20maky

By substituting equation 1.3 into this equation and factoring the result, equation 1.4 is

(1.10)

obtained. Consequently, the same sensitivity analysis applies. The result is that the
uncertainty in perfusion is related to the uncertainty in temperature resolution in the
same way as before; the only difference now is that the steady state power is being
controlled and not the temperature increment. For reasonable experimental parameters,
however, the power used to generate the thermal field will be such that the resulting
temperature step is on the order of 5°C; in other words, the thermal fields created by the
constant temperature and constant power techniques will be approximately the same. It
is therefore apparent that high resolution temperature data is also required for constant
power perfusion measurements, and that the design goals stated earlier will satisfy the

requirements for a constant power perfusion measurement system also.

1.3 Biomedical Temperature Measurement Systems
1.3.1 Thermistcr-based Schemes

The highest resolution systems to date are those based on the thermistor temperature
transducer, which in its various forms has exhibited temperature coefficients of

resistance ranging between +70 and -6.5%/°C [30], with nominal room temperature
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resistances on the order of 1 to 10K2.2 In addition, although thermistor sensors
are nonlinear, it has been shown empirically that these transducers can be calibrated
to within 1 m°C over the narrow physiologic temperature range of interest (typically
30-50°C) [31]. Because at present there is no way of integrating thermistors into a
conventional silicon process, these systems are discrete. Since there is therefore no
thermal coupling between the sensor and the electronics, the instrumentation can be
optimized independently from the sensor; the resulting circuitry can be constructed so
that it fully exploits the resolution capabilities of the thermistor.

The sensor biasing and signal processing circuitry is usually based on constant
current source excitation or temperature to frequency conversion. In the former case,
the current source is made constant and with negligible temperature drift, so that the
voltage developed across the thermistor is directly proportional to the temperature via
ohms law V = IR The general form of this configuration is shown in figure 1.5.
Coupled with this excitation, however, is the self heating of the sensor resulting from
the dissipation of power in the bulk of the thermistor. This limits the maximum
excitation current, which in turn results in low signal levels (on the order of millivolts).
In addition, the circuit is sensitive to noise from the power supply, the current source,
and the amplifier. Constant current source approaches, therefore, require first a very
well controlled, low noise excitation current as well as low noise, low drift voltage
amplifiers. In spite of these limitations, however, these simple constant current
thermistor sensors have recorded the highest temperature resolution to date (3.5 m°C)
in a biomedical environment [32].

Thermistor based temperature-to-frequency converters attempt to bypass both of the
above requirements by transforming the problem into one of frequency measurement.

These circuits are typically relaxation oscillator circuits, with the thermistor configured

2The nominal resistance is clearly material and geometry drpendent. Most small thermistors used in
biomedical temperature measurement fall within these limits.

3Clearly a drift-free current source is not essential. Inaccuracies in the current source can also be
tolerated if they are well quantified.
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Figure 1.5: Thermistor excited by current source

as one of the timing control elements; a typical example of this is shown in figure 1.6.
The variation in the RrC' time constant with temperature generates a temperature-
dependent variation in the oscillator output frequency. Numerous examples of this type
of design and many variations of it can be found in the literature [33,34,35,36,37]. The
major difficulty with this approach, however, is that the current through the thermistor
varies widely during the oscillation cycle, making compensation for self-heating a very
difficult if not impossible task. There are also several practical problems associated with
the post-processing of the frequency output, especially when making high accuracy
systems. As a result, attempts to use this technique for biomedical measurements have
met with little success; the best results have been obtained with wide dynamic range

sensing rather than high resolution measurement.

1.3.2 Integrated Measurement Systems

By far the most active research in the temperature measurement field is concerned
with integrated silicon temperature sensors, primarily because in theory an integrated
sensor can be manufactured on the same substrate as the signal processing circuitry.
The resulting chip is advantageous not only because of its size but also because the
circuitry can perform elaborate on-chip preprocessing of the signal prior to transmission
of data off-chip. However, because the ‘‘boundary’’ between the sensor and the signal

processing circuitry is eliminated, a degree of freedom is lost in the design process;
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Figure 1.6: Typical temperature-frequency converter

namely, it is no longer possible to keep the processing circuitry in an isothermal
state during measurement. The on-chip instrumentation must therefore be temperature
insensitive or else be compensated in some way for the temperature fluctuations that
will invariably occur due to the proximity of the sensor.

From a biomedical standpoint, however, the possibility of an integrated sen-
sor/instrumentation system is quite desirable. The vast reduction in size would give the
clinician the ability to make measurements in areas of the body where larger sensors
would prove too invasive. Although some of the discrete systems with small remote
thermistor sensors can be relatively non-invasive, the integrated sensors eliminate the
need for additional instrumentation alongside the patient, creating a more mobile and
less intimidating environment during therapy.

Perhaps the greatest advantage, however, is the relative ease with which an
integrated system can be expanded or modified. A multi-parameter, multiple-site

measurement with a discrete system would at a minimum require insertion of another
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sensor and its attachment wiring into the patient for each added site; each type of sensor
would also require a separate signal processing box, a rather unwieldy prospect at best.
With an integrated sensor system, a single chip could be manufactured that contained
multiple sensor/circuitry cells, with control circuitry added so that only one set of leads
into the patient would be required. The ability to make measurements of different
parameters could also be included with the addition of an appropriate sensor/circuit
system on the chip. It is just this sort of flexibility afforded by an integrated system that
is exploited by the active needle system, as will be described below.

Recent work has focused more on exploiting the temperature sensitivity of semi-
conductor circuit elements rather than on the development of a highly sensitive silicon
temperature transducer such as a semiconductor thermistor. For this reason most of
the integrated systems currently under development use the p-n junction diode as the
temperature sensor, since such diodes are easily manufactured in a standard bipolar or
CMOS process. Furthermore, these diodes exhibit a temperature sensitivity larger than

most circuit elements (=~ -2 mV/°C change in the forward voltage) that has been well

characterized [38,39]. Also contributing to the wide use of junction diodes in integrated
temperature measurement systems is the inability to manufacture good thermistor-type
materials and circuitry on the same wafer using standard processing techniques.

Just as in the case of the discrete systems, one can find circuit designs employing
both the constant current excitation [40,41] and temperature to frequency conversion
[42,43] techniques. These designs face the same limitations as discussed for the
discrete systems, but can exploit the advantages of integrated processing to improve
performance. In the case of constant current source excitation, for example, the
improved matching of transistors results in better control and characterization of the
excitation current since superior temperature compensated circuits can be manufactured.
The decreased sensitivity of the sensor also reduces the effect of self-heating. Of course,
this decrease in sensitivity also makes the measurement more difficult to make, and in

fact the best resolution to date (about 0.01°C) obtained with integrated semiconductor-
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based sensors is nearly three times worse than the resolution quoted above for discrete
systems.

Other attempts have been made to integrate multiple sensor arrays for biological
temperature measurement, but none to date have met with great success. One of
the more recent efforts was work performed at Stanford University on a thin linear
thermometer array for use in hyperthermia therapy [44]. The array was a series of
silicon p-n junction diodes connected into a flexible sensor array using fine stainless
steel wire. The resulting multi-site thermometry system was connected to an external
signal processing system that recorded the data from the sensors. Among the difficulties
encountered with this approach was the inability to make accurate measurements due
to thermal conduction down the stainless steel wires as well as the failure to properly
passivate the system, leading to air bubbles in the sensor coating [45] and contamination
of the sensors over a relatively short time period. In addition, the sensor configuration
was inferior: Diode ‘‘arrays’’ were constructed in such a way that leakage through
the inactive diodes in the array limited the measurement from an active diode. These
problems are avoided here by modularizing the system, eliminating sensor crosstalk;
by integrating the sensing circuitry as well, eliminating the need for long, relatively
large wiring; and by incorporating newer and better packaging techniques than were
available at the time of the Stanford work.

Ongoing research into the development of the bulk-barrier diode (BBD) as a
biomedical temperature sensor is also encouraging. Physically, bulk-barrier diodes
are bipolar transistors with a very thin base region and no base contact. In fact, the
base region is made so thin that punch through occurs under zero bias conditions; i.e.,
there is no neutral base region in equilibrium. The charge distribution and energy
band diagram for a BBD are shown in figures 1.7 and 1.8 respectively; the depletion
approximation has been assumed in making these figures. Because there is no neutral
base region, the energy band diagram does not show any *‘flat’’ middle region; instead,

there is a potential ‘‘well’” in the middle of the device. The device therefore behaves

33



Emitter Y Base Y Collector

Figure 1.7: Charge distribution in a bulk-barrier diode

more like a resistor, with the depth of the potential well controlling the height of the
conduction barrier and hence the conductance between the *‘collector’” and *‘emitter’’
of the transistor. The depth of the well is a strong function of temperature: Although the
theory explaining the temperature sensitivity has not been fully developed, it has been
hypothesized that the space charge of thermally generated carriers in the well partially
compensates the background depletion charge, resulting in temperature induced barrier
reduction [46].

One of the major drawbacks of this sensor, however, is the lack of a well-developed
theory explaining the physical operation of the device. This makes it very difficult
to calibrate, as no clear understanding of the mechanisms governing the temperature
sensitivity exists; the theory espoused above is merely published theory with only
a small amount of laboratory work to support it. Furthermore, observed device
characteristics lead one to believe that the device is operating in a breakdown mode;
if this is the case, the noise level in the device will be significantly larger than that
of an ordinary forward biased p-n junction diode, ultimately limiting the temperature

resolution. Also, bulk-barrier diodes are not easily integrated into CMOS processes:
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Figure 1.8: BBD energy band diagram

Although the device is fabricated like a bipolar transistor, the zero-bias punchthrough
requirement necessitates additional processing even if a BiCMOS or bipolar process is
used. Because most digital circuitry is fabricated in straight CMOS, this complicates
the manufacturing process significantly. In short, although these sensors certainly look
promising, practical application of the BBD requires a much more extensive body of

knowledge about the device and its operation.

1.4 The Active Needie System

The purpose of this project is not only to measure temperature but also to demonstrate
the feasibility of the ‘‘active needle’’ techniques. The system approach used for this
project can easily be extended to other types of sensors, including (but not limited to)
oxygen, blood perfusion, radiation, and pH sensors. Furthermore, any sensors that can

be manufactured within the framework of conventional silicon processing can be mixed
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on a single sensor array, allowing multiparameter measurements from a single needle.
This is a major long term benefit of this project, as a single needle could potentially
replace a large number of individual measurement instruments while providing a more
complete characterization of the tissue microenvironment.

More specifically, the goal of this research is to develop and demonstrate an ““active
needle’’ integrated circuit system for the measurement of temperature at up to 16 sites in
tissue. A sketch of the needle system, before bonding and coating, is shown in figure 1.9.
Each of the chips is approximately 600 um wide and 8 mm long. The distal integrated
circuits are ‘‘smart sensor’’ chips, with a sensor, a detector, and an analog modulator
(the front end of an oversampled analog-to-digital converter) on each one. The chip
farthest from the needle point is the interface driver, which controls communication
between the sensor chips and the external environment. The needle/circuit system is
passivated to prevent contamination by the operating environment. The connection
from the needle to the external environment is made with a small microribbon cable,
which allows the system to communicate with a computer or other data recording

device.

1.4.1 System Overview

Many different circuit functional blocks are required for this project. Each chip on
the needle can be classified as one of two types: a sensor/detector/converter (S/D/C)
chip or an interface driver. The S/D/C chips are the core of the system; they perform
the actval data measurement. Each of these chips contains a single sensing unit, an
amplifier for buffering and gain, and a dedicated analog modulator for generating the
digital result. In addition, this chip also contains all of the sensor excitation circuitry
and a small amount of digital control circuitry. Each sensor/detector/converter subcell
produces a single bit digital data stream output that is fed back to the PC through the
interface chip. This bit stream is then digitally processed by the PC to form the final

result. The technical details of all of the circuitry are presented in succeeding chapters.
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The important point is that there is no separation between the sensor, the detector,
and the converter; they are designed to work together as a sensing ‘‘unit.”” There are
two major benefits to this approach. First, the S/D/C chips act as ‘‘black boxes’’ that
produce a single bit stream at their output. The rest of the circuitry need not know how
this bit stream was generated; all that is known is that this bit stream corresponds to the
output of the data converter. The personal computer processes the bit stream without
regard to the source that generated the analog voltage that in turn caused the output bit
stream. Partitioning the system in this way allows several different types of sensors to
be part of a single needle system. Each different sensor/detector/converter chip has its
own specialized excitation and detection circuitry; as long as a chip produces the bit
stream output the personal computer can process the measurement.

The second advantage of this approach is the elimination of signal corruption as
a result of long analog lines travelling from the measurement site to the control and
processing instrument. Because each sensor/detector cell has a dedicated data converter
built alongside it, data is never transmitted off the chip in analog form. Because of the
much higher noise tolerances of digital signals, noise introduced by analog coupling
of signals to the data lines (through crosstalk or spurious environmental signals) is
praciically eliminated. This indirectly increases the resolution of the measurement,
since the data conversion is done at the sensing site and the usual signal degradation
that occurs between the sensor and the processing circuitry does not occur.

The digital controller chip is the ‘“*brain’’ of the system. This chip accepts the
output data stream from the S/D/C chips, tags the data with the appropriate sensor
identification information, and transmits the results off of the needle. The chip also
controls each of the sensor chips--turning sensor chips on and off as desired during
the measurement sequence. In the future, this chip will also handle bidirectional
communications between the S/D/C chips and the host computer, so that sampled-data
active parameter measurements (such as the perfusion measurement described earlier)

can be made.
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In summary, there are many benefits realized by the active needle. First, the needle
provides a broad platform for medical instrumentation because of the modularity of
design and the development of a standard interface between chips. The elimination
of the barrier between the sensor and the processing circuitry permits optimization of
the electronics for each type of sensor. As a result, the active needle system vastly
improves instrumentation by taking advantage of available microelectronic technology
and improved circuit design. The following chapters describe the entire system in
detail. Chapter 2 presents an analysis of the thermal perturbation created by the
system. Chapter 3 discusses the temperature sensing circuitry. Chapter 4 describes the
analog modulator and the analog-to-digital conversion technique and implementation.
Chapter 5 explains the digital control system. Chapter 6 details the silicon processing,
manufacturing and packaging of the system. Finally, chapter 7 presents results from

manufactured sensor systems, and some suggestions for further work.
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Chapter 2
Thermal Modelling

One of the fundamentally difficult issues with local on-site temperature measurement
is that the sensor and detection circuits consume power. This power, dissipated through
joule heating of the sensing system, couples into the sensed temperature and results in
an artifact in the measurement. A first approach to solving this problem would be to
minimize the consumed power; while this does indeed lower the artifact, it does not
and cannot completely eliminate it. Instead, what is required is an understanding of
the nature and behavior of this error, so that the data provided by the sensor can be
correctly interpreted. The active needle geometry is quite complex, and involves heat
transfer between macroscopic bulk materials and microscopic thin films. Consequently,
any attempt to analytically examine the nature of the temperature artifact generated
by the on-chip power dissipation quickly becomes an exercise in futility. This chapter
examines the thermal behavior of the active needle system in greater detail using a
large finite element computer model. Correlation of the simulation results is performed
using comparison with an approximate analytical thermodynamic model. The results
of these finite element studies are then examined and interpreted in the context of the

temperature artifacts generated by the active needle system.




2.1 Finite Element Modelling
2.1.1 Model Setup

The most important aspect of the finite element analysis is the accurate representation of
the relevant geemetry and dominant thermal processes. In the case of the active needle
system, the geometry was shown in figure 1.9; although this is the truest representation
of the construction of the system, it is far more complex a model than necessary since
most of the thermal processes of interest during the time of a single measurement will
occur on smaller length scales. In addition, the computational complexity of fully
modelling the entire needle would increase the solution time to unreasonable levels.

The major simplification that can be made is that the behavior of each of the sensors
is approximately the same regardless of the location of the sensor on the needle. With
this assumption, the model need only consider a section of the needle consisting of a
single sensor and the material near it. Clearly the amount of material around the sensor
that must be considered is determined by the expected region of thermal influence of
the sensor; there is no need to finely model areas outside of this region since there
will be, by definition, no significant perturbation of the thermal field in this area. The
resulting model geometry is shown in figure 2.1. The needle is parallel to the z axis
and is bounded by the planes 2 = 0 and z = 4 (all length units in the model are in cm).
In order to model abutting sensors, silicon extends along this entire 4 cm distance in
the groove of the needle; the excited sensor extends from z = 1.6 to z = 2.4; the sensor
itself is at the z = 1.6 end.

Another simplification could be made depending on the nature of the problem
being studied and the complexity/computation time tradeoff. If, for instance, the heat
generation produced by the chip is considered uniform over the entire volume of the
chip, the problem becomes symmetric in two dimensions and only a quarter *‘wedge”’
of the structure shown in figure 2.1 need be considered. Behavior in the other three

quarters of the volume is determined from the assumed symmetry. This reduces the

41




SILICON
(unheated)

SILICON
(heated region)

SILICON

SILICO
(unheated) N

2

/7770702227

EPOXY

NEEDLE

Figure 2.1: Thermal model geometry

computation time, but limits the heating functions that can be considered because of the
symmetry requirement. In reality, the power dissipation (and hence the heating) will
be nonuniform across the volume of the chip; this must be correctly modelled in cider
to accurately extract the short-time behavior of the system. Hence, thcse symmetry
approximations are not made. As a result, the simulation time is longer, but the results
of the simulation are more reliable, and the mesh that is developed can be applied to a
wider range of problems.

Once the geometry has been selected, each of the components of the volume
of interest must be characterized. The thermal problem consists of four significant
materials. First is the tissue itself. This is modelled as a homogeneous material, with
isotropic thermal conductivity, density, and heat capacity. The parameters for resting
muscle tissue arc used for this study: £, = 5mW/cm°C and (pcy)m = 4.175 J/cm3°C.

Although the thermal properties of tissue vary depending on the exact tissue type, this
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variation will not significantly alter the results since it is relatively small. In addition,
since all of the heat generated by the chip is deposited in the tissue, the problem will
scale with the thermal conductivity. The results obtained for one conductivity can
therefore be easily adjusted if the thermal profile for a different tissue conductivity is
desired.

The second material is the chip itself, which, for the most part, is monocrys-
talline silicon. Clearly, the thermal properties of silicon (k, = 1.5W/cm°C, (pc,), =
1.51J/cm3°C) are used to model this material. Technically, however, the chip is com-
posed of several different materials grown or deposited during the fabrication process.
These materials include silicon dioxide, polycrystalline silicon, boro-phospho-silicate
glass (doped silicon dioxide), silicon nitride, and different types of doped silicon. Each
of these films has different thermal properties, and should therefore be represented as
separate regions in the thermal model. Doing so, however, drastically increases the
complexity of the model, and dees not offer a significant benefit, since the variation
in thesmal properties is minimal. In addition, the thickness of these films is so small,
on the order of a few hundred atomic layers, that the thermal behavior of these each
material will be significantly different than the behavior of the corresponding bulk
material. Since the substrate silicon is much thicker, much larger in volume, and more
conductive than the other thin films, and since the devices are in direct physical contact
with the bulk silicon, using the thermal properties of silicon to model the entire chip is
appropriate.

The third material is the needle, which for the purposes of this study is modelled
as solid stainless steel. The relevant thermal properties of stainless steel are &, =
250mW/cm”C and (pcp), = 3.15 J/em3°C. Notice that the thermal conductivity of the
stainjess steel needle is significantly lower than that of the silicon itself, although the
pc, products are on the same order. Since the diffusivity a = k/pc,, this implies that
heat spreading will occur preferentially in the silicon and not the needle--over short

time scales, the heat will diffuse significantly faster in the silicon than in any of the
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Table 2.1: Thermal model parameters

Thermal Conductivity PCp
Material (mW/cm°C) (J/em? °C) | Subscript
Tissue 5 4.175 m
Silicon 1500 1.51 s
Needle 250 3.15 n
Epoxy 6 4.175 l

other materials. Although this is not important for the present work, this has interesting
implications for a perfusion sensor based on the active needle concept: With proper
heater geometry, the entire silicon chip can be considered isothermal.

The final material represented in the thermal model is the electrically insulating
layer that isolates the individual chips from the carrier needle. This material can be either
thermally insulating or thermally conducting, depending on the thermal characteristics
desired. Using a thermally conducting layer will reduce the chip-induced temperature
artifact, but will do this by ‘‘smearing’’ the thermal error over the entire needle. This
will affect the measured thermal profile. A thermally insulating layer avoids this
smearing, but increases the temperature artifact by making the chip look more like a
‘‘stand-alone’” heater. Since the goal of this project is to develop a temperature sensing
system that can be used with a blood perfusion sensor (in which the chip is indeed
used as a heater), a thermally insulating layer is assumed. For the purposes of this
model, the properties are k; = 6mW/cm°C and (pc,); = 4.175J/cm’*C. These values
are approximately those of water and are very similar to the thermal properties of the
tissue, and were selected because they are typical of many insulating epoxies. Table 2.1

summarizes the various thermal parameters for the model.

2.1.2 Boundary Conditions/Heating Functions

The placement of the boundaries and the boundary conditions are based on the

assumption that the temperature perturbation of the tissue approaches zero as the
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distance from the heat source (the chip) increases. The boundaries are therefore
modelled as constant temperature surfaces; since the problem examines the relative
thermal behavior of the system, this temperature can be arbitrarily chosen. For
simplicity, it is fixed at T, = 0, so that the temperature field produced by the simulation
represents the temperature perturbation above the baseline tissue temperature. The
problem is to determine how far away the boundary can be reasonably placed: If the
simulation volume is very large, the computation becomes very difficult because of
the widely varying density of nodes. If the boundaries are placed toc close to the heat
source (the chip), the solution error will be large because the boundaries will artificially
influence the solution: They will be artificially forcing the temperature error to zero
within the region of significant thermal perturbation.

The thermal region of intluence of the problem can be determined by realizing
that the heat transfer is due entirely to conduction from the chip to the surrounding
materials. Thus, the characteristic length is the diffusion length, and can be found by
examining an analogous conduction problem, namely, the heat transfer associated with
a point source in an infinite medium of conductivity k, diffusivity o and thermal mass

pc,. The general solution for the temperature T'(r, t) is [47]:

2
1 /t Qt)e =m  dt
o e (

= 2.1
8(7ra)% t—t )i"! )
In the case where Q(t) = Q,6(t), the impulse response of the system is:
2
=P ¥ 22)
8pcp(ma)?  t2

It is clear that the exponential term governs the spreading of the thermal field over
time; this term can be expressed as e_fzf, where L = 2v/at is the characteristic length
of the problem. Note that the characteristic length is a function of time, and hence there
will always be a time ¢ for which the boundary placement will “‘interfere’” with the
solution. Using the fact that

o= — 2.3)



it is found that the solutions obtained with this placement will be valid for times
t < L—Z’;fﬂ. Transient solutions will be valid for times that fall in this interval. Since
the thermal field theoretically becomes infinite in extent at infinite time, steady state
solutions are valid only when the boundaries are placed far enough away so that the
field is near steady state when the thermal field reaches the boundary. This is equivalent
to saying that the temperature perturbation created by the presence of the boundary is
negligible.

In the problem considered here, four of the six boundary surfaces surrounding
the needle are only in contact with the tissue, and were placed 1 cm away from the
needle; the mesh generation software was unable to produce a usable mesh for distances
significantly larger than 1 cm. With this value for L, and the values of £ and pc, for
tissue given above, the interval of validity of transient solutions obtained with this
mesh is 0 < t < 208 sec. The two remaining surfaces (the front and back surfaces in
figure 2.1) intersect the tissue, the needle, and the unheated silicon. Since the thermal
conductivities of the needle and the silicon are so much larger than the tissue, these
boundaries were placed 1.6cm away from the heat source to allow greater room for
the spread of heat. If the parameters for the stainless steel are used, it is found that
the solutions are valid for times ¢ < 6.1 sec. Clearly this is much shorter than the time
associated with the transient response of the tissue, as would be expected. However,
since the thermal field is nearly steady state at this time, the results of the simulations of
interest, namely, those associated with taking a measurement, will be valid with these
boundaries.

The most important element of the simulation is the modelling of the power
dissipation on the chip. This joule heating is modelled as a source of internal heat
generation in the silicon. In order to more accurately model the behavior without
significantly increasing the computation time, a piecewise constant heating function is
used to model the varying power dissipation. The volume of the chip is divided into

three sections, each of which has an internal heat generation rate equal to the power
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dissipated in that section divided by the volume of the section. The power dissipation is
not so significantly nonuniform over the volume of the chip to warrant a larger number
of sections; separate sections are used primarily to differentiate the power dissipation
in the sensor itself from the power dissipation in the signal conditioning and data
conversion circuitry.

The first section models the power dissipation of only the temperature sensor
circuitry. This accounts for only a small volume of the chip, approximately V =
2.4 x 10~*cm?®. In this region, the power dissipation is approximately P=1.24 mW,
this number is based on the design specifications for the circuit. The internal heat
generation in this region is therefore P/V =5.16 W/cm?. The second subdivision of the
chip models the power dissipation in the analog modulator (the front end of the A/D
converter). This is where most of the power (approximately 2.5 mW) is dissipated, but
it also occupies the largest volume of the chip, 6 x 10~* cm®. Thus, the internal heat
generation of this section is 4.17 W/cm?. The final section models the power dissipation
in the biasing and control circuitry. This region consumes a power of .86 mW and
occupies a volume of 0.6 x 10~ cm?, resulting in an internal heat generation rate of
14.33 W/cm®. Note that all three of the values for the volumetric heat generation are
on the same order of magnitude. This is a direct consequence of the design and layout,
as will be shown in Chapter 3; since the circuits used in the modulator and the sensor
share many common pieces, the power dissipation per unit volume in those areas is
very similar. The large power density in the bias and control circuitry is due largely to

a much higher density of circuitry in this area.

2.1.3 Perfusion

An additional factor influencing the proper behavior of the model is the tissue perfusion,
which will effectively enhance the removal of heat from the chip. Without accounting
for perfusion, the temperature perturbation predicted by the model would always be

larger than the actual temperature error. Although perfusion will always be present to
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some extent in the interrogated tissue, the perfusion can vary widely depending on the
exact tissue type. In order to maintain the conservative characteristics of the unperfused
model while at the same time increasing the accuracy of the solutions, a perfusion of
5 ml/100g-min, typical of resting muscle tissue, is used in the model.

The perfusion itself is modelled as a temperature dependent heat sink function in
the tissue [48]. This formulation can clearly be seen by examining the heat conduction
equations in each of the four materials. In the needle and the insulating layer, there is

no internal heat generation, and the temperature satisfies the conduction equation:

aT

kmva = (pcp)mgt—

(2.4)

where k and pc are the thermal conductivity and thermal mass as given above. The
chip itself is affected by conduction as well as internal heat generation due to the power
dissipation:

LT +Q0, T, 0 = (e 2.5)

where the term )(r, t) is the internal heat generation function. In the most general case,
this heat generation could be a function of space, temperature, and time, although in
the model examined here it is a function of space only. The thermal field in the tissue

is governed by the bioheat transfer equation [49]:

ki VT + e — wpnen(T — T) = (PCp)m%]t: (2.6)
where the subscript m refers to the properties of the tissue and bl refers to the properties
of blood, w is the blood perfusion, and ¢, is the metabolic heat generation. In this
analysis, this term is neglecied since it is assumed small compared to the perfusion
term. Since T, = 0, the last term on the left hand side can be written as wpycyT.
Comparing this equation with equation 2.5, it is clear that perfusion behaves exactly

like a heat generation () in the tissue, where:

Qe = —wpncuT (2.7)
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The negative sign in Q.4 reflects the fact that heat is lost through perfusion. Unlike
the power dissipation in the chip, the heat generation term is a function of temperature
only and not space. This is accounted for in the model by updating Q. each time step,
using the most recent nodal temperature to compute Q.4 at that node. This capability is

built in to the finite element simulator so no modifications to the software are required.

2.1.4 Simulation Results

The model as described was used to perform four simulations: The first two simulations
calculated the steady state temperature distribution in both the perfused and unperfused
case. These simulations were used to correlate the scale of the model by comparing the
finite element solution with an approximate analytical model for which the solution was
known. The analytical model used and the results of these simulations are discussed
further in section 2.2 below.

The second two simulations examined the temperature artifact due to the chip
power dissipation over the course of a single measurement experiment. Since the
measurement time is short relative to the thermal time constants of the system, steady
state is not reached; transient simulations are required. The simulations provide both
the temporal behavior of the artifact and, more importantly, the maximum artifact that
can be expected. As before, one simulation was performed assuming zero perfusion
and another was performed assuming minimal expected perfusion.

The results of the transient simulations are shown in figures 2.2 through 2.5.
Figures 2.2 and 2.3 show the results when perfusion is not included. Figures 2.4 and
2.5 show the results with perfusion. Figure 2.2 shows the temperature distribution
across a plane containing the surface of the chip, where maximum heating will occur.
The temperature is represented in greyscale, with white corresponding to the highest
temperature elevation. The front edge corresponds to the plane z = 4; the back edge
corresponds to the plane z = 0. The sensor at z = 1.6 is located near the back end.

Figure 2.3 shows the temperature profile in this plane along a line parallel to the
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needle that cuts the top surface of the chip in half. Notice that, as would be expected,
maximum heating occurs near one side of the long axis of the chip, where the internal
heat generation is largest. At the sensor end, the artifact is significantly lower but is
still on the same order of magnitude as the peak error. The qualitative results are the
same for the perfused case, which looks almost identical to the nonperfused case. The
numbers show that the peak temperature error is slightly lower as would be expected
from the perfusion-enhanced heat transfer, but at such a low perfusion the effects are
minimal and no significant reduction is seen. Figure 2.4 shows the same planar surface
as figure 2.2 with perfusion; figure 2.5 shows the temperature error along the same line

as figure 2.3, but again with the effects of perfusion included.

2.2 Anailytical Correlation of the Model

In order to correlate the scale of the finite element model, an approximate steady state
analytical model was developed. Because of the complex geometry of the problem,
finding an analytical model that closely approximates the actual heat transfer in both

the transient and steady state and for which a simple closed form solution exists is quite

—difficuit.Consequently, the-approach-is to-examine the steady state solution-produced
by the finite element simulator and compare it with a much simpler steady state model
for which a closed form solution is known. The results from the analytical model can
then be used to coarsely predict changes in the temperature error that would occur
with changes in the various model parameters (geometry, power distribution, etc). This
section discusses the approximate model used and the correlation of the model with the
finite-element solution.

In the steady state, it is assumed that all heat generated by the chip is deposited in the
tissue, either through direct heat transfer with the tissue or through indirect heat transfer
through the needle. Since the conductivity of the needle is significantly larger than that
of the tissue, it is assumed that the heat is deposited indirectly into the tissue through

the needle. The steady state problem is therefore modelled as a semi-infinite cylindrical
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Figure 2.6: Approximate steady-state analytical model

fin problem, in which one end of the fin of cross-sectional area A and perimeter p
is perfectly insulating and the other extends to infinity. The chip power dissipation
is modelled as internal heat generation in the fin @, occurring from the insulating
boundary out to a firite distance d. Heat transfer from the fin to the surrounding tissue
is described by the heat transfer coefficient h. The thermal conductivity of the fin is ky,
from above. This approximate model is shown in figure 2.6.

The internal heat generation rate Q, for the analytical model is calculated using the
actual chip power dissipation and dividing it by the volume of the needle segment over
which heat generation occurs. This volume is clearly Ad. A is the cross sectional area
of a 22 gauge needle, 4 x 1072 cm?. Because of the insulating boundary, the problem
models the heat transfer of half of the chip (the problem is symmetric with respect to the
insulating boundary), and the distance d is half the chip length, approximately 3.5 mm.
The total power dissipated by an individual sensor chip is approximately 4.6 mW; the
power dissipation in the half-needle model is therefore 2.3 mW. With these numbers,
Q. ~ 1.6 Wicm’.

The heat transfer coefficient h is the most important parameter and must be treated
carefully. By definition, the heat transfer from the needle to the tissue over a differential
length of the fin is given by

dg =T - T,)pdx (2.8)
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Clearly, the temperature error will be highly correlated with the value of A since this
heat transfer is the dominant heat loss mechanism. Qualitatively, there must be two
components to h, a fixed (constant) term and a perfusion dependent term. This is clear
from the physical problem: Even in the absence of perfusion, heat will be lcst to the
tissue. Therefore h is nonzero at zero perfusion. In the presence of perfusion, the
heat transfer is enhanced, and therefore h must increase. The values of h used for this
analysis are h = .143 W/cm?°C in th» absence of perfusion and h = .172 W/cm?°C in
the minimally perfused case. These values are calculated from measurements taken
from existing biomedical temperature sensors.

The general solution to the problem is given by

QA cosh(inz)
AT(-T) - Ph (1 + COSh(md) — Slnh(md))

(2.9)

where

m? = hp (2.10)

kA '

The peak temperature will occur at z = 0, the plane of symmetry. For the numbers used
in this analytical model, this gives a peak temperature rise of .55°C. Comparing this
value with the peak chip temperature obtained in the steady state with the finite-element
model, it is clear that although the values are not equal, they are of the same order of
magnitude, as expected. Although this does not provide verification of the simulation

results to high accuracy, it does indeed verify that the solutions generated by the

computer are indeed ‘‘reascnable’’ for this problem.

2.3 Interpretation of Results

The results of the simulation reveal that the temperature artifact that is caused by the
on-chip power dissipation is approximately 46 m°C, which is quite large compared to
the desired temperature resolution of 1 m°C. This result must be interpreted in ternis of
the use of this temperature sensor, however. In a strictly temperature monitoring mode,

resolution at 46 m°C is certainly adequate; the temperature sensor design specifications
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were selected so that the chip could be used as part of a future perfusion measurement
system, and that is where the high resolution is important. In the perfusion measurement
application, the sensor will be used to monitor an applied temperature step, as explained
in Chapter 1. In this scenario, a heating element of some sort will be present on the
chip, and will be used to generate the temperature increment. Thus, the chip will be
purposely heated; this applied temperature step will be much larger than the small
temperature artifact created by the power dissipated in the sensor. In short, the artifact
will have no significance as long as the power supplied to the sensor is considered
part of the total heater power. Presumably, in the case of a perfusion sensor, all of
the power supplied to the chip will be measured, since all power supplied to the chip
will be dissipated as joule heating, whether or not it is supplied to the heating element.
Therefore, the temperature artifact dees not affect the resolution of the sensor in the
application for which it was designed.

In addition, the temperature artifact is clearly a function of time, and higher
resolution measurements can be made by reducing the measurement interval; the one
second interval assumed here is in fact larger than the anticipated measurement time,
which is variable but will typically be less than half a second. At half a second, the
artifact drops to 29 m°C; at one-quarter of a second the error is only 18 m“C. There is a
fundamental tradeoff involved, however, in that the shorter the measurement interval,
the less bits the medulator produces, which may compromise the A/D resolution. The
key points are that the artifact does not represent a hard limit to the measurement
resolution in the application for which it is intended, and that the artifactual effects can
be altered by varying the system parameters.

What, then, is the real effect of the temperature artifact? It represents the limit of
the resolution that can be obtained in a strictly passive transient temperature sensing
mode. Since the peak error at the sensor over a typical measurement sampling interval
is 29 m*C, the sensor will not be able to accurately resolve temperature changes below

this error when used in a transient mode. In a steady-state situation in which the chip
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is allowed to equilibrate with the medium under interrogation, the temperature artifact
appears as an offset in the temperature measurement and can be subtracted out; the full
resolution of the sensor chip can therefore be used. Since the temperature resolution
requirement in a passive sensing mode is much less stringent (on the order of .1°C), this
artifact will not prevent this chip from being used in a passive (non-heating) sensing
mode. Reducing the power dissipation on the chip would permit greater resolution of
temperature in this mode, but would not alter the resolution of the sensor in an ‘‘active”’

heated mode, where the temperature of the chip is purposely elevated.
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Chapter 3

The Temperature Sensor

Clearly the most critical component of the temperature measurement system is the
temperature sensor itself, since the sensor defines the maximum possible resolution
achievable. For an integrated system, the choice of sensor is limited by the manufactur-
ing process. As a result, discrete systems usually outperform integrated systems. With
recent technological developments and advanced circuit design techniques, however,
the resolution gap between discrete and integrated systems is closing. This chapter first
discusses the temperature behavior of p-n junction diodes, the core element in most
integrated temperature sensing systems. Several sensing circuits and their limitations
are discussed, including a novel technique, the ‘‘chopped PTAT,”’ developed as part of
this project. Finally, the actual circuit implementation of the sensing scheme used on
the active needle is presented, along with a detailed analysis of the sensor performance

in the biomedical temperature range of interest.

3.1 Diode Temperature Sensors

The temperature sensors used in the active needle system are p-n junction diodes, as
they are one of the most temperature sensitive devices that can be manufactured easily
within the framework of a standard CMOS process. The devices are easy to operate and

use little power, minimizing self heating of the sensor. Finally, the noise characteristics
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of p-n diodes are significantly better than any of the other field-effect devices available

in a standard CMOS process.

3.1.1 Basic Theory

The temperature behavior of the forward voltage of a p-n junction diode can be derived

from the diode current equation:

\%
Ip=1Is (eVT% - 1) 3.1

where Ip is the diode current, I is the reverse saturation current, V) is the diode
voltage, and Vry is the thermal voltage ('%). This can be rewritten in terms of the

forward voltage Vp:

Vp = Ve In (]—D + 1) 3.2)
I

The temperature behavior of the saturation current /g is [50]:
Voo
Is = ATPe Vs (3.3)

where A and /3 are (temperature independent) material dependent parameters, and V,
is the bandgap voltage of silicon at absolute zero, approximately 1.205 V. This value
as defined is temperature independent; the temperature dependence of the bandgap is
lumped into S. If we assume that the temperature dependence of the excitation current
is of the form:

Ip = BT* (3.4)
where B is again a temperature independent process parameter, then the explicit

functional form of Vp(T) is:

Voo
Vo(T) = Viy In (%Ta-ﬂev# + 1) 3.5)

If we assume that the diode current is much larger than the reverse saturation current

(Ip > Is), then the expression simplifies further to

B
VD = VTH In (z) + Vrp(a — ﬂ) In(T) + Vgo (3.6)
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which gives the desired temperature dependence in terms of the temperature independent

parameters A and B and the bandgap voltage V,.

3.1.2 Temperature Sensing Circuits

The derivation above expresses the relationship between the diode voltage and tem-
perature when the excitation is a current source whose own temperature dependence is
known. From a practical standpoint, there are two major problems with using this direct
approach. First, there is the difficulty in deriving the inverse relationship, namely, the
temperature as a function of the measured diode voltage. This problem stems from
the Vpy In (%T) term in the governing equation; the output voltage is very nonlinear,
which complicates the signal processing as well as the initial sensor calibration. Second,
there is the large turn-on voltage of the diode. Changes of -2mV/°C are much more
difficult to detect when they are superimposed on a nominal 0.7 V bias voltage.

Both of these problems can be avoided by using two diodes in a difference-of-V),
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configuration as shown in simplified form in figure 3.1. In this case, the output voltage

is given by:

Vo = Vpi—Vp
B, B,
VruIn 2, i In A,

AzB|)
A B,

VTH In (

Vo

3.7

where it is assumed that the temperature behavior of the driving sources are the same, as
is the temperature behavior of the reverse saturation current. This relationship between

the output voltage and temperature is linear; rearranging the equation gives explicitly:

T = #%/%—)(%) (3.8)
T = (%)]n‘(/ﬁ) 3.9)

The corresponding temperature sensitivity is therefore:

g;f - (%) In (%) (3.10)

It is important to note also that the turn-on voltages of the two diodes effectively cancel

each other when the difference is taken. The end result is that both of the problems
outlined above have been avoided by using the difference in the diode voltages to sense
the temperature.

There are now two primary sources of error. The first error is caused by mismatch
in A for the two diodes; this problem is unavoidable due to random process variations.
This causes both an offset and a gain error, but the linear nature of the measurement
is preserved. As a result, this error can be quantified and eliminated using a simple
two point calibration. Since these process variations are typically small, the error
usually does not adversely affect the signal processing circuit design. The second

error is caused by mismatch in the current sources and in their temperature coefficients
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(mismatch in the B and a parameters). This is a more difficult problem to deal with
since the nature of the problem depends on the actual implementation. Fundamentally,
errors in B affect the measurement in the same way that errors in A do, as can be seen
in equation 3.8. Errors in a, however, produce a nonlinearity in the measurement that
may or may not be significant depending on the exact implementation used.

One way to avoid these mismatch errors is to use the same diode and the same
current source for both ‘‘halves’’ of the difference circuit [51]. This method, shown in
figure 3.2, eliminates the effect of mismatches between both the current sources and
the diodes. The current source is square wave modulated in order to provide two diode
voltages that can be subtracted as described above. When the current source output is
I, the output voltage is vp;. This voltage is sampled and stored. The current source
output is then changed to I;. This voltage is also sampled and subtracted from the
stored voltage vp,;. The difference voltage follows equation 3.9 above. The ratio %ZL is
equal to the ratio of the currents % The areas A; and A, must be equal since the diode

is the same for both measurements. There is no current source temperature coefficient
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mismatch either since the same current source is used for both measurements. In short,
the measurement has become sensor and current source independent.

The sensor independent scheme eliminates the mismatch error at the expense of
other performance parameters, however. First, the fully differential nature of the
difference-of-vp circuit is lost. As a consequence, power supply noise now couples
directly into the measured signal, unlike the differential case where such noise appears
as a common mode signal and is rejected. This is true not only of the sensor but the
buffer amplifier also--a single-ended amplifier will suffer more from power supply
noise than a comparable fully differential amplifier. This power supply noise as well as
substrate noise coupling through the silicon wafer prevent this method from being used
for high resolution measurement with current technology. Consequently, the ‘‘best
of both worlds’’ is a sensing circuit combining the sensor independent nature of the
modulated square wave scheme with the fully differential nature of the difference-of-vp
scheme.

Such a scheme has been developed as part of this project. The technique, outlined in
figure 3.3, is a *‘chopped PTAT’’ sensing circuit. It is so named because of the chopper
technique used to acquire the signal. Instead of chopping a single signal, however, the
“‘chopped’’ waveform is actually two signals--one from the first diode and one from the
second. Each diode is configured in the sensor-independent scheme, where the signal
of interest is generated by modulating the current through a single diode. In this case,
the square waves of current used to excite the diodes are the same, but out of phase
by 180°. The resulting differential voltage across both diodes is therefore a chopped
temperature signal: it is the PTAT voltage that would have been generated using the
traditional PTAT circuit. Now, however, the signals from each diode are independent
of one another and there is no error due to diode mismatch. Since the same two current
sources are used to excite both diodes, there is no error due to current mismatch either.

Chopping these signals not only retains the device-independent sensing, but also

eliminates the effects of instrumentation amplifier offset, as in the traditional chopper
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Figure 3.3: Chopped PTAT sensing scheme

amplifier. The chopping also reduces the noise requirements of the amplifier, as the
signal of interest is modulated in the frequency domain to frequencies where 1/ f noise
is reduced. These effects can best be seen through a mathematical treatment of the
problem.

The square wave of voltage that is developed across the first diode (D) is, over
one period:

Vryln (7';) -T<t<t

‘U|(t)= (31])
Vry In ('I—I:T) t<~1' t>i

where I, and I, are the two currents used to modulate the diode voltage, g, is the

diode saturation current, and T is the period of the square wave. The voltage across D,
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is, analogously:
v(t) = (3.12)
Vry In (I_Isl;) t<—T t> L
It is important to note that the signal of interest, V7, is also a function of time. The
Fourier transform of v, is easily derived from the transform of a square wave, taking

into account the DC component and the amplitude scaling:

_ 1. (L I x© (—1)*T n
Vi(f) = Vey(t) §1n(—1;—l)+1n(12)"§ ——0(f ~ ) (3.13)

n odd

The transform of v, is similarly:

_ 1. (1L Ly & (=) . n
Va(f) = Vry(t) * 2ln(lgz)+ln(ll)"§__:w — 6(f T) (3.14)

n odd
The transform of the differential output is the difference of the transforms V(f) and

V,2(f), and one obtains as the final answer:

I I\ & (=)
Vo) = Ve [In (72) +21n (1) 5 =00 - ) (3.15)

n=—oc

n odd
These functions are shown pictorially in figure 3.4: Figure 3.4(a) shows an arbitrary
temperature spectrum Vg (f).! Modulation of the temperature signal across each of
the sense diodes results in the spectra V,(f) and V,(f) as shown in figure 3.4(b) and
(c). These spectra result from the convolution of the modulating square wave with the
input temperature spectrum. The spectrum of the output signal, which is simply the
difference between V;(f) and V;(f), is shown in figure 3.4(d).

The temperature signal of interest is modulated out to the fundamental and odd
harmonic frequencies of the square wave. There is a scaling factor associated with

each of the harmonics as one would expect; however, it is important to note that the

! Although on a microscopic scale the temperature spectrum is in reality very broadband, for this
analysis the temperature signal of interest is the macroscopic (average) temperature, which changes
much more slowly as a consequence of the spatial averaging. As a result, almost all of the energy in the
spectrum will be contained in the low frequencies, and the broadband component is negligible.
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Figure 3.4: Chopped PTAT signal spectra
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saturation currents of the two diodes do not influence the scale factors--they appear
only in the DC term. It should also be noted that the saturation currents do not cancel
one another, rather, they are cancelled in the spectrum of each of the component
square waves. In other words, the saturation current Ig; cancels itself (as seen in
the expression for V,(f)), and similarly the saturation current I, cancels itself in the
expression for Va(f). In short, all of the desirable characteristics are maintained: the
device-independence, the fully differential signal, the linear temperature output, and
the chopper modulation are all retained.

The difficulty with the chopped PTAT is that it is severely limited by the nonide-
alities of the switches. In a practical implementation of the circuit, the switching array
would be realized using MOS transistors, and the noise associated with these devices
cannot be neglected. In most switching applications, the steady-state current through
the switches is zero; except for the transient currents associated with the switching op-
eration itself, no current passes through the device. Consequently, the noise contributed
to the circuit containing the switch is composed entirely of the thermal noise associated
with the finite resistance of the switch.? This noise component is usually tolerable,
and if not, the geometry of the switch can be changed to decrease this contribution.
If the steady current through the switch is nonzero, however, then there is a second
component to the switch noise, namely, the 1/ f noise associated with the trapping of
charge as it flows through the channel. The magnitude of this noise contribution tends
to be much larger than the thermal noise, since the frequency range of interest tends to
be very low.

The minimum channel length required to reduce the flicker noise in the switches to
a tolerable level can be calculated rather easily. For a typical PMOS device (PMOS

devices are studied here because they offer better 1/ f noise performance than NMOS

2The 1/ f noise is eliminated because there is no net flux of carriers from source to drain. The 1/ f
component usually results from the change in flux that results from carriers jumping into traps at the
silicon/oxide interface. When there is no net flux, carriers that jump into and out of traps along the
oxide/silicon surface change only the local potential profile in the vicinity of the trap but do not change
the behavior at the terminals of the device.
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devices), the flicker noise is given by:

v2 K

n

Af " WLfe

(3.16)

where K and o are process dependent constants. The total noise voltage over a

bandwidth f; to f}, is therefore:

h K
2 - d
W = ), wre?
K 1 I
- WL(a—l)'( e ,‘:") G

2.

n*

The equivalent drain current noise is simply 72 = ¢2, - v

2'2 = 92 "U2
w K 1 1
— ’ — . . -—
= 2% (L)ID WL(a—1) ( - ;3-')
2K'IpK 1 1
LZ(a - 1) ’ (fla—l - ’clx—l) (318)

To achieve noise performance of the drain current at the NV bit level, the total noise

current must be less than %ﬁ; using this, we can solve equation 3.18 for the minimum

channel length required:
(!2)2 _ 2K'IpK ( 1 )
2 -0 \fF 5
VN+ | K 1 1
Lmin - JID(Q— l)‘ ( la—l - [(:_l) (3-19)

For the fabrication process used for this project, the process constunts are K =~
6 x 1072 V?m?Hz', a =~ 1.1, and k' & 32.5%3 [52]. Since thermal processes are very
slow, the bandwidth limits are approximately f; = .01 Hz and f, = 1 Hz: The lower
limit corresponds to a period of 100 seconds--this is a worst-case limit which is on the
order of the longest duration of a single measurement; the upper limit represents the

fastest speed at which thermal signals could be expected to change. For a typical drain
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current of approximately 10 #A and 18.3 bit resolution (N = 18.3, corresponding to
1 m°C), equation 3.19 calculates a minimum channel length of approximately 800 pzm-
-although switches of this size could be fabricated, they are unrcasonably large for this
application where chip area is a primary constraint. This also assumes that the entire
error budget is used on this noise component; in practice, this would not be the case
and even larger switches would be required. Even though the flicker noise can be
reduced by increasing the size of the switches, the minimum area required to reduce the
noise to tolerable levels would be too large to be practical. Consequently, although in
theory the chopped PTAT circuit has many benefits, these benefits cannot be realized
in practice. It is worth noting, however, that if the technology existed to make very low
noise, current carrying switches, the chopped PTAT would indeed be a very desirable
technique for temperature measurement.

A further limitation of the chopped PTAT is the noise contribution from the current
sources themselves, since the noise from the sources is unaffected by the chopping. As
aresult, the low frequency noise of the current source transistors becomes significant in
the same way that the noise from the switches does. Because dynamic performance of
the sources is unimportant, however, there is more flexibility in the design of the current
sources, and the noise can be reduced by employing low-noise design techniques.

One potential way of eliminating both the switch noise and current source noise 1$
to move the point at which the chopping occurs. If the chopping somehow took place
before the current sources (by chopping at the gates of the current source transistors,
for example), then the low frequency noise from the current sources would be chopper
modulated out of the band of interest. Furthermore, if the chopping is done in such a
way as to eliminate steady currents from the switches, than the low frequency noise
from the chopper switches could be eliminated also.

The problem with this line of thinking is that one ends up ‘‘chasing one’s tail’’,
that is to say that in trying to solve the low irequency noise problem this way other

benefits of the circuit must be traded off. Once the chopping is moved further back
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in the ‘‘signal path,”’ there is no longer the /5 cancellation discussed earlier, since a
single current source is tied to each sensing diode; the entire benefit of the chopping
was that each current source is ‘*sampled’’ by each sensing diode, and in that way the
I's mismatch could be eliminated. Furthermore, because this *‘sampling’’ is no longer
being performed, the magnitudes of the currents during each switch cycle becomes
importart, since there will be ratio errors in each current source, not just in the ratio
between the two current sources. Thus, most of the advantages of chopping are lost if

the chopping is moved to some other place in the circuit.

3.2 A Low Noise, High Resolution Sensor

As has been demonstrated above, the major limitations with temperature measurement
are primarily due to nonidealities in the excitation circuits--if the PTAT configuration
could be excited with a low noise, very stable pair of current sources then the full
capabilities of the PTAT could be exploited. Just such an excitation has been developed
and is the core of the temperature measurement circuit used for this project. The
fundamental mechanism used to both reduce the noise and increase the stiffness of the
current sources is feedback--by ‘‘closing the loop’’ around the diode pair, many of the
problems can be greatly reduced.

Conceptually, what is needed is some mechanism for sensing the excitation currents.
This can be done in many ways: a simple and straightforward way would be to add a
resistor to each leg of the PTAT and sense the voltage developed across it. Methods
like this, however, fail on two counts: First, implicit in this scheme is that the value
of the resistor is known to fairly high precision, which will certainly not be the case.
Second, the scheme senses the current in each leg but does not directly control the ratio
of the currents, which is the critical parameter of interest.

Two circuits designed to not only sense but also control the currents are shown
in figures 3.5 and 3.6. The circuits are composed of three ‘‘blocks’’--an operational

amplifier, a differential pair, and a set of four diodes. One pair of diodes is used for
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Figure 3.5: Feedback sensor circuit: Top loop

actual temperature sensing; the other is used for setting and monitoring the current
ratio. The operational amplifier measures the error voltage generated by the current
control diode pair, and generates a differential error voltage signal that is related tc the
deviation of the excitation current ratio from the desired value. The differential pair
is used to convert the voltage output from the operational amplifier into the excitation
currents, and to limit the total current through the sensing diodes. This differential pair
is purposely misma:ched--this mismatch is correlated to the desired current ratio in such
a way that the gate drive on each transistor is equal when the current ratio is correct. In
that case, the differential output vcltage of the operational amplifier is nominally zero.

The only difference between the two circuits is which pair of diodes senses

temperature and which pai- controls the excitation currents. In the circuit of figure 3.5,
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Figure 3.6: Feedback sensor circuit: Bottom loop

the grounded diodes are used for sensing. In this configuration, the voltages at the

inputs to the amplifier are:

Ve = 2VTH In (ll—) (320)
Is
I , I
v = V’I‘H In (7;) + ‘/TH In (;{Tf;) (3.21)

where I, and I, are the excitation currents through each leg, and I is the saturation
current of a unit sized diode. When the loop is operating correctly, these two voitages

are equal,’ and the ratio % can be found by setting v, = v_. The resulting relationship

3For now it is assumed that the amplifier gain is infinite.

73



is

L_
I

The excitation current ratio is therefore determined solely by the geometry ratio of the

n (3.22)

diodes, which is a very solid and stable ratio. Any mismatch in the diode area ratio due
to normal process variation appears as a fixed ratio ‘‘offset’’ that can very easily be
calibrated. Performing a simple two point calibration would show the slight ratio error,
and all subsequent measurements could be appropriately adjusted for it. The important
point is that the ratio is constant over lemperature once it has been set by the process.
With a fixed, temperature independent current ratio, the voltage across the two sense
diodes is proportional to absolute temperature as described earlier.

The second circuit, figure 3.6, uses the bottom diodes for current ratio control and

the top diodes for sensing. In this scenario, when v, = v_, the relevant equation is:

Vry In (ﬂ) =Vryln ( L ) (3.23)
Is nlg

and it immediately evident that

I _
I

as before. The chip area required to realize a given current ratio is significantly different

n (3.24)

in both circuits, however. In the top loop circuit, the diode area ratio necessary to
produce a current ratio of n is n?; the bottom loop circuit only requires an area ratio of
n. This is quite a significant difference, since excitation current ratios on the order of
10:1 or greater are typical for PTAT sensors. For this reason, the bottom loop circuit is

employed in the active needle system.

3.3 Sensor Nonidealities

According to the calculation above, the sensor ratio is constant over temperature,
and the output voltage in each case is perfectly linear with temperature according to

equation 3.9. Throughout all of the analysis, however, several ideal conditions were
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assumed. In this section the effects of the nonidealities are considered. For simplicity,

each of the effects is considered separately.

3.3.1 Temperature Coefficient Errors

In the initial derivation of the linear output of the PTAT, several temperature inde-
pendent parameters were introduced: A, the proportionality constant for /g; B, the
proportionality constant for the excitation current; «, the temperature exponent of the
excitation current; and /3, the temperature exponent of the saturation current. Although
different values for A and B are clearly necessary in each leg of the PTAT (since
the excitation currents and/or the diode areas must be different to generate an output
voltage), it was assumed that the values of a and /3 were equal in both legs of the circuit.
Although this is a very good assumption, there is no guarantee that these parameters
will indeed be equal. As a result, a nonlinearity will result in the output characteristic.
The nonlinearity can be examined mathematically if the derivation of equation 3.7
is performed assuming different a and /3 for each diode. In this case, the difference in

the diode voltages is given by:

B B ,
Vor—=Vpr = Vry [ln (2%) +(a; — A)In(T) — In (A—z) — (2 — () In(T')
B, A, Tei=h
= V _— = .
T In (AI B, Taz—ﬁz) (3.25)
Now define differential and average quantities for a and /7 as follows:
a = NT® (3.26)
2
Aa = a)—ap (3.27)
+
B = M (3.28)
2
A = B~ (3.29)
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so that

o) = a+%€ (3.30)
A ,

ap = a—-z—a (3.31)
A

b= 8+ (3.32)

/32 = —%ﬁ* (333)

Equation 3.25 can then be rewritten in terms of the average and difference parameters,

and it is found that:

Vo = Vpi1—=Vp
A
= Vrypln (21- . —2) +Vry (Aa — AB)In(T) (3.34)
A B

This result shows that it is not strictly necessary that Aa: = 0 and A3 = 0 for the output
to be linear. The correct, slightly looser constraint is that Aa = Af. In addition, since
by definition all of the geometry and temperature coefficient parameters (a, 3, A, B)
are temperature independent, the nature of any nonlinearity that does occur is very well
described, namely, it is of the form T In(T'). Thus, the general output voltage can be
written as:

V,=CT +CTIn(T) (3.35)

A simple two-point calibration can be used to determine the values of the unknown
constants C; and C,. This is the equivalent of the Steinhart-Hart relationship for

thermistors [31].

3.3.2 Device Mismatch and Op Amp Gain Errors

Another potential source of error comes from the fact that the operational amplifier
does not have infinite gain, and, therefore, the two input terminals v, and v_ are not

necessarily equal, as was assumed in the derivation of the sensor output characteristic.
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Thus, any nonzero differential voltage at the output of the operational amplifier
introduces a direct voltage offset error (since the sensor diodes are no longer at a virtual
ground) as well as an induced voltage error (since the current ratio is affected by the
voltage difference). Both of these errors are offsets; however, the value of the offset
depends on the open loop gain of the amplifier, which will certainly be temperature
dependent. It is therefore critical that this error be held to a minimum.

The most straightforward way to insure that the op amp inputs are equal is to
guarantee that the differential op amp output voltage is nominally zero. If this is the
case, then the op amp inputs will be equal independent of the op amp gain. Since the
desired current ratio is 1:n as derived above, this condition can be brought about by
appropriately modifying the geometry ratios of the sensor current control differential
pair transistors. If the differential op amp output is zero, then the Vi;5 of both differential

pair transistors is the same. Thus, we have:

KW i

I = —<——) Ve — V)2 3,

I T\ I( as T) (3.36)
MW , |

L = —2—(7)2(vns—w)- (3.37)

Since we know that the ratio -?I- n, it follows immediately that for zero differential op

amp output it is necessary that:

-|€
~——
to

i
=

(3.38)

VammS P N
~E] s
p

as indicated in figure 3.6.

Of course, this eliminates to first order errors associated with the finite gain;
however, normal process variation will guarantee that the geometry ratios are never
exactly l:n. In addition, normal process variation in the devicc matching (Vi
mismatch) will require a nonzero differential op amp output voltage. Therefore proper
consideration of the op amp gain error requires accounting for the nonidealities of the
differential pair transistors also. Hence both of these issues are treated together in this

section.
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The best way to examine these effects is to consider the errors as small perturbations
from the ideal situation. Initially, assume that the differential output of the op amp is
zero, and that there is both (—VI-‘;) and Vr mismatch in the differential pair transistors. Also
assume that the current error induced by the nonzero differential voltage difference at the
op amp input is negligible.* With these assumptions, it can be shown (see appendix B)
that the differential voltage error at the differential pair inputs is approximately

AV~ —AVp+ & | Lo

2 (D),

(3.39)

where n is the desired (ideal) current ratio, c¢ is the ratio mismaich between (#)I and

(—V{-)z and AVy is the threshold mismatch in the differential pair.

There are several important things to note. First, the error voltage is linear with
both AV and ¢. Second, the error contribution due to the threshold mismatch is on
the same order as the threshold mismatch itself. Finally, the error due to ( —,“i) ratio
mismatch is roughly the gate drive times the percentage ratio error (in fact, it is a factor
of \/n less than that). Thus, for typical process mismatch parameters, the error voltage
will indeed be small. For a current ratio of 10, for example, with (—",K) = %5 I,=44 1A
(corresponding to I, =4 uA and I, =40 pA, AVp = -10mV” and ¢ = .1, one finds that
AV =109mV.

This error voltage is divided by the open loop gain of the amplifier when it is
reflected back to the amplifier inputs. This is the actual error component in the
measurement, and it appears as an offset in the differential measurement. This offset by
itself is not significant since absolute temperature measurement is not important. What
is critical, however, is that the drift of this offset with temperature is small enough to
avoid interfering with the actual temperature signal. This drift component will clearly

be strongly correlated with the gain drift of the op amp since the error voltage is the

AV computed above divided by the open loop op amp gain. Thus, the way to minimize

4The validity of this assumption will be examined later.
5Because the differential pair is purposely mismatched, the sign of AV is important. The error is
largest when AV is negative, as discussed in Appendix B.
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this error is to use an op amp with a very high open loop gain, so that the initial offset
error is negligibie. If this is the case, then the drift of the offset with temperature will
itself be negligible, and the entire error can be considered just another noise source.

It is therefore possible to compute a minimum required open loop gain for the op
amp. As stated above, the offset error in the measurement is given by:

AV
Vos = —~ (3.40)
where A is the open loop gain of the amplifier. The drift in this voltage is the actual
error. Since the exact nature of the drift with temperature is unknown (it is a function
of the exact circuits used, layout topologies, etc), it is assumed that this offset drifts by
10% over the temperature range of interest.® The error of interest, therefore, is:

AV
Avyy = 0.1vy = —— .
Ay v 0 (3.41)

or, alternatively, the minimum required op amp gain is

‘s AV
= 10Awv,,

(3.42)

This is one of the design constraints of the operational amplifier.

3.3.3 Noise Considerations

The third major error contribution is due to device noise. Throughout the above analyses
it has been assumed that the MOSFETs, diodes, and the op amp are all noiseless. Clearly
this is not the case, and, in fact, the device noise could become a dominant error source
because of the high resolution requirements of the sensor. Figure 3.7 shows the sensing

circuit with all noise sources present. Each noise source is discussed below.

3.3.3.1 MOSFET Noise

The noise in an MOS device is due to two physical mechanisms: First is the thermal

noise associated with the uncertain nature of the electron drift velocity. This noise

5The actual drift is probably much less, but for worst-case purposes the 10% estimate should suffice.
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Figure 3.7: Sensing circuit with noise sources

component is very wideband and is ‘‘white.”’ Second is the flicker (1/f) noise caused
by carriers in the channel getting trapped in the gate oxide. Because of its 1/ f nature,
the noise spectral density of the flicker noise is very large at low frequencies and small

at high frequencies. The total noise of the MOSFET is the sum of the two components

[53]: _
T K
Af T g WL

where 53 is the equivalent gate input noise spectral density (in :’,—z), k is Boltzmann’s

(3.43)

constant (1.38 x 1072%), T is the absolute temperature (in Kelvin), o is the flicker
noise exponent (= 1), g, is the transconductance of the device, g4 is the device channel

conductance at V;, = 0, and K is the flicker noise coefficient, a process dependent
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parameler.7 The thermal noise coefficient v is bias dependent, and varies from v = |
at Vy, =0to~v = % in saturation. It is important to note that both the thermal and
flicker noise decrease with increasing device area ( % ratio)--the noise contribution of
the MOS devices can be controlled by appropriate device sizing.

The total noise of the MOS transistor over a bandwidth from f; to f,, is found by

integrating equation 3.43 over the interval and taking the square root of the result:

I f44kTge K
, - . ! .
Vs tot ~/f¢ { !],2,‘ + ”/Lf" } (f (3 44)

F4kT gao K
Unjpot = \/ ( (fh fl)+ M/L(l

m

[f,, gl

whiere it has been assumed that «v # . In the case where o = |, the expression reduces

4kT g, \
Un tot = \J i (""11(’ (frn— fu)+ ﬁ—f (? ) (3.45)

The total noise of each of the three MOS transistors can be computed using the above

to:

formula. The noise of the individual devices must then be referred to the sensor output.
For each of the differential pair devices, the noise is divided by the open loop gain of
the amp when it is referred to the output of the sensing circuit. This reduction occurs
because of the feedback action: any perturbation caused by the noise source stimulates
a response from the loop, which will act to counteract the perturbation. The noise from
the current source transistor is, in theory, not reflected in the output noise at all, as it
appears as a strictly common mode noise. This will only occur if the differential pair
device ratio and the current setting diode ratio are exactly equal. For analysis purposes,
the circuit was simulated using typical mismatches in geometry (effective versus drawn
channel lengths) to determine an approximate attenuation factor of 2 » 107*. The total

noise contribution due to the differential pair and biasing transistors is wierefore:

Untot,l  Unjtot2 -
Vi = — 1 + — 4 +(2 2 107 )ty 1013 (3.46)

"The dependence of the flicker noise on C',, is lumped into A for this analysis.
pe pe
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3.3.3.2 Operational Amplifier Noise

The input referred noise of the operational amplifier v2, is a potentially significant
source of error, since noise at the operational amplifier inputs is directly reflected in the
sensor output voltage. This results from the use of the operational amplifier inputs to
force a virtual ground point for the measurement; any noise on the virtual ground paint

will show up as a direct error in the output voltage. Unlike the MOS current control

devices which benefit from the high gain feedback, high resolution measurement is
not possible unless the noise contribution of the amplifier is below the measurement
resolution.

Because of the high low-frequency flicker noise associated with MOS devices,
chopper modulation is used to move this noise out of the frequency range of interest.
The modulation also eliminates the (temperature dependent) offset voltage of the op
amp. Chopper modulation involves multiplying the op amp input signal by a square
wave of frequency f. prior to amplification. The signal is then demodulated following
the amplification. In this way, the op amp noise is frequency shifted by f., since the op
arap noise is added in after the initial modulation. The signal, however, is unaffected
by the process since it is shifted up and then back by f.. Thus the amplifier noise that
is introduced into the signal is the noise at and around f.. If f. is chosen so tnat it is
above the flicker noise corner frequency, the only noise contribution from the op amp
will be the input referred thermal noise. This process is shown pictorially in figure 3.8.

Because the circuit is fully differential, implementing chopper modulation is a
very straightforward process. Switches are introduced at the input and the output that
alternately switch the input terminals at a frequency f.. This is equivalent to multiplying
the input signal by a square wave that alternates between +1 and -1. This process
is repeated at the output (using the same clock signals to prevent phase problems) to
demodulate the signal. This circuit is shown in figure 3.9.

The noise contributed by the op amp is therefore limited to its input referred thermal

noise. Since this is strongly dependent on the op amp topology, an exact formulation
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of this error source is not given here. The important conclusions, however, are that the
1/ f noise component is eliminated by chopper modulation, and that the thermal noise
is unattenuated by w.e loop and appears directly at the sensor output. This is the noise
component that must be minimized in the desigr of the operational amplifier.

The noise from the input chopper switches does not contribute to the total sensor
noise since this noise appears as gate voltage noise on the switches. As stated earlier,
there is no 1/f drain noise component from these switches because they carry no
current. The same reasoning applies to the thermal noise: Random thermal motion of
carners in the channel changes the local potential profile in the channel under the oxide
surface. This requires a compensating change in the gate potential, so from a terminal
point cf view the fluctuations appear as a voltage noise source on the gate. Because
the drain current is zero when the switch transients have settled, this changing potential
does not appear at the source or drain. Since noise at the gate node is not coupled to
tne sensor output, this noise is not a consideraiion when computing the sensor output
noise.® Similar reasoning applies to the noise from the output chopper switches. If this
were a consideration, however, this noise is divided by the open loop gain of the op

amp when it is referred to the sensor output, so this noise component can be neglected.

5This result was verified through simulation.
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3.3.3.3 Diode Noise

The last major noise source is due to the diodes themselves, both the ones used for
sensing and the ones used for current ratio control. Because these diodes are located
directly at the sensor output nodes, noise from these devices is unattenuated by the loop.
As a result, these diodes become the dominant noise generator of the entire sensor.

As with the MOS devices, the dominant source of noise in the diodes is the flicker
noise; although the 1/f noise is lower in bipolar devices, it still dominates the total
device noise over the very low frequency range of interest here. The general functional

form of this diode noise is:
el -,
1.’,‘1 _ I\ ,11,1

Af T Afr

where K4 is the process-dependent flicker noise coefficient, I, is the diode current, A

(3.47)

is the diode area, and ~ is the flicker noise exponent. The total noise over a frequency

range f; to fj, is therefore:

) In K gladf
n = ' 3,
g /fl Afr (3.48)
Nyl [ . ] (3.49)
A=~y 7t o

for an individual diode. Since four diodes are used in the -ensing circuit, the total
noise contribution due to the four diodes is the sum (in the me..i-square sense) oi 1. =

individual contributions, and

/5 2 2 2
Vdodes tot = \J Vi) gt Uyt Uy (3.50)

The exact values for each of these sources is determined by the design choices. Once
these choices have been made, the expected noise contribution can be calculated from
equations 3.49 and 3.50 and the noise parameters of the fabrication process. Typical
values are in the tens of nanovolts per root-Hertz; the values from the implementation

for this project are given at the end of the chapter.
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3.4 Circuit Implementation

The performance of the temperature sensing circuit described above is governed by
several parameters that the designer is free to choose. Although the architecture does
not change, the circuit implementation of the operational amplifier in particular will
be strongly dependent on these choices. The geometries of the other devices in the
sensor will also be affected by the design goals. This section describes the circuit
implementation realized in the acuve needle system. First, the system-level design
choices are discussed. The operational ampiifier circuit is then presented. At this point,
with the entire sensor specified at the device level, the limitations of the sensor can be

quantified based on the analysis presented in the previous section.

3.4.1 Design Parameters
3.4.1.1 Current Ratio

The sensor topology used in this project is the bottom loop implementation. The
current ratio is 10:1. This ratio was chosen as a compromise between sensitivity and
area: According to equation 3.10, the sensitivity of the sensor is directly proportional
to the logarithm of the current ratio and therefore increases when the ratio increases.
Because of the logarithmic dependence, the current ratio must increase exponentially
i0 achieve any significant increases in sensitivity. Very large ratios are difficuit to
implement, however, since the minimum area required for the smaller diode is fixed by
the process design rules. Consequently, the ratio must attained by increasing the size of
the larger diode, which quickly becomes impractically large: An area ratio of 1000:1,
for example, gives a sensitivity that is only 3 times greater than a sensor with an area
ratio of 10:1, even though the area has increased by a factor of 100.

Furthermore, from a noise point of view it is better to avoid using minimum sized
diodes, since the device noise is 1ower at larger areas. The noise contribution from the

diodes is primarily determined by the smaller of the sensor devices, as will be shown
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in section 3.7 below. Since the sensitivity increases logarithmically with the current
ratio (and hence device area) and the noise increases with the square root of the device
area (as the smaller device is made even smaller), it is actually worse to increase the
current ratio by shrinking the smaller diode. One can envision a sensor in which, say,
the smallest diode is 32 times the minimum size, and the ratio setting diode is the
largest practical size. Say this results in a current ratio of 10:1. If the sensitivity is then
maximized by shrinking the smaller ratio setting diode to the miniinum size, which
gives a ratio of 320:1, the resulting increase in sensitivity (a factor of 2.5) is countered
by a corresponding increase in the device noise (by a factor of 5.7).

The 10:1 ratio chosen represents a compromise between temperature sensitivity and
device noise. With the area limitations presented by the needle geometry, a ratio of 10:1
allows for fairly large device areas (and correspondingly low noise) and an acceptable

temperature sensitivity of 198 nV/m°C.

3.4.1.2 Absolute Currents

Although the feedback controls the ratio of the currents I, and I, the actual magnitude
of each of the currents is controlled by the differential pair bias current, since this
controls the sum of the currents I, + I>. The choice of currents is determined primarily
by noise considerations: As the currents arc made smaller, the signal to noise ratio
of the diodes decreases. This can be seen from the diode noise equations. The noise

current spectral density is given by

= K1,
2 = 2ql,Af + lf—i;\f 3.51)
The toial noise current over a frequency range [ f;. f1] is therefore:
2 - fh
i, = 2q14(fr — fi)+ K1, In 7 (3.52)
!
. I > fh‘ o~
l, = \/Id . \qu(f;, —f)+ Kln (7) (3.53)
i
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And the signal to noise ratio is:

SNR = ;Iﬁ
I{l
; (3.54)
J 2q(fa — f)+ KIn (%)

The excitation currents must thercfore be large enough to insure that the signal to noise
ratio is high enough to maintain I m°C resolution; using the equations above it is found
that the critical minimum current is approximately 1 jA.

The tradeoff is that the power dissipation in the sensing diodes must be low enough
to avoid measurement errors due to thermal artifacts. The actual thermal problem is
quite cemplex, but experimental measurements have shown that the total current must
be kept below approximately 100 ;A to avoid thermal artifact problems. As a result, the
bias current selected is 44 1 A; this way, a current ratio of 10:1 can be maintained (with
currents of 4 and 40 ;1 A) while keeping the total current comfortably below 100 /.A and

the lowest current greater than the 1 ;1A critical minimum.

3.4.1.3 Differential Pair Geometry

The geometry of the differential pair transistors is perhaps the least critical of the design
choices. There are several issues governing the choice of device size. First, the devices
must be sized so that the ratio of the % ratics is equal to the current ratio n.. Secend, the
devices must be large enough so that their noise contribution is low enough to maintain
the desired resolution. Third, the devices must be small enough so that the total area
consumed is not prohibitively large. Finally, the devices should be sized so that the
swing of the differential pair is reasonable; i.e., so that the differential pair does not
saturate when the input differential voltage is less than 100 mV or so.

All of these constraints can easily be met; the device sizes chosen are 25/3 and
250/3 respectively. The ratio of the device sizes is clearly 10:1. The noise contribution

is negligible because of the feedback in the circuit. The area consumed by the devices
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is far less than the available area. The swing provided by the differential pair with these
device sizes is close to 200 mV. In short, the geometry chosen is more than adequate io

meet the system requirements.

3.4.2 The Operational Amplifier

The operational amplifier used to implement the sensing scheme directly controls the
final temperature resolution, primarily because the amplifier gain governs the attenua-
tion of the MOSFET noise. Therefore, no discussion of the sensor implementation is
complete without a knowledge of the operational amplifier design used. This section
describes in detail the topology used for the temperature sensor on the active needle. It
should be noted that in order to optimize the usefulness of this amplifier it was designed
to function not only in the sensor but also in the preamplifier and the oversampled
modulator. As a result, the specifications that govern the design choice: represent a

conglomeration of the various requirements for each of the different subsystems.

3.4.2.1 Electrical Design Specifications

From the standpoint of the system, the most critical design specifications are the open
loop gain (since that controls the MOSFET noise and device mismatch attenuation in
the sensor), the settling time (since full settling is critical to the modulator) and the
input referred noise (since that also contributes to the sensor output noise). In the error
analysis above, it was shown that the required op amp gain as a function of the device

mismatch is
AV

10Av,,

As stated above, the sensitivity of the circuit for a 10:1 current ratio is 198 nV/m°C;

A2> (3.55)

if 10% of the error budget is allocated to this error source, this requires that Av,, <
19.8 nV, or, solving equation 3.55 for A, A > 1.9 x 10*. As will be shown later, this DC
gain is also adequate for the preamplifier and the modulator; the DC gain specification

is therefore A > 2 x 10°.
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The bandwidth specification is controlled more by the requirements of the modula-
tor, since the modulator loop operates at frequencies much higher than the temperature
sensor signal frequencies of interest. The signal frequency range of interest is 0.01-
1 Hz. For an oversampling ratio on the order of 25,000, typical of the ratio used by
the modulator, this translates into a modulator clock frequency of at least 50 kHz.
The operational amplifier outputs must seitle completely within half of a cycle of the
modulator clock. Since this settling occurs when the amplifier is conr.ected in feedback,
the relationship between the settling time with and without feedback must be examined.
As detailed in Appendix C, the settling time constant under capacitive feedback is

given by
T((.'] + ()

= 5
(A+ ])C’g + C‘| (3.56)

where (') is the input capacitance, C4 is the feedback capacitance, and the open loop

behavior of the amplifier 1s described by the single pole model

(3.57)

als) = TS+ 1

If completely linear settling is assumed (for purposes of approximation only), then the

constraint on the settling time constant T is given by:

r 1
(¥ < o (3.58)
T

2N In(2)

=7 <

(3.59)

where T is the modulator clock period (20 jus5) and .\ is the desired number of bits of
resolution (18.3). Equating 3.56 with 3.59 gives the relationship between the dominant
pole location of the amplifier and the settling requirement undcer feedback:

- TIA+ 1)y + ()
2N+ Cy)In(2)

(3.60)

Assuming A = 20. 000, and maximum expected loading (C'; = 10pF, ', = 10 pF) the

dominant pole time constant is 7.9 ms, which corresponds to a pole location at 20.2 Hz.
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The unity gain bandwidth under these conditions is 404 kHz. The bandwidth, therefore,
must be greater than 404 kHz.

In order for the above approximation to be valid, the op amp must avoid ringing and
slewing, which places further constraints on the design. Clearly, in order to guarantee
that the settling is overdamped (since underdamped behavior would add ringing to the
op amp response), the phase margin of the amplifier must be > 60°. The issue of
slewing is more difficult to account for since it is not necessary (and is quite power
wasteful) to design the amplifier in such a way that there is essentially no slewing.
Instead, it is better to design the amplifier so that any slewing occurs over a short
enough time period so that the amplifier can fully settle in the desired time interval. In
the case of this op amp, full settling must occur within 10 s as described above. In
terms of slew rate, the maximum change that can possibly occur at the output of the
modulator op amps is 1.5 V. If it is assumed that all slewing takes place in the first
1 s (i.e., 10% of the total settling time), this would translate into a slew rate of at least
1.5 V/us. With a 10 pF worst-case load, this means that the output current in each leg
of the amplifier must be at least 7.5 A.

The output swing, although not a critical performance parameter, nonetheless plays
an important role in the system characteristics, since clipping of the amplifier outputs
will degrade the performance of the modulator significantly. Since the maximum
change in output for either leg is only .75 V (due to coefficient scaling--see chapter 4),
an output swing of approximately =1V is required to guarantee that clipping will not
occur. In terms of the output swing in the fully differential sense, this translates into an
output swing of 2 V.

The last performance parameter that must be specified is the input referred noise,
since that noise contributes directly to the sensor output noise level. As was discussed
earlier, for a temperature resolution of 1 m*C, it is necessary to resolve 198 nV at the

sensor output, which means that the sensor output noise must be kept below this level.

Clearly it is advantageou; to maximize the bandwidth; this number merely specifies the lower limit
on what would be acceptable performance.
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Based on the expected noise contributions from the various sources, it was decided that
10% of this tolerable noise limit (=~ 20nV) would be budgeted for the op amp noise
contribution. Such a low noise limit was not considered excessively stringent since it
was assumed that chopper modulation would be used to eliminate the low frequency
1/ f noise, as discussed above.

The other characteristics of the op amp are not as critical and therefore no
specifications for them were developed, although ‘‘guidelines’” for the different
parameters can be stated. Since the power source for these circuits will be a battery
and all circuits will be fully differential, excessive power supply rejection ratios are
not required. The fully differential nature of all the circuits also relaxes the common
mode rejection tolerarce,'” although it is clear that all of the rejection ratios should be
maximized. There is no input bias or offset current because of the zero gate current of
the MOS devices. The power dissipation should be as low as reasonably possible to
minimize the thermal artifact that results from the on-chip power dissipation; for this
reason, the total supply current was limited to 100 uA (excluding the current source
reference itself, which is shared among all of the op araps). Finally, and perhaps most
importantly, the area of the amplifier should be as low s is practically feasible, since
the geometry of the needle limits the available active area tremendously. The area per
amplifier was therefore limited to .2 mm?, or, equivalently, a total device active area of

approximately 10,000 :m?."*

3.4.2.2 Topology

The performance goals described above are not so stringent as to force the use of

a specific topology. However, because the settling time is critical to the success of

19In fact, both the power supply and common mode rejection ratios are infinite in an ideal differential
circuit. Although the fabricated circuit will centainly not be ideal, these ratios can only be evaluated by
approximating these processing mismatches. As a result, the numbers generated will be strongly process
dependent, and will therefore be inherently somewhat unreliable.

11 A factor of twenty was selected because the total device active area does not account for source/drain
arcas, contact areas, or interconnections. This ratio was determined from a sampling of other existing
circuit layouts.
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Figure 3.10: Folded cascode op amp topology

the modulator, the folded cascode topology is used. This topology generally results
in moderate gain, moderate bandwidth systems with high phase margin. In addition,
because the compensation network is tied between the output and analog ground, the
power supply rejection ratios from both power supplies are superior. Furthermore, the
compensation capacitance can be provided by the capacitive load, eliminating the need
for (and the chip area of) two additional capacitors. This all comes at the expense of
gain; the folded cascode typically realizes a lower gain than a comparable two-stage
design. Since only moderate gain and bandwidth are required, however, this is an
acceptable tradeoff.

The circuit is shown in figure 3.10, with the device geometries given in table 3.1.
PMOS input transistors were originally selected because of their superior flicker noise
performance, the subsequent addition of chopping circuitry obviated this consideration.
Additionally, fully isolated PMOS devices are available from the fabrication process
(see chapter 6). A self-biasing current source is used as the reference current for the
biasing of each stage. Simple capacitive compensation is used to stabilize the amplifier
and to provide the desired high phase margin and single pole response. Finally,

improved cascoding is used throughout the design to maximize signal swing. [50]



Table 3.1: Device geometries

Device | Width Length || Device | Width Length

(microns) | (microns) (microns) | (microns)
Mi 100 3 MI8 480 4
M2 100 3 M19 60 6
M3 100 3 M20 60 6
M4 100 3 M21 40 3
M5 40 3 M22 40 3
M6 8 3 M23 4] 6
M7 40 3 M24 40 3
M8 40 3 M25 41 6
MI10 40 3 M26 40 3
M9 40 3 M27 40 3
Mil1 12 3 M28 5 20
MiI12 60 3 M29 5 20
MI13 60 3 M30 20 3
M14 60 3 M3l 5 20
MI15 60 3 M32 5 20
MI16 60 3 M33 20 3
M17 480 4

3.4.2.3 Differential Mode Characteristics

The gain of the op amp can be calculated using the simplified circuit shown in
figure 3.11 and the corresponding small signal half circuit shown in figure 3.12; one

quickly finds that:

Uy _ ~ G rocral(l + Jm2 T2) (3 6])

Vin Tot + T2 + rac(l + ,’/m?.ro?.)

where r,. and r,; are defired in figure 3.12. From this result it is seen that the gain is
direc:ly proportional to the input stage transcorductance. Furthermore, the “‘effective’’
resistance multiplying this transc:nductance is, approximately. *}ie parallel cornbination
of 7,.(1 + g,ar,2) and 1. This represents an important limit of the topology: higher
gain cannot be realized merely by increasing r,, or r,., because the effective resistance
will be governed by the lower of the two resistances. Increasing the transconductance

of the input devices will increase the gain, but this increase is limited by r,., which
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Figure 3.12: Small signal model of folded cascode

will decrease as the transcor.ductance is raised; in other words, the gain increases
significantly only when the intrinsic gain of M1 increases. Clearly, the same can be
said for M2, since it’s intrinsic gain appears directly in the gain equation.

Therefore, the key to realizing the highest possible gain is to operate the critical
signal path devices in their moderate inversion region, for it is at that point that
the intrinsic gain (or, equivalently, the open circuit voltage gain) of the device is
maximized [54,55). Mathematically, the open circuit voltage gain A, of a MOSFET is

4T, Where, in strong inversion,

W
Gm = 2’/-(/'0;: <"I_) ]d (362)
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1
r,=—
) Al

where j: is the channel mobiiity, ',, is the oxide capacitance per unit area, and A 1s a

(3.63)

parameter related to the change in effective channel length as a function of the drain

voltage. The open circuit voltage is therefore:

A, DeriTo (3.64)

2uC’,, (%)
SN

1

(3.65)

from which it is clear that the intrinsic gain goes up as the drain current through the
device decreases. At some point, however, decreasing the drain current brings the
device out of the saturation region and into the subthreshold region. When this occurs,
the transconductance becomes:

I

G = __d_ (3.66)
Yoy

where V7 is the thermal voltage ( % ). The open circuit voltage gain becomes constant
and independent of the drain current, and further decreases in the drain current co not
affect the intrinsic gain. The bandwidth of the device, however, decreases as the drain
current is reduced, since there is less current available to charge the device capacitances.
This implies that there is some critical drain current at which the intrinsic gain and
bandwidth are maximized; this point is clearly in the moderate inversion region where
the transition between subthreshold and strong inversion occurs. Thus, the optimal
operating point is in the moderate inversion region.

The dynamics of the amplifier can also be found from the small signal model. Using
the method of open circuit time constants one finds that the dominant pole frequency

of the amplifier is:

]
- (3.67
fl! 276'[‘ {r,,(,‘: [rr,z + r/;l(] + ,'/rn2rf;2)” )

where r,; is the output resistance of the current source load of the second stage.
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Toc = To1]|T63, and C is the load capacitance. The second pole, which will control the

phase margin, is at a frequency:

T2 + rac(l + gn|27'02)
ZWC'LZTocch

(3.68)

fp2 =

where C/ is the capacitarice at the drain of M1. It is clear from the first equation that
the dominant pole frequency is essentially controlled by the r,,C';, product. For large
enough values of r,, however, the pole frequency becomes independent of the load
resistance. Most importantly, however, the pole locations are controlled by many of the
same parameters that control the gain, which implies that the gain and the bandwidth are
generally not independently controllable. This can be scen by multiplying equatior 3.61

with equation 3.67 to give the effective gaiu-bandwidth product:

(7Y rocral(l + grr42ro2) l

G-BW = :
Tol 4 T2 + Toell + grmaro2)  27C L {ro]l [roa + Tocl1 + grars2)]}

i Toc(l + Gra2T02)
ZWC'L(T(,Z + roc(l + ngrOZ))

(3.69)

If gmaroc >> 1 then this product is approximately -‘fc-'?Ll, which indicates that the dominant
controlling parameter for the op amp is the input stage transconductance.

It is clear that the dominant pole location of the amplifier is governed by the RC'
time constant at the outputs, (namely, the product of the output resistance and the load
capacitance) since the load capacitance will dominate all of the device capacitances. If

first order settling is assumed, the amplifier time constant 7 for this topology becomes:
T= C'l. {Tal” [7'02 + rac(l + gmzroZ)]} (370)

The settling time predicted by equation 3.56 is therefore related to the characteristics
of the folding transistors and their loads. Unlike the gain, the transconductance of ‘he
input stage does not strongly influence the settling time; the only effect the input stage
has on the settling time is through r,,..

Since the amplifier is essentially current-output, it is somewhst incorrect to

characterize the op amp as having a specific slew rate; it is more appropriate to discuss
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Figure 3.13: Op amp common mode feedback circuit

the amplifier’s maximum output current /.., since the slew rate S = I,4,/Cp. The
slew rate therefore decreases as the load capacitance increases. For a fixed load
capacitance, a higher slew rate requires an increase in the current in the output stage,
and, in general, the larger the output current the faster the outputs can slew. The current
limit is clearly the bias current in the output legs /;,; when the input is overdriven, one
of the outputs is sourcing I, while the other is sinking I,,. Consequently, meeting the
slew rate specification (or the corresponding output current specification) forces the
output stage bias currents to be at least as large as the desired output current, which in

this case is 7.5 pA.
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3.4.2.4 Common Mode Feedback

Because the amplifier is fully differential, circuitry must be provided to stabilize the

output common mode level. This is done using devices Mj;-Mjz; this section of
the circuit is shown in figure 3.13. The outputs of the amplifier are sensed by two
differential pairs, each of which has one input tied to a common mode reference voltage
(the desired common mode output level). With no differential output, the current in
each diff pair splits equally, and devices Mag through M3, all carry the same current.
The drain currents of M9 and M5, are added; this cnrrent is then mirrored to the output
stage. When a purely differential signal is present at the amplifier outputs, the currents
through M,y and Ms, are no longer equal, but their sum remains constant, and no
adjustment in the output common mode level is made. When the output common mode
level changes, the sum of the currents changes, which in turn changes the output stage
bias current so that common mode level is restored to its desired value.

Mathematically, the two equations governing the differential pairs are:

]28 +[29 Ib (371)

Iy + I

I (3.72)

where I, is the bias current in each diff pair. From this it is clear that the sum of I59 and
I3| is:

129 + I3| = 2]1, — Izg - 132 (373)

If it is assumed that the amplifier output swing is low enough (or that the transcon-

ductance of the diff pair devices is low enough), then the currents I3 and I3, are

approximately
I
Ly =~ 2 Ims AV, (3.74)
I
132 ~ E + g,nngV _ (375)

where the AV are defined as the difference between the each output and the desired
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common mode level. Since all four devices are sized and biased identically, ¢,.25 =

Um32 = Um; substituting equations 3.74 and 3.75 into equation 3.73 gives:
Do+ Iy =1, — gu(AV,e + AV,) (3.76)

The current is therefore a function of the common mode (average value) at the amplifier
outputs. When the common mode level at the output increases, the bias current in the
output stage is decreased, which acts to restore the common mode level to its setpoint.
Conversely, when the output common mode level decreases, the output stage current is
increased to negate the change.

Device geometries for the common mode feedback circuit are selected to minimize
area while making sure that the loop will operate correctly when large differential
signals are present. The differential pair devices are very long and narrow ( 55(—)) so that
their transconductance is very low (which widens the range of linear operation of the
loop). Smaller W/L ratios are not used because of the increased gate drive required;
the increased V/, that results can cause a loss of compliance of the differential pair bias
current source. When this occurs, the loop will also fail to function linearly. The 2%
geometry used increases the operating range of the common mode feedback without
increasing the gate drive requirements too much. The current mirror devices are made
very small (’:70) to save area; scaling to the desired output current levels is done by
increasing the size of the PMOS loads on the amplifier output stage. The ‘,l ratio of
the bias current device is fixed by the current source reference; 3 jum channel lengths
are used to ‘‘stiffen’’ the current sources without requiring additional cascode devices.
The dynamic properties of the common mode feedback loop formed by these devices
are shown in figure 3.14.

The advantage of this common mode stabilization circuit is that it is very compact,
which is critical to an application such as this where chip area must be minimized.
The disadvantage is that the assumption that the change in current is linearly related

to the change in commor mode level does not hold true over the entire differential
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Figure 3.14: Common mode feedback loop transmission, HSPICE simulation
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Figure 3.15: Output common mode voltage vs. input common mode voltage

swing range of the amplifier. As a result, the common mode level at the output changes
slightly at the extremes of swing, and the feedback only operates well over a limited
range of common mode input voltages. This is shown in figure 3.15, which shows
the common mode level at the output as a function of the input common mode. This
simulation assumes that the amplifier is operated from supplies of £3 V and that the
desired output common mode level is 0 V. Capacitor-refresh schemes exist that do not
have this problem [56], but the tradeoff is drastically increased chip area, since four
additional capacitors are required. Furthermore, the switched capacitor circuit suffers
from capacitive coupling of the clock signals, which generates an AC common mode
signal at the amplifier outputs. This is only a consideration for the operational amplifier

used in the sensor, however. Regardless, the continuous scheme used here is compact,
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has no feedthrough problems, and works very wcll if large differential signals are

avoided at the amplifier output.

+ + ¢ + +
Vin vgst gmivgsl To1 V@gs2 9 m2vgs2 To2 1 Ve

9m3

Ve Vgsd 9 mavgsa Toa

Figure 3.16: Common mode feedback small signal model

Finally, the dynamics of the common mode feedback must be examined to insure
that the loop is in fact stable. The loop transmission of the circuit can be found by
breaking the loop at the input to the feedback differential pairs and studying the small
signal common mode half circuit of the resulting system. This circuit is shown in
figure 3.16, where the folding transistor and the input stage have been replaced by an

effective load resistance R,5. The DC loop gain of the system is:

Vo _  —gmasTorsfess(1 + gmaeTors) Ym287028(1 + Gra287028)
v To26 + Reps +To2s(1 + gma6To26)  Gm28To28 + 20m277028 + 29m219m28T20g + 1
—gm2sYmasRess (3.77)
29m27

The dominant pole of the loop is clearly the one formed by the load capacitance and
the resistance at the output node, which is the same as the dominant pole for the

amplifier f,, derived above. The second pole of the system is due to the gate to source
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capacitances of the difi pairs; this pole is at a higher frequency than the second pole of
the differential transfer function because the device capacitance is relatively small, as
is the resistance at the diff pair common source node. Thus, for this topology, if the DC
gain of the common mode loop is lower than the DC differential gain of the amplifier,
then the common mode loop must be stable.'> The bandwidth of the common mode
loop, however, will be lower than the bandwidth of the differential loop by a factor
equal to the ratio of the two DC gains. The optimal operating condition in terms of
bandwidth, therefore, is when the two DC gains are equal; however, it is not a necessary
condition, and in fact for both power and area reasons it is more desirable to operate

the common mode loop at a slightly lower bandwidth.

3.4.2.5 Design Budget/Predicted Performance

The analysis above indicates that the key parameter controlling performance of the
amplifier is the input stage transconductance. For this reason, a large part (40 j.A) of
the current budget of 100 A was used to bias the first stage. The output stage bias
current is dictated by the output current requirement; only slightly more current than
is theoretically necessary (10 /tA per leg) is used because higher output siage current
lowers 7,;, which in turn lowers the differential gain. The remaining 40 ;1A is used for
the common mode feedback circuitry; such a large fraction was allocated for this task
in order to insure that the common mode response of the amplifier would be adequate.

The current reference, shown in figure 3.17, is a self-biased AV),.-based current

source, with a simple startup circuit that guarantees that the circuit biases to the desired

operating point. The voltage generated across resistor /2 is equal to the difference of the
voltages across diodes D, and D,, which are forced to operate at equal currents by the
current mirror formed by Ms-Mjg. As a result, the current in each leg of the reference
structure is:

Jore
Ly = ‘—”’}Iﬁ (3.78)

12The assumption, of course, is that the differential loop transmission is stable also.
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Figure 3.17: Op amp bias current reference circuit

where n is the ratio of the junction areas of the diodes. In the circuit used, R is
chosen such that I...; = 40 1A, so that the current source is “‘stiff’”’ enough to serve
as a reference for several amplifiers. Finally, transistors My-M,4 are used to generate
the actual bias voltages from the current reference; improved cascoding is used to
maximize signal swing.

Because the circuit is self-biased, there are iwo stable point of operation. The first
is the one governed by equation 3.78 above. The second is the trivial case in which
all currents are zero. When power is applied to the system, it is not possible to predict
to which stable point the circuit will settle. In order to force the circuit to bias to the
nontrivial operating point, a startup circuit (shown in the dashed box in figure 3.17) is
added to the design. The three gated-diode MOSFETs are used to generate a voltage of
Ve = %(Vdd — V,,). Without the startup circuit, the voltage at the drain of M3 goes to
the positive rail if the bias circuit powers up in the trivial zero current condition. With

the startup circuit, this cannot happen; the startup diode conducts as the voltage on the
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drain of M3 rises above V. This forces a current through the biasing circuit, which
drives the circuit to the operating point specified by equation 3.78. As this occurs, the
voltage on the drain of M3 drops and the startup diode turns off, which disconnects the
startup circuit from the biasing. Consequently, the startup circuit guarantees operation
at the proper stable point without affecting normal operation of the bias circuit.

The size of the input stage devices M7 and M3 is @; this is done so that their
transconductance is large. The channel length of 4,m is chosen so that the output
resistance of the devices does not load down the drain nodes of the circuit, since a low
impedance at those nodes would limit the amplifier gain as discussed above. For the
same reason, long channel devices are used for the input stages loads, M9 and M>,
which are %0 (remember that these devices operate at a larger current than the input
devices, since they must absorb the current from both the input and output legs). The
folding transistors, M»; and My, are 4_70; the 3 um length is again chosen to keep the
output resistance of the device high. A longer length is not required because the device
is operating at a lower current than the other signal path transistors. The width is chosen
so that the V,, of the devices is small enough to insure that Vy,,, ., > Visatyg a0-

The output stage load is formed by M,3-Ma; cascoding is used to increase the
load impedance. Because the current source reference generates the biasing through an
improved cascode circuit, use of the cascode only compromises the output swing by
AV instead of V + AV. Three micron channel lengths are used to further increase the
load resistance; the 40 jzm width is fixed by the output current desired and the reference

current provided. The output resistance of the cascode is:
Tol = To2a (1 + gm23T023) (3.79)

which, for these numbers, yields a load resistance of 4.8 x 10%2.
These device sizes and currents result in the following performance parameters, as
computed using the formulae derived above: The DC open loop gain is 117,000. The first

pole location is approximately 140 Hz, which, with this DC gain, predicts a differential
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unity gain bandwidth of 16.4 MHz. The second pole location is approximately 42 MHz;
using a two pole model of the amplifier, this predicts a phase margin of 69 degrees, and
a settling time (to .0001%) of 134 ns. The differential output current of 20 yA results in
a slew rate of 4 V/us into a 5 pF load. Table 3.2 summarizes these computed results as
well as parameters obtained via HSPICE simulation. Other relevant simulation results,

including Bcede plots of the loop transmission, are presented in figures 3.18 and 3.19.

3.5 Stability Considerations

Since the sensor uses an active feedback scheme, the dynamics of the system must be

examined to ensure that the sensor will operate as expected. Because there is no true
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Table 3.2: Amplifier predicted performance summary

Parameter Value
DC Gain 117,000
Unity Gain Bandwidth 16.4 MHz
Phase Margin 69°
Differential Output Swing 8V
Output Current 20uA
Power Dissipation (ex. ref. current) 560 pW
Power Dissipation (incl. ref. current) | 1.56 mW
Power Supply 6V

electrical input, the stability analysis of the sensor is simply an analysis of the electrical
feedback loop to determine whether the circuit maintains the desired operating point.
The loop transmission can be determined by breaking the loop at any point, injecting
a test signal, and examining the gain and phase relationship of the feedback signal
generated by the loop. Since the loop is fully differential, both the common mode and
differential mode behavior must be examined. This section explores the dynamics of
the loop and the conditions under which the sensor will operate properly.

Consider the sensor as shown in figure 3.6. To determine the loop transmission, the
feedback loop is broken at nodes (a) and (b). Note that the two loops that together form
the differential system are not completely equivalent because of the current ratioing.
Each ‘‘half loop’’ must therefore be considered separately, although it will be shown
below that, as might be expected, the dynamic behavior of each loop is identical. First,
consider the high carrent loop (the loop containing node (b)). A fictitious perturbation
source v is applied to the noninverting input of the operational amplifier. The signal
that results at node (b) is:

V-
v = -%gmza(smm (3.80)

The ratio of the device transconductance ¢,,, to the drain current I, to is equal to

one-half of the gate drive of the transistor AV'; using this result and solving for the
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loop transmission gives:
vy  2Vry

Vront = 2~V—a(3) (381)

Bode plots of this loop transmission for the circuits used in the active needle system

are shown in figure 3.20. For this analysis it has been assumed that the effective
ransconductance of the leg of the differential pair formed by M2 is equal to the
transconductance of M2, i.e., this assumes thkat the source node of M2 is a virtual
ground. This represents a worst-case situation, since ke small changes in the source
node voltage that do occur act to reduce the effective transconductance. Furthermore,
since the chopper modulation has no net effect on the signal, it is neglected in this
analysis.

Several important conclusions can be drawn from equation 3.81. First, the dynamics
of the feedback loop are similar to the dynamics of the operational amplifier, since the
dominant pole of the amplifier is many orders or magnitude lower in frequency than the
poles associated with the other components of the loop. Second, if the gate drive of the
differential pair transistor is greater than 2V, the scale factor %’ﬁf’- is less than one.
Thus, if the gate drive is larger than apprximately 50 mV the loop is guaranteed to be
stable if the operational amplifier is stable. Third, since the differential pair transistors
are purposely mismatched so that the nominal differential output of the op amp is zero,
the gate drives of the differential pair transistors are equal, and the dynamic behavior
of each leg of the differential loop is identical, even though they operate at different
currents.

The common mode dynamics are much more subtle, since, in theory, the operational
amplifier common mode gain is zero and the common mode loop is always stable. In
practice, the common mode gain is small but nonzero because of device mismatch.
Consequently, detailed mathematical analysis of the common mode behavior offers no
insight, since the results will depend on mismatch parameters that are a function of the
fabrication process, circuit layout, etc. Qualitatively, however, it can be demonstrated

that the circuit should be common mode stable.
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Assume that the common mode level at the output of the op amp rises. This
increase will cause a very small decrease in the magnitude of the currents I, and I,
Lecause of the finite output conductance of the current source. This small change in
the currents will cause a small change in the common mode level at the input to the op
amp. As long as this change in common mode level is within the common mode input
range of the amplifier, the amplifier common mode feedback will act to restore the
common mode level at the output of the amplifier. Since the output conductance of the
current source and the common mode gain of the op amp are both relatively low, small
perturbations in the common mode level should not result in significant common mode
shifts throughout the circuit. The op amp common mode feedback should therefore be

able to maintain common mode stability.

3.6 Preamplification

In order to prevent noise corruption of the temperature signal, the output of the sensor is
amplified using a switched capacitor gain stage, shown in figure 3.21. As will be shown
below, the circuit amplifies the temperature signal by a factor equal to the capacitor
ratio. Noise from the amplification is reduced by using correlated double sampling.
Finally, the switched capacitor approach produces an output signal that interfaces well

with the sigma-delta modulator so that no additional interfacing circuitry is required.

3.6.1 Transfer Characteristic

The preamplifier gain is realized by charge transfer between the input capacitor and
the feedback capacitor. Consider the input half-circuit formed by v;, and v,,. When
¢, is active, the input capacitor C', holds a charge @, = C(viy — Vo), where Ve is
the quiescent common mode voltage at the output of the op-amp. The charge on the

feedback capacitor C, is Q; = C2(V — V). The total charge stored is therefore

Qo2 = C1(vix — Veum) + Co(Ve — Veu) (3.82)
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Figure 3.21: Switched capacitor preamplifier
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When ¢, is active, capacitor C| holds a charge @, = Cy(V,; — Vx), where Vy is the
common mode voltage that develops at the amplifier inputs (see below). The charge on

C, is Q2 = Cy(voe — Vx). The total charge is now
Qrotn = Ci(Va = Vx) + Ca(ver — Vx) (3.83)

Charge conservation requires that the total charge 4., stored during phase 1 is equal

to the total charge Q. » stored during phase 2:
Ci(virs = Vo) + Co(Vp — Veu) = Ci(Va — Vi) + Co(ver — Vi) (3.84)

from which it is found that

Cl
Vot = E;(Un —Va)+Vp+

(C‘ fcl) (Vx — Venr) (3.85)
Cy

Clearly this analysis applies to the lower half circuit as well, such that

C
Vo = E;(vi_ — VA) + VB + (

C+C,

2

) (Vx — Verr) (3.86)

It directly follows that the differential output of the preamplifier is

Vod = Vos — Vo = = (Vi — Vi) (3.87)
C

and the differential gain is

:),_: - % (3.88)
The differential gain is therefore determined by the ratio of the capacitor areas, which
can be controlled well.

A more important observation to be made from this analysis, however, relates to
the magnitude of the voltage Vx. Although the differential output is a function of the
differential input alone, the magnitude of each output is a function of several voltages
including V4 and Vj. These voltages cause the shift in the common mode level of the

inputs during ¢,. In order for the amplifier to work correctly, it is essential that the

114



common mode level of the input remain within the allowed input range of the amplifier.

From equations 3.85 and 3.86, the common mode voltage at the amplifier outputs is:

2Wem = g.l(vn -V +Vp+ (C.gC») (Vx — Veur)
C ¢y +C
+ E‘(vx— Va)+ Vg + ( L ) (Vx — Vear) (3.89)

The internal op-amp common mode feedback will maintain v, ., = Ve ar. Substituting

this into equation 3.89 and solving for Vi gives:

C| + 267 C] Ch
/ Vi — Vi~ .

where v; ., is the common mode level at the signal input:
Viem = ”——;—L—‘ (3.91)
In the case where the Vy = Vg = v; o = Veur, Vi = Vioar and the circuit amplifies
normally. If this is not the case, however, and the voltage Vx exceeds the range of
common mode input voltage for which the op amp operates normally, the op-amp
will no longer function correctly and, most likely, the amplifier will saturate. This, of
course, renders the circuit useless as a preamplifier.
The choice of the bias voltages V4 and Vj is therefore critical to proper circuit
operation when v; ;;m ¥ Vear. Since V4 is weighted much more strongly than Vj (as
seen in equation 3.90), it is used as the mechanism for controlling Vy, and Vj is fixed

at Vay. This gives:

C'
Ci+Cy

While it is not necessary that V4 equal the common mode input level, it must be selected

‘/X = ‘/CM + ( ) (vi - U cm) (392)

such that the common mode feedback of the op amp does not fail. From figure 3.15,
it is clear that the amplifier fails when the input common mode level is approximately
1.5V above V4. The common mode level at the inputs musi therefore be less than

Vear + 1.5 Volts. In this particular application, the exact common mode level at the
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inputs is unknown; however, it is approximately equal to two diode drops above a
known supply voltage.'3 Proper amplifier operation can be obtained by tying V4 to the
same known supply voltage used as the reference potential for the sensor, as shown
in figure 3.22. In this case, V4 = v; ,n — 1.2 Volts, where it is assumed that the diode

drops are approximately 0.6 V. Consequently,

C'
Vi = Vo — 1.2 (EI'E) (3.93)

from which it is clear that for positive capacitor values Vyx < Vs This connection
ensures that the common mode range of the sensor maps into the valid common mode
range of the preamplifier. This is an important conclusion since setting V4 equal to the
op amp common mode reference voltage (as is usually done) does not guarantee that
the ranges will overlap correctly for proper operation of the gain stage; in fact, in this
case it places Vy at or above the common mode input range limit. Setting V4 equal to
the sensor reference potential does guarantee proper behavior in this case, as is clear

from equation 3.93.

3.6.2 Noise Performance

The preamplifier uses correlated double sampling [57] to significantly reduce the
effects of the op amp noise, which is the major noise source in most amplification
circuits. The basic principle behind this technique is that the noise signal is sampled
twice and subtracted during each amplification cycle; if the noise signal is not changing
significantly between the sampling intervals, then the difference in the samples is nearly
zero and the noise is effectively cancelled.

Figure 3.23 shows the simplified half circuit equivalent of the preamplifier. For
simplicity, the common mode biases have all been set to 0V; it should be clear that
this is unimportant to the analysis. A noise source is shown at the inverting input to the

operational amplifier to model the op amp noise. The fundamental clock period is T":

3This should be apparent from the circuit diagram of the temperature sensor.
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The switches marked are closed at times £ = nT and those marked ‘‘2’’ are closed
exactly one half-period later, at times ¢ = nT + %, where n is an integer. The switches
are all considered ideal, and are closed for a negligibly small amount of time, so that
the switches can in essence be considered samplers.

The total charge in the system during each of the clock phases is given by:

Qtot, 1 (nT) Ci[vin(nT) — vp(nT)] — Coup(nT) (3.94)

T T T
Qrot2(nT + 5) Colvo(nT + -2-) — vp(nT + 5)]

—Cyva(nT + %) (3.95)

Charge conservation on each cycle requires that Qo 1(RT) = Qo 2(nT + %—): Setting

equations 3.94 and 3.95 equal and solving for the output voltage v, yields:
T C C T
vo(nT + > )= szm(nT) + [02 + l] [vn(nT + 2) vn(nT)] (3.96)

From which it is clear that the output voltage consists of the amplified input (the first
term on the right hand side) as well as a sampled noise component (the second term).
This second term also demonstrates the effects of the correlated double sampling; if
the noise signal is changing slowly enough such that v,(nT + %) ~ v,(nT), then the

second term is zero and the noise is eliminated.
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The correlated double sampling is therefore most effective on low frequency signals
(like 1/f noise), and in fact will completely eliminate the effects of any DC offsets
in the op amp. As the noise signal frequency increases, less and less of the noise is
cancelled, so broadband signals (like thermal noise) are less effectively eliminated. The
effect of the correlated double sampling as a function of frequency can be demonstrated
mathematically by assuming a purely sinusoidal noise source. For example, assume the
noise signal is:

vn(t) = Acos(27 ft) (3.97)

The noise term (ignoring the scale factor for the moment) is therefore:

Acos(2x fnT + #’) — Acosn fnT)

T
ta(nT + 5) — vp(nT)

—2AsinQ7 fnT + ”{;T) sin(“'éT) (3.98)

Because of the sampling process, this is a discrete-time signal; call it e[n]. The
mean-square power spectrum of this signal is given by:

m

) [—2A sin(27 fnT + “g

_ 2
T)sin( /T )] } (3.99)

2 1
<e[n]>—"!gtgc{ >

2m+1

which can be simplified and evaluated using the exponential definition of the sine

function, from which one finds that:

44 f=%nodd
2 T
<elnl > { 2A sinz(izﬂ) otherwise (3.100)
The mean-square value of v,(?) is:
” 1 27
<vp(t)y > = = A cos(wt)dt
T Jo
44
= — 3.101

) ( )

The effective ‘‘gain’’ of the noise as a function of frequency is therefore:

(8 f=12,n0dd
G= { 4sin* (L) otherwise (3.102)
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Figure 3.24: Gain factor ‘G’ vs. frequency

Qualitatively, the gain factor G has the expected behavior: At low frequencies (f < %),
G = 0, since the noise signal is quasi-static and is almost completely cancelled by the
subtraction process. At frequencies near the sampling frequency, the change in the
signal amplitude between the sampling at T and nT + § is large; G is higher there.
At frequencies that are exact odd multiples of the sampling frequency, the amplitude
change between samples is maximum, as is G. Conversely, even multiples of the
sampling frequency are aliased to DC by the sampling process, and G goes to zero at
each of those points. The gain factor G over the frequency interval ) < f < 2f, is
shown in figure 3.24; since G depends only on the ratio of f:, the frequency axis has
been normalized to 2 f,.

Since the noise bandwidth is significantly higher than the sampling frequency,
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aliasing of the noise occurs. Because the noise cancellation takes place as part of the
sampling process, it is not apparent whether to consider the effects of aliasing before or
after accounting for the correlated double sampling noise shaping factor G. The noise
is clearly shaped by G, but it is important to note that this shaping occurs after the noise
is aliased by the sampling process. If the aliasing were to occur after the noise shaping,
then there would be noise energy at even multiples of the sampling frequency, which
cannot be the case since these frequencies are completely indistinguishable from DC
signals and therefore the noise energy at these frequencies must be zero.

The spectra corresponding to this process is shown in figure 3.25. Figure 3.25(a)
shows the general shape of the op amp input noise; at low frequencies, 1/f noise
dominates. At higher frequencies, thermal noise dominates. The effective noise
bandwidth f,, is very large, on the order of 10'2Hz. When this noise spectrum
is sampled at f,, significant aliasing occurs; this aliased spectrum is shown in
figure 3.25(b). The 1/f component is present, but is essentially swamped out by
the much larger aliased thermal noise component. As a result, the spectrum looks
mostly white. The correlated double sampling noise shaping spectrum is shown in
figure 3.25(c); peaks occur at odd multiples of the sampling frequency and nulls
occur at even multiples. When this spectrum is multiplied by the noise spectrum of
figure 3.25(b), the spectrum in figure 3.25(d) results.

Mathematically, since the noise generated by the op amp is dominated by the noise
from the input MOSFETs, it has two primary components, one from the 1/ f noise and
the other from the thermal noise. As discussed earlier, this noise is:

Tl _ 8kT, LK
Af ~ 3¢, WLfe

(3.103)

where T, is used to represent the absolute temperature instead of T to avoid confusion
with the clock period 7. The 1/f noise dominates at low frequencies but becomes
negligible above frequencies of several tens of kilohertz, at which point the thermal

noise dominates. The bandwidth of this thermal noise is quite large, typically on the
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Figure 3.26: CDS preamp output noise spectral density

order of 10'2 Hz;' this is the cornponent that gets significantly aliased, since the clock
frequency for this system is on the order of 50kHz. Thus, the aliased noise spectral

density, defined over the frequency range of [0, %] is:

U (f) eI, n
Y gvo., (f+7) (3.104)

where fy, is the thermal noise bandwidth. For simplicity, it was assumed that the noise
abruptly drops to zero at this frequency. The noise spectral density at the output of the

amplifier due to the op amp noise is the product of equations 3.104 and 3.102:

Ton2(f) _ . o 7fT el 8T, K
- Af = sin (—-—i——)-ngo 30, +WL(f+-;-)° (3.105)

14Clearly the noise cannot have an infinite bandwidth, as this would imply infinite noise energy.
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Table 3.3: Sensor noise sources

Error Source Value (nV)
Device Mismatch/Op amp gain 93
MOS Diff Pair 0.3
Op Amp 12.0
Small low current diode 58.0
All other diodes (each) 18.0
Preamplification 53
Total 67.8

The special case for G need not be considered since this function is only defined over
the above stated frequency interval. This output noise spectral density function 1s
shown in figure 3.26, where WL = 1920 pum?, gm = 0.3mU, T = 20 us, and the typical
values for the noise parameters stated earlier were used. The values for WL and g,,, are
based on the devices actually employed in the fabricated circuit. It is clear from this
figure that over the bandwidth of interest, 0.01 — 1 Hz, the noise spectral density is less
than 5.3 x 10~° \/—‘}’{——Z; integrating over this bandwidth gives a total noise contribution of

5.3nV.

3.7 Summary: Predicted Sensor Performance

With the sensor circuit completely specified, it is now possible to calculate the expected
resolution of the sensor using the results from sections 3.3 and 3.6.2. The error due
to mismatch and finite op amp gain is described by equation 3.41; with an assumed
mismatch of 10mVand the op amp paramete:s derived above, this error source is
9.3nV.

The output noise contribution from the differential pair transistors used in the
sensor circuit is calculated from equations 3.46 and 3.45. The flicker noise coefficient

for the PMOS devices manufactured in the process used for this project is K =
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6 x 10~'%m?V?Hz," and the noise exponent is @ = 1.1. Thus, over a bandwidth of .01
- 1 Hz (the lower limit corresponds to the luration of a measurement; the upper limit
is the maximum signal frequency of interest), the total gate-referred noise is 6.84 uV
from the 25/3 device, 2.16 1.V from the 250/3 device, and 1.1 4V from the 100/30
current source device. When this noise is referred to the sensor output using the open
loop amplifier gain of 1.17 x 10°, the total output referred noise contribution from the
MOS devices is 0.3nV, which is less than 0.2% of the desired minimum detectable
signal.

The noise contribution from the operational amplifier is limited to the input referred
thermal noise as described above. This is primarily the thermal noise from the input
transistors and their current source loads, since the noise from other devices and kT/C
noise from the compensation in the op amp is reduced by (at least) the input stage
gain when referred to the op amp input. Because the thermal noise is white, the total
noise contributed is the thermal noise spectral density multiplied by the bandwidth of
interest, approximately 1 Hz. Thus, the total noise at the sensor output due to the op

amp is given by:

4kT 1o\ [ 74kT
Vo = \J Y 2galo.n + (g 19) ( Y 2gd0,19) (3.106)
Im17 Im17 Im19

where ¢,,17 is the transconductance of the op amp input stage devices and g9 is
the transconductance of the active load devices as shown in figure 3.10. Since both
devices are operated in saturation, v = % As given in table 3.1, the input device
M17 has -'%’- = 4—39, which gives g,,17 = .286 mU and g40 7 = .646 mU; for the active
load, ¥ = €, which gives ¢,,3 = .175mU and guo,19 = .339 MU, and the total noise
contribution is 12 nV.

The noise from the diodes used for sensing and current ratio control is computed

from equations 3.49 and 3.50. For the process used to fabricate these devices, the

I5Technically, the units of K should be um?V?Hz*~ to reflect the correct units for v2 when a # 1.
Although K is stated in um?V?Hz it is implicit that the units arc properly adjusted for the cases where

a#l.
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flicker noise coefficient is Ky = 1.6 x 10" V2um? Hz"~' and the noise exponent is
~ = 1.03.'% The diode areas are maximized in order to reduce the noise as much as
possible; the smallest diode used (the ‘‘unit’’ diode) is 961 um?, which contributes
noise of 58 nV at the bias current of 40 1A used in the system. The other diode in the
high current leg contributes only 18 nV since it is 10 times larger. The low current leg
of the sensing circuit uses two of the unit diodes, but at a current that is only 4 pA, so
the noise contributed from each diode is also 18nV.

The only remaining noise contribution is fiom a preamplification circuit used to
boost signal levels; its input referred noise directly corrupts the sensor output. As will
be shown below in section 3.6.2, this component is 5.3nV over the frequency range
of interest. The total noise referred to the sensor output is the mean square sum of
each of the individual noise components; using the numbers derived in this section, this
total noise is 67.8 nV, which, for this system, corresponds to an error of approximately

0.34 m°C. Table 3.3 summarizes all of the noise sources.

16These values are extrapolated from actual diode notse measurements.
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Chapter 4

Analog-to-Digital Conversion

One of the major advantages of the active needle system is the fully digital transfer
of information onto and off of the needle probes. The consequence of this, however,
is that some type of analog to digital conversion circuitry must be present on each
of the sensor chips. This conversion increases both the complexity of the sensor
chips and the total chip area, but the ability to communicate with the needle using a
completely digital interface and the elimination of signal corruption from long analog
signal lines are advantages that far outweigh these drawbacks. This chapter describes
the oversampling delta-sigma analog-to-digital (A/D) conversion technique used on
the temperature sensor chips. First, the fundamental principles behind the technique
are presented. This is followed by a description of the modulator design used on the
active needle and the performance that can be expected from this system. The chapter
concludes with an examination of the circuit implementation of the modulator and a

discussion of the limitations of the system.

4.1 Principles of Oversampied Data Conversion
4.1.1 Background: Conventional A/D Conversion

Traditional analog to digital conversion techniques involve performing one data con-

version for each sample of the input signal, resulting in a one-to-one correspondence
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between the input samples and the digital output data. For high resolution systems,
however, this type of conversion becomes very difficult, since finer and finer quan-
tizations of each input sample are required. Because of finite word length effects,
there is inherently an uncertainty in the digital output: Each digital output word D; is
associated with a range of analog input samples (call this range [«, b]). In other words,
if the digital word is re-converted into an analog signal, the difference between the
original analog input and the reconstructed analog signal will be nonzero. In theory,

this error difference will have a mean value of zero, and will be uniformly distributed

-

2

over the interval {42, ";—“]. This uncertainty can be viewed as the equivalent of a noise
component present on the analog input signal. If the input signal is sufficiently random,
this quantization noise looks uniform, and can be modelled as a white noise source that
is injected at the input to the A/D converter.

Thus, the fundamental digital resolution of the input signal that can be attained in
these systems is equal to the resolution of the converter itself. This has two major
implications for these systems. First, the initial conversion of the analog signal to a
digital signal must be at the highest resolution level required by any downstream digital
system; further digital processing of the signal cannot extract any information below
the quantization noise threshold, which is determined solely by the initial conversion.
Second, integrated circuit implementations of these high resolution systems must

perform precise digitization on-chip, which in turn requires precision components that

are often difficult if not impossible to fabricate.

4.1.2 Oversampled A/D Converters

Oversampled modulators approach the conversion process as one of signal processing
rather than signal quantization: The input samples are not considered in isolation,
but are viewed as part of a continuous set of samples of an input signal. The basic
framework of the oversampled A/D converter is shown in figure 4.1. The analog signal

is first low pass filtered to prevent aliasing in the sampling process. This filtered
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Figure 4.1: Oversampled A/D conversion architecture

signal is then sampled by the modulator (which is typically some form of interpolative
coder) at a frequency much higher than the Nyquist frequency f, of the filtered input
signal, hence the term ‘‘oversampling.’”’ The output of the modulator is a digital data
stream corresponding to a coarse quantization of the input. As will be shown below, the
modulator is a feedback system, and the coarse quantization is a function of the previous
input samples as well as the current input sample; it is not a quantization of the input
sample. This digital data stream is then downsampled and digitally processed (filtered)
to produce the high resolution digital result at f,. Thus, although the modulator
generates a digital signal from an analog one, the ‘‘real’’ conversion is performed in
the digital domain; the modulator merely encodes all the information necessary for the
conversion into the high speed, coarsely quantized output. This reduces the conversion
process to a simpler problem of digital signal processing. This is the fundamental
principle behind the oversampling technique: that signal processing can be more easily
performed in the digital domain. The most stringent performance requirements must
be met in the digital domain, where they are much easier to satisfy. A more rigorous

discussion of all aspects of the the oversampling process can be found in [58].

4.1.3 Modulators

As was described in the previous section, the primary purpose of the modulator is to
‘‘encode’’ the input signal information into a digital data stream in such a way that

it can be extracted by the digital processor. The key component in oversampled A/D
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Figure 4.2: General modulator loop

converters is therefore the modulator, since this is where the initia:\vl. data conversion
takes place. For the purposes of the active needle system, this is the component of the
converter that must be implemented on-chip; the additional downsampling and filtering
of the digital data can be performed on the host personal computer. Thus, the discussion
here focuses on the modulator only.

One basic modulator architecture is shown in figure 4.2. In the most general case,
the area in the dashed box is unknown and can be replaced by an arbitrary transfer
function T'(z) that takes the signal z(¢) and e;(¢) as inputs and produces the A/D input
signal e,(t) as output. The forward path consists of an arbitrary transfer function G(2)
and an A/D (comparator) that produces the digital output signal. The feedback path
has a D/A converter that regenerates an analog signal from the quantizer output and
another arbitrary transfer function H(z). Since this loop represents a sampled-data
system, there is also a clock frequency (or, equivalently, an output data rate) f, and a
corresponding clock period T' = 7': associated with it. Samples of the (analog) input
signal are taken and one quantization is performed every T seconds.

The quantization error for the circuit in figure 4.2 (and for oversampled modulators
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Figure 4.3: Linearized model of modulator loop

in general) results from the finite word length of the quantizer in the forward path.
Ideally, the signal at node e; would be a (possibly) delayed version of the signal at
'node e,, and for linear analysis purposes the quantizer/converter combination could
be replaced by a linear gain element. During the quantization process, however,
information about the signal at e, is lost in exactly the same way as described in the
previous paragraphs, and the magnitude of the difference between the quantizer input
and the output of the D/A converter is not necessarily zero. This is the quantization
noise source for oversampled modulators; for analysis purposes this can be modelled
as an injected noise source as shown in figure 4.3. !

There are several important points to note about this model. First, it is clear that
the signal e, is not completely independent of the input signal, and, therefore, the
quantization error is not completely uncorrelated with the input as an ideal white noise
source would be. The degree to which the input and the quantization noise are correlated
is dependent on the transfer functions G(z) and H(z) and the exact topology used to
implement the loop. Thus, modelling the quantization noise as an additive white noise

source is, strictly speaking, erroneous {59,60]. For analysis purposes, however, it is

"There should also be a gain element associated with this linearization of the quantization and
reconversion process, but with proper choice of loop coefficients this gain can always be made equal to
one.
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assumed that the correlation is weak between the input and the noise source so that
the white noise approximation is valid. Second, unlike traditional A/D converters, the
quantization noise and the input signal are injected into the system at different nodes
that are separated by the transfer function G(z). The transfer functions from input- and
quantization noise-to-output therefore differ only by a factor of G(z): It is clear from

figure 4.3 that the system function of this lcop is:

o G - I X
Yi)= 1 +G(2)H(z) X(2)+ 1+G(2)H(z2) @) @1
Alternatively, the system function can be written as
G(z
Y(2) = L [X(2) 4 Q2) 4.2)

1+G(2)H(2)
where Q;(z) is the equivalent input quantization noise. Comparing the two equations,

it is clear that
Q(z)
G(2)

The effect of the quantization noise is therefore shaped by the transfer function G(z).?

Qi(2) = (4.3)

Thus, even though the quantization noise itself is white, the effect of the quantization
noise on the digital bit stream can be made to vary as a function of frequency by
appropriately choosing G(2). This is an important observation, since it is this noise
shaping that permits high resolution data conversion using these modulators even
though the in-loop quantization is quite coarse. Unlike the traditional converters, the
burden of the extraction of the full resolution digital data falls entirely in the digital
domain. Implicit in this result is that the need for very high precision analog components
on-chip is eliminated, which significantly simplifies the microfabrication.

Clearly, the extent to which the noise is shaped is controlled by the transfer function
G(z); the order of this polynomial is the order of the modulator. Less apparent, but

equally important, is the effect of the ratio of the sampling frequency f, to the input

2In the most general case in which there are multiple feedback paths between y(t) and G(z), the noisc
shaping will be a function of both G(z) and H(z).
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signal bandwidth W. This oversampling ratio is another degree of freedom that controls
the resolution of the conversion. In discrete time Fourier space, the total noise power
is uniform. As the oversampling ratio is increased, the bandwidth of the input signal
in the digital domain (i.e., in discrete time Fourier transform space) is reduced, and
the ‘‘slice’” of quantization noise that gets added in to the signal is lowered. Thus,
the amount of quantization noise in the final conversion can be arbitrarily reduced by
increasing the oversampling ratio. It follows directly that the resolution of the system
is increased as the oversampling ratio is raised. As the oversampling ratio approaches
infinity, the width of the slice approaches zero. The quantization noise contribution
therefore approaches zero and the conversion becomes, theoretically, perfect.
Mathematically, the effect of oversampling on the noise can be demonstrated by
looking at what happens to the frequency spectrum of the noise. If the quantizer
step size is A, and the quantization noise is white, the quantizer error has an equal

probability of lying anywhere in the interval [— —‘:',‘-., %] , and the mean square error is:

€= % 4.4)
The noise spectral density of the modulation is given by [61]:
7 w \\*
IN(w)|=e T (ZSin (E_f_s)) (4.5)

where f, is the sampling frequency and L is the order of the modulator. For

oversampling ratios greater than 2, the RMS noise can be approximated by [61]:

. A ‘ 7r[‘ (a{g)ld-%
T V12 V2L+1\ f,

where f, is the bandwidth of the input signal. From this formula it is clear that for

(4.6)

every doubling of the oversampling ratio the noise falls by 6L + 3 dB. Note also that the
improvement is also a function of L, and, as might be expected, higher order modulators

show better noise characteristics than lower order ones at the same oversampling ratio.
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4.2 Basics of Modulator Design

The discussion above shows qualitatively how the oversampling process works, but
does not address the more fundamental issue of modulator design. Like traditional
A/D converters, the design of the modulator depends heavily on the target application
(resolution) and the properties of the input signal (bandwidth, range). Because the
principles of oversampled A/D converters are based more on signal processing issues
than on single-point sampling techniques, it is not apparent what the significant design
constraints are and how they can be satisfied. This section outlines some of the more
important points that must be considered when choosing a modulator and presents the

method of modulator design used for the active needle implementation.

4.2.1 Important Design Criteria

Oversampled A/D converters can be very powerful, as shown above. The use
of oversampling techniques for data conversion is not without its own difficulties,
however. One of the major problems is caused by the correlation between the
quantization noise and the input signal. Although the noise shaping itself does not
change, when the quantization noise is not independent and white, the character of the
shaped noise can be changed dramatically. Consequently, it is of paramount importance
that the design of the modulator system ensures some level of randomization to
reduce the correlation between the input and the quantization noise. This is typically
accomplished by increasing the complexity of the transfer functions G(z) and H(z); in
general, higher order modulators result in less correlation between the input signal and
the quantization noise.

A second factor that influences the design of modulators is the linearity of the
quantization process in the loop. Although the general loop is shown with a comparator
(single-bit quantizer), this is not a requirement for modulators. Higher-order (multi-bit)

quantization can just as easily be used; this will reduce the injected quantization noise
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because of the lower uncertainty in the quantized output. Higher resolutions can be
attained at lower oversampling ratios because of this additional reduction in the noise.
A further benefit is that the multi-bit approach whitens the quantization noise. The loop
would therefore require an n-bit D/A converter in the feedback path. Nonlinearity in
this D/A converter can be modelled as an equivalent nonlinearity in the function f(z),
which will clearly cause a nonlinearity in the output. Thus, the increased resolution
from the multibit quantizer can only be realized if the multibit D/A is very linear. From
a circuit point of view, the multibit approach increases the complexity of the design
and the chip area required for the modulator. Although the single-bit quantization
requires a higher oversampling ratio for a desired resolution when compared to multibit
approaches, the advantage of using a single-bit quantization is that the D/A conversion
process in the feedback loop is inherently linear, and that the circuits are relatively
simple and low-area. The D/A, for example, is simply a wire.

A third, more practical design issue is that of quantizer overload. Throughout the
entire discussion, it has been assumed that the error associated with the quantization is
bounded by the quantization interval size. This translates into a requirement that the
input signal to the quantizer never exceeds the input range of the quantizer. If this is
not the case, the error produced by the quantization process increases rapidly as the
quantizer input signal exceeds the range of the quantizer. The equivalent quantization
noise therefore increases dramatically and the resolution of the system drops.

A similar overload problem must be avoided in the operational amplifiers used to
implement the modulator. Implicit in the analysis is that the functions G(z) and H(z)
are linear and time invariant. When op amp saturation occurs, the linearity condition
is violated and the performance of the system may change significantly. In short,
the circuit realization of the system must ensure that each of the component blocks
performs as expected over the range of anticipated inputs.

Finally, there is the issue of modulator stability. In equation 4.6 above, it was

shown that from a strictly noise shaping perspective higher order modulators are better.
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Unfortunately, as the order of the system is increased beyond 2, the modulator loop
will be unstable unless careful design is used. When G(z) is of order 3 or higher, there
are at least three poles in the feedback system, which can produce large negative phase
shifts that will cause instability. Thus, use of higher order (L > 2) modulators must be
approached carefully, and the pole locations must be examined to insure that they all
lie within the unit circle in the z plane. Also associated with this potential instability is
the overload situation from the previous paragraph--in addition to the larger noise that
results from overload, in higher order modulators this overload changes the effective
loop characteristics and may produce instability. In most cases, the modulator cannot
recover from this overload even if the input signal returns to a valid signal level. For this
reason, higher order modulators are almost always implemented with a reset capability

so that the modulator can be zeroed in the event that instability develops.

4.2.2 Design Methodology

Given a desired resolution and bandwidth, the first step in modulator design is to
select the modulator order and oversampling ratio, and to decide whether a multibit
approach is necessary. Typically, the oversampling ratio is a power of 2 (this simplifies
the decimation), and is made as large as is feasible given the input signal bandwidth
and the characteristics of the devices that will be used to realize the circuits. Audio
signals, for example, have a 20 kHz maximum bandwidth; for system clocks on the
order of 10 MHz, the maximum oversampling ratio would be approximately 256.3
Once selected, the oversampling ratio can be used to compute the minimum required
modulator order using equation 4.6; for this computation, the modulator is usually
assumed to be single-bit to take advantage of the inherent linearity and simplicity of
this case. Alternatively, the modulator order could be chosen based on desired shaping
characteristics, and the formula could be used to determine the minimum oversampling

ratio required.

3The Nyquist frequency is 40 kHz, and 256*40 kHz = 10.24 MHz.
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For low frequency signals, the single-bit approach will always suffice, and is
greatly preferred because of the inherent linearity of the quantization. For high
frequency signals, if the numbers computed for the single-bit case turn out to be too
stringent or unrealistic, a multibit approach must be considered. The corresponding
reduction in the quantization level spacing A reduces the quantization noise and eases
the requirements on L and f,. As should be evident from this discussion, there is no one
universally *‘correct’’ approach for selecting the modulator order, the oversampling
ratio, and the number of quantization levels in the modulator. They are all coupled to the
overall performance through equation 4.6. Often times several different implementation
options arc available for a given set of specifications; the designer is given several
degrees of freedom. The key point is to realize that there are tradeoffs involved as
discussed above. No matter which approach is used, however, the important point
is that the oversampling ratio and the modulator order should be the first parameters
selected for the design; the selection of the number of quantization levels will fall out
of this calculation.

The next step in the design process is the selection of a topology based on the
desired modulator order. This depends largely on the desired quantization noise
shaping, which in turn specifies the desired G(z).* Recall equation 4.3; this equation
states that the shaping is inversely related to G(z). At frequencies where |G(z)| is large,
the quantization noise is low. Conversely, if |G(z)| is small at some frequency, the
quantization noise will be higher at that frequency. For the signals considered here,
namely, low frequency signals bandlimited to f,, rejection of the quantization noise
in the signal band implies that G(z) must be low pass for the signal, or, equivalently,
high pass for the quantization noise. This will shape the noise so that most of the noise
energy falls outside of the baseband, where it can be removed in the digital domain by
appropriate digital filters.

The desired function G(z) can then be determined using standard filter design

‘And H(z) if the feedback is distributed. In this case, H(z) = | was assumed for convenience, and
because it accurately reflects the modulator implementation described here.
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techniques, subject to the constraint that the order of the filter must be equal to the order
of the modulator, since by definition the order of the modulator is equal to the order of
G(z). The design of the filter can be done using whatever method is most convenient;
well described filters such as Butterworth or Chebychev are typically employed. No
matter what method is used, a function G((z) results; realization of this G(z) in the
loop produces the desired noise shaping.

In terms of the system topology, the typical realization of this low pass filter
function uses integrators in the forward path, since the magnitude of the frequency
response of an integrator is inversely proportional to frequency. An integrator-only
system, however, puts all of the poles of G(z) at z = |, which results in a strictly
monotonic noise shaping characteristic and instability when the order of the system is
higher than 2. Feedforward and feedback coefficients are added between the integrators
to control the pole and zero locations, respectively. In this way the frequency response
can be customized to the particular modulator requirements. This particular aspect of
modulator design is discussed in greater detail in the literature [62,63].

No matter where the feedback and feedforward paths are placed, the end result is a
topology for which G(z) can be expressed as a rational function in z; call this function
G»(z). The coefficients of each of the terms in G;(z) will be a function of the feedback
and feedforward coefficients. The problem then reduces to one of matching the desired
filter characteristic G'(z) to the topology transfer function G,(z). Since G(z) and
G (z) are of the same order, this can be accomplished by individually matching each
of the polynomial coefficients in the two functions. This results in a set of linear
equations relating the feedback and feedforward coefficients to the filter coefficients.
Solving this system of equations for the feedback and feedforward coefficients gives
the values required to produce the desired noise shaping. At this point, the system is
completely specified and attention is turned to the circuit realization of the individual

system blocks.
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4.3 System Level Design

The target temperature resolution of the active needle system is 1 m°C over a temperature
range of 30-50°C, or 303.15-322.15K. In terms of the required resolution of the
modulator, this translates into 1 part in 323,150, or 18.3 bits. The bandwidth of the
temperature signal of interest is approximately 1 Hz. The modulator must therefore
produce a digital output from which a 1 Hz signal can be extracted at the 19 bit level.
This section discusses the system topology of the modulator that is used to satisfy these
requirements.

‘The choice of modulator order was made first, and was based on the very low-
frequency nature of the input signal. With such slowly varying inputs, the quantization
noise in low order modulators is highly correlated with the input signal as was discussed
above. In order to reduce this correlation, a fourth order modulator topology was
selected.[64] For linearity, and because of chip area constraints, single-bit quantization
is used. From equation 4.6, the required oversampling ratio can be computed: For 19
bit resolution, the quantization noise needs to be attenuated by 18 bits over its normal

RMS value. Rewriting equation 4.6 in terms of the normal RMS quantization noise

: mk 2f, L+z
mo=er A (T) @D

For an additional ¢ bits of noise rejection in the baseband, it is necessary that

n_0_2—q__ 7l'" (ZfO)IA% (4 8)
e V2L +1\ f, '

Solving this equation for the oversampling ratio -21}: gives

\/2L+1)"Ti¥

247l

gives:

OSRmin = ( (49)

With L = 4 and ¢ = 18, this formula predicts a minimum required oversampling ratio
of =35. For the specifications above, this translates into a requirement that the circuits

operate at 70 Hz. The choice of operating frequency is therefore completely flexible; in
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order to avoid unnecessarily complicating the circuit design, a very conservative clock
frequency of 65.536 kHz was chosen. This results in an oversampling ratio of 32,768
and piaces no severe design constraints on the hardware. It should be noted that with
this clock frequency, the desired resolution should in theory be attained for a wider
range of frequencies since the minimum requirements have been greatly exceeded,
or, correspondingly, that the clock frequency can be reduced significantly while still
meeting the resolution specification.

Having chosen the parameters of the modulator, the system topology was selected.
The general architecture uscd is of the type presented in [64]. Because the modulator
is fourth order, feedforward coefficients are required to alter the pole locations and
stabilize the loop. Feedback coefficients are not used since the input signal bandwidth
ic very low and the additional hardware required to implement the feedback zeros
would unnecessarily increase the overall chip area. The resulting architecture is shown
in figure 4.4.

The linear model for this topology replaces the quantizer with a linear unity gain
element. If the integrators are implemented as switched-capacitor elements, the transfer

function of each integrator block will be

Cz!
I(Z) = -l‘—j

“

(4.10)

where an integrator scale factor C' has been included for completeness, since C' will be
used to prevent quantizer overload. The overall transfer function from the quantization
noise to the output then becomes

Y(z) (1—z=1)3

Q(2)  1HAIC-4)27 " HALC =3A1C+6)27 2HALC 2420 M43 A C ~4)2 7 S HACH = Ay CI 4 AR CT— A C 1)z~
(4.11)

and the problem now reduces to one of choosing filter coefficients to match the desired
noise shaping characteristic.
MATLAB”™, a commercially available system analysis software package, was

used to find the appropriate filter coefficients. The process is an iterative one, in which
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Figure 4.4: Fourth order modulator topology
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Table 4.1: Fourth order modulator system parameters

| Parameter | Value |

C 125
A 3.067
A, 4.5952
A, 3.9072
A, 1.5813

a filter is designed, the coefficients are mapped into the required A coefficients using
equation 4.11, and the resulting system is simulated (using a custom simulation program
[65]) to verify that quantizer overload does not occur. A second assumption that is
also verified is that the ‘‘gain’’ of the quantizer is indeed one, as was assumed. This is
performed as outlined in [66], which discusses in detail the implications if the gain is
not unity. The integrator scale factor is adjusted to eliminate any quantizer overload,
and the cutoff frequency of the filter is adjusted to bring the gain of the quantizer closer
to one. For this modulator, a Chebyschev type II filter design algorithm was used; after
several iterations, all of the constraints were satisfied. The resulting system parameters
are given in table 4.1.

The pole-zero plot of the quantization noise transfer function is shown in figure 4.5;
the corresponding quantization noise response is shown in figure 4.6. As expected,
the four zeroes at z = 1 (DC) produce the sharp drop in quantization noise as the
frequency is lowered. The poles are uniformly spaced on an arc centered at z = 1,
which is characteristic of Chebychev type II filters. The effect of the high oversampling
ratio can also be seen in the frequency response: For performance at the 19 bit level,
the modulator must have quantization noise attenuation of at least 104dB over the
baseband of interest. In this case, the baseband of interest is so low that it is below
the limits of the graph. At the lowest frequency shown, the noise rejection is already
greater than 150dB, or more than a factor of 100 less than the requirement. Thus, this

modulator design more than adequately meets the target specifications.
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Figure 4.5: Fourth order modulator: Quantization noise pole-zero diagram
4.4 Circuit Implementation

The circuit realization of the modulator requires only three basic blocks: Integrators,
summers, and a quantizer. Although there are a number of specific circuits that
can perform each of these functions, the approach taken in this design was to use
switched-capacitor implementations. The switched-capacitor approach was selected
for several reasons: First, a large body of switched-capacitor circuits have already been
extensively studied, which provides a large “‘library’’ of circuits that can be used “‘off
the shelf’’ to meet the requirements of the modulator. Second, the critical specifications
of switched-capacitor circuits are usually determined by capacitance ratios (rather

than resistor ratios). Since capacitance ratios can be well controlled, these circuits
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are particularly well suited for microfabrication. Finally, these circuits are inherently
discrete-time in nature, so the transformation from the block diagram realization to a
working circuit implementation is simplified. This section examines the circuits for
each of the three blocks required to construct the modulator system developed in the

previous section.

4.4.1 Integrator

The switched capacitor integrator design used is shown in figure 4.7. It is a fully
differential, parasitic insensitive, noninverting topology. Delayed clocking is used to
prevent feedthrough nonlinearities from the input onto the sampling capacitor ' [56].
Transmission gates are used only where necessary to save chip area; single channel
PMOS gates are used otherwise. The operational amplifier at the core of the circuit

is the same one designed for use in the temperature sensor, which simplifies the chip
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Figure 4.7: Switched capacitor integrator

layout and obviates the need for two separate op amp designs. The transfer function
of the integrator is easily derived by looking at the charge balance during each clock
cycle. First, look at the behavior of the top half of the circuit. When ¢, is active, the

charge on C) is

Qc1,1 =C(V, — Vp) (4.12)
The charge on C) is given by
$17
Qcai = 220p (4.13)
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where V,,, is the previous value of the differential output. When ¢, is active, the charge

on each of the capacitors is
Qc12=Ci(Ve — Veum) (4.14)

Qc22=Co(Vor — Veum) (4.15)

where V¢ is the nominal common mode level of the op amp. Equating the total charge

during each phase and solving for V,, yields:
C V.
V,, = —(V, — 2Vp + Vopr) + -2 (4.16)
C, 2
An analogous derivation for the bottom half of the circuit gives:

V= Sy 2V Vo) - Y2 @.17)
C, 2

and the equation relating the differential input to the differential output is:
C)
Vm——‘/o—- =-5—(V+— V_)+Vo,, (418)
2

from which it is clear that the circuit is an integrator, with a gain determined by the
ratio of the capacitances C)/Cy; in this particular implementation, an 8:1 ratio (C) =
1 pF, C, = 8 pF) is used to realize the integrator scaling factor of .125 that the system
requires. No kT'/C noise problems result from these values since the noise is reduced
by the square root of the oversampling ratio [67]. The reset switch is provided so
that the accumulated charge on the integrating capacitor can be zeroed out if overload

OCCuUrs.

4.4.2 Summer

The implemeniation of the summing functions in the loop is done using two circuits
that are slight modifications of the basic integrator topology above. The first summer
required in the loop immediately precedes an integrator, so the summing function is

combined with the first stage integration by providing additional input capacitors. This
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summing-integrator topology is shown in figure 4.8. The derivation technique above

can be used to show that the transfer function of this circuit is
C C
Vor = Voo = Z2(Va = Vo) + = (Vaa = Vo) + V., (4.19)
Cy C,

where C4 and Cp are the two input capacitors as shown in the figure. The output is the
integral of a weighted sum of the two inputs. The circuit therefore implements both the
input summing and the first stage integration of the system, which saves one op amp
(reducing the chip area and power consumption) over implementing the summer and
integrator separately.

The second summer topology is a four-input summer that does not perform any
integration, and realizes the summer immediately preceding the quantizer in the system
block diagram. The circuit is shown in figure 4.9; only two inputs are shown for
clarity. Additional inputs are realized by replicating the section in the dashed box
for each additional input. The design is almost identical to the summing integrator;
the only difference is that the switch around the feedback capacitor is clocked on ¢,.
Consequently, the charge on C, is emptied each clock cycle, forcing V,, = 0. The
output voltage on a given cycle therefore represents only the weighted sum of the
current values of the inputs. As before, the weighting is controlled by the capacitors
C4,Cp, etc. Thus, the A coefficients can be realized by appropriately ratioing the
input capacitors. This eliminates the need for any separate gain blocks to implement
the loop coefficients. Thus, all of the blocks (except the quantizer discussed below) can
be implemented using only the three switched-capacitor circuits presented, which are
all variants of the same basic topology. Combining the various functions of the loop
saves area and power: The loop requires only 5 op amps instead of the 10 that might be

required if each block were completely separate.
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4.4.3 Comparator and D/A

The last circuits required for the modulator are the A/D and D/A. In the single-bit
design used here, the A/D is a comparator, and the D/A is a simpie CMOS buffer.
Because the circuits are fully differential, the comparison in the A/D can be carried
out in a very straightforward way, and the A/D and D/A can be performed in one step.
The comparator threshold is zero volts differentially, regardless of the common mode
level of the circuits. The quantizer design is shown in figure 4.10, and is a clocked
bistable latch. When ¢, is active, the capacitances (from the devices and the parasitics)

at the output nodes are charged with the two output voltages of the differential summer.
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When ¢, is active, the inputs are disconnected from the circuit and power is applied to
the latch. Because of the positive feedback of the circuit, the two outputs are driven to
opposite rails. The output node that started with a higher voltage is driven to the positive
rail; the other output is driven to the negative rail. The output is therefore +V,q if the
differential input voltage is positive, and O if the differential input is negative. If the
inputs are exactly equal, the circuit is metastable and the output is theoretically zero. In
reality, any noise present on the output nodes will drive the output off of the metastable
point. Because of this, the probability of the system being in the metastable state
decreases rapidly as the clock frequency is decreased. In this particular implementation,
the clock frequency is so low that the metastability can be ignored. The D/A conversion
is performed by a basic CMOS inverter; the purpose of this buffer is to generate an
analog feedback signal that is strongly pinned at either the positive or negaiive rail. The

inversion of the signal is of no consequence since the system is fully differential.

4.5 Summary

This chapter has presented the basic modulator design used in the active needle
temperature sensing system. The basic concepts of cversampling A/D conversion were
discussed, with an emphasis placed on the characteristics of these converters that make
them especially well suited for monolithic realizations of high resolution converters. A
simple design methodology was outlined in an effort to bring some understanding to
the modulator design process. Finally, the modulator designed for use with this system
was presented, both on the system and circuit levels.

The emphasis has been placed on presenting only the information about these
converters required to understand the design of the modulator that was implemented.
The discussion is intended to serve as a backdrop for this purpose, and is not meant
as a tutorial in modulator design. Several in-depth discussions of the principles of
oversampling sigma-delta converters and the myriad of issues associated with their

design can be found in the literature [58,62,66,64]. These and other sources have been
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cited throughout. The available literature on these converters is quite vast; readers
that wish to delve further into this topic should consult the references cited for a more

rigorous, in-depth analysis of the behavior of these systems.
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Chapter 5

The Digiial Controller/Interfacing

The cocrdinated transmission of information on and off of the needle is in some sense
the most critical part of the project, since even the most accurate sensors are useless if
one cannot access their data. For this project, a special interfacing chip was designed to
perform all of the off-needle communication ‘‘overhead’’ necessary to use the active
needle. Thus, the digital control chip acts as the ‘‘brain’’ of the entire system: The chip
receives instructions (in this case a sensor number) from the host computer, decodes
the instructions, activates the appropriate sensor, and transmits data from the selected
sensor, tagged appropriately, back to the computer. A block diagram of the functions
performed by this chip is shown in figure 5.1. This chapter describes the details of
operation of this chip, including the communications protocol used for both signal
transmission and reception, the architecture used to realize these functions, and the

design of the gates and higher-level digital circuits employed.

5.1 Communications Protoco!l

The basic communirations requirements of the controller are very clearly defined. First,
it must receive instructions from the host computer. In order to keep the number of
wires coming off of the needle to a minimum, these instructions are received serially.
Second, measurement data must be communicated from the needle to the host computer;

again, this transmission is serial. Finally, the controller must translate the instructions
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Figure 5.1: Control chip block diagram

received from the host computer into the appropriate ‘‘needle-bus’’ control signals for
the individual sensor chips.

Input signals from the host personal computer are transmitted using a straightforward
serial protocol. In the default state, the serial input line is held at a logic LOW, indicating
the idle condition. A transmission is initiated by the presence of a logic HIGH (a
start bit) on this line for exactly one clock cycle. Following the start bit, exactly four
instruction bits are received, one per clock cycle. This packet is then followed by
a logic LOW stop bit that returns the line to the idle state regardless of the last bit
transmitted. This packet protocol is shown in figure 5.2. Iii the present implementation,
the four instruction bits represent the number of the sensor (0 through 15) that is to be
activated for a measurement, since the measurement of temperature is strictly passive.
Future controlier implementations may use a longer instruction word that would allow

more sophisticated active measurement control; for the purposes of this system, and
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initial verification of the system architecture, the simpie protocol suffices.

The output data format is not as rigid, since the duration of a measurement is
determined by the user. When a new instruction word is seat to the input receiver
circuits, the word is also latched into the output shift register. Exactly 10 clock cycles
after the start bit is transmitted, the active sensor number is transmitted back to the host
computer. This transmission not only verifies the reception of the instruction, but also
acts as a marker to indicate that the data that follows is from the transmitted sensor.
The controller then passes the output bits from the modulator on the selected sensor
directly back to the host computer for processing and display. The length of this data
transmission is unlimited, and continues until a new instruction is received. In this way
the timing of any measurements can be controlled by the host computer: Each sensor

can be polled on a regular basis or any one sensor can be monitored for a long time.

5.2 System Architecture/FSM Operation

The system architecture used to realize these functions is shown in figure 5.3. It
consists of an input system (a D-flip flop and a serial-to-parallel shift register) for
receiving information from the host computer, a latch for storing the current active

sensor, an output shift register for sending data back to the host computer, and a
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Figure 5.5: Digital controller logic diagram

simple microcontroller (a combinational logic ‘‘program’’ and a D-flip flop ‘‘program
counter’’) for controlling each of the other subsystems.

Operation of the controller is straightforward: In the default state, the system latches
a bit from the serial input data stream into the input shift register. The fifth (most
significant) bit is monitored by the microcontroller for the presence of a logic HIGH
start bit that would indicate the beginning of an instruction transmission from the host
computer to the controller. When this bit is received, the microcontroller enables the
sensor latch, which latches the sensor number onto the needle’s internal bus so that the
proper sensor is selected. The internal clock on the needle bus is enabled, the output
register is enabled, and the latched data is clocked into the output shift register so that it
can be transmitted back to the host computer to indicate the start of data transmission.

In order to realize these functions, a finite state microcontroller is used to generate
appropriate control signals. The finite state machine that performs the desired actions is
shown in figure 5.4. In the default state (000), the controller is looking for the piresence
of the start bit as described above. This is also the state to which the system goes when

the FSM is reinitialized by activating the RESET line from the host computer. When the
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start bit is detected, the system moves into state 001, which enables the input register
for exactly 5 clock cycles, until the start bit has been shifted into the most significant
bit position. The system then passes into state 010, where the input register is disabled,
and the needle bus latch is enabled; state 011, where the latched data is loaded into the
output shift register; and state 100, where the controller continually receives data from
the selected sensor and transmits it directly back to the host computer. The system

remains in this state until a new start bit is detected.

5.3 Logic Circuits

All of the logic used on the controller is derived from the three basic CMOS gates
shown in figure 5.5.! Positive logic is used throughout. The first circuit is the two
transistor inverter in which the output is the logical inverse of the input. The second
circuit is the NAND gate, where the output is LOW only when both inputs are HIGH.
The last circuit is the NOR gate, in which the output is HIGH only when both inputs are
LOW. Each of these gates has two important properties: First, for ‘‘reasonable’’ input
voltages, the voltage levels at the output go from rail to rail; logic HIGH output are
pulled all the way up to the positive rail, and logic LOW outputs are pulled all the way
down to the negative rail. This is important because this insures that cascaded gates will
function properly even if the inputs voltage levels are not at either rail, i.e., the valid
input logic level ranges (and the noise margins) are very wide. Second, the static power
dissipated in each gate is zero; any power dissipated by the gates is strictly dynamic,
and is associated with the charge transfer required to switch logic levels. The average
power dissipated by the gates, therefore, is related to the frequency at which the logic
levels switch. In this particular application this is a tremendous benefit because the
operating frequency is relatively low, which reduces the power consumption and the

associated thermal artifact.

Tt can be proved that any combinational logic function can be realized by an appropriate combination
of these three basic gates.
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The higher order logic functions are generated using several intermediate hierar-
chical logic functions, each of which will be described briefly here; a more extensive
look at these systems can be found in [68]. For simplicity, a ‘‘bottom up’’ approach
will be used, showing how each more complex block is constructed from the simpler
blocks. The first circuit, constructed from two NAND gates, is the bistable latch or
S-R flip-flop, which forms the core of the other flip-flops and shift registers. The logic
diagram and truth table are given in figure 5.6. With the addition of two more NAND
gates, this circuit becomes an S-R latch (figure 5.7), where the output responds to the
input state only when the clock input is high. By connecting the R input to the inversion
of the S input, the circuit becomes a transparent, active HIGH enable D-type latch.

This circuit is not satisfactory for the state register, since changes in the inputs
that occur when the clock input is HIGH are immediately reflected at the output, or,
equivalently, the *‘hold time’’ for this flip-flop is equal to half the clock period. This is

unacceptable for this architecture; the register must be edge triggered, where the input is
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clocked through to the output on either the rising or falling edge of the clock, so that the
hold time is greatly reduced. A positive edge-triggered S-R flip-flop can be constructed
from the transparent latch as shown in figurc 5.8. The positive edge-triggering ensures
that the outputs of the flop change only when a LOW te HIGH transition occurs on the
clock input. As before, a D-type flop is realized by tying the R input to the inversion
of the S input. It is this basic D-flop that is used to construct the state register for the
microcontroller.

The shift registers are constructed using the basic positive edge-triggered S-R flop.
The input serial to parallel register is formed by cascading the S-R flops as shown in
figure 5.9, which shows four bits of the 5-bit register. Operation of the shift register is
straightforward: Each serial input bit is latched at the input and is rippled through the
register on successive clock edges. The circuit is essentially five cascaded D-flops; the

S-R flops are used because both the Q and @ are available as outputs, and using those
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directly as inputs to the next stage avoids the need for an additional inverter for each
stage. The single inverter at the input is necessary because the inversion of the input
is not provided. Since for this application an active low CLEAR input is required, one
was provided as shown in the figure.

The final logic function required, the parallel to serial shift register shown in
figure 5.10, is slightly more complicated because a LOAD operation must be included.
The shifting operation is essentially the same as before: On each clock cycle, each bit
ripples through the S-R flops; the serial output is the output of the last register in the
chain. The loading operation uses two NAND gates to drive the (active low) PRESET
and CLEAR inputs of each flop, depending on whether or not the parallel input bit
present is HIGH or LOW. This method is used because it avoids the use of additional
logic at the S and R inputs to each register, and because using the PRESET and CLEAR
inputs changes the state of the flops regardless of the S and R inputs. In this way, the
LOAD operation is completely independent of the current state of the internal registers

and depends only on the parallel inputs and the state of the SHIFT/LOAD input.
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Figure 5.10: Parallel-to-serial shift register

5.4 Personal Computer Interface

The previous sections outlined the implementation of the microcontroller chip that
coordinates the sensors on the needle and communicates the information to the personal
computer for processing. For simplicity the interface consists of only two information
transmission lines (one for sending instructions to the controller and one for sending
data back to the computer), several power supply lines, and a clock line. For a typical
configuration in which the system clock (and hence the data rate) is several tens of
kilohertz, the serial port on a typical personal computer is too slow to keep up with the
controller. Consequently, the parallel port on the computer is used for data transmission,
as shown in figure 5.1, since much higher data rates can be attained using that port.
This section outlines the inner workings of the parallel port interface.

Fundamentally, all that is needed to perform serial-to-parallel or parallel-to-serial
conversion is a shift register and some timing circuitry. This is the core of the interface.

The data lines on the parallel port are used for bidirectional communication. The
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control register of the parallel port is used for handshaking signals from the computer
to the interface. The port status lines are used by the interface for handshaking to the
computer. This configuration is shown in figure 5.11i. The IBM-PC standard names for
the signal lines are indicated in gray.

In order to allow the required bidirectional data flow through the parallel port, a
simple handshaking protocol is used. For instruction transmission to the needle, the
personal computer first places the instruction code on the data lines, then requests
control of the port by asserting the REQ_-TO_WRITE line. The interface board then
asserts WRITE_ACK to acknowledge the write request and to indicate that it has read the
instruction code from the data lines. The computer then deasserts the REQ.TO.WRITE
line; this is acknowledged by the interface by deasserting WRITE_ACK. This sequence
causes the instruction word to be loaded into a parallel-to-serial shift register that is
preloaded with the start and stop bits required by the controller chip. Once the shift
register has been loaded, the instruction is shifted directly to the needle.

Unlike the instruction transmission, the interface allows the personal computer

to read data without handshaking so that the data transmission rate is maximized.
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As the interface board receives data from the needle, it is loaded into an eight bit
serial-to-parallel shift register so that every eight serial bits is sent to the personal
computer as a single byte. Each 8 bit byte from the register is stored in a first-in,
first-out (FIFO) buffer so that immediate transmission to the personal computer is not
necessary. This is essential to proper operation of the interface: The personal computer
is not always immediately able to receive data because of the many housekeeping tasks
that it must perform. When data is waiting in the FIFO, the OR (output ready) status
line is asserted. When the CPU on the personal computer is available, it can read as
much accumulated data as it would like from the FIFO. This is done by toggling the
DATA_READ line, which clocks data directly out of the FIFO. When the FIFO has
emptied, the OR status line from the interface is deasserted. Data transmission rates of
approximately 1.2 Mbits/sec have been attained using this scheme.

Several additional features are built into the interface to ensure proper operation.
Because the instruction codes in this implementation are merely sensor numbers, the
maximum instruction code is 15. Since this is representrd with 4 bits, the other 4 bits
of the instruction byte can be used for special functions. One bit is used to enable a
loopback capability on the interface. This feature is provided so that the interface can
be tested automatically by PC-resident software. When this bit is asserted, the interface
reads the data from the computer, performs the parallel-to-serial conversion as if the
data were going to the needle, then reads in the same serial data as if it were received
from the needle. In other words. the PC can test the system by writing an instruction to
the interface, reading data from the FIFO, and checking that the data read is the same
as the instruction written. A second bit of the high order nibble of the instruction byte
is used to reset the FIFO should an error occur. The two remaining bits are not used at
this time.

Another feature of the interface is the extensive status reporting. In addition to the
WRITE_ACK line used for handshaking and the OR line for FIFO status, other lines
are provided for FIFO overflow (FIFOERR) and battery exhaustion (LOW_BAT). The
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FIFOERR signal is critical, since assertion of this line means that the computer has
taken too long to read data, so the FIFO has overfilled and subsequently missed valid
data coming from the needle. If this signal was not provided, the personal computer
would continue reading data from the interface without realizing that data has been lost.

The jow battery indicator is provided so that PC-resident software can monitor
the status of the needle and the interface, appropriately notifying the end-user that
the batteries that power both the needle and the interface must be changed. This also
avoids the masking of ‘‘bogus’’ data as valid. The signal is internally produced on the
interface by the voltage regulators that generate the supply voltages for the needle and
the interface board logic. Both the FIFOERR and LOW _BAT lines are latched, so that
even transient error conditions are reported. The error must be specifically addressed
and the interface explicitly reset by the PC-resident software in order for the condition

to be cleared.
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Chapter 6

Fabrication and Packaging

Certainly in the medical application of integrated circuit technology the manufacturing
and packaging issues are at least as critical to success as the design of the circuits. From
a silicon microfabrication point of view, the large aspect ratio of the needle places
unusual constraints on the layout, namely, the circuits must be long and very narrow.
Additionally, there are special processing requirements necessitated by the circuits used
on the chip. Finally, there is the biocompatibility issue, which requires not only that
the needle not injure the patient, but also that the biofluids not contaminate the circuit.
Once fabricated, the assembly of the chips into the final needle structure presents more
challenges. The mechanical stresses associated with insertion and removal of the needle
force a reexamination of standard packaging techniques. Interchip bonding becomes
difficult because of the narrow chip width. A cable must be attached to the probe so
that it car be connected to the personal computer. This chapter studies these and other
salient points in two parts: First, the microfabrication process and issues associated
with chip manufacturing are discussed. The chapter concludes with an examination of

the post-microfabrication packaging and assembly process.
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6.1 Silicon Microelectronic Processing

6.1.1 Layout Considerations

The layout of the circuits is constrained primarily by the requirement that the chips be
narrow enough to fit on a 22 gauge needle, which is 710 microns in diameter. The
length constraint is much less restrictive; in order to be compatible with processing
equipment in the MIT Integrated Circuits Laboratory, the chips must be less than 1 cm
long. The density of measurements, however, is directly related to the length of each
sensor chip; therefore, the objective is to minimize the length of the chips whiie still
satisfying the width constraint.

In order to reasonably fit on the needle, the total width of the circuits should be
approximately 580 microns. With a 620 micron wide channel, this allows for 20 microns
of sidewall on each side of the needle. This extra ‘‘gap space’’ is critical because the
sawing process will not produce completely vertical sidewalls on the chips. Failure to
account for this sloping sidewall would clearly prevent the chips from fitting properly
into the ncedle groove. This arrangement is illustrated in figure 6.1. For the purposes of

layout, this 580 micron allowable width must include not only the circuits themselves
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but also all of the interconnect and bussing from chip to chip. For this reason, the
layout was partitioned into four slivers, two for intrachip bussing, one for interchip
bussing, and one for the circuits themselves. In this way layout symmetry of the fully
differential circuits could be maintained. It is important to note, however, that because
of the severe width constraint common centroid geometry layout techniques could not
be used, since there is simply not enough space. The layout of the SDC chips is shown
in figure 6.2. The four slivers are apparent. Lengthwise, the system is partitioned into
blocks following the signal flow. These blocks are identified ir the figure. Finally,
at each end of the chips are the bonding pads for daisy-chaining several sensors on a

single needle.

6.1.2 Process Development

The process used to fabricate the circuits is the BioCMOS process developed at MIT.
This flow is a derivative of the CCD/CMOS process developed by Dr. Craig Keast
[69]. The BioCMOS process is a two level polysilicon, one level metallization CMOS
process with buried channel MOSFETS, non-optimized NPN bipolar transistors, and
silicon nitride passivation for biocompatibility. The detailea process flow can be found
in appendix A. A technical description of most of the process flow can be found in [69],
since the process described there is a subset of the BioCMOS process. The technical
details of the enhancements made to the CCD/CMOS process, namely, the addition of
a non-optimized NPN bipolar transistor and the biocompatible coating, are described

below.

6.1.2.1 The Non-optimized NPN Bipolar Transistor

For this project, it was necessary to have a fully isolated diode available, since these
devices are-used both in the temperature sensing circuit and the current source reference

structure. In an ordinary twin-weli CMOS process, it is theoretically possible to develop
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Figure 6.3: P+/N diode structure

such a structure, using, for example, an n-well and a p+ source/drain implant.! This
structure is shown in figure 6.3. The diode action occurs at t.ie junction formed by the
n-well, p+ interface. The diode terminals are as shown in the figure.

This structure works quite well as an isolated diode as long as the negative terminal
of the diode is held at the same potential as the substrate. When this is the case,
then the junction formed by the n-well, p-substrate interface plays no role in circuit
behavior. If the negative terminal is raised to a potential above the substrate potential,
however, this junction begins to play a very important role. The two terminal structure
continues to behave as a diode as expected, but the field generated by the reverse bias
on the n-well, p substrate junction begins to capture carriers injected from the n-well,
p+ interface. In other words, a parasitic PNP transistor is formed. The base of this

device is the negative terminal of the diode; the emitter is the positive terminal, and

"Throughout this section, a p-type substrate is assumed. As a result, all n-wells are isolated.
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the collector is the substrate. Consequently, the current lost through the substrate is
roughly the current through the diode multiplied by the current gain /7 of the parasitic
device. This dramatically increases the power dissipation of the circuit in addition to
causing malfunctions.

The simplest way to truly isolate the diode and allow both the positive and negative
terminals to ‘‘float’’ is to use a four-layer, triple diffused structure as shown in
figure 6.4. The structure that results is actually an NPN bipolar device: The first
diffusion defines the collector, the second defines the base, and the third defines the
emitter as shown. Now, to create a truly floating diode the transistor is diode connected
by tying the base and collector together. As before, the well (now collector)-substrate
junction is reverse biased; however, there is no longer injection of carriers across the
base-collector junction, so the parasitic PNP device is off and no current is lost to the
substrate.

Integrating this triple-diffused NPN structure into the CMOS process must be done
with care, so that the MOS device characteristics are not affected. In particular,

this means that no additional high temperature diffusion steps can be added to the
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process. In the context of the CMOS process flow, two of the three ion implantation
steps required for the NPN device are already present: The collector can be formed
with the n-well implant, and the emitter can be formed with the n+ source/drain
implant. The only additional implant step required is the base formation, which
requires a more careful implantation than either the collector or the emitter. This
implant is done as a separate mask step following the MOS threshold and punchthrough
adjustment implants. Subsequent high temperature steps (gate oxidations, etc) provide
the necessary implant anneal.

Although the collector can be formed simultaneously with the n-wells, it is better
if a separate collector implantation is done. This is because of the extremely light
doping of the n-wells; when this doping is used to form the collectors, the collector
resistance of the resulting NPN bipolar is so high that the transistor is saturated for
any reasonable current bias. Numerically, with an average n-well phosphorus doping

3, corresponding to an ion dose of 2 x 10'>cm™2, the

of approximately 9 x 10" cm™
resistivity is about 5 £2—cm. The final well depth after processing is approximately
2.3 um. The resulting nominal collector resistance is on the order of 22 kf2. With this
high a collector resistance, a diode connected transistor would be limited to a current
of approximately 25 pA before the device would saturate.

As a result, a separate collector formation implant is performed. This implant is in
essence an ‘‘incremental’’ implant; all wells, both for the MOS devices and the bipolar
devices, receive the baseline well implant. A separate mask step is then used tc cover
all of the MOS wells while leaving the bipolar wells (collectors) exposed. A second
implant is then performed on top of the baseline well dose. This second implant is then
annealed with the MOS wells during the weli drive-in step.

The heavier doping not only lowers the resistivity of the well, but also increases
the well depth, further lowering the collector resistance. In order to guarantee that

the collector resistance would not saturate the device for the current levels used in the

circuits, the resistance should be on the order of 1 £f2. Using commonly available
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Figure 6.5: NPN doping profile with and without collector implant

charts of resistivity versus doping [70] and typical geometries, one finds that a final

well doping on the order of 1 » 10'cm™3

is required to produce a collector resistance
on the order of | k2. This corresponds to a well implant dose of approximately
2.2 » 103 cm~2. Since the baseline well dose is 2 » 10'> cm~2, the additional collector
implant dose used is 2 » 10" cm™2. The energy of the implant is the same as the
baseline energy, namely, 180keV. The resulting collector resistance for a typical
geometry device is approximately 720 2. The effects of this additional implant can be
seen in figure 6.5, which shows the NPN doping profiles both with and without the

additional collector implant.

The base implant parameters must be selected with some care, since this implant
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determines most of the relevant performance parameters of the resulting transistor. In
order to avoid affecting the MOS devices, this implantation is done just prior to the first
level gate oxide growth, through the sacrificial gate oxide, as discussed above. Any
drive-in of the base, therefore, is performed by the subsequent high temperature steps;
since there are no significant long high temperature steps after the field oxidation, it
becomes important that the base implantation is done as deeply as possible into the
silicon. For this reason an implant energy of 190keV was selected.”> The implant
species is boron since a p-type doping is required.

The implant dose was selected based on several factors. For low implant doses,
corresponding to a more lightly doped base region, the base becomes more narrow and
the ratio of emitter to base doping becomes larger. As a result, the current gain of the
device becomes larger. There are several disadvantages of a lighter dose, however.
First, the output resistance of the device is lowered, since a larger fraction of the base-
collector space charge region extends into the base (higher base width modulation).
Second, the base-collector reverse bias necessary to produce punchthrough of the base
is lowered, since the base is narrower and more modulated by the base-collector bias.
Finally, the base resistance of the device is raised, because the base is both narrower
and more lightly doped. This last effect is the most critical to this project, as it increases
the deviation of the I~ vs. Vg from the ideal.

Heavy doping of the base alleviates most of these problems. At higher doping levels
the ;3 of the transistor is lowered because the base is wider and the ratio of emitter to
base doping falls. The base resistance decreases because the base is wider and because
the resistivity of the base decreases with increasing doping. However, because the /7 of
the transistor is also falling, there is no real advantage of having a lower base resistance
(i.e., the base current goes up because of the falling 3, so the Iz Rp product remains
roughly the same). Most importantly, however, is the lateral diffusion at higher doping

levels--the minimum geometry of the devices must be increased so that the base dopant

2This energy is the maximum ion energy that can be produced with the ion implanter at MIT.
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Figure 6.6: Vertical NPN transistor, typical measured output characteristic (I, = 1yA —

SpA in 1pA steps)

does not laterally diffuse through the collector well, resulting in a base-substrate short.
Simulation using SUPREM3 [71] was used to select the correct compromise

between light and heavy doping. The results demonstrated that implant doses in the

range of 10" — 10" cm2

will provide satisfactory results. Since the effects of lateral
diffusion couid not be studied, a dose closer to the low end of the range, 3 x 10"* cm~2,
was used. The resulting vertical NPN structure as simulated by SUPREM3 is shown in
figure 6.5. The output characteristic of a fabricated NPN device is shown in figure 6.6.
Most important for this project is the behavior of the device when diode connected

(Vg = 0). The I — V characteristic in this case is shown in figure 6.7.
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Figure 6.7: I-V characteristic of diode connected vertical NPN
6.1.2.2 Biopassivation

As discussed earlier, passivation of the circuitry is critical since the chips will be
operated in the very hostile physiologic environment. The requirements of the
passivant are clear: First, the passivating material must be able to block diffusion of
impurities from the body to the chips; since the primary (and fastest diffusing) impurity
found in the body is the sodium ion, diffusion of sodium through the passivant can be
used as a benchmark for its effectiveness. Second, the passivant must be a very good
electrical insulator, not only to prevent short circuits on the chips, but more importantly

to guarantee that little or no current can flow from the electrically active circuit through
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the patient. Finally, because the passivation is at the end of the fabrication sequence, it
is critical that deposition of the material is performed at temperatures below 450°C to
prevent an additional thermal dose from affecting the already-completed devices.

The material that meets all of these requirements rather handily is silicon nitride.
It is ideally suited for this system, and has been shown to effectively isolate devices
from the physiologic environment over extended periods [72,73]. It has been shown
experimentally [74] that sodium penetration in silicon nitride is less than 100 A. The
bulk resistivity of the film is 10'3£2-cm [75]. The thermal requirements are satisfied
by depositing the film using plasma enhanced chemical vapor deposition, which can be
performed reliably at temperatures as iow as 250°C. Holes in this coating are opened
only to the bonding pads for interchip connections; these areas are later sealed as
described below.

In low pressure, high temperature CVD the chemical reaction that forms the film is
driven by the elevated temperature. Plasma enhanced CVD works by using the plasma
energy to drive the gaseous reaction to form the film. Silane (SiH;) and ammonia
(NH3) are used as the ambient gases; although nitrogen gas (N;) could be used (and is
actually used as a carrier gas), it is not, because the energy required to dissociate the
nitrogen molecule (945 kJ/mol [76]) is significantly higher than the dissociation energy
of ammonia (356kJ/mol [77]). The plasma causes the breakup of both molecules,
resulting in the formation of silicon, nitrogen, and hydrogen ions. The free ions then
react to form the silicon nitride that is deposited on the wafer surface.

There are several parameters that affect the quality of the film. The first is the
ambient temperature of the deposition chamber. At lower temperatures, the defect
density of the film increases, reducing the effectiveness as a passivant. At deposition
temperatures of 300°C and above, however, Kern and Rosler [74] observed that these
defects were essentially eliminated The second important parameter is the deposition
pressure; generally, the lower the pressure during deposition, the denser the film.

Higher film density further improves the passivant properties. Third is the plasma
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Table 6.1: PECVD silicon nitride film parameters

Parameter Value

Silane (SiH,) Flow 24 sccm
Ammonia (/N H3) Flow 40 sccm
Nitrogen (/NV,) Flow 50 sccm
Chamber Pressure 300 mTorr

RF Power 90 W (125 mW/cm?)
Dep. time (1pm) 65 min

power density. As with the lower pressure, high power densities result in a better,
denser filin. In addition, the deposition rate increases with increasing plasma power.

The fourth and most critical process parameter is the silane/ammonia gas flow ratio.
As discussed above, the plasma dissociates each of the molecules to produce silicon,
nitrogen, and hydrogen ions. The gas ratio determines the relative concentrations of
each ion. Since hydrogen must be present (from both the silane and the ammonia), it is
inevitable that the resalting film will contain a certain amount of hydrogen in addition
to silicon and nitrogen, and in fact, rather than a film that is entirely Si3N, (with a Si/N
ratio of .75), the deposited film is of the form Si;N,H,, with a typical Si/N ratio of
.8-1 [74]. The amount of hydrogen in the fiim is evaluated by looking at the index of
refraction {which decreases with increasing hydrogen concentration) and the infrared
absorption spectrum (which clearly shows the presence of Si-H bonds). Better films
minimize the amount of hydrogen incorporated and have indices of refraction between
2.0 and 2.1.

As part of this project, a plasma enhanced CVD nitride deposition process was
developed. The film deposition parameters and measured film properties are given
in table 6.1. The FTIR spectrum of the film is given in figure 6.8. As can be seen
from the spectrum, there is indeed a small amount of hydrogen present in the film.
The index of refraction verifies that this amount is relatively small (indices of between

1.6 and 1.8 were ootained for more hydrogen-rich films). Although a thickness of
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Figure 6.8: FTIR spectrum of PECVD silicon nitride film

several hundred Angstroms would suffice, the film thickness of 10,000A minimum
was used to guarantee an extremely strong barrier, and to ensure good step coverage
over the underlying 10,0004 metal layer. Stress cracking of the film does not occur
because of the lower stress of the PECVD nitride (=~ 5 % 109% vs. 1.5 x 10'004;"{’7 for
LPCVD nitride [78]). Circuits passivated with this film have been operated in a fluid

environment for several hours with no sign of circuit degradation.

6.2 Probe Assembly

The microfabrication of the circuits takes place on 4-inch silicon wafers; once the
silicon ritride passivation process is performed, the wafer-level fabrication is complete.
At this point, the chips must be assembled into a complete needle. The process involves
three basic steps: Grinding, sawing, and bonding. This section discusses each of these

steps in detail, outlining how the circuits are taken from the silicon processing facility
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(wafer level) to the needle structure (chip level).

Once the wafers leave the clean room facility, the first post-processing step is
the thinning of the wafers from a manufactured thickness of 500 um to the 200 um
thickness required for the needle; this is performed first because it is a wafer-level
operation. There are two primary methods for accomplishing this: Chemical etching or
mechanical grinding of the silicon from the backside of the wafer. Chemical etching
is avoided because of the elaborate process required to protect the completed circuits
on the front of the wafer. The front side is first protected with a special plastic tape.
The wafers are then sent to a commercial wafer grinding facility where high precision
machinery is used to grind 300 um of silicon from the backside of the wafer. No
backside polishing is done following the coarse grinding, since the larger surface area
of the roughened backside improves adhesion to the needle substrate. Once the wafers
are returned from the grinding facility, an acetone soak is used to remove the tape from
the front side of the wafer. The wafers are then rinsed with methanol to remove the
residue that acetone typically leaves on the wafer surface. The now-thinned wafers are
ready to be diced.

The wafers are diced using a diamond nlade silicon saw. Because of the extremely
small size to which the wafer must be diced, the wafers are once again mounted on the
special tape; this time the tape is placed on the back side of the wafers. The wafers
are sawn using standard procedures. The only subtlety involved is the blade height
above the saw chuck, which must be carefully selected because the wafers have been
thinned. Typically, the blade cuts approximately 100 um above the saw stage. This
corresponds to a cut of 400 um through a standard 500 um wafer. In this application,
the blade-stage gap used is 425 um, corresponding to a cut depth of 125 um through
the 200 um wafer--the remaining 300 um is required because that is the thickness of the
tape on the back of the wafer. Once sawn, the wafer is gently stressed along the cut
lines and the dice separate (but remain adhered to the backside tape). The wafers are

not sawn completely through because the mechanical stress of the sawing process can
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pull the sawn dice off the tape.

When the sawing is completed, the tape is removed using the same acetone soak
and methanol rinse described earlier, only this time, the dice are stored in a methanol
filled, sealed petri dish, to prevent the accumulation of dirt on the surface of the wafer
during storage. At this point, the dice are ready for mounting in the needles, which are
solid 22 gauge needles that have had the channel already .nilled in them. The needles
are cleaned in methanol to remove any pariicles that may be in the channel. A thermally
insulating, FDA-approved epoxy, BA-ZDA2, is then used to coat the inside of the
channel. The silicon slivers are then carefully mounted into the channel end-to-end.
The epoxy is cured to fix the chips in place.

At this point, the only assembly task remaining is the chip-to-chip bonding. Because
of the narrow width of the dice, the bonding pads are quite close to one anciher, and
extreme care must be used to make the bonds. To assist the process, ithin wire (0.7
mil diameter) is used. A special bonding tip is also employed--the tip is designed
for the thinner wire, and for a very small bond footprint. In this way the tail of the
bonds do not interfere with one another. Each chip is bonded to its adjacent dice. The
small microribbon cablc used to connec the needle to the *‘outside world’’ is then ball
bonded to pads on the digital contruiler. Gold wire is used for the interchip connections,
as these wires have shown extremely low leakage, even under electrical stress [79].
Gold also bonds well to aluminum, the standard metallization used in the fabrication
process. The bond areas are then coated with H77 epoxy; soak testing on this epoxy as
a bond area coating has demonstrated its suitability [80]. The epoxy, through surrace
tension, completely encapsulates the bonding area. Once cured, the needle is ready for

the final overcoating.

6.3 Final Coating

Although the circuits themselves have been passivated with silicon nitride, there is

no guarantec that there will be uniform coverage of the chip sidewalls by the epoxy.
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In addition, the bond wires themselves are uncoated and are must be protected. The
complete packaging of the system, therefore, is critically important to the success of
the project, as the needle will be operated in the hostile physiologic environment as
discussed earlier. There are a number of issues that must be addressed to insure that
the system will function in this environment: First, there are diffusional impurities,
most notably sodium, that will degrade device performance or cause complete failure
if allowed to come in contact with the wafer surface. Then there are the effects of the
aqueous environment itself, which can cause corrosion of the metal interconnect layer
on the surface of the chips in addition to large ionic leakage currents [81]. Mechanical
stresses on the ncedle during insertion and removal also stress the silicon substrates,
possibly causing catastrophic system malfunction. Finally, as discussed earlier, short
circuits due to aqueous solutions bridging interconnects pose a threat not only to the
system but also to the patient.

The performance goals outlined above can be restated in terms of essential
mechanical and chemical properties of the passivant. These requirements have been
outlined at length [82}; those of particular importance to this system are summarized
here. Foremost is the protection of the circuit from moisture. This requires hermeticity
in the seal, impermeability of the coating to water vapor, and good adhesion of the
passivant to the substrate. Also necessary is a biocompatible coating, namely, a coating
must not only prevent metallic corrosion (as mentioned above) but its ability to do so
must not be degraded over time by the substances in the body. Contamination of the
body by the coating must also be prevented; in other words, sterilization of the coating
is also essential. From a mechanical standpoint, the passivant must not be too rigid
or too flexible so that it can absorb the transient stresses. This is not contradictory,
even though it may appear so. Some rigidity is needed to prevent mechanical stress
on the chips themselves, and some flexibility is needed to prevent microcracks aiiu
the eventual failure of the coating that results from them. Finally, there are the

long-term reliability issues, namely mechanical, electrical, and thermal stability: The
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effectiveness of the coating must not significantly degrade over time as a result of
normal mechanical, electrical, or thermal stress.

A material that satisfies all of these requirements is Teflon” !, which provides
integral prowection for any areas that are not appropriately passivated already, or any
pinhole defects that may exist in the underlying passivation layers. This film by itself
has been shown to be an adequate barrier to a saline environment [83]; the combination
of the silicon nitride, the biocompatible epoxy, and this film should provide failsafe
protection of the circuits from the tissue and vice-versa. The film is deposited using a
vapor coating technique, and is done at a commercial facility (Precision Coatings, Inc).

Once coated, the needle assembly process is complete and the probes are ready to use.
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Chapter 7

Results and Conclusions

The previous chapters have discussed in detail the design and fabrication of the active
needle system. Those chapters emphasized the design goals, and the thought process
behind the procedures used for the various designs, process modifications, and assembly
techniques. This chapter examines the measured performance of the temperature sensing
system. First, the measured performance of the operational amplifier that forms the core
of the system is studied. The results of temperaturé measurements using the system
are then presented, including data that demonstrates the capabilities of the system. The

chapter concludes with a summary of the project, and suggestions for future research.

7.1 The Operational Amplifier

Since the operational amplifier is the basic building block upon which the temperature
sensor, the preamplifier, and the analog modulator are all based, quantification of
its behavior is critical. For this reason, op amp measurements were made prior to
evaluation of the entire system. This section explains the experimental test setup and

the results of the measurements taken with thi¢ test system.

7.1.1 Test Setup

Five parameters were used to describe the performance of the amplifier: the DC gain,

the bandwidth, the offset voltage. the output current, and the power dissipation. The DC
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Figure 7.1: Op amp DC gain measurement setup

gzin is most important since it determines the noise attenuation in the temperature sensor
as was described in chapter 3. The bandwidth ultimately determines the maximu:n data
rate of the system, since it is used in all of the component >.bsystems. The output current
is a measure of the slewing ability of the amplifier; this measurement is preferred over
the slew rate since the latter is a function of the load capacitance for a folded cascode
topology where the output load capacitance is also the compensation capacitance.
Because the resolution of the rnodulator is compromised when the switched capacitor
integrators do not fully settle within half of a clock cycle, the op amp output current
controls the maximum clock frequency at which the system can be operated at full
resolution, even if the small signal bandwidth is large. The power dissipation controls
the amount of self-heating that occurs in the system as described in Chapter 2. Finally,
the offset voltage is a measure of the process matching, which affects the resolution
of the temperature sensor as was described in section 3.3.2. To facilitate testing,
these measurements were all taken using a general-purpose, configurable operational

amplifier test board designed and developed at MIT [84].
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The DC gain measurement was made using the configuration shown in figure 7.1.
Because of the very high output resistance of the amplifier, active probes with an input
resistance of 10'2 2 were used to measure the voltage at the output nodes. Prior to
making the measurement, the attenuation of the voltage divider at the amplifier inputs
was measured, since small series resistances could significantly alter the expected
division. The measured DC gain was approximately 100 dB, as predicted by the design.

The bandwidth was measured two different ways. First, a measurement of the 3 dB
point was made using the DC gain setup. The measured location of the dominant low
frequency pole was 89 Hz. Using the single pole model, this predicts a bandwidth
of 89 MHz. Of course, the second pole of the amplifier will affect performance at
frequencies below 8.9 MHz, so this number represents an upper bound on the bandwidth.
The second measurement was the direct examination cf the unity gain bandwidth. For
this measurement the voltage dividers at the op amp inputs were removed. A very
small signal amplitude (50 mV) was used to prevent slew rate limiting, since the output
current is low (see below). The total output capacitance of the test setup was quantified
prior to the measurement and was found to be 19.2 pF. Under these conditions, the unity
gain bandwidth of the amplifier as extrapolated from measurements was 2.2 MHz.

The offset voltage of the amplifier was measured on several different dice so
that an average value of the offset could be calculated. The cffset of each amplifier
was measured using the DC gain test configuration. One of the amplifier inputs was
grounded; a precision programmable voltage source (Data Precision Model 8200) was
tied to the other input. The voltage at that input was then varied until the output voltage
was zero. The average value of the offset was 2.4 mV.

The output current was measured two ways using the DC gain test setup. The
first, approximate measurement was made by applying a moderate frequency, large
signal sine wave to the amplifier inputs. The large signal amplitude and the higher
frequency (10 kHz) caused slew rate limiting at the amplifier outputs. The slope of the

output triangle wave was measured; this value, with the knowledge of the capacitive
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Table 7.1: Measured op amp performance

Parameter Value
DC Gain 90,000
Bandwidth (19.2 pF load) | 2.2 MHz
Output Current 17 nA
Offset Voltage 24 mV
Power dissipation 1.1 mW
Power supply 6V |

loading, permitted calculation of the output current. The second measurement was
a direct measurement, in which the amplifier outputs were purposely loaded with
10 k12 resistors so that the current limiting would occur. The output current was easily
calculated from the peak voltage measured at each output using Ohm’s law. Both
measurements produced approximately the same result: The maximum output current
in each leg was 8.5 1A, for a total differential output current limit of 17 £ A. This is
slightly below the design value of 20 1A but is still above the required output current
of 15 uA.

Finally, the power dissipation was measured by monitoring the power supply
currents. The power dissipation of a single op amp is 1.1 mW. This inclu. _s the power
consumed by both the current source reference circuit and the operaticnal ampiifie:
itself The consumption is slightly lower than expected, but this is due to process
variation in the current scurce reference resistor. The design calls for a 2 /: {2 resistor;
the actual resistance, computed from sheet resistance measurements of the fabricated
chip, is approximately 2.2 k(2. This 10% increase in resistance reduces the overall
power consumption by the same percentage by changing the value of the reference
current source. This conclusion is also borne out by the output current measurement,
which also shows a 10% reduction below the design value.

Overall, the amplifier measurements match well with the design specifications.

Table 7.1 summarizes the measured performance of the op amp; figure 7.2 graphically
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Figure 7.2: Measured vs. predicted op amp AC performance

compares the AC performance of the op amp with a Spice simulation of the design.
Although the correlation between the predicted and actual performance is high, the
op amp simulation is consistently mare optimistic in its gain prediction than the
measurements bear out. The measured curve is shifted slightly downward from the
simulation prediction. This is due to inaccuracies in the device models used for the
simulation, namely, the output conductance of the devices is slightly underpredicted
by the models. The device models used were derived using a parameter extraction
algorithm on a limited set of ineasured device sizes. Agreement of the extracted models

with other devices is quite good but errors of 5-10 percent per device can be expected.
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7.2 Single-Point Temperature Measurements

Ultimately. the measure of the success or failure of the chip is dictated by the measured
digital temperature output. All of the design choices were governed by the desired
ternperature resolution of 1 m°C at 1Hz. This section presents some temperature
measurements made with the fabricated chips. First the temperature testing setup and
experimental method is described. This is followed by a detailed examination of the

temperature tests to determine the limits of the system.

7.2.1 Experimental Setup

A stable environment for temperature measurement was created using a circulating
water bath. The temperature of the bath was controlled using a Techne TU-19
heater/controller. The chips themselves were mounted in 40 pin dual in-line packages
for testing. Two thermistors, calibrated to =3 m*C, were attached to the ceramic chip
carrier so that the actual carrier temperature could be monitored; since the thermal
conductivity of the silicon/ceramic system is much larger than any other material used
in the systern, the carrier temperature is an excellent m=asure of the chip temperature.
The two rthermistors were separated by a known fixed distance; this allowed for
quantification and correction for any thermal gradients that might be present due to
temperature stratification in the bath.

The chip/thermistor assembly was placed in a small waterproof plastic bag that
was sealed around the communication cable and immersed in the water bath. The
plastic ‘‘capsule’” was clamped under the surface of the water to prevent motion
during the measurements and flotation caused by residual air in the bag. A specially
built cable connected the sensor chip in the bag to the parallel interface board.
Custom software on a 486-based personal computer was used to communicate with
the interface board. Digital data generated by the chip under test was passed to the

interface board, where it was reformatted and passed in to the parallel port on the
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personal computer. Temperature recordings from the thermistors were taken using
a thermistor-based temperature measurement system of resolution 3m"C (TDP-100,
Thermal Technologies Inc., Cambridge, MA) calibrated against a precision thermometer
traceable to NIST. This system was connected to a second personal computer, where
the measurements were displayed. Figure 7.3 diagrams the test configuration; figure 7.4
shows a close up view of the chip/thermistor assembly.

Under normal circumstances, cata from the sensors would be processed in real-time
by a digital signal processor resident on the personzl computer. In order to evaluate
the sensor system without this capability (which is under development) an alternative
scheme was developed since timing and space limitations on the personal computer
made continuous long-duration measurement of the output bit stream impossible: The
maximum block of continuous data that could be acquired by the computer was
approximately 2 megabits, corresponding to a measurement time of approximately 30
seconds. For this reason, an accumulate-and-dump function was performed on the
output bits to reduce the space and memory requirements on the personal computer
end. Every 3000 bits were accumulated (summed) and dumped to a file. Depending
on the clock frequency used, this action is equivalent to a downsampling toc 4, 8, or 16
times the Nyquist frequency. The prefiltered data was then stored and analyzed at the
conciusion of an experiment. Several data analysis algorithms werc used depending or.
the particular experiment; these procedures and the effects of the accumulate-and-dump

function are discussed below.

7.2.2 Sensor Calibiation

Because of the desire for a completely digital interface to the sensor chips, the actual
analog temperature signal of in.erest is never directly sensed. Insw ad, this signal is
amplified then modulated; the resulting digital bits are recorded, and are used to extract
the temperature signal. [t is possible to associate with each stage of processing scale

factors and offsets; although in theory these values are known from the design, in
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practice they vary from chip to chip due to random process fluctuations. Clearly there
is a need to quantify the relationship between the output bits and the temperature signal
in order to make accurate determination of temperature possible.

Although any individual bit in the modulator output data stream cannot be uniquely
mapped to temperature, it is a basic property of the modulator that the output pulse
density (i.e., the average value of the bits) is correlated to the modulator input. This
input is the amplified version of the temperature voltage signal, which is in turn related
to the physical temperature by equation 3.9. Mathematically, the relationship between
the temperature and the output pulse density is:

T = #;’(”) (D = Do) (7.1)
where D is the output pulse density, G is the modulator D/A reference voltage divided
by the preamplifier gain, n is the sensor excitation current ratio, and D,,,.q is the pulse
density that occurs for zero input voltage.! Ideally, for this system, G = 20, n = 10,

and D,,.q = 0.5. In practice, none of these values are known with certainty. If they

a e trested as unknowns, it is clear that a two point calibration is required, from which

G o, 2
D, n4 and ogm; Can be extracted.

The calibration is therefore performed by measuring the output pulse density when
the sensor is placed in a known, fixed temperature environment. These two points
determine a line

T=mD+1 (7.2)

Matching terms in equation 7.2 with equation 7.1 gives:

. mk 1.3
log(n) ¢ )

'"This is required since the output bits are 1 or 0 and the system is fully differential. When the
differential input is zero, the modulator generates an equal number of high and low bits, resulting in a
pulse density of 0.5, not 0.

It is not possible from this relationship and it is not necessary to find G and n independently in
order to completely determine the pulse density-temperature relationship, since they can be lumped into
a single scale factor.
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m

These values are then used to generate the actual sensed temperature from the filtered
and downsampled modulator data, which is a measure of the instantaneous pulse
density. When more than two calibration points ure available, the above procedure can
still be employed; in this case, the values of rn and b are the slope and intercept of the

best fit (in the least-squares sense) line to the measured temperature points.

7.2.3 Resuits

The first test performed measured the DC temperature characteristics of the sensor over
the biological temperature range of interest. To do this, the water bath temperature
was fixed and bits were recorded over a long time period, approximately 30 minutes.
The chip carrier temperature during this time was monitored by the thermistor probes.
At the end of the 30 minute period, the average value of the bits D was computed
and the steady temperature of the two thermistors was noted. The approximate chip
temperature T, was computed by extrapolation from the two thermistor measurements.
This D, T, pair was one data point. The water bath temperature was changed, and the
chip temperature allowed to reach steady state; this process took approximately 1 hour
(due to the air in the bag containing the chip) and was verified by the thermistors. This
measurement process was repeated several times at different temperatures to produce a
total of 6 data points.

The calibration scheme described above was then employed to calculate the

G
log(n)

calibration constants and D,,.s. For the purposes of calculating the equivalent
temperature sensor output voltage, it was assumed that n = 10 since this cannot be
independently determined. The equivalent approximated temperature sensor output
voltage v, was calculated from the pulse density, the calibration constants, and the
assumed value of n.

The results of this experiment are shown in figure 7.5. As expected, the nominal
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Figure 7.5: Measured temperature sensor output characteristic

sensor output voltage is approximately 62 mV (x t{l In10at T = 313.15K). Although
calculatiens from the best-fit line show linearity of approximately 35 m*Cover the 30-
50 *C temperature range, this value is subject to error duv to the =3 m*C uncertainty
in both thermistor measurements and, correspondingly, in calculation of the actual
chip temperature from the thermal gradient. Another source of error is the water bath
temperature controller, which controls the temperature to =10 m*C at its interrogation
point. For this reason no conclusive figure on the inherent linearity of the circuits
can be determined from this experiment. The results nonetheless demonstrate tiiat the
general behavior of the system is as expected.

The deviation from the ideal line can also be viewed in terms of a ‘‘distortion’”

figure. To derive such a figure, the best-fit line parameters are first calculated. The
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residuals from this line (error between predicted and actual values at each data point) are
then fitted to a higher order polynomial, such that the output voltage can be expressed
as:

vo=ag+a, T +aT?+- - +a,T" (7.5)

where n is made large enough so that the resulting polynomial fit is ‘‘good’’ enough,
i.e., that it matches the actual values to within some small error ¢*, and ¢ and ¢, are the
parameters of the best-fit line. In essence, a constrained polynomial fit is performed.
The total ‘‘distortion’’ in the characteristic can then be calculated as the mean-square

sum of the ratio of the higher-order coefficients to the linear coefficient:

(7.6)

Applying this method to the data shown in figure 7.5 with n = 4 yields a “‘distortion’’
of 0.053%. It is important to note that while this figure is a measure of the nonlinearity
in the output it is not the exact equivalent of the total harmonic distortion figure
usually associated with similar calculations. This is because of the inability to apply a
sinusoidally varying temperature to the system, which would be required to calculate
the total harmonic distortion.

The second test was the most critical and was used to evaluate the fundamental
thermal resolution of the system as designed. Typically, the performance limits of
oversampled modulators are verified by applying a sine wave input to the system. The
Fourier transform of the output bit stream shows a sharp peak that rises out of the
system noise floor at the sine wave frequency. This not only verifies proper operation
but also quantifies the noise floor of the system.

Unfortunately, for the thermal system presented here it is not possible to apply a
sinusoidal input, as that would require a sinusoidally varying temperature, which is

difficult if not impossible to produce at the required resolution. Instead, a thermal

3Clearly if n is equal to one less than the number of data points, € = 0 and the fit is perfect. In
practice, the function usually converges fast enough so that n = 4 or 5 is usually sufficient.
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Figure 7.6: 90 min temperature step experiment output spectrum

“‘staircase’’ function was applied to the system. After allowing initial equilibration
of the test setup, the temperature of the water bath was stepped periodically over the
course of a day. An attempt was made to keep the magnitude of the applied steps
relatively uniform, but this proved difficult due to the various thermal inicractions
between the components of the experimental setup and the testing environment. For
this experiment, one of the most important parameters was the time interval at which
the steps were applied, since the spectral purity of the staircase function depends on the
periodicity in the applied steps. Two separate tests were performed using periods of 60
and 90 minutes between steps to insure that the period of the steps did not affect the
system noise performance.

The results of these tests are shown in figures 7.6 (90 minute steps) and 7.7 (60
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Figure 7.7: 60 min temperature step experiment output spectrum

minute steps). For reference, figure 7.8 shows the spectrum of a noiseless staircase with
60 minute steps; the transform for the 90 minute steps would have the same shape with
a different periodicity of the humps. The Fourier transform of the measured output bits
should show the spectrum of the input staircase function superimposed on the system
noise spectrum. A comparison of figure 7.7 with figure 7.8, for example, clearly shows
the “*humps’’ that occur at the fundamental step frequency (.28 mHz for the 60 minute
steps, .19 mHz for the 90 minute steps) and harmonics. At higher frequencies, the
magnitude of the harmonics is very small and the transform is dominated by the noise
floor of the system. From this test, the resolution of the test chips is approximately
2.5m°C.

The rise in noise at the higher end of the output spectrum is due to the combined
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Figure 7.8: Spectrum of ‘‘noiseless’” 60 minute step experiment

effect of the accumulate-and-dump function and the noise shaping of the modulator.
When the data is initially processed by the modulator, quantization noise is injected
into the system as described in chapter 4. When the signal (sampled at f,) is resampled
at a lower output frequency f,, the high frequency quantization noise is folded into the
spectrum of the resampled signal. If f, is a submultinle of f,, then the noise in the
vicinity of f, and its harmonics folds into the signal band; conversely, noise that is
maximally distant frem f, and its harmonics is folded into the high end of the resulting
spectrum. The spectrum of the accumulate-and-dump function is given by:

He™) = sinc (EIL)

sinc (zfi)

(1.7)

This function has nulls at f, and all its harmonics. Consequently, the quantization noise
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Figure 7.9: Output spectrum of ideal 60 minute step signal when processed by modulator
and accumulate-and-dump function

is not folded into the low end of the signal band, but is folded into the high end of the
output spectrum. Reference [61] presents a more complete discussion of the effects of
the accumulation-and-dump function.

This effect is illustrated graphically in figure 7.9, which shows the spectrum of the
signal that results when the noiseless temperature signal (60 minute steps) is processed
through the modulator and the output bits are accumulated-and-dumped as they were in
the actual measurements. The few noise spikes seen in the spectrum are due to artifact
from the computer simulation and should be ignored. Comparison of figure 7.7 with

figure 7.9 nore clearly demonstrates the system noise floor at approximately 2.5 m°C.
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7.3 Needle-based Temperature Measurements

Once the behavior of the sensors in isolation had been quantified, it was critical to
verify these results in a needle-based system to insure that the system would perform
as expected in its target application. To this end, a single-sensor system consisting of a
temperature sensor and a digital controller chip was constructed, using the techniques
discussed in chapter 6. Since this was a prototype system, the chip-to-chip bonds were
potted, but the controller-to-cable bonds were not. This was done so that the needle
interface could be studied at the point of entry to the needle. The constructed needle
was then completely coated in a clear water-resistant epoxy; the vapor Teflon coating
was not applied because its opaque characteristics would not allow optical inspection
of the needle following water exposure.

The temperature testing setup employed for the needle measurements was similar
to that used for the single-sensor packaged part measurements. To assist in generating
a constant temperature enviror.ment, the needle was clamped to a slab of steel. Two
thermistors were mounted to the opposite side of the steel slab in approximately the
same location as the needle temperature sensor. The slab assembly was then placed
in the water bath using a weighted bag as described in section 7.2.1. As before, the
temperature was monitored using a TDP-200 system, and accumulated-and-dumped
data from the needle was recorded on the personal computer driving the needle. The
experiment took place over a time period of approximately 6 hours.

The system was evaluated using the same temperature-stepping technique employed
for the packaged sensors. For this experiment, hourly temperature steps were used. The
results from this temperature step experiment are shown in figure 7.10, which shows
the output spectrum of the accumulated-and-dumped temperature signal. As before,
peaks in the spectrum occur at the step frequency of .28 mHz and harmonics. At the
higher end the effect of the accumulate-and-dump function can be seen.

Unlike the packaged part measurements, however, the system noise floor is not
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Figure 7.10: Measured output spectrum, single sensor needle, 60 min steps

entirely flat; over most of the middle frequencies, the noise floor is approximately
4m°C, but a slight hump is present at approximately .07 Hz. This is due to water
exposure that occurred early in the experiment that was not discovered until the
experiment was completed. When the bag was immersed into the water bath, a
small portion of the top seal was inadvertently submerged. Since this top seal is not
water-resistant, water from the bath leaked into the bag; because of the orientation of
the probe in the bag, it was calculated that the sensor chip was immersed for several
hours. Eventually, the water level in the bag reached the exposed bond wires at the
cable/chip interface and the needle failed, as was seen on the personal computer. The
bag was removed from the bath, at which time it was discovered that the bag was full

of water and the sensor had been immersed for a significant time period.
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Figure 7.11: Output driver circuit

The hump that occurs in the noise floor is the temperature controller maintaining
the bath temperature. The hump peaks at approximately 10 m°C, the limit of the
temperature controller. Although the system noise floor of 4 m°C is still quite low,
it is slightly higher than the measurements from the packaged parts and most likely
reflects the effects of the improved coupling through water: Since the water was
directly coupled to the sensor, the ‘‘low pass filtering’’ effect of the air in the bag was
lost, and temperature fluctuations in the bath are more strongly reflected in the sensor
measurements.

Although multiple-sensor needles were constructed, they were not functional due
to a bus contention problem in the needle interface. The system is designed for one-
at-a-time sensor measurement, i.e., at any given moment, only one sensor is actively
communicating with the digital controller. In theory, the other sensors are entirely
powered down, except for a very small logic circuit that monitors the sensor address
lines from the controller to see if activation of the sensor is desired. In this way, the
data communications line with the controller is controlled exclusively by the active
sensor. Unfortunately, a bug in the interface caused the other sensors to load down this
line even when in an inactive state. As a result, the active sensor could not drive the
line to a valid logic high that could be properly detected by the digital controller.

This problem is illustrated in figures 7.11 and 7.12. The first figure shows the
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Figure 7.12: Output driver with “‘inactive’’ load circuit

output driver circuit present on each sensor chip. Devices M1 and M3 are both '—39;
switch devices M2 and M4 are % When the circuit is active, the output node is the
inversion of the input (when the clock line is LOW) or zero (when the clock line is
HIGH). This scheme is used so that the output is forced to a valid logic state at all times
since, strictly speaking, there is no guarantee that the input will be in a valid logic state
when the comparator of the modulator is being precharged. The two switch transistors
(M2 and M4) disconnect the inverter and pull the line to ground (logic LOW) during
this period. During the other half of the cycle when the input is valid M2 is switched on
to connect the inverter and M4 is switched off to allow the inverter to assume its proper
state. When the sensor is inactive, the supervisory circuits on the sensor are supposed
to ground the clock lines, the input, and the power to the output circui. so that it does
not load down the output node. In reality, due to a layout error the supervisory circuit
is not correctly shutting down the signals--the clock line is grounded, but the power
supply is not turned off. Since the supervisory circuit ties the input to the supply during
shutdown (as it was designed to do), the input is being held at the supply also.

This results in the connection shown in figure 7.12, which shows the connections
to the output line when one active and one ‘‘inactive’ sensor are present. For

completeness, the small polysilicon output resistors of the drivers are included. Instead
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of the sensor being ‘‘transparent’’ to the active sensor, the circuit is active, and the
output ncde is loaded by M3'. When the input is HIGH, this is not a problem, since the
output is being driven LOW by the active sensor. When the input is LOW, however,
M3’ competes with the active output driver device M1 that is attempting to pull the
output HIGH. Because the magnitude of the threshold voltage for PMOS devices in the
BioCMOS process is larger than that of the NMOS devices and the channel electron
mobility is higher than the channel hole mobility, M3’ is the stronger device, and the
output node does not reach a » 1lid logic HIGH. The digital controller polling this node
is not able to detect a logic HIGH and the output is always LOW. This behavior has
been experimentally verified to the extent possible, since not all of the output driver
nodes are available for testing. Measurements of the output current from the active
sensor have indeed shown that during attempts to drive a logic HIGH the output current
increases to several hundred microamps while the output node voltage does not exceed
approximately 1 Volt. When the second (*‘inactive’’) sensor is removed from the output
node, the driver performs as designed and the system works correctly. Multi-senscr
needle temperature measurements were therefore not possible, although this limitation
is strictly an interface problem and is not due to any inherent limitation in the sensing

system or the active needle architecture.

7.4 Conclusions

An integrated circuit system for biomedical temperature measurement has been pre-
sented. The complete system specification has been discussed: At the highest level,
the ‘‘active needle’’ system architecture is a generalized framework for multiparameter
biomedical parameter characterization. Although the focus of this work has been a tem-
perature probe, it has been shown that because of its all-digital nature the architecture
itself is not limited solely to temperature measurement--any integrated ‘‘smart sensor’’
that can be manufactured with the appropriate interfacing circuitry can be used with

the system as presented here. In addition, the temperature sensing system as designed
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is suitable for use in a perfusion measurement system.

At a lower level, the complete circuit description of the system has been presented.
First the low noise, high resolution temperature sensor that forms the core of the
temperature measurement system was discussed. This includes a detailed analysis of
the theory of operation, noise performance, and advantages over existing temperature
measurement techniques. The switched-capacitor gain stage that amplifies the differ-
ential temperature signal was then presented, with emphasis placed on its correlated
double sampling low frequency noise cancellation. The last of the major sensor chip
systems, the analog modulator that performs the on-chip digitization of the amplified
temperature signal, was studied in detail, at both the linear system and circuit levels.
Finally, the digital controller chip that acts as the ‘‘brain’’ of the system was presented;
this included a discussion of the control algorithm (finite-state machine) as well as the
circuit implementation. Together, these circuits form a low noise, high resolution tem-
perature smart sensor that has an experimentally demonstrated resolution of 3 m°C and
a linearity of approximately .012% over the 30-50°C biomedical temperature range.

From a manufacturing standpoint, the special fabrication and packaging needs of
the active needle system were discussed. The microelectronic fabrication process
modifications required to realize the circuits required for the system were presented,
along with experimental characterization of the resulting ‘‘BioCMOS’’ process. This
was followed by a detailed examination of the needle assembly process, beginning with
the thinning of the wafers to 200 um from the standard 500 um wafer thickness and
ending with the final vapor Teflon coating of the entire probe. In short, the research
presented in this document encompasses the entire engineering effort, from bare silicon
wafers to ready-for-use needle probes.

The results from this research demonstrate the potential of microelectronics to
further improve clinical medical technology and assist the medical community in
their efforts to fight disease. The use of microelectronic technology helps reduce

size, reduce cost, increase functionality, and improve measurements because of the
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tremendous amount of signal processing that can be done at the measurement site. As
clinical methodology improves, the need for better instrumentation to assist in the clinic
grows. By meeting this need with microelectronic instrumentation and novel packaging

techniques, the overall efficacy of medical science is improved.

7.5 Suggestions for future work

Although the experimental measurements from this system are excellent, many lessons
have been learned over the course of this research. These lessons, when applied to
future smart sensor probes, can improve the measurement or simplify many of the most
difficult manufacturing steps. For this reason, several possible improvements to the
active needle system as described here are presented.

Clearly the first issue that needs to be addressed is the output driver circuit that
prevents multi-sensor needles from working properly. This problem, described above,
requires a layout fix, or, more rigorously, a redesign of the output driver circuit to
be a true high impedance load when the sensor is inactive. With such a circuit in
place, the sensing system could be put in a *‘standby’’ state where each section of the
sensor chip could be powered down while leaving the output driver