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Abstract

Optical anisotropy measurement is essential for material characterization and biolog-
ical imaging. Many optical anisotropy imaging techniques have been developed, such
as fluorescence polarization microscopy(FPM), liquid crystal based polarization mi-
croscopy (LC Polscope), polarization state optical coherence tomography (ps OCT),
and polarization Raman spectroscopy. Quantitative phase microscopy (QPM) is an-
other important modality of optical imaging. By implementing interferometry, we can
quantitatively map the complex field distribution of the sample with high imaging
speed and high throughput. Furthermore, we can use QPM system to reconstruct the
three-dimensional structure of the sample by solving inverse scattering problem. My
major work is developing high speed, high sensitivity quantitative polarization imag-
ing system. Firstly, I proposed a polarization microscope system for directly imaging
sample's retardance distribution by inserting two quarter wave plates between the
two crossed linear polarizers in conventional polarization microscopy, before and af-
ter the sample. This imaging concept is validated with experimental data of wave
plates and liquid crystal retarders. Secondly, I proposed quantitative polarization
interference microscopy (QPIM) through designing a compact polarization-resolved
interference microscopy system that captures interferograms bearing sample's linear
birefringence information. To extract the retardance and the orientation angle maps
from a single-shot measurement, we have further developed a mathematical model
for QPIM. Our QPIM system has been validated by measuring a calibrated quarter-
wave plate, whose fast-axis orientation angle and retardance were determined with
great accuracies. We have demonstrated this application by capturing transient re-
tardance changes in a custom-designed parallel-aligned nematic liquid crystal-based
device. Finally, I proposed an imaging concept for three-dimensionally reconstruct the
polarization distribution for the sample by solving anisotropic Helmholtz equation.
All of these three novel imaging techniques have the potential to be applied to the
study of sickle cell disease polymerization dynamics, acrosome process of crab sperms,
label-free visualization of neuron action potential and semiconductor inspection in the
future.
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Chapter 1

Introduction

1.1 Motivations

1.1.1 Material Inspection

Optical anisotropy is an intrinsic property of all materials[1, 2]. Liquid crystal (LC)

materials are commonly used in research and industry have high optical anisotropy[3].

By measuring the birefringence parameters of LC materials, the performance of LC-

based devices can be quantified[4-61. Recently, the existence of in-plane anisotropy in

2D materials[7], such as black phosphor[8-10] and GaTe[11, 12], has attracted great

attention[13, 14]. It has been found that the stress exerted on 2D material[15, 16] and

grain boundary[17] can also cause optical anisotropy variations. Furthermore, optical

anisotropy property can be used for defect detection on semiconductor wafers[18]. For

nanotubes, anisotropic optical scattering has been used for inferring their orientation

variations, which can be applied to develop single particle tracking techniques[19.

1.1.2 Biological Imaging

Optical anisotropy is also ubiquitous in biological structures. Polymerized and bun-

dled structures organelles, such as microtubules and actin filaments, have strong

birefringent signals that can be observed under polarization sensitive microscopes[20].

Microtubules, actins and other polymerized structures in cells are the fundamental
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components for cytoskeletons[21]. They are responsible for many important live ac-

tivities, such as transmembrane interaction [22], cell migration[23], and actin potential

between neurons[24]. Further, polarization sensitive microscopes have many medical

applications. For example, collagen is a highly anisotropic biological material that

is a main component of biological tissues[25] and polarization sensitive microscopes

may reveal pathological change of collagen structures in muscles, eye and skin[26].

1.2 Optical Anisotropy Imaging Techniques

1.2.1 Fluorescence Polarization Microscopy

Fluorescence microscopy is widely used in biological researches[27]. Fluorophores,

such as green fluorescent proteins(GFPs), emit light as dipoles. This means that the

fluorescence is highly polarized, with most of its energy polarized along the dipole's

axis[28]. If the fluorophores are tightly labeled to anisotropic biological structures

such as actins, microtubules and other polymers, they will orient along with the poly-

mers they bound to. Therefore, if we use a polarization sensitive system to collect the

fluorescence, we will be able to observe the orientation and accumulation of the actins

or microtubules, even if their geometric size is below the diffraction limit of the mi-

croscope. Researchers use this technique, called fluorescence polarization microscopy

(FPM)[29, to observe the structures and dynamics of chromosomes, lipid bilayers,

and the cytoskeleton in live cells. If FPM is combined with total internal refraction

fluorescence microscopy (TIRFM), researchers can even track the position and ori-

entation of a single molecule three dimensionally and simultaneously[8]. C. Cruza

et.al. proposed a polarized super-resolution microscopy by combing the fluorescence

polarization microscopy and super-resolution microscopy[29, 30]. This technique en-

ables us to observe the live cell filaments and DNAs' orientation and architecture in

nanoscale.

20
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1.2.2 Liquid Crystal Based Polarization Microscopy (LC Pol-

scope)

Birefringence is also an intrinsic marker for anisotropic biological fine structures,

which can be revealed by polarization microscopes without any labeling[1]. How-

ever, it is challenging for conventional polarization microscopes to quantify the re-

tardance and orientation angle distributions[31, 32]. By replacing the polarization

compensators with LC-based variable retarders in conventional Pol-scopes, Olden-

bourg and co-workers quantified the two-dimensional (2D) distributions of birefrin-

gence parameters[33-35]. The general universal liquid crystal retarders which are

used in the LC pol-scope's system design (shown in Figure 1.3) can change the polar-

ization state of the illumination light. With a self-developed algorithm, Oldenbourg

and co-workers can retrieve the 2D retardance and orientation angle distribution with

high accuracy and sensitivity.

As a quantitative polarization imaging method, LC Pol-scope is able to image

and quantify many biological processes, such as cell mitosis, cell migration and

polymerization[361. With high imaging sensitivity and spatial resolution, LC -scope

can quantify the image information to the level of single microtubules[37], as shown

in Figure 1.4.

1.2.3 Polarization-state Optical Coherence Tomography(PS-

OCT)

Optical Coherence Tomography (OCT) has been established for almost 25 years as a

successful imaging technique for high-resolution cross-sectional and three-dimensional

imaging of transparent biological tissues[38]. It has been widely applied in medical

imaging for ophthalmology diagnosis[39, 40] and blood flow detection[41, 421. How-

ever, OCT mostly provides the morphology information but does not provide tissue-

specific contrast complicating image interpretation. Polarization state optical coher-

ence tomography(PS-OCT)[42, 43] can reveal the anisotropic structure in biological

tissues, and provides additional information for medical diagnosis[44].
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Figure 1-3: (a) Schematics of the polarized light microscope with a liquid crystal
universal compensator in the illumination path. (b) Settings of the probe beam on
the Poincare sphere. EO is the setting with right-circular polarization; El, E2 , E3 and
E4are settings with elliptical polarizations.
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Figure 1-4: Top left image shows two axonemes that cross each other while adhering
partly to the cover glass. The top right drawing depicts the arrangement of the two
axonemes as derived from the focus series shown in the images below. The focus
level of each image is given as a z value in m (z = 0 for focus at cover glass surface,
positive z for focus positioned in aqueous medium with axonemes, negative z for focus
positioned inside cover glass)
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Figure 1-5: Sketch of basic PS-OCT system. BS, beam splitter; Det, detector; P,
polarizer; PBS, polarizing beam splitter; QWP, quarter wave plate; RM, reference
mirror; SLD, super luminescent diode.
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Figure 1-6: PS-OCT images recorded in the optic nerve head region of a healthy
human eye. (a) Reflectivity B-scan; (b) retardation B-scan; (c) en-face RNFL retar-
dation map. The white line indicates the position of the B-scans.
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1.2.4 Polarized Raman Spectroscopy

With the fast development of material science, the characterization of the mate-

rial's physical properties becomes more important. Raman spectroscopy is a widely

used technique of material characterization since it is capable of revealing sample's

chemical information[451. Recently, the anisotropy in 2D material and other novel

materials have attracted attention from many researchers[13-16]. Polarized Raman

spectroscopy is developed and applied in the characterization of these anisotropic

materials[46]. By inserting a linear polarizer and a half wave plate in the illumination

part of the Raman spectroscopy, the researchers are able to illuminate the sample with

linear polarized light and adjust its orientation of oscillation. The collected Raman

scattering spectrum under different polarization orientations will reveal the material's

anisotropic information. One example of the material characterization with polarized

Raman spectroscopy is shown in Figure 1.7.

1.3 Complex Field Imaging and Tomography

Polarization microscopy is a well-developed area and many techniques have been

developed to be applied in optical anisotropy imaging. However, the quantitative

polarization imaging still requires multiple measurements[33-35] or the split of cam-

era's frame[28, 47]. This limitation restricts the imaging speed and the field-of-view of

quantitative polarization microscopes. One solution for this limitation is to combine

polarization imaging with quantitative phase microscopy(QPM)[48]. Since we have

two unknowns for the polarization imaging, i.e., retardance and orientation angle,

it is impossible to retrieve them both with a single image of intensity distribution.

However, QPM is able to retrieve the complex field distribution of the sample in

a single shot, which means we can obtain the information of amplitude and phase

simultaneously[49-53]. This advantage of QPM provides the possibility of singles-

frame quantitative polarization imaging. In this part, I will introduce several popular

quantitative phase imaging techniques. Another challenge for quantitative polar-

ization microscopy is to realize three-dimensional quantitative polarization mapping
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with a wide-field microscopy setup. Recently, optical diffraction tomography (ODT)

has been shown to be a promising method for fast volumetric optical imaging[54-

58]. This technique is based on complex field imaging, and we can reconstruction 3D

image by angle-scanning, temporal or spatial gating. In this part, I will introduce

angle-scanning optical diffraction tomography and white light tomography[59. In

the following chapters, I will propose a possible method to realize 3D polarization

mapping with optical diffraction tomography.

1.3.1 Off-axis quantitative phase microscopy(QPM)

Phase-contrast microscopes have been widely used in biological imaging[60. By in-

serting a phase plate in the back focal plane (BFP), a phase shift has been introduced

between the unscattered light and scattered light, and the interference of them visu-

alizes the transparent tissue inside biological samples. However, the images captured

by phase-contrast microscopy are qualitative. To quantitatively retrieve the phase

information, one efficient method is to introduce a reference beam in an optical mi-

croscope system. The reference beam is horizontally shifted an angle to the optical

axis, which is called off-axis interferometry. This technique is generally called digital

holography microscopy(DHM)[61-631. From the hologram captured on the camera,

we can quantitatively retrieve the amplitude and phase of the sample. The standard

system design of DHM is shown in Figure 1.8.

The phase delay of the sample #(x, y) can be expressed as:

#(x, y) = 27h(xy [n(x, y, z) - no]dz (1.1)
A o

where n(x, y, z) is the refraction index of the sample at the position (x, y, z),no

is the refraction index of the medium.h(x, y)is the thickness of the sample at the

position (x, y).If the angle between the reference beam and the optical axis is a, we

can express the intensity on the camera as:
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Figure 1-8: Typical optical setup for digital holography microscopy(DHM).

I(x,y) = IUoI2 + IUi(x,y)1 2 + 2IUoI|Ui(x,y)lcos[A#(x,y) + kxsina], (1.2)

where k = 21r/A and A is the wavelength of the illumination light. By performing

Fourier transform[64] and unwrap algorithm[65j, we can retrieve the phase distribu-

tion of the sample.

However, there are some disadvantages of the DHM systems. Firstly, since the

scattered beam and reference beam should be coherent with each other, it requires a

light source with very long coherence length. This will introduce speckles in the images

and degrade their quality. Secondly, the reference beam and the scattered beam

are not common-path. The mechanical vibration and air fluctuation will introduce

noise in the phase measurement. To overcome these disadvantages, diffraction phase

microscopy (DPM)[66-70] has been developed. In DPM, the light scattered by the

sample comes out of the microscope and separated by a diffraction grating. Then a

4f system is used to relay the optical system. On the Fourier plane of the 4f system,

we let the 0th order pass and use a pinhole to filter the 1" order. The 1" order

becomes the reference beam, and the interferogram is recorded on the camera which
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Figure 1-9: (a) Typical optical setup for diffraction phase microscopy(DPM). (b) the
scheme diagram of the pinhole filter.

is put on the image plane. In this way, the scattered beam and the reference beam

are near-common-path. The influence of mechanical vibration and air fluctuation is

minimized. Therefore, DPM has extremely high sensitivity of phase measurement.

Since the optical path difference of the two beams is small (shorter than a wavelength),

we can use low coherent light source, such as white light, LED or super-continuous

laser. The image has less speckle and the image quality is significantly improved.

Recently, DPM has been used in the observation of membrane fluctuation of red

blood cells (RBCs) and the temperature distribution measurement in the liquid.

1.3.2 Spatial light interference microscopy (SLIM)

Even if the off-axis interferometric microscopy can provide with a quantitative com-

plex field map of biological samples, its applications have been largely restricted to red

blood cell imaging, measuring cell dry mass and imaging other structures with high
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uniformity. There are several reasons for these limitations. Firstly, in off-axis QPM,
the light source usually has high coherence. The speckles generated by the laser will

degrade the spatial sensitivity and contrast. Even if we can use white light for DPM,

the contrast of the fringes is low which will cause reduce phase measurement sensi-

tivity. Secondly, the complexity of off-axis QPM system is usually high and requires

frequent maintenances. To overcome these restrictions, spatial light interference mi-

croscopy(SLIM) is presented by G. Popescu et.al. as a high sensitivity quantitative

phase imaging method[71-73]. Instead of shifting the phase of the unscattered light

with a phase ring in conventional phase-contrast microscopes, SLIM delays the phase

by a liquid crystal phase modulator(LCPM) on the Fourier plane. For a spatial co-

herent imaging system, after passing the specimen, the portion remains unscattered

forms a uniform background of the image; the other portion is scattered and contains

the fine structure information of the specimen. Therefore, the intensity on the CCD

can be expressed as:

I(x, y; p) = |U012 + |Ui(x, y)12 + 2JU0||U1(x, y)|cos[A#(x, y) + p], (1.3)

where UO is is the unscattered light and U (x, y) is the scattered light of the

sample, A#(x, y) is the phase difference between UO and Ui(x, y), and o is the phase

modulated by the LCPM. The quantity of A#(x, y) can be retrieved as:

A#(x, y) = tan-'[I(x, y; -7r/2) - I(x, y; 7r/2)(
I(x, y; 0) - I(X, y; 7)

Because of the extremely short coherence length of this illumination light, ap-

proximately 1.2 pm, SLIM provides speckle-free imaging with sub-nanometer spatial

background noise. However, since we need multiple measurements for the imaging,

the imaging speed of SLIM may be slower than off-axis QPM systems.

1.3.3 Angle scanning optical diffraction tomography (ODT)

Volumetric imaging is another interesting topic in optical imaging. To quantitatively

retrieve the three-dimensional refraction index distribution of the sample, W. Choi
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Figure 1-10: SLIM principle. (a) Schematic setup for SLIM. (b) The phase rings and
their corresponding images recorded by the CCD. (c) SLIM quantitative phase image
of a hippocampal neuron.

et.al. proposed tomographic phase microscopy(TPM) based on measurement of pro-
jections of refractive index in multiple directions, in analogy to computed X-ray to-
mography, in which the projection of absorption is measured[54. For high resolution
live cell imaging, Y. Sung et.al. improved the algorithm of TPM by taking the op-
tical diffraction into account and proposed optical diffraction tomography(ODT) [55].
The system design for TPM and ODT is shown in figure 1.11, which is based on
Mach Zehnder interferometry and utilized a galvo scanner to adjust the illumination

angle[74]. The 3D reconstruction algorithm is established based on solving an inverse

scattering problem. For the optical field in the medium, the homogeneous Helmholtz

equation applies:

v 2U0(r + n 2 o2Ui(v) = 0 (1.5)

where Ui(r-) is the illumination light field, and nm is the illumination light field,

and 3 is the wave number, which is equal to 27r/A, and A is the wavelength of the

illumination light. In the sample, the heterogenous Helmholtz equation is valid:
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V 2U(-) + n2/3 2U(r) =0 (

where U(r) = Ui(i) + U,(i). U(r) is the scattering field, and U(r) is the total

field to be measured. Under Born approximation, we can assume U,(r) << U().

We define the scattering potential of the sample to be X(r=) = 2 (r) - ni, and the

wave vector of the illumination light is ki = (ki, kiy, kiz).We can obtain the governing

equation for this scattering problem:

v2 Us(i) + n,23 2U(F) = -/ 2 X(r)exp(i(kzx + kyy + kzz)), (1.7)

Through vector space method or a Green's function approach, the scattered field

is solved in the transverse Fourier space for a particular focal plane z ( is z = 0 the

imaging plane) as:

e~qz
Us (kX, ky; z) = q X(kx - ki2, ky - kiy, I q - kiz), (1.8)

q

where q = 02 - k2 - k2. Therefore, The inverse scattering solution to the object

function is therefore given by:

X(kx - ki, kg - kiy, q - kiz)) = Us(k, ky;z). (1.9)

1.3.4 White light diffraction tomography (WDT)

In angle-scanning optical diffraction tomography, the light source is highly coherent.

Therefore, the 3D reconstruction is performed with Fourier space mapping. With in-

coherent illumination, one can selectively image different sample depths through cre-

ating an optical sectioning effect, i.e., achieving coherence-gated ODT[74]. If we use

broad-band light source, i.e. white light illumination, we can obtain optical sectioning

with temporal gating, which is called white-light diffraction tomography(WDT)[591.

In interferometric imaging, the measurement is the cross-correlation function between

the scattered field, Us , and the reference field, Ur. The temporal cross-correlation
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Figure 1-11: Tomographic phase microscope. BS1 and BS2, beamsplitters 1 and 2;
GM, galvanometer scanning mirror; L1, focal length f = 250-mm lens; BF, back focal
plane of condenser lens; L2, f = 200-mm lens. The sample laser beam with original
laser frequency is shown in red, and the frequency-shifted reference laser beam is
shown in blue. A typical fringe pattern for a tilted beam illuminating a single HeLa
cell is shown.

function can be given by:

F12 (?, T) = (Us(', t)U,*(, t + 7))t, (1.10)

where T is the temporal delay. We can relate r 12 to the cross-spectral density

function W12 (f, w) through a Fourier transform,

2 r) = rW2 ( ,w)etdw, (1.11)

where W12(', w) = (U(i, w)U,*(r, w)). For the WDT, using the forward scattering

field solution, the scattering potential can be reconstructed with:

y(UVI W) = r1 2(U, V, W)
E (U, V, W)

(1.12)

where U = k_, V = kg. W =q-3= /# 2 -k2-k- #, andE(U, V, W) is the

3D coherent transfer function which is given by:
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first-order Born approximation where a plane wave's wavefront is perturbed by the
object. b, Three-dimensional rendering of the instrument transfer function, using the
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E(U, V, W) = [(W2 + kI) 2 /W 3]S[-(W 2 + k 2)/2W]. (1.12)

which is determined by the light source spectrum S and the numerical aperture

(NA) of the imaging system.
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Chapter 2

High-sensitivity Retardance Imaging

Retardance is defined by the phase difference between the extraordinary and the ordi-

nary axes of birefringent samples. The magnitude of retardance indicates the extent

of accumulation of microtubules, actin filaments or other polymers in biological imag-

ing. Conventional polarization microscope utilizes crossed linear polarizers to image

birefringent samples. The intensity of image will change with the rotation of birefrin-

gent sample's orientation, which means we cannot obtain the map of retardance with

a single measurement. In this chapter, I proposed a simple and efficient method to

directly image the retardance distribution of birefringent sample. Two quarter wave

plates are inserted between the two crossed linear polarizers in conventional polariza-

tion microscopy, before and after the sample. If the sample is weakly anisotropic, the

intensity will be proportional to the square of retardance. Moreover, if some proper

phase retrieval method is applied, we can also extract the information of orientation

angle.

2.1 System Design

The experiment setup used for high sensitivity retardance imaging is shown in Figure

2.1. We used a super-continuous laser and picked a wavelength of 633nm with an

Acousto-optical tunable filter. The bandwidth of the illumination light source is 8nm,

which can efficiently reduce the spatial coherence and improve the image quality.
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Figure 2-1: System design for high-sensitivity retardance imaging. L1, L2, lens for
expanding the laser beam; LP1, LP2, linear polarizers; QWP1, QWP2, quarter wave
plates; TL, tube lens.

The laser is coupled into a single-mode fiber for 633nm, and then collimated and

expanded by a 4f system. Then we let the laser beam transmits through a linear

polarizer(LP1) and a quarter wave plate(QWP1). The angle between the orientation

of linear polarizer's axis and quarter wave plate's fast axis is set to 45 degrees, in

order to generate circular polarization illumination on the sample. After the light

transmits through the sample, it is collected by an objective, and imaged by a tube

lens whose focal length is 200mm. Before the image plane, we put another quarter

wave plate(QWP2) to 're-linearize' the polarization sate. Here, 're-linearize' means

that if there is no birefringent signal, we use this QWP to turn the circular polarization

into linear polarization again. The orientation of the linear polarized light is 45

degrees to the fast axis of the QWP. We used another linear polarizer (LP2) to

cancel the background signal by setting its orientation direction orthogonal to the

re-linearized light. Then the image with its intensity only related to the sample's

retardance is recorded by a camera (Pointgrey, FL3-U3-13Y3M-C; full frame 1024 x

1280 pixels; pixel size 4.8pm x 4.8pim) on image plane. The detailed theoretical

analysis will be demonstrated in the next section.
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2.2 Theories

In this part, I will use Jones Matrix calculus to demonstrate our idea that our proposed

system is able to directly image the birefringent sample's retardance distribution

without multiple measurements. Also, this can also be used as the theoretical basis

for developing the quantitative imaging. Firstly, we utilized the right-handed circular

polarized light to illuminate on the sample, which can be expressed by Jones vector

as:

1 [i
EI = 2 , (2.1)

Then we can describe the Jones matrix of anisotropic sample we are about to

image by:

Jsample r (79 (zo e 1, (2.2)
singo cos;o 0 eio, -singo cospo

where #, and #0 are phase delay of the light field on the extraordinary axis and

ordinary axis of the anisotropic sample. The difference between them (A = #, -
#0 )is the retardance distribution we want to image.9 denotes the angle between the

extraordinary axis and the x-axis we defined, which we called 'orientation angle'. All

of these parameters are varied spatially throughout the sample, but we dropped the

spatial coordinates (x, y) in the formula to make the expressions concise. Therefore,

with Jones calculus, we can calculate the Jones vector of the output field as:

e iVF/4 (Ceso, - eio" )(cos2 o - MIi2 )Zout= JLP(45o) JQWP JSampieEn 24[ .. - ) (2.3)

L

The output complex field on the image plane is:

EV't = (e&Ze - e io)(cos29 - isin29), (2.4)
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Here E., is also a function of (x, y). The measured intensity on the camera can

be expressed as:

1 siri2
(e - eid")(cos2p - isin2 o) (eio - e-iko)(cos2 + isin2p) 2 (2.5)

Therefore, the image we obtained on the image plane is only related to the re-

tardance, which means we can directly retrieve the retardance without rotating the

polarizers or doing multiple measurements. Furthermore, if we assume the scatter of

the sample is weak, which means the phase delay is small:

eide ~ 1 + ioe eZ" ~ 1 + i/0 , (2.6)

The output field can be simplified to:

E Au _ exp(i(- - 2W)). (2.7)
2v/2 4

We can quantitatively obtain the retardance and orientation angle by retrieving

the amplitude and phase of the complex field. This means that we can do single-shot

quantitative polarization imaging by applying phase retrieval techniques in polariza-

tion microscopes. This will be an important direction for this project in the future.

2.3 Calibration

2.3.1 Wave Plate

Based on our theory demonstrated in the last section, the recorded intensity should

not be changed when we rotate the sample, since the intensity is only related to the

retardance. To validate this imaging concept, we imaged the half wave plate at 808nm

(WPH1OM-808, Thorlabs) when we rotate its fast axis from 0 to 360 degrees. We took

one full frame image for each 10-degree increment and calculated its average value. We

normalized these calculated average values with the saturation intensity of the camera
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Figure 2-2: the averaged normalized intensity as a function of rotation angle of a
zeroth order half wave plate 808nm. The red spots depict the measured data; the
blue dashed line shows the mean value of the normalized intensity.

(determined by the well depth of the camera and the integration time). In figure 2.2,
the normalized average intensities as a function of rotation angle is plotted. From

this measurement, the normalized intensity is (0.5213 0.0074), which means the

fluctuation of the intensity is only 1.42% of the measured normalized intensity. This

subtle error may come from the spatial variance difference on the different region of

the wave plate, or the slightly impurity of the circular polarized illumination. Anyway,

we can say our method can decouple retardance and orientation angle and directly

image the retardance distribution of birefringent samples.

2.3.2 Variable Liquid Crystal Retarder

However, even if we can directly image the retardance distribution, the measurement

is qualitative and we cannot know the absolute retardance value. Therefore, in or-

der to quantitatively image the retardance, we use a variable liquid crystal retarder

(LCC1411-A, Thorlabs) as the sample to calibrate the relation between the sample's

retardance and recorded intensity. The retardance of the liquid crystal retarder will

be changed as a function of the applied voltage. The relation of retardance and
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Figure 2-3: the retardance as a function of applied voltage. The voltage value is the
root mean square of the applied source.

applied voltage is shown in Figure 2.3, which is provided by the manufacturer.

Then we measured the normalized intensity when we image the liquid crystal

retarder as the calibration of the retardance. The voltage source is a zero-centered

rectangular voltage wave is applied through a function generator (DS345, Stanford

Research Systems). The recorded intensity will be also influenced by the power of the

input laser source and the integration time of the camera. Therefore, we measured

the normalized average intensity of the full frame as a function of the applied voltage

under different input laser power (53 pW, 113 puW, 336 pW, 833 pW) and integration

time (5ms, 10ms, 20ms, 30ms, 100ms). The corresponding plot is shown in Figure

2.4.

We can numerically fit the curves depicted in Figure 2.3 and 2.4 to calibrate the

relation of the intensity and retardance. However, the background of the recorded

intensity is a little bit high due to the impurity of the polarized light and the read

noise of camera. Some of the intensities are saturated because the well depth of the

camera is limited (N = 10651).
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Figure 2-5: the retardance images of an Orange I fiber with different rotation angles.
(a)00; (b)100; (c)200; (d) 300; (e) 400; (f) 50'. The scale bar is 4 pm. The input
power of 633nm laser source is 113 yW. The integration time of the camera is 10ms.

2.4 Experimental Imaging Results

2.4.1 Orange II fibers

Orange II (also called acid orange 7) is a water solvable dye which can be applicable for

all kinds of natural wools, cotton and silk (https : //en.wikipedia.org/wki/Acidrange7 )
. The commercialized Orange II dye appears to be yellow powders. When mixed into

water and heated, Orange II will be resolved by water and turns into orange solution.

After the solution cools down, the orange II molecules will assemble to be long poly-

mers. These polymers are finally bundled together and become highly birefringent

fibers. We imaged the Orange II fiber with our retardance imaging system producing

Figure 2.5. We rotated the fiber over a 50 degrees range and find that the intensity is

not changed consistent with the expectation that our measurement is only sensitivity

to retardance but not orientation angle of the fiber. The Orange II fibers are illu-

minated with the super-continuum laser at the wavelength of 633 nm, and the input

power is 113 pW. The integration time of the camera is 10ms.
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(a)

(C)

Figure 2-6: the retardance images of crab acrosomes. (a)and(b) the images taken
with an integration time of 10ms. The 'tail' part is zoomed in. (c) the image taken
with an integration of 100ms. The scale bar is 24pm.

2.4.2 Horse crab sperms

For the sperms of the horseshoe crabs, upon they contact with the egg jelly coat,

a bundle of actin filaments cross-linked by scruin-CaM heterodimers extends from

the head of the sperm through a nuclear channel to form a 60pm-long finger of

membrane[77-791. This process is called acrosome process. This bundle of actin fila-

ments has a strong birefringent signal since they are highly anisotropic. We demon-

strate the retardance imaging results of the horseshoe crab sperms in Figure 2.6. The

acrosome has a very strong signal, since the actin bundle is coiled in the head of the

sperm. However, we still can detect the birefringent signal from the tail. With longer

integration time of the camera, the background of the image will increase, but the

signal-to-noise ratio will also be improved.
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Chapter 3

Quantitative Polarization Interference

Microscopy (QPIM)

3.1 System Design

The experiment setup for QPIM is shown in Figure 3.1, where a fiber-coupled single-

mode 633 nm He-Ne laser is used as the illumination source. After the fiber, the

laser beam is collimated with a diameter of approximately 5 mm. A circular polarizer

is used to convert the collimated laser beam into right-handed circular polarization

before illuminating the sample. After transmitting through the sample, the beam

is then collected by an objective lens (Olympus, 4X, numerical aperture (NA) =

0.16). A Wollaston prism (WP10P, Thorlabs), placed at the intermediate image

plane, decomposes the sample beam into horizontally and vertically polarized beams

(oscillating along x and y axes, respectively). These two beams (i.e., the ordinary

beam and extraordinary beams) are symmetrically separated along the optical axis

with a separation angle of 19.69 degrees at the wavelength of 633nm (the separation

angle originates from Thorlabs' specification literature of the Wollaston prisms). A

cross-section of the Wollaston prism for illustrating its working principle is shown

as an inset figure, where we have defined the x-y-z coordinate system. Next, the

two beams pass through a 4f system and impinge on a linear polarizer (LP) before

interfering on a CMOS camera (Pointgrey, FL3-U3-13Y3M-C; full frame 1024x 1280
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Figure 3-1: Quantitative polarization interference microscope. CP, circular polarizer;
TL, tube lens; M1, silver mirror; WP, Wollastpn prism; LP, linear polarizer. The
transmission axis of the LP is set at 45 degrees in the x-y plane. The inset figure
shows the cross-section of the Wollaston prism; the circles indicate the polarization
along the x-axis and bidirectional arrows represent the polarization along the y-axis.
For the selected Wollaston prism, the divergence angle is 19.69 degrees for 633 nm
light. The focal length of the tube lens is 200 mm, and the focal lengths of the two
lenses used in 4f system are both 150 mm.

pixels; pixel size 4.8 ttmx4.8 pm) at the final image plane, closely after the LP. For

intensity matching, the transmission axis of the linear polarizer set at 45 degrees

with respect to the x-y plane. The measurement involves recording a fringe patterns

(i.e., an interferogram), which is then used to retrieve the complex fields with a

Fourier transform method. In order to extract the birefringence parameters, we have

developed a new polarization recovery algorithm described in the section as follows.

3.2 The Polarization Recovery Algorithm

After a plane wave transmits through a transparent anisotropic sample, the spatial

variation of the birefringence properties will mostly induce a change in the wavefront

of the illumination wave. Therefore, compared with light intensity, the complex field

reveals more information of the sample, such as sample thickness and birefringence

distributions. Conventional polarization microscopes give qualitative sample infor-

mation as they only measure the modified intensity maps. In order to recover the
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polarization parameters (i.e., retardance and orientation angle) in a quantitative fash-

ion, multiple intensity measurements and a complex system are currently deployed.

Interferometric microscopy such as QPM allows us to retrieve the complex scattered

field from the sample in a single shot. Integrating polarization sensitive optical el-

ements in an interferometric microscope will enable us to retrieve the birefringence

information from the complex electric field due to the interference of the ordinary and

the extraordinary sample beams. The retardance and the orientation angle distribu-

tions are coupled in the real and the imaginary parts (or amplitude and phase) of

the transmitted field. In the following, we introduce an algorithm to recover both the

retardance and the orientation angle distributions of the sample from the measured

interferogram. After a Fourier transform of the interferogram, we obtained the 0 th

order (i.e. DC term), +1' order and - 1 s' order terms. The +1" (or the -1") order

term gives the complex electric field, U(x, y)

U(x, y) = B(x, y) + iC(x, y), (3.1)

where B(x, y) and C(x, y) are the real and the imaginary parts of the retrieved

electric field. After the formulation (see details in Methods Section 1), the retardance

distribution of the sample,A(x, y), can be recovered as:

A (x, y) = cos' 2C(x, ,) (3.2)[ A(x, y)

where A(x, y) is the intensity of the 0 th order term. Furthermore, the orientation

angle distribution, p(x, y) can be calculated as:

O(X, y) = -Cos- .By (3.3)2 [ A2(x,y)- 4 C2(x,y)j

Note that if the retardance of the anisotropic sample is larger than 21A, it will

be necessary to unwrap the recovered retardance to obtain the correct retardance

distribution (the detailed algorithm is described in the Methods Section A centered

around Equation 3.14). By extracting the real and the imaginary parts of the complex
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field, we obtain two equations to decouple the retardance and the orientation angle.

The intensity distribution in the 0 th order image is used to eliminate the effect of the

intensity transmittance through the sample. Equations 3.2 and 3.3 have allowed us to

retrieve the retardance and the orientation angle maps with a single image acquisition.

The accuracy and efficiency of our algorithm will be explored in the following section.

3.3 Experimental Results

To verify the imaging concept of QPIM, we first measured a calibrated 633 nm zero-

order quarter-wave plate (WPQ10ME-633, Thorlabs). We rotated the wave plate's

fast axis from 0 to 180 degrees with respect to the x-axis and acquired one inter-

ferogram for each 10 degrees increment. Applying our imaging algorithm on this

interferogram, we retrieved the retardance and the wave plate orientation angle (i.e.,

the angle between the x axis and the fast axis of quarter-wave plate). In Figure

3.2a, the recovered average retardance as a function of the sample rotation angle

is plotted in red circles, and the actual retardance is plotted in a blue dashed line.

From this measurement, the retardance of the quarter-wave plate is determined to

be (0.51 0.02)-r radians which is in a good agreement with the actual retardance of

0.57. The recovered orientation angle (in red circles) and the actual orientation angle

(in a blue dashed line) as a function of the rotation angle is presented in Figure 3.2b.

Again, we have observed a close match between the measured and the actual values,

and the standard deviation of the difference between the recovered and the actual

orientation angles is 3.11 degrees (- 54 mrad). These results have shown that our

system can measure retardance and orientation angle simultaneously with an error

around 50-60 mrad. Note that the resolution of the rotation stage (CRM1, Thor-

labs) is 2 degrees. To further improve the measurement accuracy, the sample tilt and

defocus effect and the resolution and the rotation stage may need to be taken into

consideration.

Birefringence properties are widely explored for making precision optical devices

such as LC devices and spatial light modulators (SLMs), but there is always a
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Figure 3-2: The recovered retardance and orientation angle of the fast axis of a
quarter-wave plate as a function of the rotation angle from 0 to 180 degrees with 10
degrees increment. (a) Retardance of wave plate measured using QPIM. Each red
circle is an average value of the recovered retardance distribution. The blue dashed
line represents the actual retardance of the quarter-wave plate which is 7r/2. (b) Wave
plate's orientation angle recovered using QPIM (red circles). The blue dashed line
shows the relation of the actual and the measured rotation angle.

need for better metrology methods to characterize such polarization-sensitive de-

vices. Ellipsometry-based techniques are normally used for inspecting those devices,

but they have a low throughput and a small field of view. Polarization-sensitive opti-

cal coherence tomography (OCT) systems can be potentially applied to mapping the

birefringence distributions, but its point scanning imaging mode will still limit the

throughput. On the other hand, our QPIM can achieve full-field and high-speed map-

ping of the birefringence distributions with a single-shot image capture, which will

be specifically validated with our experiments for the characterization of LC samples

in the following. First, we illustrate the retardance and the orientation angle pa-

rameters in an LC sample with the help of Figure 3.3a. When the light polarization

(extraordinary beam) is along the long axis of an LC molecule, the refraction index

is ne while the refraction index is n, when the light polarization (ordinary beam)

is orthogonal to the long axis (i.e., along the short axis). The LC molecule is not

necessarily oriented in the observation x-y plane, thus we need to first project the LC

molecule orientation into the x-y plane. Then, the angle between the x axis and the
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long axis is defined as the orientation angle o. The phase difference between ordinary

and extraordinary beams in the x-y plane is the retardance A. In our experiment,

we measure the x-y plane distributions of o and A . A custom-made single layer

nematic-LC sample (prepared by Hamamatsu Photonics; refer to Methods Section B

for LC sample preparation), as shown in Figure 3.3b, is characterized with our sys-

tem. In this sample, the LC molecules are uniformly distributed between two quartz

glass plates and divide into two regions. Each region has a separate pair of elec-

trodes; the device can be considered as an SLM with just two macro pixels. The LC

sample thickness is 20 pm whereas the birefringence (difference of n, and n, ) is 0.2.

Therefore, the maximum possible retardance is 39.7 rad. After mounting the sample

on our QPIM system and connecting the electrodes, we obtained the interferogram

image of the LC boundary region (note that this is the boundary of the two macro

pixels) as shown in Figure 3.3c, where a zoom-in image clearly shows the fringes. The

right-hand side of the interferogram corresponds to the region, where a zero-centered

rectangular voltage wave is applied through a function generator (DS345, Stanford

Research Systems). The voltage wave has an amplitude of 3 V and a frequency of

1 kHz. A 2D Fourier transform of the interferogram is performed and the logarithm

of its magnitude is shown in Figure 3.3d. By selecting and shifting the 1st order

into the center and performing an inverse Fourier transform, we retrieve the complex

sample field. The sample retardance is recovered using Equation 3.2, and the result

is shown in Figure 3.3e. As the retardance is much larger than 27, we have devel-

oped a method (discussed in the Methods Section 1) combined with the Goldstein

algorithm to unwrap the retardance for obtaining the correct measurement result as

shown in Figure 3.3f. The average retardance difference between the left and the

right regions is 26.4 rad. With no voltage applied to the left region, the retardance of

this region remains at the original value of 39.7 rad. The LC molecules in the right

region are elevated due to the external electric field, thus resulting in a decrease of

the retardance down to 13.3 rad. The orientation angle distribution is retrieved using

Equation 3.3, which is shown in Figure 3.3g. From this image, we found the average

orientation angle distribution is about 116.3 degrees with a standard deviation of 1.5
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degrees. In Figure 3.3h, we show a quiver plot of the retardance and the orientation

angle for a 24pm x 18pn region across the boundary, indicated in the white box in

Figure 3.3f. Figure 3.3h shows that the orientation angle is uniformly distributed,

and it only deviates around the boundary.

When the applied voltage increases, the LC molecules tilt toward the z-axis, thus

resulting in a decrease of sample retardance. If the elevation angle of the LC molecules

is 90 degrees, the LC sample will essentially become isotropic with zero retardance.

However, in practice, the elevation angle will not become 90 degrees even when maxi-

mum allowable voltage is applied. Knowing the elevation angle distributions is impor-

tant for many applications, such as characterizing linearly photopolymerized liquid

crystal polymer films designed to increase the field of view of liquid crystal displays.

Next, we measured the LC sample's birefringence response to voltage changes. As we

increased the applied voltage of the LC sample right region from 2.3 V to 5 V, we

acquired images for every 0.1 V increment. With our imaging algorithm, both the

retardance and the orientation angle distributions were retrieved. In Figure 3.4a, we

show the recovered retardance map for the initial applied 2.3 V voltage. In the right

region an area is selected, as indicated in the white box, for illustrating the birefrin-

gence responses to voltage. The spatially averaged retardance and orientation angle

values of this selected area are plotted as a function of the applied voltage as shown

in Figures 3.4b and c, respectively. In those plots, the blue curves represent the 2nd

order polynomial fits. In Figure 3.4b, we observe an expected decrease in retardance,

which tends to saturate as a function of time. The standard deviation of the differ-

ence of experimental values and the 2n1 order polynomial fitting curve is less than

90 mrad. Figure 3.4c shows the observation plane orientation angle at 115.8 3.1

degrees, which is does not change as expected. Typically, the retardance of a LC

sample can be characterized by simply measuring the intensity of transmitted light

as a function of voltage when the LC is placed between two linear polarizers with a 45

degrees transmission axes mismatch. We performed such an experiment using QPIM

and have presented the results in the blue dashed line in Figure 3.4d, where the right

vertical axis represents the intensity. While the intensity measurements cannot be
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Figure 3-3: LC birefringence characterization using QPIM. (a) An illustration of the
retardance and the orientation angle in a LC sample. (b) The customized one-layer
nematic-LC sample used in our experiment. The region marked in the red box is
imaged with QPIM. (c) Full frame of the LC sample's interferogram. A 3V 1 kHz
rectangular voltage wave is applied to the right-hand side of the LC sample, while
the left-hand side is connected to the ground. We can clearly observe the boundary
of the two macro pixels. Part of the boundary is zoomed in to show the high contrast
fringes. (d) The logarithm of the magnitude of the 2D Fourier transform of the
interferogram. The white circle marks the 0th order, and the red circle marks the
1" order. Recovered retardance distribution (e) before and (f) after unwrapping. (g)
The recovered orientation angle distribution. (h) The quiver plot of the retardance
and the orientation angle distributions for a selected 24pm x 18pim region as indicated
in the white box in (f). The color shows the magnitude of the retardance and the
arrows show the orientation of the LC molecules. The scale bar in (c) and (e)-(g) is
100 /Lm, while the scale bar in (d) represents 0.01 jm- 1.

54

(a) b



used to directly obtain the quantitative retardance curve, our system readily provides

quantitative retardance which can be used to obtain the intensity curve in the red

dashed line that matches well with the blue curve. This experiment again confirms

the quantitative nature of QPIM.

When the applied voltage on the LC sample is suddenly changed, there is a fast-

transient change in its birefringence distribution, which can be captured with QPIM

due to its high-speed imaging capability. To demonstrate this capability, we recorded

interferograms at 150 frames per second (fps) while changing the applied voltage

to the right region from 2 V to 3 V with the function generator. The integration

time of the camera is approximately 7 ms. The recovered retardance distributions

in natural logarithm scale for time points at 1.85 sec, 1.92 sec and 1.95 sec are

shown in Figures 3.5a-c, where the imaging area shows the boundary between voltage-

controlled and uncontrolled region. Note that we took the natural logarithm of the

unwrapped retardance for better observation of the small retardance variances on the

right side. The time sequence of the recovered average retardance is shown in Figure

3.5d, from which we noticed that the retardance transition time is between 0.05 and

0.1 sec, which is caused by either the voltage source or the mechanical rotation of LC

molecules.

3.4 Conclusions

In this article, we have proposed and demonstrated a novel optical anisotropy imag-

ing technique, QPIM, for fast mapping the birefringence distributions of anisotropic

samples. A mathematical model has been developed to retrieve the retardance and

the orientation angle distributions from the single-shot interferogram measurements.

The single-shot nature of QPIM allows for fast mapping of the retardance and the

orientation angle distributions: a feature that has unique potential for many material

metrology applications. We have experimentally demonstrated one such metrology

application of QPIM, i.e., characterizing LC samples. We envision that QPIM will

find promising applications in high-speed imaging of fast dynamics in anisotropic
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Figure 3-4: Measured voltage response of the retardance and the orientation of
custom-built LC sample. (a) The recovered retardance map when the initial 2.3
V voltage is applied to the right region. (b) The voltage response of the recovered
average retardance for the region shown in (a). The red dots are the experimentally
measured values, and the blue line is the fitted 2nd order polynomial curve. (c) The
voltage response of the recovered average orientation angle for the region shown in (a).
The red dots are the experimentally measured values, and the blue line is a constant
orientation at 115.8 degrees. (d) The blue dashed curve is the measured LC sample
intensity transmission versus the applied voltage using two polarizers whose orien-
tation mismatch is 45 degrees. The red dashed curve is the intensity transmission,
calculated from measured retardance values, versus the applied voltage.
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Figure 3-5: The transient dynamics of the retardance distribution due to a sudden
voltage change created through the function generator. (a)-(c) The unwrapped retar-
dance distributions (in natural logarithm scale) of a small boundary region for time
points at 1.85 sec, 1.92 sec, and 1.95sec, respectively. (d) The time sequence of the
recovered average retardance of the right region. The red dots represent the calcu-
lated retardance values, while the blue curve is after the average filter. The scale bar
denotes 50 /im.
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materials and biological samples.

3.5 Methods

3.5.1 Derivation of the interferogram

Jones calculus is applied to trace the complex electric field in the QPIM system.

A mathematical algorithm based on digital holography is proposed to extract the

birefringence parameters from the measured complex electric field. Firstly, the right-

handed circularly polarized illumination light, Ei2 , can be expressed as a Jones vector:

1
Ein -(3.4)

V2-i

The axes of Wollaston prism are aligned parallel to the x and y axes as shown in

Figure 3.1, and the orientation of the LP is set at 45 degrees to the x axis in the x-y

plane. Then, the Jones matrices of the Wollaston prism and the linear polarizer are

determined to be:

1 j ekx 01 11
Jwollaston =, Ja = - (3.5)

V/2 0 1 2 ( 1

where k = ko sin a, ko = 27/A , is the wavelength of the laser in free space, and

a is the divergence angle of the Wollaston prism. a and the 4f system following the

Wollaston prism determine the period of the interferogram captured on the camera.

Next, we derive the Jones matrix of the birefringence sample. The birefringence of

the sample contains two parameters: retardance and orientation angle. Taking a

single LC molecule orientated in the x-y plane as an example (Figure 3.3a), at each

point the retardance, A(x, y), is defined as the difference between the extraordinary

light phase delay, #e(x, y), and the ordinary light phase delay, 0 (x, y), i.e., A(x, y)

#e(x, y) - #o(x, y). At each point, the orientation angle, <p(x, y), is defined as the

angle between the long axis of the LC molecule and the x-axis. The retardance

and orientation angle at each sample point will be retrieved in QPIM, thus giving a
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2D distribution for each parameter. Note that as the size of a single LC molecule is

beyond the diffraction limit of the microscope, the measured birefringence parameters

are the spatially average values within one diffraction spot. At the end, the Jones

matrix of the sample is determined to be:

Jsample ( cos W9

- sin W9

sin 99 exp(ioe)

cos J 0

where we neglect (x, y) for simplicity. Finally, the electric field Jones vector at

the detector plane is calculated as:

Eo = JLP oHlaston JsampieEin, (3.7)

where the intermediate Jones matrix Jm of the Wollaston prism and the sample can

be written as:

Jm -Jwollaston Jsample

( ecj(e+kx)cos 2
9 + e j(4O+kx)sin2 

-ej- sin 9 Cos ( + e sin p Cos 99

ej(e+kx) sin 99 cos 99 + ej(Oo +k) Sin COS 99

ejsosin29 + eiocos 2
)

(3.8)

Assuming the intensity transmission coefficient at each point on the sample to be

T(x, y). With the illumination intensity distribution of hI,(x, y), which will be assumed

uniform, the intensity recorded on the CCD is supposed to be:

I(Xy) = )(,y)I - (x, y) E. -Esi

= r(X, Y) Ii.(X, y) [2 -cos kxcos2<,o(x, y) sin A(x, y) - sin kxcos A(x, y)].

(3.9)
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Note that there is also a background intensity distribution that can be eliminated

by subtracting a calibration image. Through recording I(x, y), namely the interfer-

ogram image, we can retrieve the complex field U(x, y) from the 1st order signal

(detailed in Supplementary Material Section 1), thus giving:

U(X, y) = T(X,y)Iin(x, y)(COs 2p(x, y) sin A(x, y) - i cos A(x, y)). (3.10)

We can also recover the original 0 th order signal, i.e., the DC term, as:

A(x, y) = 2T(X, y)I2i (X, y). (3.11)

The real part of the complex field is

B(x, y) = T(X, y)1in (x, y) cos 2o(x, y) sin A(x, y). (3.12)

The imaginary part of the complex field is

C(x, y) = -T(Xy)In(X, y) COS A(X, y) (3.13)

With Equations 3.11-13, Equations 3.2-3 can be derived and the retardance and

orientation angle distributions can be obtained.

For samples like the LC device, the retardance is often quite large (over 2w), but

the retardance recovered from Equation 3.2 ranges from 0 - w due to the property

of the function cos-1. The unwrap algorithm we often used is designed to process

the wrapped phase, which is retrieved from tan 1 , ranging from --F/2 to 7/2. To

unwrap the retardance, we should do the following operation to make the retrieved

retardance compatible with unwrap algorithms:

B(x, y)
A 2 (x, y) = tan- 1  (C B (xy) (3.14)

Ccx, y) COS 2(x, y)

where Cos 2 p(x, y) is calculated with Equation 3.3. It is easier to unwrap A2(X, Y),
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since it ranges from -<F/2 to </2 so that we can directly use Goldstein's algorithm.

3.5.2 Sample Preparation

The LC sample used to verify our method is specially designed at Hamamatsu Pho-

tonics. A LC cell was created by bonding two quartz glass plates together with 20

Atm cell gap between. Both sides of the glass plates were coated with a wide-range

anti-reflective coating, a high-resistance Indium Tin Oxide (ITO) conductive layer,

and a Polyimide (PI) alignment layer on internal surface of the cell. In the following,

we list the steps for filling the cell with LC:

1. PI layer were rubbed and assembled for parallel alignment of the LC.

2. Arbitrary electrodes were fabricated on the ITO layer with femtosecond laser

processing.

3. Inserted a cell with single filling hole into a vacuum chamber, placed a LC

material in a container under the cell.

4. Evacuated the vacuum chamber and heated the container to a temperature

above the LC clearing point.

5. After the chamber reached the required vacuum level and temperature, con-

tacted the LC to the filling hole of the cell.

6. Released the pressure in the chamber to fill the cell with LC.

3.6 Sensitivity Analysis

Like other quantitative phase microscope designs, the measurement sensitivity of

QPIM can be affected by many environmental factors, such as mechanical vibrations

or air density fluctuations. However, when these environmental influences are min-

imized, the effect of shot noise becomes dominant. According to Poisson statistics,

the minimum temporal standard deviation of the intensity can be expressed as:
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1
NI = (3.15)

where Nis the well depth of the camera. For interferograms of near-common-path

setups, the intensity distributions can be expressed by (note that for simplicity we

consider a one-dimensional signal, but it can be easily extended to 2D signals):

I(X) = Io 1 + (X) cos X + O(X)]. (3.16)

where I(x)denotes the interferogram distribution, I0is the average value of the

intensity(assume the illumination Ii, is uniform and the sample&A2s absorption T is

negligible), -y(x) and O(x)represent the amplitude and phase of the detected complex

field, and is the spatial period of the interferogram. O(x) is actually the differential

phase of two sample beams. Based on our algorithm, we can retrieve the 0t" order

intensity (i.e., DC term), the real part, and the imaginary part of complex field which

can be shown as:

A(x) = o,

1
B (x) = -(X)I 10Cos #(X),2

1
C(X) = -(x)Io sin #b(x). (3.17)

2

In Figure 3.6a, we described a simple situation that four camera pixels sample

each period of the fringes. We also assume that Io = j,(x) 1,#4(x) = 0. The

intensities of each pixel are 11 = 1, I3 = 0, 12 = 14 1/2. Therefore, based on

previous analysis, A, B, and C can be retrieved as:

1 1

A -(II + 12 + 13 + 14)=-4 2

11- 13 1
2 2 4'

C -12 0. (3.18)
2 2
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Since the intensity of each pixel is proportional to the number of photons received,

following the Poisson statistics the measurement uncertainties of A , B , and C are

62A = 1-(621 + 6212 + 6213 + 6214) > 62I = , (3.19)
4 N

62B 62 (1- 13) = 1 62 (ni - n3)

4 4 (n, - n3 )

1 1 1
- > - (3.20)4 n, -- n3 4N'

62C =62(12 _ 4) = 162 (n2 - n4 )

4 4 (n2 - n4)2

1 1 1
=- 4N (3.21)4 n2 - n4 4N'

We can see that the optimal variances of both Band Cequal 1/4N. The DC term of

the interferogram, A is the spatial average of the interferogram. We can also assume

its uncertainty is the same as the interferogram as shown in Equation 3.22. Therefore,

we can conclude that the optimal standard deviations are:

1 61 1
6A = 6I = ,6B = 6C (3.22)

v'fN 2 2 v-N

According to the result shown in Equation 3.23 and the principles of error prop-

agation, the uncertainties of recovered retardance and orientation angle are shown

below:

__ A 8C2

6 2 A 2A + 8C2) 621, (3.23)
2A2 A - 4C2

(A2 + 2B2 (A 2 - 4C2) 2  16B2C2 (4 2 _ - C2 \
6% = ' ~ '\ ' ' -/ ' 1 ' \ 62I. (3.24)

2A 2 (A 2 - 4B 2 - 4C2)(A 2 - 4C2) 2

Based on Equations 3.11-13, if we assume the transmittance T of the sample

and the illumination intensity distribution In is uniform, we can rewrite the DC

term , real part B, and imaginary part C from the given values of retardance A
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and orientation angle <o. Therefore, the standard deviations of varying retardance

and orientation angle can be simulated, which are shown in Figures 3.6b-d, where

we assume the well depth of the camera is 10651 electrons. For the measurement of

retardance, the uncertainty is only related to its own actual values. As shown in Figure

3.6b, the retardance measurement is the most accurate when the actual retardance

is 7/2 with a standard deviation of 0.014 rad. However, the uncertainty becomes

singular when the actual retardance is 0 or ir, which means the measurement is not

reliable when the anisotropic signal is very weak. For the measurement of orientation

angle the situation is more complicated. Its uncertainty relies on both retardance

and orientation angle values. The standard deviation of orientation angle becomes

singular when the retardance is 0 or w, which is shown in Figure 3.6c. It is reasonable

because when the retardance is zero, the measured orientation angle value has no

physical meaning (i.e., the sample is essentially isotropic). The standard deviation of

orientation is also related to the orientation angle itself, which is shown in Figure 3.6d

where the retardance is fixed at v/2. The uncertainty is singular when the orientation

angle is 0 or 90 degrees, which means the measurement of orientation is not reliable

when it is parallel to x or y axis defined by the Wollaston orientation. The optimal

sensitivity orientation angle is 0.79 degree (0.014 rad) when the retardance is 7r/2, and

the orientation angle is 45 or 135 degrees. However, these simulated results assume

that the depth well is depleted in every pixel of the camera, which is impossible in

actual measurements. Therefore, the measured temporal noise is always larger than

the calculated one. But we can still learn the trend of the shot noise variation on the

dependency of the measured retardance and orientation angles with the simulation

results.

To experimentally analyze the temporal uncertainty of the QPIM system, we

measured 900 consecutive interferograms on the LCD sample at 150 fps imaging

speed while no voltage is applied (this ensures that the retardance is uniform over

the whole field of view). After acquiring the interferograms, we retrieved the 0th

order intensity (A), and the real part (B) and the imaginary part (C) of the 1st order

complex field, and then recover the retardance and the orientation angle distributions
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Figure 3-6: Theoretical analysis of QPIM sensitivity. (a) The sketch of the interfero-
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of the recovered retardance's standard deviation and the actual value of it; (c) the
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based on our algorithms (refer to Method Section 1). We pick the sample pixel of each

image, record their variations over time. In this way, we can obtain the time lapse

and analyze their temporal uncertainties. As shown in Figure 3.7a, the standard

deviation of the 0th order intensity (A), and the real part (B) and the imaginary

part (C) of the retrieved complex field is 0.011, 0.005 and 0.005, respectively. The

well depth for the camera is 10651 electrons, which means that the intensity standard

deviation due to the photon shot-noise is 0.0097. The experimentally measured values

are slightly larger than expected values of 0.0097 (for A), 0.0049 (for B), and 0.0049

(for C). The reason may be that the electron well is not fully filled. In Figure 3.7b,

the temporal uncertainties of the recovered retardance and orientation angle are also

experimentally measured, which are 0.04 rad and 2.05 degrees respectively. Also,

the histograms of retrieved retardance and orientation angle time series are shown in

Figures 3.7c and d. The measured value of retardance and orientation angle are 0.37r

rad and 30.6 degrees. From the theoretical frame mentioned in Equations 3.23-24, the

corresponding uncertainties for retardance and orientation angle are 0.02 rad and 1.3

degrees. The discrepancies may also due to the insufficiency filling the electron well

factors and other systematic errors rooted in the current QPIM system. Nevertheless,

we should be mindful that the birefringence uncertainties are dominated by the photon

shot noise, which can be only improved by using higher well depth cameras.

To determine the spatial noise of birefringence measurements using our system,

we calculated the standard deviation of the a fixed 200 x 200-pixel region in the

recovered retardance, orientation angle, and unwrapped retardance maps. The dis-

tributions are measured from the nematic liquid crystal sample, and a uniform region

as indicated by white boxes in Fig. S3 is used for calculating the spatial uncertainty

values. Figure 3.8a, c, and e show the recovered retardance, orientation angle, and

the unwrapped retardance distributions, respectively. Histograms corresponding to

the white box regions are generated as shown in Figure 3.8b, d, and f. From the

histograms, we determined that the standard deviation of retardance, orientation an-

gle, and unwrapped retardance are 0.0061 rad, 0.40 degrees, and 0.0031 rad. Those

values, if translated into optical path differences, are within 0.3-0.6 nm.
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Chapter 4

Anisotropic Optical Diffraction

Tomography

Optical Diffraction Tomography (ODT) has been developed as an efficient method

to reconstruct the three-dimensional retraction index distribution of living biological

structures[54, 55]. Recently, this method has been widely used for the biological re-

searches, as I mentioned in the introduction part[57]. However, one limitation of this

method is that the reconstruction theory of ODT is based an assumption that the re-

fraction index distribution inside the biological samples are isotropic. This assumption

is not valid for biological samples such as collagens, cytoskeletons and actins which

contain highly anisotropic structures. To image these anisotropic biological samples

and retrieve their polarization parameters, a vector-space based diffraction theory is

required. Therefore, in this chapter, I demonstrate a three-dimensional polarization

parameter (birefringence and orientation angle) reconstruction algorithm developed

based on anisotropic Helmholtz equation. The simulation and experimental results

have been shown to prove our theory.

4.1 Anisotropic Helmholtz Equation

The nature of light is electromagnetic wave. When light illuminated on biological

samples, it will be scattered and interact with the structures inside the cell. This
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process can be described concisely with the constitutive relation of the electric field:

D = EE =o(1 + X)E, (4.1)

where Eis the electric field, andDis the electric displacement field. Edenotes the

dielectric constant, and EOis the dielectric constant in the air. Xrepresents the electric

susceptibility, which is also the scattering potential, directly related to the light scat-

tering in the medium. In anisotropic medium, Eand xare both tensors. From Maxwell

equations, we can derive a wave equation:

2 08 2 E(r, t)
V2E(r, t) = PE (r) 0 2 *,t 42)

where p is the magnetic permeability, which is assumed to be uniform and homo-

geneous,

PO

P = po .O (4.3)

However, the electric permittivity E is heterogeneous and anisotropic, which can

be expressed by the following formula under Cartesian coordinates:

Ex Exy Exz

-E"(r) = Eyx Eyy Eyz(4)

Ezx Ezy Ezz

The electric field is also anisotropic and heterogeneous:

Ex

E(r, t) E (r, t). (4.5)

Therefore, we can expand the wave equation to be:
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(2 Ez, 2 . +2 (2E )ic~~ ,~EI Xr + +Y2 -Z 02 1p0ExxEx + 1 0Exy Ey + poExz E(
a2E &2E &2E
(9X + ::q~y + LaZ7 = t2 pOEYX Ex + po,-yy Ey + p1OEyz Ez - (4.6)

+X2 + + pzx +oEzyEy + pOEzz E

Then we can assume the electric field is monochromatic, which means:

E(r, t) = E(r) exp(iwt), (4.7)

where wis the angular frequency of the light. Therefore, the monochromatic wave

equation becomes Helmholtz Equation:

(V 2 + W2  )E(r) = 0. (4.8)

4.2 Inverse Scattering Problem

For the consistence of the illustration, we use the vectorial field U(r)to substitute

the electric field E(r). The field measured in the image plane can be assumed as the

superposition of the illumination field and the scattered field, which can be expressed

by U(r) = Uj(r) + U,(r). Ui(r)is the illumination field and U,(r)is the scattered

field. Recovering the refraction index(or electric permittivity) distribution from the

data of measured field is actually an inverse problem. Currently, we only consider

about two-dimensional case and the normal incident illumination field. First of all,

for the illumination field, the vectorial Helmholtz equation can be written as:

(V2 + I2c0) Uj(r) = 0, (4.9)

In the heterogeneous medium, for the total field, the Helmholtz equation is:

(v2 + 72po7(r)) U(r) 0, (4.10)
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Use Eq.(10) to subtract Eq.(9), and we assume that JUi(r)I > Us(r) based on

Born approximation. Therefore, we can derive the following equation[74]:

V 2U.(r) + w 2poEoU 8(r) = - 2wo (T(r) - EO) U (r), (4.11)

From Eq. (1), and we know that W2
0  2/C2 (2w/) 2 =32 , where fis the

wave number, we can rewrite Eq. (4.11) to be:

V 2 U8 (r) + 2 US(r) -i 27(r)Ui(r), (4.12)

where f(r)is the electric susceptibility, also the scattering potential. X(r)is also

a tensor in the anisotropic medium. The scalar solution for Eq. (4.12) in frequency

domain is shown below, which is derived under the theory of optical diffraction to-

mography:

(kxkyq -3)8 25(k, ky; z 0). (4.13)

The diffraction effect is also considered in this algorithm. However, when the

numerical aperture of the microscope objective is small, we can approximately believe

that the retrieved scattering potential distribution is at z = 0 plane.

4.3 Retardance and Orientation Angle Retrieval Al-

gorithm

We can expand Eq. (4.12) in a 2D circumstance:

V2 ( 2 r) ( U1(r) (4.14)

U,(r) Us,(r) XYr) y(r) UY

If the illumination field is Ui(r) = (1, 1 )T exp(ifz) , we can have:
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(V 2 1 2n))Usx1(r) = 2 (yx2(r) + Xy(r)) exp(i/z),

(V2 + 2 .1)Usyj(r) = - (Xy(r) + Xyy(r)) exp(ioz). (4.15)

According to the theory of optical diffraction tomography, we can solve the scat-

tering potential in frequency domain:

U2 U8( 1 (k, k ; z = 0)

Usy1(k, ky; z = 0) (4.16)

where q =/3 2 r2 - k2- k2 . Similarly, if we use U2 (r) = (1, - 1 )T exp(i0z),

we can solve the left two components in the scattering potential matrix with:

(' xx - y) (ko, ky, q - ) Us 2 (k, ky; z = 0)

(2,2 - yy) (k, ky , q - /)
ivU (,q -
- /32U~y2(k,kz =0)

Therefore, the total expression of retrieving the scattering potential matrix is:

i'irq
i /3

2Yyx

Us3 1 + Usx2

Usyi + Usy 2

Usx1 - Usx2

Usy1 - Usy2

If we know the full matrix of scattering potential, the eigenvalue(,e and X,) and

the rotation matrix can be retrieved by diagonalization. This process can be shown

by:

cos o(r)

sin o(r)

- sin p(r)

cos O(r) ( Xxx (r)

Xyx(r)

xy (r)

Xy.(r) )( cos o(r) sin o(r)

- sin p(r) cos (r)
(4.19)
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(4.17)

(

(

(kx, ky; z = 0).

(4.18)

( Xe(r)

0

( x2 + xy) (ko, ky, q - 0) =

( Yx + yy) (k2, ky, q - 13) =

Xy

/ Yy )
(kx, kY, q - 0) =



It worth notice that xy,(r) = y,,(r), since the scattering potential matrix is

symmetric. Therefore, the retardance(RI difference) and orientation angle can be

retrieved with:

(x22(r) - Xyy (r) )2 -4 4X2,(
An(r) = ne(r) - n,(r) ~ - )2

2nm (xx2(r) - Xyy(r))2 + 4Xy(r)

(r) - arctan . (4.20)
2 XyY(r) - xx (r)

4.4 Three-dimensional Reconstruction with Angle-

scanning tomography

To retrieve the three-dimensional distribution of birefringence and orientation, we

should consider about the theory of angle-scanning optical diffraction tomography[54,

551. Generally speaking, the coherent transfer function of an optical system is the

head of a sphere in frequency domain. The radius of this sphere is determined by

the illumination wavelength and the range of the head is related to the numerical

aperture. If the illumination angle is changed, the position of the sphere is shifted

and we can detect different spatial frequency of the sample three-dimensionally.

If the wave vector of the illumination field becomes k= kx ki ki , where

ki=/322 - k - kY. Equation (4.17) becomes:

(; xx- 12x) (kx - ki, ky - ky , q - kiz) - 2 qU3 2(kX, k ; z - 0);
/32

( Yx - vk) (kx - ki2, ky - kiy, q - kiz) = 2 Usy2(k, ky; z 0). (4.21)

Shifting the illumination angle repeatedly, we will be able to reconstructed the

three- dimensional structures. Eqns. (4.18)-(4.20) can still be used here to retrieve

the three-dimension birefringence and orientation angle distribution.Here we assume

the birefringent sample has layer structures (stacked by 2D birefringent structures),

in the future we want to extend this theory into more general case.
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Figure 4-1: Illustration of angle scanning-based scattered field measurements and
frequency domain mapping.

4.5 Possible System Design

In this part, I propose a possible system design for anisotropic optical diffraction mi-

croscopy, which is shown in figure 4.2. This system is very similar to the conventional

optical diffraction tomography setup, however, I used two linear polarizers before and

after the sample to adjust the illumination and detection polarization state. In this

way, we will be able to realize the three-dimensional reconstruction of the polarization

parameter distributions (birefringence and orientation angle).
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Figure 4-2: Possible system design for anisotropic optical diffraction tomography.
GM, galvo scanner; TL, tube lens; LP1, LP2, linear polarizers; M1, mirror; BS, beam
splitter.
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Chapter 5

Future Work

In this thesis, I introduced most of my work about developing novel optical imaging

techniques when I am finishing my master degree. In the future, during my doctoral

years, one of my major goal is to apply these novel techniques to biological and nano-

material researches, for solving important scientific problems or satisfying industrial

needs. In the chapter, I will list some of these potential applications.

5.1 Sickle Cell Anemia(SCA)

Sickle cell anemia (SCA) is a worldwide autosomal recessive disease[801. In SCA,

a point mutation occurs in the gene responsible for the production of /-chain in

hemoglobin (Hb), resulting in the rise to hemoglobin S (HbS), a variant form of

Hb[81, 82]. Under low-oxygen (hypoxic) conditions, the hydrophobic residues within

cytosol associate with one another to form polymerized fibers that alter the RBC

shape[83J. This process has been well studied over the recent several decades. How-

ever, it remains unclear that how the polymerization process occurs during the oxy-

deoxy transient change. The birefringence of the polymerized HbS is an intrinsic

marker for this polymerization process[84]. Therefore, polarization microscopy with

high sensitivity and high imaging speed, such as high sensitivity retardance imag-

ing and QPIM I mentioned before, will be a proper technique for the study of HbS

polymerization dynamics[85].
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Figure 5-1: Pathophysiology of sickle-cell disease.
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Figure 5-2: A schematic of Limulus sperm based on electron micrographs. The fil-
aments are twisted in the coiled state and the FD state with opposite chirality but
straight in the TD state. During the acrosomal reaction, the actin filaments untwist
and unbend going from the coil to the TD. Sometimes the unbending does not occur,
leading to kinked TDs

5.2 The acrosome reaction of crab sperms

The acrosome reaction of the sperm of the horseshoe crab Limulus Polyphemus is

an unusual example of actin-based motility. Upon contact with the egg jelly coat, a

bundle of actin filaments cross-linked by scruin - CaM heterodimers extends from the

head of the sperm through a nuclear channel to form a 60-m-long finger of membrane,

the acrosomal process. Since the bundled actin filaments are highly anisotropic, the

quantitative polarization imaging will help the biologists to quantify the acrosome

process[77-79]. Our QPIM system has the potential to quantitatively image the

optical anisotropy in a single-shot, which will be quite helpful for the study of the

discharging dynamics[86].
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Figure 5-3: A) The electrical recording (black) and XPS (red) at a standard stimula-
tion rate, 2 Hz. The nerve demonstrates an adaptive response to the faster stimulus,
and no reversal of polarity, which is evident with a standard stimulation rate. B) The
electrical recording (black) and XPS (red) at a faster stimulation rate, 14 Hz. The
XPS peak width is reduced with a faster stimulation, which may indicate a reduction
in the recruitment of axons to generate action potentials as a result of adaptation
to fast stimulation. The peak of the XPS coincides with the peak of the electrical
recording for both fast and standard stimulation rates.

5.3 Label-free imaging of neuron action potential

The cytoskeleton forms the basis of neuronal polarity and directs intracellular traf-

ficking, and filament actin and microtubules are two major cytoskeleton elements of

cytoskeletons[24. F-actin is not responsible for long-distance transport along den-

dritic or axonal processes. Microtubules fill the center of the axonal and dendritic

processes, and therefore are the cytoskeletal element along which long-distance trans-

port in neuronal process occurs. During the process of action potential propagation,

the birefringence of the axon will change at an extent of 1 x 10-4. This is perhaps

the intrinsic marker for the action potential process[87. Recently, most of the action

potential imaging is based on fluorescence. The labeling is laborious and may cause

the perturbation of the living process of the neuron cells. Therefore, birefringence

imaging for neuron activity may be a promising field and a great alternative imaging

method[88, 89].
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5.4 Semiconductor wafer inspection

The fabrication defects on wafers often lead to short circuit or disconnection, which

can severely degrade the performance of chips[90-92. Therefore, defect inspection

is always significant in the process of semiconductor fabrication. Recent advances

in multiple patterning ultra-violet (UV) lithography and extreme-UV (EUV) lithog-

raphy enables fabricated wafers with node size below 10 nm[93, 94]. To spot the

defects on the semiconductor wafer with such small node size, techniques based on

electron-beam (e-beam) scanning, such as SEM, TEM are reported to be used for

wafer inspection[95-971. Although these techniques can often achieve nanoscale reso-

lution, the efficiency and cost are inevitably sacrificed[98-101]. For example, a typical

SEM can resolve nanoscale structures down to the size of nearly 10 nm. However,
the image field of SEM has to be shrunk to about 1pym x 1pm to reach such high

resolution (with a pixel size about 1 nm accordingly), which means it will take over a

month to scan only one 5-inch wafer[102]. Multiple electron beams (more than 100)

were proposed to boost the efficiency, but the detection cost per area with this method

increased dramatically[103, 104]. Similar problems occur when using TEM. SAXS is

a promising technology because this technique enables the entire three-dimensional

imaging of IC with very high resolution (~ 14 nm)[105]. Unfortunately, the necessity

to use synchrotron light sources limits its broad application. The existence of the

defect on the semiconductor wafer will break the uniformity on the surface, which

will introduce the optical anisotropy. Therefore, polarization microscopy with high

sensitivity will have a great potential to find nanoscale defects on the wafer. Fur-

thermore, high sensitivity polarization microscopes in reflection mode also has the

potential to be applied to the inspection of other materials.
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Figure 5-4: SEM images illustrate the printed defects in the large area nanopatterned
structure. (a) A defect free portion of the pattern, showing the unit cell in orange.
(b) A zoomed-in portion of the pattern, where the locations of the four different type
of defects are marked by colored boxes. (c) A parallel bridge defect (red). (d) A
perpendicular bridge defect (green). (e) An isolated dot defect (light-blue). (f) A
perpendicular line extension defect (dark-blue).
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