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1. Introduction

The creation of a new state of matter, known as quark–gluon plasma (QGP), has been predicted by lattice calculations for states of matter with extremely high energy densities [1]. Collisions of heavy nuclei studied at both the BNL RHIC and CERN LHC facilities have been observed to create energy densities larger than that required for QGP creation [2–5]. The QGP is a state of matter which is characterized by an effective deconfinement of the quark and gluon color degrees of freedom. Hard-scattered partons are expected to lose energy via elastic and inelastic interactions as they traverse the QGP [6]. This is commonly thought to be the mechanism responsible for the observed suppression of high transverse momentum ($p_T$) hadrons and jets, or “jet quenching”, in nuclear collisions [2,7-13].

Jet quenching is expected to depend on the flavor of the fragmenting parton [14,15], primarily due to two effects: first, heavy quarks may suffer mass-dependent effects further separating their energy loss measurements from those of inclusive jets. For example, it is expected that the radiative and collisional energy loss mechanisms should have different strengths for heavy quark and light quark jets [16,17]. Therefore, heavy quarks can provide new information on the relative jet quenching power of these various energy loss mechanisms. Second, a pure heavy flavored jet sample does not generally contain jets seeded by high-$p_T$ gluons, contrary to a measurement of inclusive jets, which contains a sizable gluon-jet component as predicted by PYTHIA [18] simulations. Under the assumption that gluon radiation is the dominant mechanism for energy loss, gluon jets are expected to quench more strongly than quark jets, owing to the larger color factor for gluon emission from gluons than from quarks [19]. By identifying charm and bottom jets (c and b jets), measurements can be performed on a jet sample with an enhanced fraction of quark jets.

The energy loss discrimination power of both effects is mitigated somewhat due to the presence of gluon splitting, which is a next-to-leading order heavy quark production mechanism where a high-energy gluon can split into a quark pair. At high-$p_T$, the heavy flavored quark production fraction from gluon splitting is expected to be roughly 50% [20], but as the gluon virtuality is also quite large, it may be the case that the quarks from gluon splitting still experience the majority of the QGP medium evolution.

The CMS Collaboration has also previously observed QGP effects on heavy-flavored objects through measurements of fully-reconstructed mesons [21]. While meson measurements are able to access the low-$p_T$ regime in a more effective way than jets, the measurements are less direct as a result of the fragmentation process. In other words, the connection to the b or c quark energy loss is smeared by its combination with a light quark to create the reconstructed object, whereas jets aim to capture the entire energy of the fragmenting quark.

Previous measurements of jets in proton–lead (pPb) collisions have not observed significant jet quenching effects [22–25], suggesting that measurements from pPb collisions can place limits on...
the extent of “cold nuclear matter” effects on jet production [26]. One such initial-state effect is due to the nuclear parton distribution functions (nPDFs). These nPDFs are expected to enhance the charm quark yields by roughly 10–15%, as the kinematic selections used in this analysis correspond to the “antishadowing” region of the Bjorken-\(x\) distribution [27]. While the modification factors \(R_{AA}\) for both b jets [28] and inclusive jets [23] at a nucleon–nucleon center of mass energy of \(\sqrt{s_{NN}} = 5.02\text{ TeV}\) have been measured by CMS, these measurements used a PYTHIA simulation and an interpolated pp reference as baselines, respectively, as at the time of publication, no 5.02 TeV proton–proton (pp) data was available. This analysis presents the first measurement of an inclusive charm jet cross section in pPb collisions at \(\sqrt{s_{NN}} = 5.02\text{ TeV}\), including comparisons to the cross sections in pp collisions at both \(\sqrt{s} = 2.76\) and 5.02 TeV.

2. Detection, reconstruction, and simulation

2.1. Detection

The CMS detector has excellent capabilities to perform displaced jet identification (b and c tagging) as demonstrated in Ref. [29]. The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Extensive forward calorimetry complements the coverage provided by the barrel and endcap detectors. The tracker has a pseudorapidity coverage of \(|\eta_{\text{lab}}| < 2.4\), while the calorimeter covers \(|\eta| < 3\). Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [30].

Event selections are identical to previous pPb analyses [23,28,31] and include the requirement of a primary vertex within 15 cm of the nominal interaction point in the beam direction and the removal of events consisting primarily of HCAL noise. Beam-related background is suppressed by rejecting events in which less than 25% of all reconstructed tracks are of good quality.

2.2. Reconstruction

Jets are reconstructed offline using the particle-flow algorithm [32], which identifies each individual jet constituent as one of a number of different particle types, including photons, electrons, muons, charged hadrons, and neutral hadrons. This is done using an optimized combination of information from the various elements of the CMS detector [33]. These particle-flow candidates do not have explicit kinematic selections, though charged tracks are limited to \(p_T > 400\text{ MeV}\). Jets are clustered by the anti-\(k_T\) algorithm [34] with a radius of 0.3. Jet energy corrections are derived from simulation and using measurements of energy balance in di-jet and photon+jet events. Finally, an iterative underlying event removal procedure is applied to jets in pPb events [35]. Jet momentum is found from simulation to be within 2% of the true jet momentum over the whole \(p_T\) spectrum and detector acceptance after the jet energy corrections are applied for both pp and pPb collisions. This residual nonclosure is primarily due to differing jet energy resolution between quark and gluon jets.

Three different data sets collected by the CMS experiment are used, corresponding to integrated luminosities of 35 nb\(^{-1}\) of pPb collisions at \(\sqrt{s_{NN}} = 5.02\text{ TeV}\) and 4.8 pb\(^{-1}\) of pp collisions at \(\sqrt{s} = 2.76\) TeV taken during the 2013 heavy ion run period at the LHC, as well as 279.9 pb\(^{-1}\) of pp collisions at \(\sqrt{s} = 5.02\text{ TeV}\) collected during the 2015 heavy ion run period. During the pPb run, the proton and lead beam energies per nucleon were different, which led to a center-of-mass pseudorapidity (\(\eta\)) shift of 0.465 units with respect to the laboratory frame. After an integrated luminosity of 20.9 nb\(^{-1}\) was collected, the directions of the proton and lead beams were reversed. In this analysis, the beam parameters are redefined such that the proton beam is always traveling in the positive \(\eta\) direction. Therefore, the laboratory and the center-of-mass pseudorapidity are related as \(\eta_{\text{lab}} = \eta_{\text{CM}} + 0.465\).

As jet energy corrections are only reliable for \(p_T > 20\text{ GeV}/c\), single jets are required to have a raw online \(p_T\) above that cutoff and a fully-corrected \(p_T > 35\text{ GeV}/c\). In order to mitigate effects from the limited CMS inner tracker \(\eta\) acceptance of \(|\eta_{\text{lab}}| < 2.4\) and the boost between the lab and center-of-mass reference frames, jets in pPb collisions are required to be reconstructed within \(|\eta_{\text{CM}}| < 1.5\), while jets in pp collisions can be found within \(|\eta_{\text{CM}}| < 2.0\). When direct comparisons of quantities in pp and pPb collisions are shown, jets from both systems use a pseudorapidity selection of \(|\eta_{\text{CM}}| < 1.5\).

Events are selected online using one or more jet triggers with varying energy thresholds. In the 2.76 TeV pp and 5.02 TeV pPb analysis, five single-jet triggers with \(p_T\) thresholds of 20, 40, 60, 80, and 100 GeV/c are combined in order to maximize the number of accepted events over a wide range of jet \(p_T\). As some lower \(p_T\) triggers are prescaled, meaning that a fraction of the triggered events are randomly rejected to constrain data throughput, a simple OR of all triggers will bias the jet \(p_T\) spectrum toward the larger threshold triggers and will also have significant event duplication. Instead, a trigger combination procedure based on the trigger prescale factors is used. This trigger combination is also used in the analysis of b jets in pPb [28] and is briefly described here. The jet with the largest online raw \(p_T\), i.e. the \(p_T\) used by the triggers before jet energy corrections, is used to classify each event. Based on this online raw jet \(p_T\), it is possible to deduce which triggers have been satisfied, irrespective of whether a trigger is prescaled. If the highest fired trigger conditions are satisfied, the event is kept and weighted by the corresponding trigger prescale factor, else the event is discarded. After this combination, the jet finding efficiency of the full sample is >99.9% for jets above 35 GeV/c, and the total event selection efficiency is around 97%.

For the 5.02 TeV pp data, the trigger menu was slightly altered in preparation for the higher instantaneous luminosity achieved in the 2015 run period, so only four triggers are combined with \(p_T\) thresholds of 40, 60, 80, and 100 GeV/c. As a result of jet energy smearing effects from reconstruction and resolution unfolding, the absence of a 20 GeV/c trigger effectively places a 55 GeV/c lower bound on the leading jet \(p_T\) for the 5.02 TeV pp data, rather than the roughly 40 GeV/c bound at 2.76 TeV.

2.3. Simulation

This analysis relies on simulations of pp collisions at 2.76 and 5.02 TeV, as well as simulations of pPb collisions at 5.02 TeV. Monte Carlo (MC) simulations of inclusive quantum chromodynamics (QCD) hard-scattering events are generated using PYTHIA 6.424 [18], tune Z2 [36]. These events are generated imposing thresholds on the transverse momentum of the hard scattering subprocess (\(p_T\)) in order to force production of jets with high \(p_T\). In order to properly build templates, unfold the jet resolution, and calculate the tagging efficiency for the proton-nucleus resolution, minimum-bias pPb events are produced using the HIJING 1.383 event generator [37] at \(\sqrt{s_{NN}} = 5.02\text{ TeV}\). Simulated events from PYTHIA 6 are produced at 5.02 TeV in conjunction with a PbPb back-
ground event. In this way, each simulated ppb event contains at least one jet produced by a hard scattering subprocess while still accurately representing the jet resolution and energy scale in a ppb environment. To account for possible differences in reconstruction performance between the two boost directions, MC samples were obtained for both directions of the proton beam. For pp collisions, $\eta_{lab}$ is identical to $\eta_{CM}$. Jets generated by the $\text{hijing}$ simulation of the underlying ppb events are rejected in the analysis since these jets can be quenched [37], possibly resulting in a modified fragmentation pattern which would bias the jet energy corrections. Within the kinematic selections of the analysis, the jets from $\text{hijing}$ account for less than 1% of the total jet fraction.

### 3. Charm quark tagging

In Monte Carlo studies, a charm jet is defined as any jet containing a prompt charm quark within the jet cone and ignoring jets which contain a $b \rightarrow c$ cascade decay. Identification of such jets is achieved by tagging vertices consistent with decays of hadrons containing a charm quark. Even though the maximum displacement of such charmed hadron decays is only on the order of 100$\mu$m for the kinematic selections of this analysis, the presence of a silicon tracker very close to the interaction point at CMS allows for the discrimination of secondary vertices with such small displacement values. For proton–proton collisions, individual track vertexing uncertainties in the beam direction are on the order of 100$\mu$m at 1 GeV/c and 40$\mu$m at 10 GeV/c, while the uncertainties in the transverse direction are on the order of 70$\mu$m at 1 GeV/c and 20$\mu$m at 10 GeV/c [38].

This $c$ jet analysis closely follows previous CMS analysis strategies for heavy-flavor jet identification, or tagging, specifically the measurements of $b$ quark jets in heavy ion environments in CMS, both in lead–lead collisions [39] and ppb collisions [28]. This analysis strategy uses two different taggers to identify $c$ jets. While both taggers assign a numerical discriminator quantifying how “charm like” each jet is, each tagger uses a slightly different identification strategy. The first tagger is known as the simple secondary vertex (SSV) tagger [29] and uses reconstructed displaced vertices. The version of the SSV tagger used in this analysis is the “high-purity” (SSVHP) one, which requires the presence of a secondary vertex in the jet cone with at least three associated tracks, each with track $p_T > 1$ GeV/c. All versions require that all secondary vertices share fewer than 20% of tracks with any other vertex. The inclusion of the third associated vertex track in the high-purity version of the tagger allows for the selection of a tagging working point that reduces the misidentification rate of light jets by a factor of three, while still keeping a large majority of $c$ jets, as shown in Fig. 1. With a reduced light jet contamination, $c$ jets begin to dominate small regions of kinematic phase space, which this analysis exploits to extract relative flavor contributions of light, $c$, and $b$ jets to the total jet sample.

The second tagger used in this analysis is known as the jet probability (JP) tagger [29], and is used to cross-check the tagging efficiency predicted by simulation using control samples in data. This tagger uses a numerical discriminator based on the presence of single tracks that are significantly displaced from the primary vertex, and is therefore largely uncorrelated with secondary vertex reconstruction performance. The efficiency of a particular tagger (e.g. SSVHP) can be calculated with the JP tagger:

$$\epsilon_{\text{tag}} = \frac{C_c f_c \text{tagged}}{f_c \text{pretag} N_{\text{jets}} \text{pretag} - N_{\text{jets}} \text{tagged}},$$

where $f_c \text{tagged}$ is the purity of the sample from a JP discriminator template fit after applying the SSVHP discriminator selection, and $f_c \text{pretag}$ is the same but before this selection, $N_{\text{jets}} \text{pretag}$ and $N_{\text{jets}} \text{tagged}$ denote the number of jets before and after tagging, respectively, and $C_c$ denotes the fraction of jets that can be identified by the JP tagger (generally very close to one).

The tagging efficiency is calculated both from simulation and using distributions of the JP tagger [29] both before and after imposing the SSVHP tagging requirement. A unique advantage of using the JP tagger for calculating tagging efficiency via Eq. (1) is that it can be calibrated using data to correct for the effects of tracking resolution. Tracks with negative values of impact parameter significance (i.e. tracks with vertex displacements on the away-side of the vertex from the jet) are purely a product of resolution smearing and these can be used to compute a probability for the association of any given track to the primary vertex. The tagger distributions are calibrated independently in data and simulation such that the distribution of negative impact parameters is flat (by construction) as a function of track displacement. Through the calibration of the JP tagger, the impact parameter significance distributions in both data and simulation are transformed from unbounded into bounded distributions, such that both can be analyzed on an equal footing. Once recalibrated, the residual difference...
between the tagging efficiency derived from simulation and from the JP calculation (Eq. (1)) is used as the systematic uncertainty estimation.

The c jet purity calculation relies on another discriminating variable known as the corrected secondary vertex mass. This was first developed as a tool for identifying b jets by the experiments at LEP [40] and SLC [41] and is also used by the LHCb Collaboration [42]. The motivation behind this variable is to correct for any missing mass of the decay vertex due to neutral or unobserved particles. If the momentum vector of the collection of particles associated to a vertex is not parallel to the vector pointing from the primary vertex to the secondary vertex decay point, i.e. the flight direction of the constituent particles, one can use conservation of momentum to calculate a minimum possible mass the vertex must have had. This minimum possible mass is called the corrected secondary vertex mass, or \( M_{\text{corr}} \), and is defined as:

\[
M_{\text{corr}} = \sqrt{M^2 + (p/c)^2 \sin^2 \theta + (p/c) \sin \theta},
\]

where \( M \) is the invariant mass of the vertex, \( p \) is the momentum of the vector sum of the reconstructed particles that form the secondary vertex, and \( \theta \) is defined as the angle between that summed momentum vector and the flight direction of the vertex. If all particles that belong to a given secondary vertex are reconstructed, the angle \( \theta \) should be zero, and the secondary vertex mass needs no correction. Otherwise, the value of \( M_{\text{corr}} \) is used in the calculation of the vertex mass to account for the nonreconstructed momentum.

The c jet purity is found using template fits of \( M_{\text{corr}} \), after using the SSVHP tagger. The numerical values of the SSVHP discriminator are correlated to the significance of the secondary vertex displacement with respect to the primary vertex and are obtained using the formula: \( \text{SSVHP} = \text{ln}(1 + |d|/\sigma(d)) \), where \( d \) is the three-dimensional vertex displacement and \( \sigma(d) \) is the uncertainty in the displacement measurement. The working point used in this analysis requires \( \text{SSVHP} > 1.68 \), which maximizes the estimated c jet purity from the MC samples, increasing the c jet purity from around 10% to around 30%. Once the working point selection is applied to the sample, distributions of corrected secondary vertex mass from light parton, c, and b jets in the \textsc{pythia+hi}j\textsc{ing} of \textsc{pythia} simulations are fit to distributions in data. The shapes of the different flavor templates are fixed, but the relative normalizations of each flavor template are allowed to float independently. As seen in Fig. 2 for pPb collisions, and in Fig. 3 for pp collisions at 5.02 TeV, b jets dominate the \( M_{\text{corr}} \) distributions for vertex masses above 3 GeV/c\(^2\), while the light parton jet contribution is significantly reduced by the SSVHP tagger requirement. Because of this light parton jet removal, the relative c jet contribution to the sample below 3 GeV/c\(^2\) is quite large, allowing for an accurate extraction of the c jet purity in the data sample.

Fig. 4 shows the c tagging purity and efficiency of the sample after applying the SSVHP tagger selection for 5.02 TeV pPb collisions, both in data and simulation. Fig. 5 depicts the same for 5.02 and 2.76 TeV pp collisions, again, both in data and simulation.

Once the efficiency and purity values are found, the total number of c jets in the sample is obtained \( p_T \) bin by \( p_T \) bin using:

\[
N_{c\text{jets}} = N_{\text{jets}}^\text{tagged} \frac{f_c}{\epsilon_{\text{tag}}},
\]

where \( N_{\text{jets}}^\text{tagged} \) is the number of jets passing the SSVHP working point selection, \( f_c \) is again the c jet tagging purity, and \( \epsilon_{\text{tag}} \) is the tagging efficiency. After correcting for tagging efficiency and purity, the c jet \( p_T \) spectrum is obtained. This spectrum is then passed through a singular value decomposition (SVD) [43] unfolding procedure, as implemented by the RooUnfold [44] package to remove the jet resolution effects.

4. Systematic uncertainties and cross checks

Systematic uncertainties for this analysis are divided into two primary categories: charm tagging and jet reconstruction.

4.1. Tagging systematic uncertainties

A number of systematic checks on the charm-tagged spectrum are considered, including varying the SSVHP working point, calculating the c tagging efficiency using the JP tagger method instead of obtaining the value from simulation, varying the gluon splitting fraction in the MC sample, varying the MC templates within their statistical uncertainties, and finally reweighting and varying the D meson decay parameters within the uncertainties of the world average in the simulation [45].

The tagger working point is varied over the discriminator working point region where the use of a discriminator enhances the c
jet purity. With a very loose discriminator selection, the c jet purity is slightly enhanced relative to an unbiased sample, while a very tight selection removes the great majority of both light parton and c jets such that the b jets dominate the sample. There is a narrow window in which the c jet purity is larger than in an unbiased sample, corresponding to the SSVHP discriminator values between 1.2 and 2.4. At its peak, the SSVHP tagger enhances the c jet purity from around 10% to around 30%. To test the stability of the SSVHP tagger, multiple template fits to the corrected secondary vertex mass are performed, varying the working point of the tagger in steps of 0.2 units over this range and calculating the effective standard deviation from all working point variations. This leads to a 2–5% uncertainty, depending on jet $p_T$. An uncertainty is derived from the difference between the tagging efficiency as obtained from simulation and via fits to the JP tagger discriminator from Eq. (1). The differences in tagging efficiency between the PYTHIA 6 estimation and using the JP tagger stem primarily from statistical fluctuation in the templates, along with a slight effect from a polynomial smoothing of these uncertainties as a function of $p_T$. These differences introduce a 5–15% uncertainty, also as a function of $p_T$.

One of the primary theoretical unknowns in heavy-flavor jets is the impact of higher-order corrections, such as gluon splitting, and how these effects manifest themselves in these fits. To account for this, the gluon splitting fraction in simulation is varied by 50% up or down and the distributions of corrected secondary vertex mass are refit to the modified MC templates, where both $g \to c\bar{c}$ and $g \to b\bar{b}$ splitting events are considered. The numerical value of 50% is used to cover observed discrepancies across various MC generators as well as discrepancies of MC generators to data, though these are primarily driven by b jet studies, where data is available. The PYTHIA 6 generator shows a gluon splitting contribution of about 35%, whereas the PYTHIA 8 generator shows a much larger contribution of around 60% [16]. Furthermore, measurements of b-jet angular correlations in 7 TeV pp collisions show significant deviation between data and simulation as well as across generators for small jet angular separation ($\Delta R$) values, where gluon splitting effects dominate [46]. It is assumed that gluon splitting effects are as uncertain for c jets as they are for b jets. Overall, systematic uncertainty from the variation of the gluon splitting contribution is an appreciable effect in both pPb and pp collisions, though less than 15%.

The template statistical uncertainty is accounted for by varying the distributions of light parton, c, and b jets from MC within their statistical uncertainties using a parametric MC study. The uncertainty is estimated by fitting a Gaussian distribution to the fluctuations in purity, where the Gaussian width is used as the un-
uncertainty value. These values are $p_T$-dependent, ranging from 5% at intermediate $p_T$ to around 10% at low ($\approx 60\text{ GeV/c}$) and high $p_T$ ($\approx 300\text{ GeV/c}$).

This analysis accounts for the possibility that the PYTHIA simulation does not accurately reproduce the D meson decay kinematics. Since a secondary vertex that corresponds to a decay involving at least three particles is required in order to tag jets, the influence of the D meson decay parameters is studied by reweighting both the relative charm quark fragmentation and the successive D meson decay parameters in simulation to match the world average values from previous experiments. We find that reweighting and varying these values within their uncertainties leads to a 5.5% effect, independent of the jet $p_T$, collision species, and collision energy.

The contributions from each source of systematic uncertainty are summed in quadrature to obtain a total overall systematic uncertainty from $c$ jet tagging. When summed, these tagging uncertainties lead to a 10–12% uncertainty on the fraction of charm quark jets ($c$ jet fraction) in pp collisions, and a 10–20% uncertainty in pPb collisions, where the majority of the extra uncertainty in pPb relative to pp comes from the JP-tagger uncertainty and additional unavoidable coupling of statistical fluctuations in data to the systematic uncertainty calculation at high-$p_T$.

4.2 Jet reconstruction systematic uncertainties

Additional uncertainties stem from jet reconstruction. Jet energy corrections are derived from simulation samples and via energy balance measurements using photon+jet events. The residual non-closure of the corrections leads to a jet energy scale uncertainty ranging from 2–3%, depending on $p_T$ and $\eta$. In addition, the effect of jet resolution is calculated by first smearing MC jets to match distributions of jet resolution in data, and then by using a parameterized MC study, which leads to an uncertainty of about 5%. The SVD unfolding procedure is cross-checked by comparing to alternative unfolding methods, including D’Agostini’s method [47], and by varying the raw simulated spectrum, known as the “truth” spectrum. The uncertainty on the unfolding procedure is around 5%, while a 4% uncertainty is found for the simulation of the “truth” spectrum shape. Together, all these reconstruction-based uncertainties are added in quadrature and total between 12–15% in pPb collisions and around 15% in pp collisions. Finally, the integrated luminosity measurement of the pPb data has an uncertainty of 3.6%, while the corresponding uncertainties in pp data at 2.76 and 5 TeV are 3.7 and 3.6%, respectively. As the uncertainties from the jet energy resolution, luminosity, unfolding, and the “truth” spectrum are canceled in the $c$ jet fraction measurement, they are applied only to the cross section measurement.
5. Results

The c jet $p_T$ cross section in pp collisions are shown in Fig. 6 for 5.02 TeV (upper) and 2.76 TeV (lower) collisions. The data are corrected for jet resolution by a singular value decomposition (SVD) unfolding procedure. Both cross sections are compared to predictions from the ZZ tune of PYTHIA 6. The bottom panels of Fig. 6 show the c jet fraction, that is, the total number of charm jets relative to the number of inclusive jets, in pp for both collision energies. A comparison of the c jet fractions at 2.76 and 5.02 TeV suggests that the collision energy dependence of the c jet fraction is small if any and the two measurements are consistent with each other within systematic uncertainties. In addition, data from both energies confirm the PYTHIA predictions.

The c jet cross sections as functions of $p_T$ are shown in the upper panel of Fig. 7 for pPb and pp collisions at 5.02 TeV. The cross sections are normalized by the total integrated luminosity of the sample. The pPb c jet cross section is also scaled to the number of lead ($A = 208$) which normalizes the pPb measurement per binary nucleon–nucleon collision, as predicted by the Glauber model [48,49]. This additional scaling allows for a direct comparison of the pPb data to the pp data at the same center-of-mass energy. The direct comparison is known as the $R_{pA}$ value, which is defined as:

$$R_{pA} = \frac{1}{A} \frac{d\sigma_{pPb}/dp_T}{d\sigma_{pp}/dp_T}. \quad (4)$$

In the lower panel of Fig. 7, the c jet $R_{pA}$ value is calculated at 5.02 TeV. We observe $R_{pA}$ values consistent with unity for all $p_T$ bins, suggesting that initial state nuclear modification effects are small for c jets at large $p_T$, confirming perturbative QCD predictions indicating such behavior. This absence of initial state effects is consistent with similar CMS observations for b and inclusive jets [23,28]. Fitting a constant to the pPb c jet $R_{pA}$ $p_T$ distribution yields $R_{pA} = 0.92 \pm 0.07$ (stat) $\pm 0.11$ (syst).

6. Summary

The transverse momentum differential cross section for c jets has been obtained for pPb collisions at $\sqrt{s_{NN}} = 5.02$ TeV, as well as for pp collisions at $\sqrt{s} = 2.76$ and 5.02 TeV. The c jet fraction of $\approx 6\%$ is consistent with PYTHIA simulations for pp collisions at both center-of-mass energies. By comparing the cross sections for pPb and pp collisions, a $p_T$-independent $R_{pA}$ value of $0.92 \pm 0.07$ (stat) $\pm 0.11$ (syst) is observed for c jets at 5.02 TeV, indicating that no significant jet energy modification is present in pPb collisions for c jets with $p_T > 55$ GeV/c. These measurements indicate that proton–lead initial state effects on c jets between 55–400 GeV/c are small and that charm jet quenching in lead–lead collisions should not be influenced by such effects.

Acknowledgements

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC and thank the technical and administrative staffs at CERN and at other CMS institutes for their contributions to the success of the CMS effort. In addition, we gratefully acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid for delivering so effectively the computing infrastructure essential to our analyses. Finally, we acknowledge the enduring support for the construction and operation of the LHC and the CMS detector provided by the following funding agencies:

- BMWFW and FWF (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, Ministry of Science and Technology of the People’s Republic of China, and NSFC (China); COLCIENCIAS (Colombia); MSES and CSF (Croatia); RPF (Cyprus); SENESCYT (Ecuador); MoER, JIC UT, and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NIH (Hong Kong); DAED and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); MSIP and NRF (Republic of Korea); LAS (Lithuania); MOE and UM (Malaysia); BUAP, CINVESTAV, CONACYT, LNS, SEP, and UASLP-FAI (Mexico); MBIE (New Zealand); PAEC (Pakistan); PMEHE and NSC (Poland); PCT (Portugal); JINR (Dubna), MON, ROSATOM, RAS, RFBR and RAEP (Russia); MESTD (Serbia); SEID and CPAN (Spain); Swiss Funding Agencies (Switzerland); MST (Taipei); ThEPCenter, IPST, STAR, and NSTDA (Thailand); TUBITAK and TAEK (Turkey); NASU and SFFR (Ukraine); STFC (United Kingdom); DOE and NSF (USA).

Individuals have received support from the Marie-Curie program and the European Research Council and EPLANET (European Union); the Leventis Foundation; the A. P. Sloan Foundation; the Alexander von Humboldt Foundation; the Belgian Federal Science Policy Office; the Fonds pour la Formation à la Recherche dans l’Industrie et dans l’Agriculture (FRIA-Belgium); the Agentschap voor Innovatie door Wetenschap en Technologie (IWT-Belgium); the Ministry of Education, Youth and Sports (MEYS) of the Czech Republic; the Council of Science and Industrial Research, India; the HOMING PLUS program of the Foundation for Polish Science, cofinanced from European Union, Regional Development Fund, the Mobility Plus program of the Ministry of Science and Higher Education, the National Science Center (Poland), contracts Harmonia 2014/14/M/ST2/00428, Opus 2014/13/B/ST2/02543, 2014/15/B/ST2/03998, and 2015/19/B/ST2/02861, Sonata-bis 2012/07/E/ST2/01406; the Thalis and Aristeia programs cofinanced by EU-ESF and the Greek NRF; the National Priorities Research Program by Qatar National Research Fund; the Programa Clarín-COFUND del Principado de Asturias; the Rachadapisek Sompot Fund for Postdoctoral Fellowship, Chulalongkorn University and the Chulalongkorn Academic into Its 2nd Century Project Advancement Project (Thailand); and the Welch Foundation, contract C-1845.

References


a Universidade Estadual Paulista, São Paulo, Brazil
b Universidade Federal do ABC, São Paulo, Brazil

A. Aleksandrov, R. Hadjiiska, P. Iaydjiev, M. Rodozov, S. Stoykova, G. Sultanov, M. Vutova

Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria

A. Dimitrov, I. Glushkov, L. Litov, B. Pavlov, P. Petkov

University of Sofia, Sofia, Bulgaria

W. Fang

Beihang University, Beijing, China


Institute of High Energy Physics, Beijing, China

Y. Ban, G. Chen, Q. Li, S. Liu, Y. Mao, S.J. Qian, D. Wang, Z. Xu

State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China


Universidad de Los Andes, Bogota, Colombia

N. Godinovic, D. Lelas, I. Puljak, P.M. Ribeiro Cipriano, T. Sculac

University of Split, Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, Split, Croatia

Z. Antunovic, M. Kovac

University of Split, Faculty of Science, Split, Croatia

V. Brigljevic, D. Ferencek, K. Kadija, B. Mesic, S. Micanovic, L. Sudic, T. Susa

Institute Rudjer Boskovic, Zagreb, Croatia


University of Cyprus, Nicosia, Cyprus

M. Finger, M. Finger Jr.

Charles University, Prague, Czech Republic

E. Carrera Jarrin

Universidad San Francisco de Quito, Quito, Ecuador

E. El-khateeb, S. Elgamal, A. Mohamed

Academy of Scientific Research and Technology of the Arab Republic of Egypt, Egyptian Network of High Energy Physics, Cairo, Egypt

M. Kadastik, L. Perrini, M. Raidal, A. Tiko, C. Veelken

National Institute of Chemical Physics and Biophysics, Tallinn, Estonia

P. Eerola, J. Pekkanen, M. Voutilainen

Department of Physics, University of Helsinki, Helsinki, Finland
J. Härkönen, T. Järvinen, V. Karimäki, R. Kinnunen, T. Lampén, K. Lassila-Perini, S. Lehti, T. Lindén, P. Luukka, J. Tuominen, E. Tuovinen, L. Wendland

Helsinki Institute of Physics, Helsinki, Finland

J. Talvitie, T. Tuuva

Lappeenranta University of Technology, Lappeenranta, Finland


IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France


Laboratoire Leprince-Ringuet, Ecole Polytechnique, IN2P3-CNRS, Palaiseau, France


Institut Pluridisciplinaire Hubert Curien (IPHC), Université de Strasbourg, CNRS-IN2P3, France

S. Gadrat

Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules, CNRS/IN2P3, Villeurbanne, France


Université de Lyon, Université Claude Bernard Lyon 1, CNRS-IN2P3, Institut de Physique Nucléaire de Lyon, Villeurbanne, France

A. Khvedelidze

Georgian Technical University, Tbilisi, Georgia

I. Bagaturia

Tbilisi State University, Tbilisi, Georgia


RWTH Aachen University, I. Physikalisches Institut, Aachen, Germany


RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany

V. Cherepanov, G. Flügge, B. Kargoll, T. Kress, A. Künsken, J. Lingemann, T. Müller, A. Nehrkorn, A. Nowack, C. Pistone, O. Pooth, A. Stahl

RWTH Aachen University, III. Physikalisches Institut B, Aachen, Germany
G. Barbagli a, b, V. Ciulli a, b, C. Civinini a, R. D’Alessandro a, b, E. Focardi a, b, P. Lenzi a, b, M. Meschini a, S. Paoletti a, G. Sguazzoni a, L. Viliani a, b, 15

a INFN Sezione di Firenze, Firenze, Italy
b Università di Firenze, Firenze, Italy

L. Benussi, S. Bianco, F. Fabbri, D. Piccolo, F. Primavera 15

INFN Laboratori Nazionali di Frascati, Frascati, Italy

V. Calvelli a, b, F. Ferro a, M. Lo Vetere a, b, M.R. Monge a, b, E. Robutti a, S. Tosi a, b

a INFN Sezione di Genova, Genova, Italy
b Università di Genova, Genova, Italy

L. Brianza a, b, 15, F. Brivio a, b, M.E. Dinardo a, b, S. Fiorendi a, b, 15, S. Gennai a, A. Ghezzi a, b, P. Govoni a, b, M. Malberti a, b, S. Malvezzi a, R.A. Manzoni a, b, D. Menasce a, L. Moroni a, M. Paganoni a, b, D. Pedrini a, S. Pigazzini a, b, S. Ragazzi a, b, T. Tabarelli de Fatis a, b

a INFN Sezione di Milano-Bicocca, Milano, Italy
b Università di Milano-Bicocca, Milano, Italy

S. Buontempo a, N. Cavallo a, c, G. De Nardo, S. Di Guida a, d, 15, M. Esposito a, b, F. Fabozzi a, c, F. Fienga a, b, A.O.M. Iorio a, b, G. Lanza a, b, L. Lista a, S. Meola a, d, 15, P. Paolucci a, 15, C. Sciacca a, b, F. Thyssen a

a INFN Sezione di Napoli, Napoli, Italy
b Università di Napoli “Federico II”, Napoli, Italy
c Università della Basilicata, Potenza, Italy
d Università di Catanzaro, Catanzaro, Italy

P. Azzi a, b, 15, N. Bacchetta a, L. Benato a, b, A. Boletti a, b, R. Carlin a, b, P. Checchia a, M. Dall’Osso a, b, P. De Castro Manzano a, T. Dorigo a, U. Dosselli a, S. Fantinel a, F. Fanzago a, F. Gasparini a, b, U. Gasparini a, b, A. Gozzelino a, S. Lacaprara a, M. Margoni a, b, A.T. Meneguzzo a, b, F. Montecassiano a, J. Pazzini a, b, N. Pozzobon a, b, P. Ronchese a, b, F. Simonetto a, b, E. Torassa a, M. Zanetti a, b, P. Zotto a, b

a INFN Sezione di Padova, Padova, Italy
b Università di Padova, Padova, Italy

A. Braghieri a, A. Magnani a, b, P. Montagna a, b, S.P. Ratti a, b, V. Re a, C. Riccardi a, b, P. Salvini a, I. Vai a, b, P. Vitulo a, b

a INFN Sezione di Pavia, Pavia, Italy
b Università di Pavia, Pavia, Italy

L. Alunni Solestizia a, b, G.M. Bileia a, D. Ciangottina b, L. Fanò a, b, P. Lariccia a, b, R. Leonardi a, b, G. Mantovani a, b, M. Menichelli a, A. Saha a, A. Santocchia a, b

a INFN Sezione di Perugia, Perugia, Italy
b Università di Perugia, Perugia, Italy

K. Androsov a, 30, P. Azzurri a, b, 15, G. Baglioni a, J. Bernardini a, T. Boccali a, R. Castaldi a, M.A. Ciocci a, 30, R. Dell’Orso a, S. Donato a, c, G. Fedi, A. Giassi a, M.T. Grippo a, 30, F. Ligabue a, c, T. Lomtadze a, L. Martini a, b, A. Messineo a, b, F. Palla a, A. Rizzi a, b, A. Savoy-Navarro a, 31, P. Spagnolo a, R. Tenchini a, G. Tonelli a, b, A. Venturi a, P.G. Verdini a

a INFN Sezione di Pisa, Pisa, Italy
b Università di Pisa, Pisa, Italy
c Scuola Normale Superiore di Pisa, Pisa, Italy

L. Barone a, b, F. Cavallari a, M. Cipriani a, b, D. Del Re a, b, 15, M. Diemoz a, S. Gelli a, b, E. Longo a, b, F. Margaroli a, b, B. Marzocchi a, b, P. Meridiani a, G. Organtini a, b, R. Paramatti a, F. Preiato a, b, S. Rahatlou a, b, C. Rovelli a, F. Santanastasio a, b

a INFN Sezione di Roma, Roma, Italy
b Università di Roma, Roma, Italy
N. Amapane\textsuperscript{a,b}, R. Arcidiacono\textsuperscript{a,c,15}, S. Argiro\textsuperscript{a,b}, M. Arneodo\textsuperscript{a,c}, N. Bartosik\textsuperscript{a}, R. Bellana\textsuperscript{a,b}, C. Biino\textsuperscript{a}, N. Cartiglia\textsuperscript{a}, F. Cenna\textsuperscript{a,b}, M. Costa\textsuperscript{a,b}, R. Covarelli\textsuperscript{a,b}, A. Degano\textsuperscript{a,b}, N. Demaria\textsuperscript{a}, L. Finco\textsuperscript{a,b}, B. Kiani\textsuperscript{a,b}, C. Mariotti\textsuperscript{a}, S. Maselli\textsuperscript{a, E}, Migliore\textsuperscript{a,b}, V. Monaco\textsuperscript{a,b}, E. Montei\textsuperscript{a,b}, M. Monteno\textsuperscript{a}, M.M. Obertino\textsuperscript{a,b}, L. Pacher\textsuperscript{a,b}, N. Pastrone\textsuperscript{a}, M. Pelliccioni\textsuperscript{a}, G.L. Pinna Angioni\textsuperscript{a,b}, F. Ravera\textsuperscript{a,b}, A. Romero\textsuperscript{a,b}, M. Ruspai\textsuperscript{a, c}, R. Sacchia\textsuperscript{a,b}, K. Shchelina\textsuperscript{a,b}, V. Solaa, A. Solano\textsuperscript{a,b}, A. Staiano\textsuperscript{a}, P. Traczyk\textsuperscript{a,b}

\textsuperscript{a} INFN Sezione di Torino, Torino, Italy
\textsuperscript{b} Università di Torino, Torino, Italy
\textsuperscript{c} Università del Piemonte Orientale, Novara, Italy

S. Belforte\textsuperscript{a}, M. Casarsa\textsuperscript{a}, F. Cossutti\textsuperscript{a}, G. Della Ricca\textsuperscript{a,b}, A. Zanetti\textsuperscript{a}

\textsuperscript{a} INFN Sezione di Trieste, Trieste, Italy
\textsuperscript{b} Università di Trieste, Trieste, Italy


Kyungpook National University, Daegu, Republic of Korea

A. Lee

Chonbuk National University, Jeonju, Republic of Korea

H. Kim

Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Republic of Korea

J.A. Brochero Cifuentes, T.J. Kim

Hanyang University, Seoul, Republic of Korea


Korea University, Seoul, Republic of Korea


Seoul National University, Seoul, Republic of Korea


University of Seoul, Seoul, Republic of Korea

Y. Choi, J. Goh, C. Hwang, J. Lee, I. Yu

Sungkyunkwan University, Suwon, Republic of Korea

V. Dudenas, A. Juodagalvis, J. Vaitkus

Vilnius University, Vilnius, Lithuania


National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia


Centro de Investigacion y de Estudios Avanzados del IPE, Mexico City, Mexico

S. Carrillo Moreno, C. Oropeza Barrera, F. Vazquez Valencia

Universidad Iberoamericana, Mexico City, Mexico
S. Carpinteyro, I. Pedraza, H.A. Salazar Ibarguen, C. Uribe Estrada
Benemerita Universidad Autonoma de Puebla, Puebla, Mexico

A. Morelos Pineda
Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico

D. Krofcheck
University of Auckland, Auckland, New Zealand

P.H. Butler
University of Canterbury, Christchurch, New Zealand

A. Ahmad, M. Ahmad, Q. Hassan, H.R. Hoorani, W.A. Khan, A. Saddique, M.A. Shah, M. Shoaib, M. Waqas
National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan

National Centre for Nuclear Research, Swierk, Poland

K. Bunkowski, A. Byszuk, K. Doroba, A. Kalinowski, M. Konecki, J. Krolikowski, M. Misiura, M. Olszewski, M. Walczak
Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland

Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

Joint Institute for Nuclear Research, Dubna, Russia

L. Chtchipounov, V. Golovtsov, Y. Ivanov, V. Kim, E. Kuznetsova, V. Murzin, V. Oreshkin, V. Sulimov, A. Vorobyev
Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia

Institute for Nuclear Research, Moscow, Russia

V. Epshteyn, V. Gavrilov, N. Lychkovskaya, V. Popov, I. Pozdnyakov, G. Safronov, A. Spiridonov, M. Toms, E. Vlasov, A. Zhokin
Institute for Theoretical and Experimental Physics, Moscow, Russia

A. Bylinkin
Moscow Institute of Physics and Technology, Moscow, Russia

R. Chistov, M. Danilov, S. Polikarpov
National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia
V. Andreev, M. Azarkin, I. Dremin, M. Kirakosyan, A. Leonidov, A. Terkulov
P.N. Lebedev Physical Institute, Moscow, Russia

A. Baskakov, A. Belyaev, E. Boos, A. Demiyanov, A. Ershov, A. Gribushin, O. Kodolova, V. Korotkikh, I. Lokhht, I. Miagkov, S. Obraztsov, S. Petrushanko, V. Savrin, A. Snigirev, I. Vardanyan
Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia

V. Blinov, Y. Skovpen, D. Shtol
Novosibirsk State University (NSU), Novosibirsk, Russia

State Research Center of Russian Federation, Institute for High Energy Physics, Protvino, Russia

P. Adzic, P. Cirkovic, D. Devetak, M. Dordevic, J. Milosevic, V. Rekovic
University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia

Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain

J.F. de Trocóniz, M. Missiroli, D. Moran
Universidad Autónoma de Madrid, Madrid, Spain

Universidad de Oviedo, Oviedo, Spain

Instituto de Física de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain

CERN, European Organization for Nuclear Research, Geneva, Switzerland

Paul Scherrer Institut, Villigen, Switzerland


Institute for Particle Physics, ETH Zurich, Zurich, Switzerland


Universität Zürich, Zurich, Switzerland


National Central University, Chung-Li, Taiwan


National Taiwan University (NTU), Taipei, Taiwan

B. Asavapibhoph, G. Singh, N. Srimanobhas, N. Suwonjandee

Chulalongkorn University, Faculty of Science, Department of Physics, Bangkok, Thailand


Cukurova University - Physics Department, Science and Art Faculty, Turkey

B. Bilin, S. Bilmis, B. Isildak, G. Karapinar, M. Yalvac, M. Zeyrek

Middle East Technical University, Physics Department, Ankara, Turkey

B. Grynyov

Institute for Scintillation Materials of National Academy of Science of Ukraine, Kharkov, Ukraine

E. Gülmez, M. Kaya, O. Kaya, E.A. Yetkin, T. Yetkin

Bogazici University, Istanbul, Turkey

A. Cakir, K. Cancocak, S. Sen

Istanbul Technical University, Istanbul, Turkey

L. Levchuk, P. Sorokin

National Scientific Center, Kharkov Institute of Physics and Technology, Kharkov, Ukraine


University of Bristol, Bristol, United Kingdom


Rutherford Appleton Laboratory, Didcot, United Kingdom


Imperial College, London, United Kingdom

J.E. Cole, P.R. Hobson, A. Khan, P. Kyberd, D. Leslie, I.D. Reid, P. Symonds, L. Teodorescu, M. Turner

Brunel University, Uxbridge, United Kingdom

A. Borzou, K. Call, J. Dittmann, K. Hatakeyama, H. Liu, N. Pastika

Baylor University, Waco, USA

S.I. Cooper, C. Henderson, P. Rumerio, C. West

The University of Alabama, Tuscaloosa, USA

D. Arcaro, A. Avetisyan, T. Bose, D. Gastler, D. Rankin, C. Richardson, J. Rohlf, L. Sulak, D. Zou

Boston University, Boston, USA


Brown University, Providence, USA


University of California, Davis, Davis, USA


University of California, Los Angeles, USA


University of California, Riverside, Riverside, USA


University of California, San Diego, La Jolla, USA


University of California, Santa Barbara - Department of Physics, Santa Barbara, USA

California Institute of Technology, Pasadena, USA


Carnegie Mellon University, Pittsburgh, USA


University of Colorado Boulder, Boulder, USA


Cornell University, Ithaca, USA

D. Winn

Fairfield University, Fairfield, USA


Fermi National Accelerator Laboratory, Batavia, USA


University of Florida, Gainesville, USA

S. Linn, P. Markowitz, G. Martinez, J.L. Rodriguez

Florida International University, Miami, USA


Florida State University, Tallahassee, USA


Florida Institute of Technology, Melbourne, USA


University of Illinois at Chicago (UIC), Chicago, USA
S. Greene, A. Gurrola, R. Janjam, W. Johns, C. Maguire, A. Melo, H. Ni, P. Sheldon, S. Tuo, J. Velkovska, Q. Xu

Vanderbilt University, Nashville, USA

M.W. Arenton, P. Barria, B. Cox, J. Goodell, R. Hirosky, A. Ledovskoy, H. Li, C. Neu, T. Sinthuprasith, X. Sun, Y. Wang, E. Wolfe, F. Xia

University of Virginia, Charlottesville, USA

C. Clarke, R. Harr, P.E. Karchin, J. Sturdy

Wayne State University, Detroit, USA


University of Wisconsin–Madison, Madison, WI, USA

1 Deceased.
2 Also at Vienna University of Technology, Vienna, Austria.
3 Also at State Key Laboratory of Nuclear Physics and Technology, Peking University, Beijing, China.
4 Also at Institut Pluridisciplinaire Hubert Curien (IPHC), Université de Strasbourg, CNRS/IN2P3, Strasbourg, France.
5 Also at Universidade Estadual de Campinas, Campinas, Brazil.
6 Also at Universidad Federal de Pelotas, Pelotas, Brazil.
7 Also at Université Libre de Bruxelles, Bruxelles, Belgium.
8 Also at Deutsches Elektronen-Synchrotron, Hamburg, Germany.
9 Also at Joint Institute for Nuclear Research, Dubna, Russia.
10 Also at Am Shams University, Cairo, Egypt.
11 Also at Zewail City of Science and Technology, Zewail, Egypt.
12 Also at Université de Haute Alsace, Mulhouse, France.
13 Also at Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia.
14 Also at Ilia State University, Tbilisi, Georgia.
15 Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland.
16 Also at RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany.
17 Also at University of Hamburg, Hamburg, Germany.
18 Also at Brandenburg University of Technology, Cottbus, Germany.
19 Also at Institute of Nuclear Research ATOMKI, Debrecen, Hungary.
20 Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University, Budapest, Hungary.
21 Also at Institute of Physics, University of Debrecen, Debrecen, Hungary.
22 Also at Indian Institute of Science Education and Research, Bhopal, India.
23 Also at Institute of Physics, Bhubaneswar, India.
24 Also at University of Visva-Bharati, Santiniketan, India.
25 Also at University of Ruhuna, Matara, Sri Lanka.
26 Also at Isfahan University of Technology, Isfahan, Iran.
27 Also at University of Tehran, Department of Engineering Science, Tehran, Iran.
28 Also at Yazd University, Yazd, Iran.
29 Also at Plasma Physics Research Center, Science and Research Branch, Islamic Azad University, Tehran, Iran.
30 Also at Università degli Studi di Siena, Siena, Italy.
31 Also at Purdue University, West Lafayette, USA.
32 Also at International Islamic University of Malaysia, Kuala Lumpur, Malaysia.
33 Also at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia.
34 Also at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico.
35 Also at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland.
36 Also at Institute for Nuclear Research, Moscow, Russia.
37 Also at National Research Nuclear University ‘Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia.
38 Also at St. Petersburg State Polytechnical University, St. Petersburg, Russia.
39 Also at University of Florida, Gainesville, USA.
40 Also at P.N. Lebedev Physical Institute, Moscow, Russia.
41 Also at Budker Institute of Nuclear Physics, Novosibirsk, Russia.
42 Also at Faculty of Physics, University of Belgrade, Belgrade, Serbia.
43 Also at INFN Sezione di Roma; Università di Roma, Roma, Italy.
44 Also at University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia.
45 Also at Scuola Normale e Sezione dell’INFN, Pisa, Italy.
46 Also at National and Kapodistrian University of Athens, Athens, Greece.
47 Also at Riga Technical University, Riga, Latvia.
48 Also at Institute for Theoretical and Experimental Physics, Moscow, Russia.
49 Also at Albert Einstein Center for Fundamental Physics, Bern, Switzerland.
50 Also at Gaziosmanpasa University, Tokat, Turkey.
51 Also at Istanbul Aydin University, Istanbul, Turkey.
52 Also at Mersin University, Mersin, Turkey.
53 Also at Cag University, Mersin, Turkey.
54 Also at Piri Reis University, Istanbul, Turkey.
55 Also at Adiyaman University, Adiyaman, Turkey.
56 Also at Ozyegin University, Istanbul, Turkey.
57 Also at Izmir Institute of Technology, Izmir, Turkey.
58 Also at Marmara University, Istanbul, Turkey.
59 Also at Kafkas University, Kars, Turkey.
60 Also at Istanbul Bilgi University, Istanbul, Turkey.
61 Also at Yildiz Technical University, Istanbul, Turkey.
62 Also at Hacettepe University, Ankara, Turkey.
63 Also at Rutherford Appleton Laboratory, Didcot, United Kingdom.
64 Also at School of Physics and Astronomy, University of Southampton, Southampton, United Kingdom.
65 Also at Instituto de Astrofísica de Canarias, La Laguna, Spain.
66 Also at Utah Valley University, Orem, USA.
67 Also at Argonne National Laboratory, Argonne, USA.
68 Also at Erzincan University, Erzincan, Turkey.
69 Also at Mimar Sinan University, Istanbul, Istanbul, Turkey.
70 Now at The Catholic University of America, Washington, USA.
71 Also at Texas A&M University at Qatar, Doha, Qatar.
72 Also at Kyungpook National University, Daegu, Republic of Korea.