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Abstract

Artificial intelligence algorithms are becoming an increasingly important part of hu-
man life with many chat bots and digital personal assistants now interacting directly
with us through natural language. Such human-computer interaction can be made
more useful by enriching the underlying algorithms with a detailed sense of emotion.
In my thesis I propose new ways to detect, encode and modify emotional content in
text. First, I show how we can leverage the vast amount of texts on social media
with emojis to train a classifier that can accurately detect various kinds of emotional
content in text. Secondly, I introduce a state-of-the-art domain adaptation method
that is explicitly designed to tackle issues occurring in the messy real-world text data
that existing NLP methods struggle with. Lastly, I propose a new algorithm that
could be used to decompose text inputs into disentangled representations and then
manipulate these representations in a controlled manner to obtain a modified version
of the input.
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Preface

Throughout the last two years, I've been captivated by the idea of using natural

language processing (NLP) algorithms to study large-scale social phenomena related

to language. As I naively tried to study racism on social media, I quickly learned

the limitations of existing methods and how difficult it can be to do proper studies of

human behavior using NLP algorithms. Motivated by these shortcomings I ended up

- as many researchers before me - focusing on the tools rather than the topic itself.

Nevertheless, I found that I truly enjoyed designing these tools and that it was a great

motivation to build tools that could potentially empower social scientists to carry out

many important projects in the future. My research in this area is compressed into

the following three papers, which this thesis heavily borrows from:

" Bjarke Felbo, Alan Mislove, Anders Sogaard, Iyad Rahwan and Sune Lehmann.

Using millions of emoji occurrences to learn any-domain representations for de-

tecting emotion, sentiment and sarcasm. Empirical Methods in Natural Lan-

guage Processing (EMNLP) 2017 long paper (oral).

" Bjarke Felbo*, Michiel Bakker*, Abhimanyu Dubey, Sadhika Malladi, Alex

'Sandy' Pentland, Iyad Rahwan. Towards Real- World Domain Adaptation for

Text through Prediction Propagation. Under review.

* Bjarke Felbo, Remi Mir, Iyad Rahwan. Disentangling Content and Style

through Representation Distillation. Work in progress.

* shared first authorship
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Chapter 1

Introduction

Natural language processing (NLP) algorithms are becoming an increasingly impor-

tant part of human life. These algorithms empower us to - among other things -

search vast amounts of information, communicate across language barriers, and iden-

tify interesting patterns in the billions of texts available online. With the emergence

of consumer-facing artificial intelligence (Al) agents such as Apple's Siri that interact

with us directly, NLP algorithms become even more central to our lives.

These human-computer interactions facilitated by NLP can be made more useful

and engaging if the underlying algorithms have a detailed sense of emotion. Equally

important, better algorithms for analyzing and manipulating emotional content in

texts can allow us to better understand crucial social phenomena such as racism and

bullying.

In this thesis, I explore different ways to design algorithms for modeling the rich

spectrum of emotions that humans employ. A key focus for me when designing these

new algorithms has been to make the algorithms learn about human language without

explicitly labeled data. This is critical not only because obtaining annotated data is

hard, but also because small datasets of labeled data can easily contain undesirable

biases that make their way into the model. The algorithms I've designed can be used

not only for emotion-related tasks, but also a variety of other tasks. However, for

conciseness and focus, this thesis will only examine how the algorithms can applied
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for emotion-related tasks.

The organization of this thesis is oriented around three of my research projects.

Chapter 2 first briefly introduces some useful background knowledge for understand-

ing the research projects. Chapter 3 describes the way we used a billion emojis

to learn state-of-the-art representations for detecting sentiment, emotions, and sar-

casm. Chapter 4 demonstrates how our new Prediction Propagation method achieves

state-of-the-art performance on challenging domain adaptation datasets. Chapter 5

proposes a new method that could potentially be used for disentangling content and

style. Chapter 6 discusses the usefulness of the methods proposed in this thesis.

Finally, Chapter 7 concludes on the projects and describes potential next steps.
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Chapter 2

Background

2.1 Analyzing emotions expressed in language

The thesis describes methods that - like many others - attempt to model human

emotions in text. However, before delving into the more technical parts of how to do

this modeling, it's interesting to briefly consider what it is we mean by 'emotions'.

Despite the apparent prevalence of emotions, there's no clear consensus in the aca-

demic community on fundamental questions such as what constitutes an emotion,

the number of emotions, and the distinctions between them. The disagreements have

had researchers form three dominant theories of emotion: Basic emotions theory, ap-

praisal theory, and conceptual act theory 175]. The basic emotions theory argues that

evolution has caused us to have six to eight fundamental emotions that we to some

degree share with animals [92]. Appraisal theory argues that we feel emotions as we

subconsciously evaluate a list of mental check points of how an event will affect us

directly or indirectly [60]. Lastly, conceptual act theory argues that emotions are

defined purely from the society and culture that each individual is exposed to and

that emotions thus are learned constructs 15]. These one-line descriptions do not give

these theories justice so I highly encourage the reader to read the provided references.

Due to the ambiguity of what an emotion is, most machine learning papers rely on

datasets labeled by human annotators without explicit instructions on how to distin-
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guish between emotions. This thesis follows the same approach despite its potential

issues.

Measuring emotions in text has long been of interest to the natural language

processing (NLP) community. Measuring sentiment of texts on online forums as

a way to understand consumers' opinions initially fueled corporate interest in this

method [66]. Over time the techniques to measure sentiment evolved from dictionary

approaches [10, 62] to machine learning methods like deep neural networks [1041.

Many community-led competitions (e.g. [72]) have also helped establish sentiment

analysis as a central task in NLP. Researchers have since modeled interesting related

tasks such as emotion detection [81, 12], sarcasm detection [96, 43], and bullying [23].

Lack of clear definitions on what constitutes an emotion, a sarcastic comment, or

bulling has made it difficult to obtain high-quality data, thereby limiting the ability

to properly model these phenomena in practice and conduct studies using such models.

These limitations are in part a motivation for why I in this thesis focus on designing

algorithms without the need for explicitly annotated datasets.

In addition to the research on understanding emotional content in language,

there's also been substantial research on other interesting ways of teaching machines

about emotions. For instance, machine learning has been used to detect affective

states [14, 83], to give AI agents a sense of emotions [1, 29], and to improve human-

computer interaction [67, 70]. For brevity and focus, I refrain from going into details

on these interesting research directions and focus exclusively on analyzing emotions

using natural language processing (NLP) methods.

2.2 Neural networks and deep learning

The methods and algorithms proposed in this thesis builds on the deep learning

framework, which has been massively successful for computer vision [50, 99] and

natural language processing [85, 58]. The core idea is to use neural networks to learn

distributed representations of the input data that are useful for a subsequent learning

task [35, 63]. The neural network is composed of many non-linear layers, giving it
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a high degree of flexibility in shaping the representation as needed to perform the

downstream task.

The easiest way for a neural network to learn a useful representation for a spe-

cific task is arguably to have a large labeled dataset, but there are also many other

useful approaches. Autoencoders attempt to compress their input as a way to learn

representations that capture the high-level dynamics [95, 15, 49]. Rather than re-

constructing every part of the input, it can be better to teach the network through

specific high-level reconstructions tasks, in this way forcing it to learn high-level rep-

resentations [64, 102]. This thesis also explores how carefully designed reconstruction

losses can be used as a way to learn useful representations without having labeled

data.

A useful property of neural networks is that the representations computed at any

given layer can be easily reused for other modeling purposes. One way to do this is to

use a pretrained neural network as a feature extractor and then train a new machine

learning model on top [24]. Alternatively, the neural network can have multiple

output layers, each with their own loss for the specific label being predicted [18].

The flexibility of neural networks is key to their success and something that's being

exploited in this thesis.

These deep learning models have millions of parameters, which are trained us-

ing backpropagation and stochastic gradient descent (SGD) 173]. Algorithms with

adaptive learning [101, 48] are often used to reduce the optimization challenges, but

nevertheless, some methods like the generative adversarial network (GAN) [34] are

notoriously difficult to train due to the adversarial loss being used. This adversarial

loss is also needed for the RepDistill method proposed in Chapter 5.
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Chapter 3

Learning Representations from a

Billion Emojis

A variety of NLP tasks are limited by scarcity of manually annotated data. Therefore,

co-occurring emotional expressions have been used for distant supervision in social

media sentiment analysis and related tasks to make the models learn useful text

representations before modeling these tasks directly. For instance, the state-of-the-

art approaches within sentiment analysis of social media data use positive/negative

emoticons for training their models [22, 87]. Similarly, hashtags such as #anger, #joy,

#happytweet, #ugh, #yuck and #fml have in previous research been mapped into

emotional categories for emotion analysis [59].

Distant supervision on noisy labels often enables a model to obtain better per-

formance on the target task. We show that extending the distant supervision to a

more diverse set of noisy labels enables the models to learn richer representations of

emotional content in text, thereby obtaining better performance on benchmarks for

detecting sentiment, emotions and sarcasm. We show that the learned representation

of a single pretrained model generalizes across 5 domains.

Emojis are not always a direct labeling of emotional content. For instance, a

positive emoji may serve to disambiguate an ambiguous sentence or to complement

an otherwise relatively negative text. Kunneman et al. [52] discuss a similar duality
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Table 3.1: Example sentences scored by our model. For each text the top five most
likely emojis are shown with the model's probability estimates.

I love mom's cooking .4
49.1% 8.8% 3.1% 3.0% 2.9%

I love how you never reply back.. -% ~- . - *1
14.0% 8.3% 6.3% 5.4% 5.1%

I love cruising with my homies Q $i
34.0% 6.6% 5.7% 4.1% 3.8%

I love messing with yo mind!! V
17.2% 11.8% 8.0% 6.4% 53%

I love you and now you're just gone.. V T Af -%

39.1% 11.0% 7.3% 5.3% 4.5%

This is shit M 0 10%
7.0% 6.4% 6.0% 6.0% 5.8%

This is the shit (1i) Ivo d .0
10.9% 9.7% 6.5% 5.7% 4.8%

in the use of emotional hashtags such as #nice and #lame. Nevertheless, our work

shows that emojis can be used to classify the emotional content of texts accurately

in many cases. For instance, our DeepMoji model captures varied usages of the

word 'love' as well as slang such as 'this is the shit' being a positive statement (see

Table 3.1). We provide an online demo at deepmoji.mit.edu to allow others to explore

the predictions of our model.

3.1 Related work using noisy labels

Using emotional expressions as noisy labels in text to counter scarcity of labels is not

a new idea [71, 33]. Originally, binarized emoticons were used as noisy labels, but

later also hashtags and emojis have been used. To our knowledge, previous research

has always manually specified which emotional category each emotional expression

belong to. Prior work has used theories of emotion such as Ekman's six basic emotions

and Plutchik's eight basic emotions [59, 86].

Such manual categorization requires an understanding of the emotional content of
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each expression, which is difficult and time-consuming for sophisticated combinations

of emotional content. Moreover, any manual selection and categorization is prone to

misinterpretations and may omit important details regarding usage. In contrast, our

approach requires no prior knowledge of the corpus and can capture diverse usage

of 64 types of emojis (see Table 3.1 for examples and Figure 3-3 for how the model

implicitly groups emojis).

Another way of automatically interpreting the emotional content of an emoji is

to learn emoji embeddings from the words describing the emoji-semantics in official

emoji tables [25]. This approach, in our context, suffers from two severe limitations:

a) It requires emojis at test time while there are many domains with limited or no

usage of emojis. b) The tables do not capture the dynamics of emoji usage, i.e., drift

in an emoji's intended meaning over time.

Knowledge can be transferred from the emoji dataset to the target task in many

different ways. In particular, multitask learning with simultaneous training on mul-

tiple datasets has shown promising results [18]. However, multitask learning requires

access to the emoji dataset whenever the classifier needs to be tuned for a new target

task. Requiring access to the dataset is problematic in terms of violating data access

regulations. There are also issues from a data storage perspective as the dataset used

for this research contains hundreds of millions of tweets (see Table 3.2). Instead we

use transfer learning [6] as described in 3.4, which does not require access to the

original dataset, but only the pretrained classifier.

3.2 Pretraining using emoji prediction

In many cases, emojis serve as a proxy for the emotional contents of a text. Therefore,

pretraining on the classification task of predicting which emoji were initially part of a

text can improve performance on the target task (see 3.7 for an analysis of why our

pretraining helps). Social media contains large amounts of short texts with emojis

that can be utilized as noisy labels for pretraining. Here, we use data from Twitter

from January 1st 2013 to June 1st 2017, but any dataset with emoji occurrences could
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be used.

Only English tweets without URL's are used for the pretraining dataset. Our

hypothesis is that the content obtained from the URL is likely to be important for

understanding the emotional content of the text in the tweet. Therefore, we expect

emojis associated with these tweets to be noiser labels than for tweets without URLs,

and the tweets with URLs are thus removed.

Proper tokenization is important for generalization. All tweets are tokenized on a

word-by-word basis. Words with 2 or more repeated characters are shortened to the

same token (e.g. 'loool' and 'looooool' are tokenized such that they are treated the

same). Similarly, we use a special token for all URLs (only relevant for benchmark

datasets), user mentions (e.g. 'Cac12017' and 'Aemnlp2017' are thus treated the

same) and numbers. To be included in the training set the tweet must contain at

least 1 token that is not a punctuation symbol, emoji or special token1 .

Many tweets contain multiple repetitions of the same emoji or multiple different

emojis. In the training data, we address this in the following way. For each unique

emoji type, we save a separate tweet for the pretraining with that emoji type as the

label. We only save a single tweet for the pretraining per unique emoji type regardless

of the number of emojis associated with the tweet. This data preprocessing allows the

pretraining task to capture that multiple types of emotional content are associated

with the tweet while making our pretraining task a single-label classification instead

of a more complicated multi-label classification.

To ensure that the pretraining encourages the models to learn a rich understanding

of emotional content in text rather than only emotional content associated with the

most used emojis, we create a balanced pretraining dataset. The pretraining data

is split into a training, validation and test set, where the validation and test set

is randomly sampled in such a way that each emoji is equally represented. The

remaining data is upsampled to create a balanced training dataset.

'Details available at github.com/bfelbo/deepmoji
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3.3 Neural architecture for any-domain

representations

With the millions of emoji occurrences available, we can train very expressive clas-

sifiers with limited risk of overfitting. We use a variant of the Long Short-Term

Memory (LSTM) model that has been successful at many NLP tasks 139, 85]. Our

DeepMoji model uses an embedding layer of 256 dimensions to project each word into

a vector space. A hyperbolic tangent activation function is used to force each em-

bedding dimension to be within [-1, 1]. To capture the context of each word we use

two bidirectional LSTM layers with 1024 hidden units in each (512 in each direction).

Finally, an attention layer that take all of these layers as input using skip-connections

is used (see Figure 3-1 for an illustration).

Softmax 1xc

Attention 1 x 2304

BiLSTM T x 1024

BiLSTM T x 1024

Embedding Tx256

Text

Figure 3-1: Illustration of the DeepMoji model with T being text length and C the
number of classes.

The attention mechanism lets the model decide the importance of each word for

the prediction task by weighing them when constructing the representation of the

text. For instance, a word such as 'amazing' is likely to be very informative of the
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emotional meaning of a text and it should thus be treated accordingly. We use a

simple approach inspired by 14, 100] with a single parameter pr. input channel:

et = htWa

exp(et)
aj T exp(ei)S=I

T

v = 3 aihi
i= 1

Here ht is the representation of the word at time step t and Wa is the weight

matrix for the attention layer. The attention importance scores for each time step,

at, are obtained by multiplying the representations with the weight matrix and then

normalizing to construct a probability distribution over the words. Lastly, the repre-

sentation vector for the text, v, is found by a weighted summation over all the time

steps using the attention importance scores as weights. This representation vector

obtained from the attention layer is a high-level encoding of the entire text, which

is used as input to the final Softmax layer for classification. We find that adding

the attention mechanism and skip-connections improves the model's capabilities for

transfer learning (see 3.7 for more details).

The only regularization used for the pretraining task is a L2 regularization of 1E-6

on the embedding weights. For the finetuning additional regularization is applied

(see 3.6). Our model is implemented using Theano [89] and we make an easy-to-use

version available that uses Keras [17].

3.4 Sequential unfreezing for transfer learning

Our pretrained model can be fine-tuned to the target task in multiple ways with some

approaches 'freezing' layers by disabling parameters updates to prevent overfitting.

One common approach is to use the network as a feature extractor [24], where all

layers in the model are frozen when fine-tuning on the target task except the last
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layer (hereafter referred to as the 'last' approach). Alternatively, another common

approach is to use the pretrained model as an initialization [26], where the full model

is unfrozen (hereafter referred to as 'full').

We propose a new simple transfer learning approach, 'chain-thaw', that sequen-

tially unfreezes and fine-tunes a single layer at a time. This approach increases

accuracy on the target task at the expense of extra computational power needed for

the fine-tuning. By training each layer separately the model is able to adjust the

individual patterns across the network with a reduced risk of overfitting. The sequen-

tial fine-tuning seems to have a regularizing effect similar to what has been examined

with layer-wise training in the context of unsupervised learning 126].

3rd layer 3rd layer

2nd layer 2nd layer

1 st layer 1st layer

t t
Text Text Text Text

a) b) c) d)

Figure 3-2: Illustration of the chain-thaw transfer learning approach, where each layer
is fine-tuned separately. Layers covered with a blue rectangle are frozen. Step a) tunes
any new layers, b) then tunes the 1st layer and c) the next layer until all layers have
been fine-tuned individually. Lastly, in step d) all layers are fine-tuned together.

More specifically, the chain-thaw approach first fine-tunes any new layers (often

only a Softmax layer) to the target task until convergence on a validation set. Then

the approach fine-tunes each layer individually starting from the first layer in the

network. Lastly, the entire model is trained with all layers. Each time the model

converges as measured on the validation set, the weights are reloaded to the best

setting, thereby preventing overfitting in a similar manner to early stopping [801.

This process is illustrated in Figure 3-2. Note how only performing step a) in the

figure is identical to the 'last' approach, where the existing network is used as a feature
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extractor. Similarly, only doing step d) is identical to the 'full' approach, where the

pretrained weights are used as an initialization for a fully trainable network. Although

the chain-thaw procedure may seem extensive it is easily implemented with only a

few lines of code. Similarly, the additional time spent on fine-tuning is limited when

the target task uses GPUs on small datasets of manually annotated data as is often

the case.

A benefit of the chain-thaw approach is the ability to expand the vocabulary to

new domains with little risk of overfitting. For a given dataset up to 10000 new words

from the training set are added to the vocabulary. 3.7 contains analysis on the added

word coverage gained from this approach.

3.5 Importance of context for emoji prediction

We use a raw dataset of 56.6 billion tweets, which is then filtered to 1.2 billion

relevant tweets (see details in 3.2). In the pretraining dataset a copy of a single

tweet is stored once for each unique emoji, resulting in a dataset consisting of 1.6

billion tweets. Table 3.2 shows the distribution of tweets across different emoji types.

To evaluate performance on the pretraining task a validation set and a test set both

containing 640K tweets (10K of each emoji type) are used. The remaining tweets are

used for the training set, which is balanced using upsampling.

Table 3.2: The number of tweets in the pretraining dataset associated with each emoji
in millions.

233.7 82.2 79.5 78.1 60.8 54.7 54.6 51.7 50.5 44.0 39.5 39.1 34.8 34.4 32.1 28.1

24.8 23.4 21.6 21.0 20.5 20.3 19.9 19.6 18.9 17.5 17.0 16.9 16.1 15.3 15.2 15.0

14.9 14.3 14.2 14.2 12.9 12.4 12.0 12.0 11.7 11.7 11.3 11.2 11.1 11.0 11.0 10.8

10.2 9.6 9.5 9.3 9.2 8.9 8.7 8.6 8.1 6.3 6.0 5.7 5.6 5.5 5.4 5.1
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Table 3.3: Accuracy of classifiers on the emoji prediction task. d refers to the dimen-
sionality of each LSTM layer. Parameters are in millions.

Params Top 1 Top 5

Random - 1.6% 7.8%
fasttext 12.8 12.8% 36.2%
DeepMoji (d = 512) 15.5 16.7% 43.3%
DeepMoji (d = 1024) 22.4 17.0% 43.8%

The performance of the DeepMoji model is evaluated on the pretraining task with

the results shown in Table 3.3. Both top 1 and top 5 accuracy is used for the evaluation

as the emoji labels are noisy with multiple emojis being potentially correct for any

given sentence. For comparison we also train a version of our DeepMoji model with

smaller LSTM layers and a bag-of-words classifier, fastText, that has recently shown

competitive results [44]. We use 256 dimensions for this fastText classifier, thereby

making it almost identical to only using the embedding layer from the DeepMoji

model. The difference in top 5 accuracy between the fastText classifier (36.2%) and

the largest DeepMoji model (43.8%) underlines the difficulty of the emoji prediction

task. As the two classifiers only differ in that the DeepMoji model has LSTM layers

and an attention layer between the embedding and Softmax layer, this difference in

accuracy demonstrates the importance of capturing the context of each word.

3.6 Benchmarking across sentiment, emotion, and

sarcasm tasks

We benchmark our method on 3 different NLP tasks using 8 datasets across 5 domains.

To make for a fair comparison, we compare DeepMoji to other methods that also

utilize external data sources in addition to the benchmark dataset. An averaged Fl-

measure across classes is used for evaluation in emotion analysis and sarcasm detection

as these consist of unbalanced datasets while sentiment datasets are evaluated using

accuracy.
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An issue with many of the benchmark datasets is data scarcity, which is partic-

ularly problematic within emotion analysis. Recent papers proposing new methods

for emotion analysis such as 181] only evaluate performance on a single benchmark

dataset, SemEval 2007 Task 14, that contains 1250 observations. Recently, criticism

has been raised concerning the use of correlation with continuous ratings as a mea-

sure [12], making only the somewhat limited binary evaluation possible. We only

evaluate the emotions {Fear, Joy, Sadness} as the remaining emotions occur in less

than 5% of the observations.

Table 3.4: Description of benchmark datasets. Datasets without pre-existing train-
ing/test splits are split by us (with splits publicly available). Data used for hyperpa-
rameter tuning is taken from the training set.

Identifier Study Task Domain Classes Ntrain Ntest

SE0714 [82] Emotion Headlines 3 250 1000
Olympic [791 Emotion Tweets 4 250 709
PsychExp [97] Emotion Experiences 7 1000 6480

SS-Twitter [91] Sentiment Tweets 2 1000 1113
SS-Youtube [91] Sentiment Video Comments 2 1000 1142
SE1604 [611 Sentiment Tweets 3 7155 31986

SCv1 [96] Sarcasm Debate Forums 2 1000 995
SCv2-GEN [65] Sarcasm Debate Forums 2 1000 2260

To fully evaluate our method on emotion analysis against the current methods

we thus make use of two other datasets: A dataset of emotions in tweets related

to the Olympic Games created by Sintsova et al. that we convert to a single-label

classification task and a dataset of self-reported emotional experiences created by a

large group of psychologists [97]. As these two datasets do not have prior evaluations,

we evaluate against a state-of-the-art approach, which is based on a valence-arousal-

dominance framework [12]. The scores extracted using this approach are mapped to

the classes in the datasets using a logistic regression with parameter optimization

using cross-validation. We release our preprocessing code and hope that these 2 two

datasets will be used for future benchmarking within emotion analysis.

We evaluate sentiment analysis performance on three benchmark datasets. These
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small datasets are chosen to emphasize the importance of the transfer learning ability

of the evaluated models. Two of the datasets are from SentiStrength [90], SS-Twitter

and SS-Youtube, and follow the relabeling described in [74] to make the labels binary.

The third dataset is from SemEval 2016 Task4A [61]. Due to tweets being deleted

from Twitter, the SemEval dataset suffers from data decay, making it difficult to

compare results across papers. At the time of writing, roughly 15% of the training

dataset for SemEval 2016 Task 4A was impossible to obtain. We choose not to use

review datasets for sentiment benchmarking as these datasets contain so many words

pr. observation that even bag-of-words classifiers and unsupervised approaches can

obtain a high accuracy [44, 69].

The current state of the art for sentiment analysis on social media (and winner

of SemEval 2016 Task 4A) uses an ensemble of convolutional neural networks that

are pretrained on a private dataset of tweets with emoticons, making it difficult to

replicate [22]. Instead we pretrain a model with the hyperparameters of the largest

model in their ensemble on the positive/negative emoticon dataset from Go et al. [33].

Using this pretraining as an initialization we finetune the model on the target tasks

using early stopping on a validation set to determine the amount of training. We also

implemented the Sentiment-Specific Word Embedding (SSWE) using the embeddings

available on the authors' website [87], but found that it performed worse than the

pretrained convolutional neural network. These results are therefore excluded.

For sarcasm detection we use the sarcasm dataset version 1 and 2 from the Inter-

net Argument Corpus [96]. Note that results presented on these benchmarks in e.g.

Oraby et al. [65] are not directly comparable as only a subset of the data is available

online. 3 A state-of-the-art baseline is found by modeling the embedding-based fea-

tures from Joshi et al. [43] alongside unigrams, bigrams and trigrams with an SVM.

GoogleNews word2vec embeddings [58] are used for computing the embedding-based

features. A hyperparameter search for regularization parameters is carried out using

2The authors report a higher accuracy in their paper, which is likely due to having a larger
training dataset as they were able to obtain it before data decay occurred.

3We contacted the authors, but were unable to obtain the full dataset for neither version 1 or
version 2.
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Table 3.5: Comparison across benchmark datasets. Reported values are averages

across five runs. Variations refer to transfer learning approaches in 3.4 with 'new'

being a model trained without pretraining.

DeepMoji DeepMoji DeepMoji DeepMoji
Dataset Measure Existing (new) (full) (last) (chainthaw)

SE0714 F1 .34 [Buechel] .21 .31 .36 .37
Olympic F1 .50 [Buechel] .43 .50 .61 .61

PsychExp F1 .45 [Buechel] .32 .42 .56 .57

SS-Twitter Acc .82 [Deriul .62 .85 .87 .88

SS-Youtube Acc .86 [Deriul .75 .88 .92 .93

SE1604 Acc .51 [Deriu] 2  .51 .54 .58 .58

SCv1 F1 .63 [Joshil .67 .65 .68 .69

SCv2-GEN F1 .72 [Joshil .71 .71 .74 .75

cross-validation. Note that the sarcasm dataset version 2 contains both a quoted text

and a sarcastic response, but to keep the models identical across the datasets only

the response is used.

For training we use the Adam optimizer [48] with gradient clipping of the norm

to 1. Learning rate is set to 1E-3 for training of all new layers and 1E-4 for

finetuning any pretrained layers. To prevent overfitting on the small datasets, 10% of

the channels across all words in the embedding layer are dropped out during training.

Unlike e.g. [30] we do not drop out entire words in the input as some of our datasets

contain observations with so few words that it could change the meaning of the text.

In addition to the embedding dropout, L2 regularization for the embedding weights

is used and 50% dropout is applied to the penultimate layer.

Table 3.5 shows that the DeepMoji model outperforms the state of the art across

all benchmark datasets and that our new 'chain-thaw' approach consistently yields

the highest performance for the transfer learning, albeit often only slightly better or

equal to the 'last' approach. Results are averaged across 5 runs to reduce the variance.

We test the statistical significance of our results by comparing the performance of

DeepMoji (chain-thaw) vs. the state of the art. Bootstrap testing with 10000 samples

is used. Our results are statistically significantly better than the state of the art with
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Figure 3-3: Hierarchical clustering of the DeepMoji model's predictions across cate-
gories on the test set. The dendrogram shows how the model learns to group emojis
into overall categories and subcategories based on emotional content. The y-axis
is the distance on the correlation matrix of the model's predictions measured using
average linkage.

p < 0.001 on every benchmark dataset.

Our model is able to out-perform the state-of-the-art on datasets that originate

from domains that differ substantially from the tweets on which it was pretrained.

A key difference between the pretraining dataset and the benchmark datasets is the

length of the observations. The average number of tokens pr. tweet in the pretraining

dataset is 11, whereas e.g. the board posts from the Internet Argument Corpus

version 1 [651 has an average of 66 tokens with some observations being much longer.

3.7 Analysis of DeepMoji modeling choices

One of the major differences between this work compared to previous papers using

distant supervision is the diversity of the noisy labels used (see 3.1). For instance,

both Deriu et al. [22] and Tang et al. [87] only used positive and negative emoticons

as noisy labels. Other instances of previous work have used slightly more nuanced

sets of noisy labels (see 3.1), but to our knowledge our set of noisy labels is the

most diverse yet. To analyze the effect of using a diverse emoji set we create a subset

of our pretraining data containing tweets with one of 8 emojis that are similar to

the positive/negative emoticons used by Tang et al. [87] and Hu et al. 140]. As the

dataset based on this reduced set of emojis contains 433M tweets, any difference in

performance on benchmark datasets is likely linked to the diversity of labels rather

than differences in dataset sizes.
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We train our DeepMoji model to predict whether the tweets contain a positive or

negative emoji and evaluate this pretrained model across the benchmark datasets. We

refer to the model trained on the subset of emojis as DeepMoji-PosNeg (as opposed

to DeepMoji). To test the emotional representations learned by the two pretrained

models the 'last' transfer learning approach is used for the comparison, thereby only

allowing the models to map already learned features to classes in the target dataset.

Table 3.6 shows that DeepMoji-PosNeg yields lower performance compared to Deep-

Moji across all 8 benchmarks, thereby showing that the diversity of our emoji types

encourage the model to learn a richer representation of emotional content in text that

is more useful for transfer learning.

Table 3.6: Benchmarks using a smaller emoji set (Pos/Neg emojis) or a classic archi-

tecture (standard LSTM). Results for DeepMoji from Table 3.5 are added for con-

venience. Evaluation metrics are as in Table 3.5. Reported values are the averages

across five runs.

Dataset Pos/Neg Standard DeepMoji
emojis LSTM

SE0714 .32 .35 .36
Olympic .55 .57 .61
PsychExp .40 .49 .56

SS-Twitter .86 .86 .87
SS-Youtube .90 .91 .92
SE1604 .56 .57 .58

SCvl .66 .66 .68
SCv2-GEN .72 .73 .74

Many of the emojis carry similar emotional content, but have subtle differences

in usage that our model is able to capture. Through hierarchical clustering on the

correlation matrix of the DeepMoji model's predictions on the test set we can see that

the model captures many similarities that one would intuitively expect (see Figure 3-

3). For instance, the model groups emojis into overall categories associated with e.g.

negativity, positivity or love. Similarly, the model learns to differentiate within these

categories, mapping sad emojis in one subcategory of negativity, annoyed in another
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subcategory and angry in a third one.

Our DeepMoji model architecture as described in 3.3 use an attention mechanism

and skip-connections to ease the transfer of the learned representation to new domains

and tasks. Here we compare the DeepMoji model architecture to that of a standard

2-layer LSTM, both compared using the 'last' transfer learning approach. We use the

same regularization and training parameters.

As seen in Table 3.6 the DeepMoji model performs better than a standard 2-layer

LSTM across all benchmark datasets. The two architectures performed equally on

the pretraining task, suggesting that while the DeepMoji model architecture is indeed

better for transfer learning, it may not necessarily be better for single supervised

classification task with ample available data.

A reasonable conjecture is that the improved transfer learning performance is due

to two factors: a) the attention mechanism with skip-connections provide easy access

to learned low-level features for any time step, making it easy to use this information

if needed for a new task b) the improved gradient-flow from the output layer to the

early layers in the network due to skip-connections [36] is important when adjusting

parameters in early layers as part of transfer learning to small datasets. Detailed

analysis of whether these factors actually explain why our architecture outperform a

standard 2-layer LSTM is left for future work.

Performance on the target task benefits strongly from pretraining as shown in

Table 3.5 by comparing DeepMoji (new) to DeepMoji (chain-thaw). In this section we

experimentally decompose the benefit of pretraining into 2 effects: word coverage and

phrase coverage. These two effects help regularize the model by preventing overfitting.

There are numerous ways to express a specific sentiment, emotion or sarcastic

comment. Consequently, the test set may contain specific language use not present in

the training set. The pretraining helps the target task models attend to low-support

evidence by having previously observed similar usage in the pretraining dataset. We

first examine this effect by measuring the improvement in word coverage on the test

set when using the pretraining with word coverage being defined as the % of words in

the test dataset seen in the training/pretraining dataset (see Table 3.7). An important
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reason why the 'chain-thaw' approach outperforms other transfer learning approaches

is that the embedding layer can be tuned with limited risk of overfitting. Table 3.7

shows the increased word coverage from adding new words to the vocabulary as part

of that tuning (examine 'combined' vs. 'pretrained').

Note that word coverage can be a misleading metric in this context as for many

of these small datasets a word will often occur only once in the training set. In

contrast, all of the words in the pretraining vocabulary are present in thousands (if

not millions) of observations in the emoji pretraining dataset thus making it possible

for the model to learn a good representation of the emotional and semantic meaning.

The added benefit of pretraining for learning word representations therefore likely

extends beyond the differences seen in Table 3.7.

Table 3.7: Word coverage on benchmark test sets using only the vocabulary generated

by finding words in the training data, the pretraining vocabulary or a combination of

both vocabularies.

Dataset Own Pretrained Combined

SE0714 41.9% 93.6% 94.0%
Olympic 73.9% 90.3% 96.0%
PsychExp 85.4% 98.5% 98.8%

SS-Twitter 80.1% 97.1% 97.2%
SS-Youtube 79.6% 97.2% 97.3%
SE1604 86.1% 96.6% 97.0%

SCv1 88.7% 97.3% 98.0%
SCv2-GEN 86.5% 97.2% 98.0%

To examine the importance of capturing phrases and the context of each word, we

evaluate the accuracy on the SS-Youtube dataset using a fastText classifier pretrained

on the same emoji dataset as our DeepMoji model. This fastText classifier is almost

identical to only using the embedding layer from the DeepMoji model. We evaluate

the representations learned by fine-tuning the models as feature extractors (i.e. using

the 'last' transfer learning approach). The fastText model achieves an accuracy of 63%

as compared to 93% for our DeepMoji model, thereby emphasizing the importance of

phrase coverage. One concept that the LSTM layers likely learn is negation, which is
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known to be important for sentiment analysis [98].

3.8 Comparing with human-level agreement

To understand how well our DeepMoji classifier performs compared to humans, we

created a new dataset of random tweets annotated for sentiment. Each tweet was an-

notated by a minimum of 10 English-speaking Amazon Mechanical Turkers (MTurk's)

living in USA. Tweets were rated on a scale from 1 to 9 with a 'Do not know' option,

and guidelines regarding how to rate the tweets were provided to the human raters.

The tweets were selected to contain only English text, no mentions and no URL's to

make it possible to rate them without any additional contextual information. Tweets

where more than half of the evaluators chose 'Do not know' were removed (98 tweets).

Table 3.8: Comparison of agreement between classifiers and the aggregate opinion of

Amazon Mechanical Turkers on sentiment prediction of tweets.

Agreement

Random 50.1%
fastText 71.0%
MTurk 76.1%
DeepMoji 82.4%

For each tweet, we select a MTurk rating random to be the 'human evaluation', and

average over the remaining nine MTurk ratings are averaged to form the ground truth.

The 'sentiment label' for a given tweet is thus defined as the overall consensus among

raters (excluding the randomly-selected 'human evaluation' rating). To ensure that

the label categories are clearly separated, we removed neutral tweets in the interval

[4.5, 5.5] (roughly 29% of the tweets). The remaining dataset consists of 7347 tweets.

Of these tweets, 5000 are used for training/validation and the remaining are used as

the test set. Our DeepMoji model is trained using the chain-thaw transfer learning

approach.

Table 3.8 shows that the agreement of the random MTurk rater is 76.1%, meaning
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that the randomly selected rater will agree with the average of the nine other MTurk-

ratings of the tweet's polarity 76.1% of the time. Our DeepMoji model achieves 82.4%

agreement, which means it is better at capturing the average human sentiment-rating

than a single MTurk rater.
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Chapter 4

Domain Adaptation through

Prediction Propagation

Modern natural language processing (NLP) models rely heavily on machine learning,

which has enabled impressive results, but has also made the learned models closely

tied with the training data [27]. For NLP, there is enormous amounts of unlabeled

data available, and it is thus useful to exploit this data to make the classifiers more

robust to data coming from other domains than that of the original training data.

The task of learning models that can exploit unlabeled data sources from other

domains to successfully classify observations in those domains has been formalized

in [20] under the name of domain adaptation. Many methods have been proposed

with some prominent approaches leveraging unsupervised learning to learn a shared

representation [7, 95, 15] and others using adversarial loss to learn domain-invariant

representations [2, 31, 105].

We find that many of the state-of-the-art methods rely on assumptions about the

datasets that are often not upheld for real-world applications. Motivated by these

limitations, we propose a new method, Prediction Propagation, that uses the label

prediction for each piece of text, together with the surrounding words, to separately

reconstruct each word in the text. When backpropagating through the label classifier,

the reconstruction loss forces the model to improve its label-related information for
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domains without labeled data. A new neighborhood encoding architecture and multi-

phase training is used to ensure that the label prediction remains a good estimate

of the label even when updating the model parameters only using a reconstruction

loss. Our method has the desirable properties for real-world modeling and is able to

obtain state-of-the-art performance.

4.1 Difficulty of domain adaptation within NLP

Structured correspondence learning (SCL) [7], stacked denoising autoencoders (SDA) [95],

and marginalized SDA [15] have all been used for domain adaptation within NLP.

These methods first use an unsupervised method to learn a low-dimensional represen-

tation and then train a classifier using the source domain labels on this representation.

In this way, they rely on the unsupervised projection to a low-dimensional representa-

tion being able to capture the information relevant for the label classification, which

is a limitation that the current state-of-the-art methods do not have.

A simple approach to learn domain-invariant representations is to use a pretrained

deep neural network and align the feature spaces across domains. This approach is

used in DAN [55] and Deep CORAL [84]. While these method can be effective, they

require that a pretrained network is available. These methods have in the vision

domain relied on models that have been pretrained on large-scale annotated datasets

such as ImageNet [21], whereas it is not clear in the NLP domain which pretrained

models could be used. Similarly, there are other domain adaptation methods that

have been used within computer vision, but are not easily applicable to NLP.

The domain-adversarial neural network (DANN) [2, 31] uses an adversarially

trained domain classifier to align the feature spaces across domains in addition to

a traditional classifier on the source domain. A gradient reversal layer (GRL) ensures

that the encoder's parameters are updated such that the domain classification loss

increases. While training, the model simultaneously minimizes the label prediction

loss while maximizing the domain classifier's cross entropy loss. Many of the recent

state-of-the-art methods build on this DANN framework. For instance, [93] proposed
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the Deep Domain Confusion (Deep DC) method that instead of maximizing the do-

main classifier's cross-entropy loss minimize the maximum mean discrepancy. Other

differences between methods are the model architecture with methods like ADDA and

DSN using separate encoders for each domain [94, 8]. The DSN method reconstructs

the input as part of the training process, thereby learning which parts of the feature

space to share across domains and which to keep private [8]. Similarly, the aspect-

augmented adversarial network (AAN) was recently proposed, which stabilizes the

adversarial training for NLP applications through the use of an additional word-level

autoencoder loss [105].

Our method's reconstruction of individual words in the context of neighboring

words has a resemblance to window-based tagging [19] and the continuous bag-of-

words (CBOW) method used to learn word vectors [581. However, to our knowledge,

there's no approach that uses the label prediction as part of the text reconstruction

in the same way that our method does.

4.2 Linking predictions with text reconstruction

Consider the example in Figure 4-1, where our model is reconstructing the word

sweetiepie using only the two neighboring words and the text-level label prediction.

Given the two neighboring words, a simple model will be able to predict that the

reconstructed word should be a noun, but without the text-level label prediction it

is unclear if the reconstructed word should be a positive noun (e.g. 'sweetiepie') or

a negative noun (e.g. 'moron'). Our method focuses precisely on how to use such

reconstruction difficulties to learn label-related information about the target domain.

For the unsupervised domain adaptation task involving a source domain Ds and

a target domain DT, we aim to learn a function f : X -s Y that obtains a low

generalization error on the target domain DT. We have Ns labeled training samples,

{ (Xi, Yi)7 ..., (xNr, YNs)}, from Ds and NT unlabeled samples, {(xi), ..., (xNT)}, from

D'P. The task focus is thus how to make use of the NT unlabeled training samples to

teach the model about DT in order to reduce the generalization error.
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Word-level * Text-level

You were such a sweetiepie yesterday. I love you!

clf,

Figure 4-1: Simplified illustration of how our model reconstructs each word using its
two neighbors and a text-level prediction of the label.

It is easy to obtain general semantic information about words in DT using an

unsupervised method like CBOW [581, but it is non-trivial to learn label-related

information for each word. For instance, CBOW would likely have difficulty learning

that sweetiepie is a positive word in the example in Figure 4-1. The goal of our

Prediction Propagation method is thus to enrich our word embedding function emb(.)

with label-related information about words in DT and to enrich our classifier function

clf(-) to account for patterns specific to DT.

We represent each text of T words as x = {(xo), ... , (XT.1)} and assume that the

probability of each word xi is a function only of its k-adjacent neighbors for some

k > 0 (i.e. it has the k-Markovian property [32]) and a text-level prediction of the

probability distribution over the classes, yS:

P(xiIxo, ... , xi_1, xi+l, --- , ixT-1, Y) = P(xilxi-k, --- , xi-1, xi+l, --- , ixi+k, 5y) (4.1)

The central idea of this method is to use the predicted distribution y as part of a gen-

erative model, thereby learning label-related information for DT by backpropagating

through the classifier. To do this properly requires a special architecture and training

procedure that is presented in the remainder of this section.
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4.3 Neighborhood encoding architecture

We define a new neighborhood encoding architecture (see Figure 4-2) that is com-

posed of five functions, embr, enco, dec4 , clfe, and glo with respectively r, #, '0, w,

and 6 as their parameters. An input x to the model is a sentence composed of T

words, xO, x1, ... , X_1, that are each processed by the embedding function, thereby

obtaining a representation ej = embr(xi) for the word at index i. The neighborhood

encoding function enco(ei) then encodes each embedded word ej using its neighbor-

hood, which is composed of the k nearest words on either size (but not the word

itself), thereby making use of the k-Markovian property previously discussed. The

neighborhood encoding of a word is thus ci = enco(ei-k, ... , ei_ 1 , ei+, --- , ei+k)-

Word-level * Text-level

embr enco decV,
Xo C0 X0

X 2 C2 -- X2

clf1

Figure 4-2: Illustration of the architecture for our method with T = 3 and k = 1. Each
word is encoded based on that word's two neighboring words. The predicted distri-
bution over the labels, y, is computed for the entire text, which is then concatenated
to each encoded word as part of the decoding. Similarly, a global representation g is
computed and concatenated. The decoder has thus access to word-level neighborhood
encodings, the text-level prediction, and the text-level global representation.

In parallel to the neighborhood encoding of each word, a classifier function pre-

dicts the probability distribution over the labels from the embedding representations,

i.e. y = clf,(e), where e contains all embedded words eo, el, ... , em_1. This text-level

prediction is used as part of the input to decoding. Similarly, we compute a global
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text-level representation g = glo6 (e) of dimensionality 1. The global representation is

added to help Sr remain a good estimate of y by capturing the main global patterns

that are relevant for reconstruction, thus preventing the gradients from strongly push-

ing yr towards capturing this information. The benefit of the global representation is

confirmed experimentally in Section 4.7.

The decoder function is applied to each word to reconstruct that part of the

input, i.e. xE = decV(ci, y, g). As opposed to a classic autoencoder [95], the entire

input is not compressed to a single vector representation, but rather each word xi is

represented independently by its word-level neighborhood representation ci, the text-

level predicted distribution Sr, and the global representation g. Figure 4-2 illustrates

this network architecture for an input of size T = 3.

The key to our model's success is the connection from the text-level prediction

y to each word as it is being decoded. From an implementation perspective, the

prediction is simply repeated with an identical prediction value being concatenated

to each encoded word cO, C1 ... CT_1. The same goes for the global representation g.

We tie weights V) with the weights - for the embedding function, thereby reducing

overfitting and the numbers of parameters in the model [42, 68].

We will now describe the layers we use for the four functions of our neighborhood

encoding architecture: embr, enco, decp and clf,.

The embedding function emb, consists of a single embedding layer with an em-

bedding size of m + n + 1, where m = 64 and 1 = 8 are hyperparameters and n is

the number of classes. The embedding weights, T, is consequently a matrix of size

V x (m + n), where V is the vocabulary size.

The classifier function c1f, has an attention layer that averages the representations

across words by weighing each word based on their attention importance score as

done in [28] and a bidirectional long short-term memory [39, 76] module with 512

dimensions in each direction for detecting sequential patterns. These two layers are

combined using a fully-connected layers with 1024 units and a Softmax layer that

computes a probability distribution over the n classes. The global representation

function glo6 uses the same layers as the classifier function, but has a final layer of
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dimensionality I = 8 with a tangents hyperbolic activation rather than the Softmax

layer.

The neighborhood encoding function enco uses a center-masked convolutional

layer with a filter size of 3 to encode each word using its two neighboring words. We

define a center-masked convolution as a standard convolution that is applied across a

feature map, where the central neuron is masked by multiplying it with zero to have

no influence on the filters (see enco in Figure 4-2). The center-masked convolutional

layer has 2048 filters and is followed by a time-distributed fully-connected layer that

projects each word independently down to 64 dimensions. Both layers use the ReLU

activation.

The decoder function multiplies the concatenated input from enco and clf, with a

matrix of size (m + n) x V. A bias is added for each word and the softmax activation

function is applied, thereby for each word producing a probability distribution over

all the words in the vocabulary.

4.4 Multi-phase training to learn desired

representations

In order to learn label-related information about words and patterns occurring in DT

by backpropagating the gradients from a reconstruction loss through the classifier, it

is crucial that S remains a good estimate of y throughout training. This is non-trivial

as the gradients from the reconstruction loss will attempt to move the prediction y

away from being a good estimate of y and instead towards something more useful

for reconstructing the words. One could imagine trying to make y remain a good

estimate by using a classification loss based on the labeled samples from Ds, but this

would introduce a dataset-dependent hyperparameter related to the trade-off between

the reconstruction loss and classification loss.

We ensure that y remains a good estimate by training the model in five consecutive

phases. Each phase involves minimizing one or more of the model's three losses
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with respect to a subset of the parameters r, #, 0 and w. The three losses are

the classification loss on the source dataset, clf, and the two reconstructions losses,

'2 source and Ltarget, making the total training loss:

L = Acif Lcif +Asource Lsource +Atarget target (4.2)

While this training scheme may seem excessive, it is unlike most other domain

adaptation methods free of hyperparameters that need to be tuned for each new

dataset. Moreover, the main difference between phases is which parameters are train-

able and which losses are used, making the training easy to implement in any modern

deep learning library. The loss multipliers, Aclf, AOurce and Atarget are always binary,

meaning that the loss is simply on or off for any given phase. Table 4.1 details which

parameters of the model are trainable in which phase and which losses are used. The

first three phases teaches the model how to reconstruct the words xO, x1, . , XT-_1

and predict y for Ds, whereas the last two phases make use of the trained model to

learn label-related information for DT. In particular, the fourth phase updates the

word embeddings parameters T to learn the meanings of previously unknown words

and new meanings of existing words. Similarly, the fifth phase updates W to capture

patterns specific to DT. As phase 1 does not yet have a trained classifier to provide

y, the labels are provided instead. Table 4.7 in Section 4.7 show how the model is

improving in each phase.

Table 4.1: Parameters being updated in each phase using which losses. Loss multi-
pliers are binary.

Phase Parameters Aczf Asource Atarget

1 T,#7, /,6 0 1 0

2 W 1 0 0
3 T,#,4,6 0 1 0
4 T,#,4',6 0 1 1
5 w 0 1 1

The training is done using the Adam optimizer [48] using the default parameters

and with gradient clipping of the norm set at 1. In all phases the model is trained
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until convergence as determined by lack of improvement on the validation set, which

contains observations from Ds and DT depending on the losses in that phase.

4.5 Desirable properties for domain adaptation

methods

Due to the many ways of designing domain adaptation methods, we aim at identifying

some desirable properties for these methods that can put our method in the context

of previous work. We identify three such desirable properties.

Table 4.2: Properties of various NLP domain adaptation methods.

Learn w/o Clasify Train on

Method pretrained Coasifw/o different label

params distributions

DAN [55] no yes yes

Deep CORAL [84] no yes yes

ADDA [94] yes no no

DSN [8] yes no suboptimal'

Deep DC [93] yes yes no

DANN [2] yes yes no

AAN [105] yes yes no

Prediction Propagation (ours) yes yes yes

First, it is desirable that the method can be trained from scratch on the dataset

without any pretrained parameters because there are many important real-world tasks

for which there are no pretrained classifiers available to adapt. While most of the

state-of-the-art domain adaptation methods are able to do this, the DAN [55] and

Deep CORAL [84] rely on aligning features of pretrained neural network models and

are thus restricted in the tasks they can be applied to.

Secondly, it is desirable that the method can classify an observation without knowl-

edge of the domain from which that observation originated. Some domain adaptation

'DSN's similarity loss is defined as the adversarial loss from either DANN or Deep DC, both

of which have difficulty training on domains with different label distributions. Table 3 in the DSN

paper shows that the model works without this loss, but achieves results below state of the art for

2 out of 4 benchmark datasets.
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methods require such information for each observation due to e.g. the use of separate

encoders for different domains [8, 94]. While this issue could potentially solved by

having a domain classifier that is used as part of the preprocessing, it is not always

trivial to determine the domain of individual observations in NLP. Additionally, for

real-world applications some new observations may occur that cannot be clearly de-

fined as being part of any of the existing domains used for training. It is not clear

how these methods with separate layers for different domains would handle such ob-

servations.

Thirdly, it is desirable that a method is able to model domains with different

label distributions as many real-world domains vary in their label distributions. For

instance, Amazon reviews have a proportion of positive reviews ranging from 78% to

93% depending on the product category (see the supplementary material). All the

methods that are rooted in the gradient reversal technique from DANN (i.e. ADDA,

DSN, Deep DC, DANN, AAN) suffer from an inability to handle such differences in

label distributions across domains. For these methods, the domain classifier exploits

the label information encoded in the feature vector to predict the domain, causing

the reversed gradient to remove information pertinent to the classification task. This

issue is formalized in the supplementary information and experimentally confirmed

in Section 4.6.

Table 4.2 summarizes the properties of the state-of-the-art methods within NLP (see

Section 4.1 for other methods). Prediction Propagation stands out as the only method

with all three desirable properties. With this paper's focus on domain adaptation for

real-world applications, the DANN, Deep DC and AAN methods are the most rele-

vant baselines due to their ability to learn without pretrained parameters and classify

observations without domain information. Recent work has shown that DANN per-

forms comparable or better than Deep DC [94, 56], which is why we only use DANN

and AAN as baseline comparisons in Section 4.6.
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4.6 Benchmarking and the issue of unbalanced

datasets

As described in Section 4.5 we compare our model to DANN and AAN. For our

implementation of DANN we use similar embedding and classification layers as for

our own model, while using the same gradient reversal factor schedule as in the original

DANN paper (see the supplementary material for implementation details). For AAN

we use the authors' GitHub code and default hyperparameters.

We create three new datasets due to lack of proper evaluation datasets for domain

adaptation in NLP. An overview of the datasets can be seen in Table 4.3. For all

datasets we use 5000 observations for the validation set and 15000 observations for

the test set. To tokenize the texts and create the vocabularies we use the code from

DeepMoji [28].

Table 4.3: Description of benchmark datasets.

Experiment Study Task Classes Ntrain Nal Nte, Bal Unbal

Twitter 4 Amazon [91, 371 Sentiment 2 200000 5000 15000 /
Amazon Categories [371 Sentiment 2 40000 5000 15000 v /
AG News -4 Yahoo [1031 Topic 2 40000 5000 15000 /

For sentiment classification we consider domain adaptation between Amazon re-

views and tweets on Twitter as well as between three Amazon product categories.

Previous work has also used Amazon product categories to evaluate domain adapta-

tion [31, 15], but the review datasets used in these previous papers only had 2000

labeled source samples, making the dataset small for modern standards. We thus

create our own binary classification Amazon review datasets based on previously re-

leased data [37]. Our datasets are substantially larger, making for a more realistic

test case. The reviews are on an ordinal scale from 1 to 5, which we binarize by

regarding reviews with scores below 3 as negative and above 3 as positive. Reviews

with a score of 3 are discarded to establish a clear separation between negative and
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positive reviews. To make for a more challenging domain adaptation task, we use only

reviews with less than 30 tokens and remove all trivially easy observations. These

observations are defined as the ones that a bag-of-words logistic regression using only

a vocabulary of the top 1000 tokens predicts with 99% confidence or more. In addi-

tion to creating balanced datasets, we also randomly sample observations from the

Amazon categories to create a version of that dataset that is naturally unbalanced,

varying from 78% to 93% of the reviews being positive depending on the product

category (see the supplementary material for details).

In agreement with prior work [61, 87], we define positive sentiment for tweets as

those containing a positive emoji and, similarly, negative sentiment for those contain-

ing a negative emoji. To handle the noisy text on Twitter we use the tokenization

scheme and vocabulary from DeepMoji [28], where words with 2 or more repeated

characters are shortened to use the same token. Furtermore, all URLs, numbers, and

-mentions are replaced by special tokens.

For topic classifciation we consider domain adaptation between between Yahoo

Answers and AG News [103] where the two overlapping topics in both domains,

Science/Technology and Sports, are used as our two prediction classes. Both corpora

are balanced. A large proportion of the observations had the website domain as part

of the text, making it trivially easy to classify these observation (e.g. if the domain is

www.spacescience.com). We thus remove the website domains from the texts as part

of the preprocessing.

To evaluate the performance on the datasets we use the area under the curve

(AUC) of the receiver operating characteristic, which is suited for evaluating both

balanced and unbalanced datasets. Table 4.4 shows that Prediction Propagation is

the method of the three that achieves state-of-the-art performance across the most

datasets. All the results are averaged across 3 runs. Additionally, we compute the

standard error of the mean (SEM) of the AUC for each combination of method and

dataset.

To our knowledge, DANN and AAN have only been benchmarked on domain

adaptation tasks, where the distribution of labels is uniform for both the source and
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Table 4.4: Balanced tasks. AUC on the target dataset averaged across 3 runs. Higher
is better.

Amazon
Twitter

AG
Yahoo

Books
Books
Movies
Movies
Clothing
Clothing

Twitter
Amazon

Yahoo
AG

Movies
Clothing
Books
Clothing
Books
Movies

DANN

.734 .006

.822 .008

.773 .026

.948 .007

.947 .001
.911 + .004
.929 .002
.918 .003
.842 .014
.896 + .005

AAN

.752 1 .032

.851 i .015

.913 .003
.965 .002

.898 .004

.876 .005

.903 .001

.888 .012

.864 .007

.846 .017

Our method

.766 .004

.874 .016

.894 .004
.978 .003

.938 .001
.918 + .001
.924 i .001
.899 .002

.900 .002

.921 .003

Table 4.5: Unbalanced tasks.
Higher is better.

AUC on the target dataset averaged across 3 runs.

DANN AAN Our method

Books -+ Movies .848 + .008 .680 .067 .918 .005
Books -* Clothing .836 .003 .732 .061 .901 .001
Movies -+ Books .816 .003 .614 .021 .912 .006
Movies - Clothing .819 + .004 .786 .023 .898 .005
Clothing - Books .724 .008 .693 .077 .848 .005
Clothing -+ Movies .743 .010 .738 .033 .870 .003

target domain. However, obtaining a balanced target dataset necessarily requires

access to the labels, which would not be present in a real-world application of domain

adaptation. We thus evaluate the methods, where the source domain is balanced

(as often done for training) and the target domain is naturally unbalanced, i.e. the

observations are sampled randomly from the original dataset. Table 4.5 shows that

DANN and AAN perform substantially worse on these tasks with a unbalanced target

domain, thereby confirming the issue discussed in Section 4.5 and formalized in the

supplementary material. Our method substantially outperforms DANN and AAN on

these unbalanced datasets.
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4.7 Analyzing the modeling choices

In this section we analyze the modeling choices we've made. Firstly, we analyze our

underlying premise of the backpropagation through the classifier being crucial for the

performance of our model. We run the balanced Amazon -+ Twitter experiment,

where we stop the gradient from backpropagating from the decoder to the classifier.

The AUC on the target domain validation set drops from .766 to .731, which is

below the current state-of-the-art methods, thereby emphasizing the importance of

propagating the predictions from the decoder through the classifier.

Our method does not have any training hyperparameters, but it has two hyperpa-

rameters related to the architecture: neighborhood size k and global dimensionality

1. Table 4.6 shows a grid search over hyperparameter values with the results being

averages across 3 runs. We find that k = 3 and 1 = 8 provide the best results and we

use these values across all the experiments.

Table 4.6: Grid search over the neighborhood size k and dimensionality of the global
representation 1. The values are AUC for the task Amazon -+ Twitter.

1

k 0 4 8 16

1 .747 .756 .731 .732
3 .753 .741 .766 .732
5 .753 .756 .732 .760

Table 4.7: Accuracies for sentiment prediction and word reconstruction on the vali-
dation set for target domain for the balanced task Amazon -* Twitter.

Senti- Words
Phase ment

1 - 14.5 .1
2 61.8 .4 -
3 62.8 .5 14.5 .2
4 68.1 .1 29.1 .6
5 68.5 .2 29.2 .3

Lastly, to understand the impact of each of our training phases we evaluate the
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sentiment and word reconstruction accuracies on the target domain for the balanced

task Amazon -+ Twitter. As seen in Table 4.7 each phase improves the performance.

Phase 4 substantially improves the word reconstruction accuracy, which is intuitive

as this is the first phase, where the target domain reconstruction loss, Ltarget is used.

Phase 1 and 4 take the longest with the remaining three phases accounting for less

than 25% of the overall training time.
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Chapter 5

Disentangling Content and Style

using Representation Distillation

It is trivial for a computer to express specific emotional content if given full flexibility

over the content of the text. However, that is not desirable as the communication

often has a purpose, requiring the computer to communicate certain content. The

challenge thus lies in communicating the same content while changing the style of

the text to express specific emotions, which we refer to as 'style modification'. A

simple approach to modify the emotional style of a text is to replace sentiment-

bearing words with antonyms, but this does not capture the full richness of emotional

content in language, which is why recent research has attempted style modification of

text using machine learning [78, 47]. However, the existing methods have important

limitations wrt. content consistency and flexibility of style control. We propose a new

approach that learns disentangled representations of style and style using a specialized

dilated convolutional autoencoder architecture that uses a pretrained classifier and

adversarial training. In addition to allowing style modification, this method also

enables style-independent content representations that may be useful for downstream

tasks.
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5.1 Usefulness of disentangled representations

Decomposing an input into disentangled representations of style and content has

attracted a lot of attention within the machine learning community [88, 51, 16, 57].

In the context of handwriting recognition, the style can be the font [88], whereas

for language the style can include factors such as sentiment and formality. It is

often desirable to be able to perform style modification, where the style is changed

while keeping the content constant. A particular kind of style modification, 'style

transfer', entails that the style of an input, x, is applied to another input, xt, thereby

changing the style of xt. One way to perform style transfer is through the use of

disentangled representations, where style and content each have a representation that

is independent of the other.

5.2 Style transfer with discrete words

A lot of previous work in NLP has attempted to achieve disentangled representations

by modeling the data in the VAE framework [49], thereby placing a strict prior on

the code space [9, 77, 41] that also allows them to sample sentences. One way to

enforce that the style and content representations are independent in a VAE model

is through the use of separate discriminators to classify these representations [41].

However, using this approach for style transfer does experience failure cases with the

content of the reconstructed output, it, being very different from the content of xt.

Two recent papers model the problem of style transfer more explicitly [78, 47].

In one of them the style transfer task is treated as a translation problem with two

encoders and decoders [78] with the encoders and decoders being cross-aligned using

Professor Forcing [54]. The other paper regularizes the style and the content to be

independent [47] through the use of adversarial training framework originally designed

for domain adaptation [31] and a continuous-space generator based on the Wasserstein

distance [3]. These two papers represent the current the state-of-the-art for style

transfer on text and will be the main comparisons when evaluating our approach.
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A major difficulty for style transfer on text is the ability to modify the style while

preserving the content, partly due to the discrete nature of the data. The two methods

discussed above also suffer from this issue, thus making some transferred sentences

be very different from the original ones (see Table 6 in [47]).

5.3 Disentangled representations through

distillation

To determine which factors of variation from the input should be captured in the

style representation, previous work made use of labeled datasets to train a classifier

as part of the neural network [41, 47]. Training a classifier as part of the style transfer

model requires the network to simultaneously learn the style-specific factors and the

reconstruction of the input, making the optimization task more difficult. Moreover,

the relationship between style and content can be highly complex, thus requiring a

large labeled dataset to properly capture these dynamics.

We prevent these issues altogether by using a pretrained domain-invariant classi-

fier' to guide our model. Similar to how model distillation has been used for training

small students models from larger teacher models [38], we distill the knowledge of the

classifier to obtain disentangled representations. Accordingly, we name our method

Representation Distillation (RepDistil). Having the pretrained classifier as an inte-

gral part of the architecture, allows it to provide gradients for the decoder, thereby

guiding it to how it can achieve a desired style. In this way, the pretrained classifier

eases the optimization task and allows our model to be trained on unlabeled datasets.

To express content with a specific emotional style it is helpful decompose an in-

put x into two separate representations, c and s, containing respectively information

about the content and the style. While this can be accomplished in a completely

unsupervised manner for simple styles [16, 69], language is so rich in variations that

it seems infeasible for more complex styles. Moreover, completely unsupervised learn-

'If one such classifier does not exist for a specific labeled dataset, it is easy to create one by first
training a classifier before training our style transfer network.
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Figure 5-1: High-level illustration of the proposed architecture for learning disentan-
gled representations and performing style modification. Grey boxes are the observed
texts (before and after modification) while blue diamonds are representations com-
puted by the model.

Algorithm 1 Training
while not converged do

Compute . = adv,(encO(x)). Update Wp. Repeat k times.
Compute X = dec,(enco(x), clf,(x)), s = adv(GRL(enc4(x))). Update #, b.
Compute S^ = clfw(decp(enco(x), clf, (x))). Update 0.

ing makes the trained model hard to use for style modification as different training

sessions will likely yield different factors of variation as the detected style factors.

Consequently, we examine the approach, where additional information is available on

which factors of style should be separated into s. In particular, we make use of a pre-

trained classifier that maps the input to a style representation using a parameterized

function s = clf,(x) with parameters w.

Using the pretrained classifier allows us to get the style representation, s, but it is

not trivial to obtain a content representation, c, that is independent of the style. To

obtain these disentangled representation we use an extension of the classic autoen-

coder network architecture [95]. An autoencoder consists of two parts. An encoder

maps the input, x, into a content representation, c, using a parameterized function
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c enco(x) with parameters 0. The content representation is then mapped back to

the original space by a decoder, i = deco(c) with parameters 4. The autoencoder

is perfectly reconstructing x when x = -. If dim(c) = dim(x), then a trivial solu-

tion for the autoencoder is to learn the identity function such that enco(x) = x and

decep(c) = x. Instead, dirn(c) is chosen to be a low number such that the autoencoder

attempts to learn a lower dimensional manifold that contains all of the information in

the input space and thereby compresses the input. The autoencoder thus models the

data as p(xlc), where c = enco(x) is a low-dimensional representation of the input.

5.4 Adversarial training of the RepDistill model

A naive approach for controlling the style of the reconstruction is to model p(xac, s)

instead, where the style representation, s, is concatenated to the content representa-

tion. However, as all of the information needed for the reconstruction is available in

x, the decoder often learns to ignore the style variable. If this happens, it becomes

impossible to achieve different reconstructions by modifying the style representation.

To enforce c to not contain information about s, we make use of adversarial

training [34] and the gradient reversal layer (GRL) [31]. This layer acts as the identity

function on the forward pass, but reverses the gradient during backpropagation by

multiplying it with -1. In this way, any loss coming through the GRL will optimize

parameters earlier in the model to make the loss worse. An adversarial classifier with

parameters o is trained to predict the style representation through a GRL layer, i.e.

s = adv,(GRL(c)). During this adversarial training, the o parameters will thus be

updated to better be able to predict s, while the parameters of the encoder, #, will

be updated to make c contain less information useful for predicting s. Consequently,

properly reconstructing x requires the use of the concatenated style representation,

thereby ensuring that modifying s changes ,.

The content and style might be related in complex ways, which can make it difficult

for the decoder to correctly reconstruct the style. In practice, the decoder may choose

to partially ignore reconstructing the style in favor of better modeling the content.
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This issue can be mitigated by having an extra loss for the autoencoder's ability to

reconstruct the style, thus allowing us to tune the importance of the reconstructed

output having the correct style. We implement this loss using the pretrained classifier

such that the model attempts to make clf,(i) as close as possible to clf,(x). In this

way, the pretrained classifier provides gradients that guides the decoder to achieve a

specific style, even on unlabeled datasets. This approach is similar in vein to model

distillation, where one or more models are used to train a new smaller model with

comparable performance [11, 38]. Accordingly, we find that matching the logits with

a mean squared error loss as proposed in [11] for model distillation works well for our

approach2 .

An illustration of our neural network architecture can be seen in Figure 5-1. Train-

ing the network involves three separate backpropagation steps to ensure that the gra-

dients encourage the encoder to make c independent of s and to make the decoder

use s. Algorithm 1 describes the training in more detail. Once trained, the user sim-

ply provides an input and a desired style representation to obtain a modified version

of the input. Style transfer from an input xs to another input xt can therefore be

achieved simply by reconstructing xt with s = clf,(xe).

Our network architecture encodes the input into a variable-size content repre-

sentation that is resolution preserving [45], i.e. scaling the number of hidden states

one-to-one with the size of the input. Each word is encoded into its own hidden state

vector, which is made available to the decoder. In this way, the variable-size encoding

makes the learning task much easier as it allows the decoder direct access to the in-

dividual tokens in the input text, thereby allowing the network to model the change

in style for a single word directly rather than first having to memorize the entire text

into a single vector. Furthermore, this architecture simplifies the optimization task as

it makes the paths of the gradients from the output tokens to the corresponding input

tokens much shorter. This approach is in contrast to previous work that all encode

the content into a single fixed-size vector. The style representation is run through a

2The style representation is always kept in logits, incl. the target for the adversarial network and
the input to the decoder.
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1-layer MLP and concatenated to every time step.

5.5 Evaluating the style transfer performance

At the time of writing this thesis, the RepDistil project is still work in progress, leav-

ing much to be wanted in this evaluation section. Furthermore, the comparison with

existing algorithms is complicated by the lack of a single clear metric for evaluating

style transfer. Individual papers use different metrics and many use human evalua-

tions without specifying complete experiment design and participant instructions.

The main difficulty of evaluating style transfer models for text is that there will

always be a trade-off between the degree to which the original content remains and

the degree to which the style has been transferred. I am currently involved in another

research project on identifying better ways of quantifying the performance of style

transfer models for text. This part of the RepDistil project has thus purposely not

been pursued, but is waiting on new standardized metrics and benchmark datasets

from the other project for better comparisons.
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Chapter 6

Discussion

This thesis focused on the hard task of teaching machines about emotions, but do the

methods proposed here actually take us any closer?

DeepMoji is helping researchers and practitioners that would like to go beyond

measuring positive/negative sentiment and instead model various kinds of emotions.

The pretrained neural network has been deployed in multiple industry applications

(incl. chatbots), thereby helping the machines better understand the emotion content

of how we express ourselves. Equally important, DeepMoji is helping open up new

avenues of research for scientists interested in understanding phenomena related to

emotions. For instance, DeepMoji has been used to model racism [46] and to help us

get a better understanding of theory behind emotions [13].

Our Prediction Propagation method and the new benchmark datasets we provide

can hopefully help push the field of domain adaptation for NLP forward. This is

crucial as NLP methods are notoriously brittle [27]. While the description of the

method here focused on classifying emotional content, the method could potentially

also benefit a variety of other NLP tasks.

Learning to obtain disentangled representations of messy real-world data could

be an important step towards the causal models that some argue are necessary

for human-like AI [53]. Due to its discrete nature and long-tailed distribution of

words, language is arguably a hard domain for learning disentangled representations.
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RepDistil could help solve this problem, although it still needs more work for us to

prove that the algorithm works better than the existing methods.

It is clear that none of the methods proposed here will take us all the way to the

big vision of an emotional Al. Nevertheless, I do believe that the methods proposed

in this thesis help move the field in the right direction.

66



Chapter 7

Conclusion

This thesis explored how one could design algorithms for modeling the rich spectrum

of emotions that humans employ. I have done that through three research projects

on this overall topic. In the first paper, we show how the billions of texts on social

media with emojis can be used for training deep learning models that obtain state-of-

the-art performance across various emotion-related NLP tasks. Our DeepMoji model

has been deployed in multiple industry applications and is being used in academia

to analyze phenomena related to emotions. The second paper shows how the current

state-of-the-art domain adaptation methods lack one or more desirable properties for

real-world NLP applications. Motivated by these limitations we have introduced the

Prediction Propagation method, which has these desirable properties and is able to

obtain state-of-the-art performance. Lastly, the third paper proposes the RepDistill

method for disentangling content and style of texts. Although additionally work is

required to verify this method's efficacy, the initial results are promising. All in

all, there's still a long way to go before we reach machines that actually understand

emotions, but the methods proposed in this thesis move us in the right direction while

having practical applicability for both industry and academia.
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