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Abstract

The ability to quantitatively assess the environmental impacts of air transport oper-
ations is necessary to estimate their current and future impacts on the environment.
Emissions from aircraft engines are a significant contributor to atmospheric NOx
driving climate change, air quality impacts and other environmental concerns. To
quantify these effects, global chemistry-transport models are frequently used. How-
ever, such models assume homogeneous and instant dilution into large-scale grid cells
and therefore neglect micro-physical processes, such as contrail formation, occurring
in aircraft wakes. This assumption leads to inaccurate estimates of NOy partitioning,
and thus, an over-prediction of ozone production. To account for non-linear plume
processes, a Lagrangian aircraft plume model has been implemented. It includes
a unified tropospheric-stratospheric chemical mechanism that incorporates hetero-
geneous chemistry. Micro-physical processes are considered throughout the entire
plume lifetime. The dynamics of the plume are solved simultaneously using an opera-
tor splitting method. The plume model is used to quantify how the in-plume chemical
composition is affected in response to various environmental conditions and different
engine and/or fuel characteristics.
Results demonstrate that an instant dilution model overestimates ozone production
and accelerates conversion of nitrogen oxides compared to the plume model. Sensitiv-
ities to the NOx emission index have been derived and the dependence of the plume
treatment on the background atmosphere mixing ratios, pressure and latitude has
been investigated for a future regional scale assessment of the aviation sector. The
cumulative impact of successive flights has been estimated. Contrail micro-physical
and chemical properties have been computed under different scenarios.
This aircraft plume model has been extensively validated and enables an in-depth
assessment of the impact of one or multiple flights on local atmospheric conditions.

Thesis Supervisor: Steven R.H. Barrett
Title: Associate Professor of Aeronautics and Astronautics
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Chapter 1

Introduction

In 1999, the Intergovernmental Panel on Climate Change (IPCC) released the first

estimate of the global climate impact of the aviation sector corresponding to 3.5%

of total anthropogenic warming for 1992 operations [33]. Following that, growing

attention has been paid to the effect of aircraft emissions on the climate as aviation

industry and passenger traffic has experienced rapid expansion. On average, the

growth in passenger traffic was estimated at 5.3% per year for the period from 2000

to 2007 [24]. Consequently, total aviation emissions have continuously increased as

demand for air transport has outpaced the reductions in emission indices [25]. Recent

studies estimated the share of aviation in global anthropogenic warming to be 5% in

2005, with uncertainty bounds that extend up to 14% [24].

Aviation is a unique sector in terms of its environmental challenges because it is

the only significant anthropogenic source of pollution at high altitude. 75% of the

emissions from commercial flights occurred above 7 km altitude in 2006 [56]. The re-

lease of chemically reactive substances in the upper troposphere or lower stratosphere

(UTLS) from aircraft exhausts induces perturbations in the environmental chemical

balance that can persist for days to months. Nitrogen oxides from aircraft emissions,

NOx (= NO+NO 2), are formed by thermal decomposition and oxidation of N 2 in the

combustor of engines. The impact of aircraft-emitted NOx was first studied because

of the potential impact that supersonic aircraft could have on the ozone layer. Since

then, NOx have been found to be among the species with the greatest potential im-
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pact [33] and emissions from the subsonic fleet have been shown through numerical

simulations to increase tropospheric ozone levels in the Northern hemisphere by 2 to

9% [4,38].

Global Eulerianw3-D atmospheric chemistry-transport models are the most com-

monly used prediction tools when studying the impacts of subsonic commercial avi-

ation on the environment. These models assume that the aircraft exhaust is instan-

taneously and homogeneously mixed with ambient air in grid cells that still remain

coarse relative to the plume because of computational limitations [3,10, 28].

However, these large-scale models do not account for the initial high species con-

centrations that can be several orders of magnitude larger than their respective back-

ground values. Therefore, the impacts of the non-linear processes in the early stages

of the plume are not captured in such simulations. It has been shown that solving the

chemistry at the grid scale provides different results than plume-scale models [6,23,34].

Additionally, instant dilution neglects any plume-scale micro-physical processes, an

important sink of water vapor and nitric acid at low temperatures and provide a

surface for rapid heterogeneous chemistry.

Initial high NOx mixing ratios in aircraft plumes lead to efficient conversion of ni-

trogen oxides to reactive nitrogen compounds, NOY, which diminish the potential of

aviation emissions to form ozone. To account for these non-linear chemical processes,

a parameterized plume model has been implemented. This sub-grid plume represen-

tation combines gas-phase chemistry, entrainment of ambient air and micro-physical

processes.

Among aviation's environmental impacts, condensation trails and aircraft-induced

cirrus clouds are the most important and yet most uncertain sources of radiative

forcing [24]. Even if the thermodynamic conditions required for contrail formation

are well understood [1, 37], the level of scientific understanding of the micro-physical

pathway leading to their formation and their impact on the in-plume chemistry is

still low.

Field measurements over the past decades, e.g. SUCCESS [471, POLINAT [43]

and the SULFUR experiments [40], have investigated contrail ice crystals and liquid

14



aerosols characteristics and, as a result, models have been built to study aerosol

formation and growth in aircraft plumes. Parametric studies have been carried out

and have found that ambient relative humidity, fuel sulfur contents and soot number

emissions are key parameters affecting contrail formation and particle growth 122],

[57]. In the early stages, non-volatile aerosols take up a significant amount of the

emitted water vapor through condensation and heterogeneous freezing, potentially

leading to persistent contrails, and liquid aerosols form. During the plume expansion

regime, gas species react and diffuse, aerosols undergo coagulation and they affect

gaseous species concentrations through heterogeneous chemistry on their surface.

The development of the biofuel industry has been identified as a potential oppor-

tunity to reduce aviation's climate impact and CO 2 burden. Additionally, the use of

alternative jet fuels instead of conventional fuel has the property of greatly decreas-

ing soot and sulfur emissions. This paper presents how different emission indices,

through the use of different fuels, can influence the micro-physical characteristics and

the in-plume gas-phase chemistry.

1.1 Thesis synopsis

This work aims to assess the impact of modeling non-linear chemical mechanisms in

an expanding aircraft exhaust plume as compared to a grid scale model. The present

study addresses the question: Does the inclusion of small-scale plume processes al-

ter the local and global results, as resolved by a global chemistry-transport model

(CTM)?

Because of computational limitations, global CTMs still have relatively coarse

grid cells compared to an aircraft plume that usually widens up to a few kilome-

ters. Therefore, global CTMs cannot accurately describe the small-scale chemical

and micro-physical processes in an aircraft plume. To answer this lack of detailed

plume-scale models, an aircraft exhaust model has been developed. This model in-

cludes an accurate chemical integrator with a comprehensive set of chemical reactions

and micro-physical processes.
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1.2 Previous work on aircraft plume modeling

Several aircraft plume parameterizations have been developed to quantify the non-

linear chemical processes that occur in the exhaust of an aircraft [23,27,34,54J. These

models use the assumption that the dispersion of an aircraft wake can be accurately

modeled using a Gaussian plume model. This representation assumes that the plume

growth is set by turbulent diffusion parameters and a shear coefficient. This assump-

tion is theoretically only valid for non-reactive species. Temporal variations in pho-

tochemistry and spatial variations due to non-linearities can cause the concentration

profiles to not be Gaussian and even asymmetric in the presence of ice crystals.

In the present model, diffusion is coupled to a comprehensive chemistry model

and detailed micro-physical processes.

To the author's knowledge, no such aircraft plume model includes detailed micro-

physical processes to model the effect of contrails on in-plume chemistry through

heterogeneous reactions on the surface of ice crystals.
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Chapter 2

Methods

In order to assess the effect of the plume-scale dynamical and chemical processes on

aircraft exhausts, the Aircraft Plume Chemistry, Emissions and Micro-physics Model

(APCEMM) has been developed. A plume-scale treatment of aircraft emissions is

necessary to account for the non-linear chemistry in the aircraft wake. After their

release in the atmosphere and during the diffusion phase, the species concentrations

in the aircraft plume can be several orders of magnitude larger than their background

levels. NOx concentrations at cruise altitude can reach values up to 20 ppbv in

the early stages of the plume, whereas background NOx levels are typically between

0.007 ppbv and 0.15 ppbv in flight corridor such as the North Atlantic Flight Corridor

(NAFC) [42]. Non-linearity in the chemical rates means that in-plume chemistry does

not necessarily behave identically to the surrounding atmosphere.

The growth and chemical evolution of a single aircraft plume are modeled using an

Eulerian-Lagrangian approach. Chemical concentrations and aerosol characteristics

are treated by tracking a cross-section of the plume, perpendicular to the flight path.

This cross-section is discretized in a finite number of fixed concentric elliptic rings,

allowing the model to account for dilution over time. Chemistry is solved in each ring

and at every time step using an operator splitting method. Micro-physical processes

are also considered.

Aircraft wakes can be thought of as a succession of three distinct regimes (Figure

2-1). In the near field, compressibility effects arise from the momentum-driven jet
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Plume Box Model:

Jet+ Vortex Phesm-M crophulcs

1. Diffusion
Tiam 2. Gas Obese and

iteratkIns heteroneouschemistry
---- ' 3. Mkcrophyskcs

Figure 2-1: Sketch and modeling of a Lagrangian plume tracking approach in sta-
tionary constant-area rings. The rings' major and minor axis are denoted by ai and
bi respectively.

that last for a short amount of time of the order of a few seconds. During this

regime, the vorticity lines, that form around the wing tips because of a span-wise

variation in sectional circulation, start to roll up into counter-rotating vortices and

move downwards because of their mutually induced velocity and entrain the plume.

The force balance between the vortex motion and the inertial force induced by the

momentum excess at the engine exit induces a sinking motion of the wake. Viscous

dissipation of turbulent energy in ambient air causes the vortices to break apart

leading to the diffusion regime. In this regime, the plume then expands in ambient

air once aircraft-induced effects have vanished. Diffusion parameters are controlled

by the vertical stratification of the atmosphere and shear forces. Typical timescales

and dilution ratios for an aircraft plume are shown in Table 2.1.

Initially, the plume is hot and undergoes cooling leading to a spike in ice and

liquid water saturations roughly 10 ms after emission, triggering a wide range of

18



Table 2.1: Plume timescales and dilution ratios

Aircraft Plume Chemistry, Emissions and Microphysics
Model

Long-term plume
Early-plume model mdl

model

Early Jet Jet Vortex Diffusion Regime
Regime Regime Regime

Timescale 0.1 s 10 s 100 s Few hours up to a
day

Dilution ratio 5.5 x 10-1 2.6 x 10-3 9.9 x 10-4 < 1.0 x 10-4
at end of

phase [-]

micro-physical processes. During this initial jet regime, formation of sulfate aerosols,

freezing on solid nuclei, condensation, heterogeneous nucleation and coagulation oc-

cur. Previous studies have suggested that homogeneous freezing is unlikely in aircraft

plumes given the large number of pre-existing nuclei [57. This behavior can be ex-

plained because combustion particles can acquire an ice coating at temperatures much

warmer than cruise temperatures, therefore implying that ice crystals formed in the

vicinity of the engines freeze because of heterogeneous nucleation. This indicates

that ice formation occurs on soot particles earlier than predicted by the homoge-

neous nucleation theory. Therefore, freezing through homogeneous nucleation is not

considered in this work.

The general transport equation of a compressible gas in conservation form can be

written as:

&PYk + V (pYku) = -V.(G) + 2k, (2.1)
at

where Yk, p, u and Gk are the vapor mass fraction of species k, the gas density, the

velocity field and the diffusion flux of species k, respectively. nk represents any source

or loss term associated with chemical or micro-physical processes for species k.

By switching to a time-dependent Lagrangian reference frame, we introduce the
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material derivative and the conservation equation for the scalar field Yk becomes

DpY
Dp _ = -V* (G) + Q2k. (2.2)
Dt

The Aircraft Plume Chemistry, Emission and Micro-physics Model groups up the

jet and vortex phases into a box model assuming a top-hat distribution in the plume.

The output of this box model is then fed to the finite-volume Lagrangian model that

deals with the long term diffusion regime.

2.1 Modeling of the jet and vortex regimes

In the jet and vortex regimes, we adopt a formulation similar to the box model used

in Kircher et al. 119]. The rate of change of the molecular concentration is dominated

in this regime by turbulent mixing. The contribution of wake mixing in equation

(2.1) is approximated as a first-order decay term proportional to a time-dependent

entrainment rate wc(t), i.e.

(D k)mi -wck(t)(Ck - CAmb,k), (2.3)
Dt )Imix

where Ck is the molecular concentration of species k.

This entrainment rate agrees with the experimental data and curve fit provided

in Schumann et al. [421 for times greater than 1 s. In equation (2.3), CAmb,k is the

ambient molecular concentration of species k and is assumed to be constant during

the jet and vortex regimes considering that the timescale associated with the gas-

phase chemistry is much greater than the time at which the diffusion regime starts.

Similarly we assume that, during this regime, gas-phase chemistry does not influence

the species concentrations along the plume axis except for the conversion of S(IV) to

S(VI) and NOx to HNO 2 and HNO 3 , which evolve on similar timescales due to high

initial concentrations.

Entrainment of gaseous species and mixing of cold air with the hot exhaust stream

are assumed to be identical since experiments from Forstall et al. [121 have shown that

20



typical Lewis numbers are close to unity in coaxial jets, such as aircraft plumes.

The downward motion induced by the wing tip vortices causes the air to heat

up adiabatically, independently of the local lapse rate [52]. The plume temperature

evolution is expressed as the sum of a positive heating due to vortex sinking and a

first-order decay term, representing entrainment, i.e.

dTp FdVzWT(t)(TpTAmb(Z))1 (2.4)
dt

where T, is the plume temperature, Fd the adiabatic lapse rate, vz the vertical ve-

locity of the plume and TAmb the ambient temperature which depends on the ambient

lapse rate, which was obtained as a function of latitude and altitude from monthly-

averaged GEOS meteorological data. The plume acquires a vertical motion during

the vortex regime, such that vz is assumed to be non-zero only between the time at

which the vortices start inducing a vertical displacement of the plume and the vor-

tex break-up time. The wake vortex sinking is computed according to a model from

Schumann [39]. A parametric formulation is used to estimate the mean downward

displacement as a function of aircraft and ambient atmospheric characteristics.

In the early stages of the plume, oxidation of NO and NO 2 results in the formation

of HNO 2 and HNO 3. Similarly, S(IV) undergoes oxidation to gaseous S(VI). As

described by Kircher et al., conversion efficiencies of NO, NO 2 and SO 2 depend

greatly on the exit plane hydroxyl radical concentration [21]. In their work, Tremmel

et al. inferred initial OH concentrations at the combustor and engine exit through

measurements of NO, HNO 2, HNO 3 as well as CO2 to account for plume dilution [481.

Their results indicate that the OH emission index ranges between 0.32 and 0.39

g (kg fuel)- for the JT9D-7A, which corresponds to an engine exit mixing ratio lying

between 9.0 and 14.4 ppmv. Conversion efficiencies used in our model are depicted

in Table 2.2. Even though the conversion efficiencies remain of the order of a few

percents, they are monotonically increasing with the OH engine exit mixing ratio, as

more radicals are available for the following reactions.
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NO+ OH -HNO 2

NO 2 + OH - HNO 3  (2.5)

OH + OH -H 2 0 2

Table 2.2: Assumed conversion efficiencies of NO, and SO 2 to secondary species at
the end of the vortex regime

NO - HNO 2  1.5%
NO 2 -- HNO 3  4.0%
S02 - H2 SO4  0.5%
OH -4 H 2 0 2  2.0%

As the plume cools down and mixes with ambient air, micro-physical processes

contribute to modifying the in-plume mixing ratios. The rate of change of Ck due to

micro-physics can be further divided into

DCk DCk (DCk)
Dt J Micr Dt Freez Dt Cond(DCk (DCk

)Dt Nuc+ Dt Coag

where the terms respectively stand for freezing, condensation, nucleation and co-

agulation. These terms represent micro-physical processes that govern the formation

and evolution of liquid and solid particles in the aircraft wake as well as uptake of

gaseous species.

The micro-physical model is adapted from the work by Kdrcher 1221. It uses a

sectional approach to track ice crystals and condensation nuclei in discretized bins.

Tracking all particles for modeling contrail formation would require massive computa-

tional power since soot emission indices usually range from 1015 to 6 x 1016 kg fuel-'

[55].

Solid nuclei, soot and metal particles, emitted by the aircraft serve as condensation

nuclei for water vapor. Under supersatured conditions, deposition and sublimation

induce ice crystal growth, deplete gaseous water vapor and increase the ice water

22



content. Ice crystals are treated as a mono-disperse distribution and are assumed

spherical. Because of relatively low ambient temperatures, water that condenses

is assumed to freeze instantaneously, therefore the ice crystals essentially grow by

deposition of water molecules onto their surface. The instantaneous change in the ice

mass of a particle, mp, is given by

dm satct)(P(2.7)
d' = Hct(mp) x 47rCpDv,eff (PH2 o - H20(

where Cp is the ice crystal capacitance (equal to the particle radius rp for spherical

nuclei) and PH2 o the water partial pressure. Dv,eff is the effective water vapor diffusion

coefficient in air and accounts for latent heat effects calculated from

Dveff = Dv x 03(rp) (2.8)
DLP!2

0 ( + RT
KdT \ RvT/ LV

where L, is the latent heat of sublimation and rd the thermal conductivity of air. The

function 3 accounts for the transition of the uptake from the gas kinetic (Kn > 1)

to the diffusional regime (Kn - 0), and

(r)= ( + 2DVC) (2.9)
1 + r/A, +aVth,vrp

with a being the deposition coefficient. For deposition of water molecules on ice

particles, we take a = 0.5 which is in agreement with laboratory and field studies [13].

The mean free-path of vapor molecules A, and the diffusion coefficient of vapor in air

D, are functions of the local temperature and pressure and are computed according

to relations from Pruppacher et al. [36].

Activation of solid nuclei is characterized through the variable Hact, as described

by Picot [35]. It assumes that the lower bound for particle shrinking is the dry soot

core radius, rp = root, which corresponds to a zero ice mass. Additionally, soot nuclei

can only get activated with an ice coating under supersaturated conditions, i.e. if the
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relative humidity with respect to liquid water is greater than unity, locally:

H act 1 if mp > 0 or RH,,oc > I
Hfma>orRH ,i0 -- (2.10)

0 otherwise

The Kelvin effect accounts for the nucleus curvature effects and raises the apparent

vapor pressure over a convex surface relative to a flat surface. The correction term

appears in equation (2.7) through the saturation pressure A = exp(rK/rp) x Pgf,

where TK is the Kelvin radius and P1f-J is the saturation vapor pressure over a flat

surface and is purely a function of temperature [36].

Similarly, condensation of sulfuric acid and nitric acid on soot and ice crystals can

occur in an aircraft plume and form partial liquid coatings on their surface. As the

plume cools down below 300 K, the saturation vapor pressure of sulfuric acid drops

so low that all sulfuric acid can be considered in liquid form (either as liquid droplets

or as liquid particle coatings). In comparison, H 20 and HNO 3 in liquid form can

evaporate, under subsaturated conditions, as the saturations tend to ambient values.

The growth of the liquid layer on solid particles is related to the condensation (or

evaporation) rate of H20, H 2SO4 and HNO 3

dNk, = 4-rrPDk() kP .at

dt k kBT J (2.11)

x (1 + 6(p - s)(9 - 1))

where Nk,p is the number of molecules of type k on a particle of type p, Dk the gas

diffusivity, Pk and Pkt the partial and saturation pressures of species k, respectively.

The index s stands for soot particles. 9 describes the surface coverage of the particle

liquid coating. The model accounts for condensation of molecules on the surface with

a liquid coating. For soot particles, the rate of change of the mass of condensed species

directly scale with the surface coverage but this assumption does not hold for other

types of aerosols [22]. Therefore, the Delta-function, introducing the dependency on

0, vanishes for non-soot particles. For heteromolecular condensation, deposition coef-

ficients are usually determined experimentally but their range of uncertainty remain
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significant [36]. Values similar to the work from Kircher [221 are used in this model.

Gas diffusivities for H2SO4 and HNO 3 are taken from Tang et al. [46].

The nucleation model is used to predict binary homogeneous and heterogeneous

nucleation rates in the aircraft wake. Over the past decades, several nucleation pa-

rameterizations have been established to study binary homogeneous nucleation in a

sulfur-rich environment [17,30, 53]. Jung et al. [18] has computed different sensitivi-

ties using these models and provided further validation of the models cited previously,

comparing the results to field measurements. Given the range over which ambient

conditions (relative humidities, sulfur concentration, ambient temperature) can vary

in an aircraft plume, we have chosen to follow the parameterization from Vehkamiki

et al. [53]. Even though their model is only valid between 230.15 K and 305.15 K,

we expect sulfate aerosols to form before the plume reaches the lower bound of the

temperature range. In addition to the parameterized nucleation rate, their model also

provides critical cluster size and composition.

Previous studies have investigated the freezing behavior of sulfate aerosols and

liquid sulfur soot coating at low temperatures [44]. In his model, Tabazadeh et al. [45]

found that sulfate aerosols are able to freeze but an ice supersaturation of about 1.5

at 210 K is required. Kircher showed that freezing of sulfuric acid tetrahydrate (SAT)

is extremely unlikely under typical plume conditions [20]. Therefore, our model does

not account for freezing of sulfate aerosols, as in the model from Wong et al. [57].

Additionally, we also consider unary nucleation of gaseous water and binary het-

erogeneous H20 - H 2SO4 nucleation. As described by Zhao et al., peak supersat-

urations in an aircraft plume are more than an order of magnitude lower than the

threshold to allow water to nucleate homogeneously [58]. Unary heterogeneous nucle-

ation is far more likely since the presence of a nucleus reduces the formation enthalpy

of a germ on the particle surface [11, 36].

Coagulation of aerosols occur when particles collide and stick to each other. Coag-

ulation is a volume-conserving phenomenon. Assuming that shattering and breakup

are negligible, coagulation decreases the number of particles but increases their size,

leading to a lower surface area. The work from Beard et al. and numerical simulations
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from Jacobson have concluded that breakup is of importance for particles larger than

100 pm in diameter [2,161. However, coalescence efficiencies essentially converge to

unity when the particle diameter is smaller than 14 Mm. Since aerosol sizes rarely

exceed this threshold over the plume lifetime, we neglect droplet breakup and particle

shattering.

The plume aerosol population consists of aircraft-produced and entrained ambient

aerosols that can interact through coagulation. Sulfate aerosols are assumed to be

distributed log-normally, while soot and ice particles are considered monodisperse.

The general equation governing the temporal evolution of the aerosol number density

of size [Tk, rk+1] is

Ik-1 +00

dnk = 2 S Kj,k-njnk-j -I. 5 jnni (2.12)

j=1 j=1

where nk is the number density of particles in bin k and K is the coagulation kernel

which represents the physics of the problem. Equation (2.12) states that the rate

of change in the number density in bin k corresponds to the rate at which smaller

particles of size k - j coagulate with particles of size j minus the rate at which the

particles of size k are lost due to coagulation with particle of all sizes.

Coagulation of newly-formed aerosols and scavenging by soot and ice particles take

place on different timescales. Among the different mechanisms considered, Brownian

coagulation, sedimentation-induced aggregation and turbulence-driven coagulation,

the former is the dominant mechanism by several few orders of magnitude below

0.5 ,am. The coagulation timescale of particles of radius r1 can be evaluated from

tcoa = 1/(K(ri, r2)n2 ), where n 2 and r2 are the number density and the radius of the

scavenging particles. Figure 2-2 depicts the approximate coagulation timescales as

a function of the number density n2 and radius r2 . These timescales are obtained

assuming monodisperse distributions for the scavenging particles (of size r2) and

scavenged particles (of size ri).
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few seconds to minutes (Figure 2-2 a)), assuming a typical number density between

106 and 1010 molecules/cm 3 . Similarly, scavenging by soot and ice particles happens

over timescales that are of the same order of magnitude, assuming a radius of 50 nm

(1 pm) for soot particles (for ice crystals, respectively) and a number density of 103

molecules/cm 3. On the other hand, self-aggregation of soot particles and ice crystals

occur on timescales that are much larger, of the order of several hours. We can

therefore assume that coagulation and scavenging of newly formed sulfate aerosols

is an important process while aggregation of soot particles and ice crystals can be

neglected for the timescales considered in this early-plume model.

Instead of solving equation (2.12) directly for every size bin, which turns out to

be computationally expensive, aerosol coagulation is computed using a semi-implicit,

non-iterative, volume-conserving and unconditionally stable numerical scheme [151.

This model has been used extensively in aerosol modeling and aircraft plume simula-

tions 132].

The model runs for the time required for particle size and molecular uptakes to

reach a steady-state. Entrainment of ambient air into the plume decreases the aerosol

volume per unit volume of air therefore reducing the potential of coagulation. The

steady-state radii and number densities as well as the gas-phase mixing ratios at the

end of the vortex regime are evaluated as the plume moves on to the diffusion regime.

2.2 Diffusion regime

The computational domain is discretized into a set of fixed concentric elliptical rings

in which the plume expands and the chemical species react, as described in Figure

2-1. Each ring is further discretized into a lower and upper half-ring to account

for temperature differences, due to the ambient lapse rate, and sedimentation of ice

crystals.

In the diffusion regime, the expansion of the plume is anisotropic because of at-

mospheric stratification and shear stresses. Their impact on the diffusion coefficients

depend strongly on the Richardson number [8]. Additionally, atmospheric stratifica-
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tion counterbalances the vertical motion of the plume such that the vertical diffusion

coefficient is usually much lower than the horizontal coefficient [42]. Diffusion param-

eters are usually estimated in situ from either measurements of dissipation rates or

from vertical velocity variance [411. Diirbeck et al. found that, for Richardson num-

bers above unity, diffusion coefficients lie in the range 15 m2/s < Dh < 23 m 2/s and

0.15 m2/s < D, < 0.18 m2 /s [8], which agree with measurements from Schumann et

al. [41].

Statistical analysis from GEOS meteorological data for the year 2015 was per-

formed using wind velocity and temperature profiles to derive diffusion coefficients

in the free atmosphere. The Richardson number was computed from the wind shear

and the Brunt-VWishla frequency and the vertical turbulent diffusivity was estimated

following the approach from Schumann et al. [41]. It is worth mentioning that the

model used provides an upper bound as it overpredicts the diffusion parameter at

large Richardson number. The probability distribution function of the Brunt-Vhisla

frequency, Richardson number and the vertical diffusion parameter are plotted in Fig-

ure 2-3 for different pressure levels. As shown in Diirbeck et al., the Brunt-Vdisdla

distribution is unimodal in the troposphere and peaks around N = 0.01 s-1 [8]. A sec-

ond mode appears in the stratosphere at approximately around N = 0.02 s--. Some

further analysis shows that 90% of the distribution lies at Richardson number greater

than 5 indicating a weak and/or fast decaying turbulence. The vertical diffusion co-

efficient distribution shows two distinctive patterns. The tropospheric distribution is

unimodal whereas two modes appear in the stratosphere. The distribution and its

support agree with the values described by Schumann [41] and the mean values lie in

the range given by Diirbeck [8].

To account for initial turbulence phenomena, the vertical diffusion parameter is

modified to 1.1 m2/s from the start of the regime to 13 minutes, as in the work from

Kraabol [23].

The diffusion flux in direction i is given by Fick's law, ik = -pD dYk, where DOxi

is the diffusion vector. D is the sum of molecular diffusion and turbulent diffusion.

However, in practice, molecular diffusion is negligible for aircraft plumes [12].

29



250

200

2.5

2

1.5

U-
a0-

-339 hPa
--- 289 hPa

245 hPa
---208 hPa
-177 hPa

150 hPa

-

%0 0.01 0.02 0.03

N [s-11

0

x 10-3

100 101 102 10
3

Ri [

35

30

25

20

15

10

5

0
0.1 0.2 0.3 0.4 0.5

D [m2
IsJ

Figure 2-3: Probability density functions of the Brunt-Viisala frequency (left),

Richardson number (middle) and vertical diffusion parameter (right).

Since the plume moves at a speed much lower than the local speed of sound, we

assume that the flow is incompressible, and thus, when rearranging, we end up with

DCk = V- (DVCk) + W k (2.13)
Dt

The second term of the right hand side includes the chemical and micro-physical

sources of all reactions for species k. It can be written as

Nreac + DC
CSk VkKi rl Cki. + Dk(.4

.=1 ( Dt )I Microphysics
i=1 j=1

where ki, are in the indices of the species involved in reaction i. Ki is the chemical

rate of reaction i and Avk, is the difference between the forward and the backward

stoichiometric coefficients.

The gas-phase chemistry mechanism is taken from the work of Eastham [9]. Het-

erogeneous halogen, N 205 and HO,, chemistry as well as formation and evaporation

of polar stratospheric clouds (PSC) and liquid binary sulfate aerosols are considered

in this model. Due to their long lifetimes,. reactions involving CFCs and HCFCs have
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been neglected. Additionally, sea-salt aerosols are not considered in this study. The

set of chemical reactions is solved numerically with KPP, which uses the sparsity of

the Jacobian matrix combined with efficient integration methods to further improve

the computational efficiency [7].

As the plume expands, the ice crystal size distribution changes due to growth,

evaporation, gravitational settling and coagulation. Growth and evaporation are

driven by the local relative humidity. Heterogeneous chemistry on ice crystals is

performed using the distributions' mean quantities.

Particle growth is treated using a full-stationary size structure. Ice particles grow

by advecting across diameter space to a larger size bin. The distribution function

convects towards larger diameters according to the aerosol continuity equation

(On _ e(gri)- = - a Or (2.15)oft Growth aT

where g represents the advection speed in diameter space, which equals the tem-

poral derivative of the ice particle radius, taken from Equation 2.7, evaluated in each

bins. Ice crystal growth modifies the particle volume but leaves the number of par-

ticles constant. Evaporation mechanisms, on the other hand, lead to a loss of ice

crystals and act as a source of water vapor, modifying the cell's relative humidity.

The extent of evaporation is limited by the size of the droplet cores. The model

assumes that ice crystals in lower bins evaporate first.

Aggregation of ice particles uses the same algorithm as described previously for

sulfate aerosols. The kernel includes Brownian motion, sedimentation and turbulence-

driven coagulation phenomena.

Gravitational settling causes the ice particles to fall vertically, transitioning from

an upper ring to one of its lower rings. Ice particle terminal velocities are computed

according to Stokes law, accounting for the slip correction [36].

In solving the coupled set of equations, we use the method of operator splitting

which allows us to treat the chemical kinetics terms separately from the turbulent

diffusion terms and to apply optimized solution methods for these different processes.
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In the literature, the plume lifetime has various definitions [311. We have chosen

to implement a fixed plume lifetime of 24 hours, which means that, given our choice

of diffusion parameters, 99.2% of the exhaust mass is incorporated in the model.

2.3 Atmospheric background and initial conditions

Atmospheric background conditions are obtained from a single run, including chem-

istry only, with a spin-up time of 5 days. Background integration is carried on until

the prescribed emission time. We do not include atmospheric transport in this study

and we therefore assume that species advection at the regional scale has a limited

effect on the background ambient conditions for the period considered. Different

background conditions are considered in this study, depending on the emission time

and the geographical location of the flight.

Initial conditions were set to background ambient conditions, except in the most

inner ring where emissions from a B-747 aircraft were added. Baseline emission indices

and emission parameters are listed in Table 2.3.

Table 2.3: Baseline emission indices
Species EI Units

CO 2  3150 g/kg, ,
H 2 0 1260 g/kg,,
NOx 14 g/kgyel
CO 1.5 g/kgrel
SO 2  1 g/kgue1

Unburnt HC 0.6 g/kgue1
Soot 0.04 g/kguel

Density 2.0 g/cm3

Radius 20 nm
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Chapter 3

Results

Aviation's climate, health and environmental impacts are directly linked to its emis-

sions. Predicting a single flight's perturbations on its local background environment

(in terms of species mixing ratios and aerosols' micro-physical properties) is thus cru-

cial. Therefore, the focus of this section is directed towards specific metrics linked to

plume chemistry and contrail properties. Regional and global-scale models commonly

use a single box parameterization to handle ground-level and airborne emissions.

This section aims to justify the inclusion of an aircraft plume model in a regional

and global-scale chemistry transport model to study aviation's overall impact and to

identify potentials pathways to lessen the environmental footprint of an individual

flight. The outputs from a box model are compared with the aircraft plume model

presented in the previous section.

3.1 Limitations of the Single Box Model

In the single box model, the aircraft exhaust is released uniformly and instantaneously

within the grid cell. The time series of the 03 and NOx perturbations resulting from

the emissions are shown in Figure 3-1, as computed first with a single box model

and then with APCEMM. Results are shown for an emission time of 8:00 AM local

time. The black dotted line represents the total nitrogen perturbation released into

the system, which is a conserved quantity. The shaded area corresponds to nighttime.
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Pressure and temperature were set to 240 hPa and 210 K, respectively.

The initial high nitric oxide (NO) mixing ratio leads to ozone titration, producing

nitrogen dioxide (NO 2). During daytime, the latter is in turn photolyzed, freeing up

a highly-reactive singlet atomic oxygen, leading to ozone production.
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Figure 3-1: Perturbations in ozone (03), nitrogen oxides (NOx) and the nitrogen

reservoir species (NO,) according to simulations using a single box model and the

plume model. Shaded regions represent nighttime.

Figure 3-2 depicts secondary nitrogen species, CO and CH4 perturbations for both

models over 24 hours after emissions. Continuous and dashed lines represent results

from the plume and box models respectively.
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The results from the aircraft plume model differ from the box model. First, the

plume treatment causes the initial ozone destruction to be greater because the initial

plume size is much smaller, yielding larger mixing ratios. In the single box model,

ozone destruction (through NO titration) is small and can be offset shortly after

emission by ozone production through NO 2 photolysis. Accordingly, in APCEMM,
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the mass of the ozone perturbation remains below than that of the grid-scale ozone.

Secondary nitrogen species, except from H0 2NO 2 are in good agreement between

both models, as displayed in Figure 3-2. In addition to affecting the main reactive

species (03 and NO), CO and CH4 are also underestimated by the single-box model

and the discrepancies between both models increase with time.

Diffusion dilutes the plume with a larger mass of air, therefore lowering the

ozone mixing ratio but total ozone production scales directly with mixing parameters.

Highly turbulent plumes allow for more efficient NOx conversion, therefore leading

to a larger 03 production rate. Table 3.1 shows remaining NOx after 24 hours, as a

fraction of emitted NOY for different mixing scenarios. The results for the box model

are shown in the last row. As the plume diffusion parameter is increased, the abso-

lute difference in the remaining NOx and the 03 perturbation decreases between both

models. This is to be expected, as enhanced mixing means the plume mixing ratios

present less spatial non-uniformity, and thus, the plume model leads to results close

to the single box model. The remaining fraction of emitted NOx decreases as the

diffusion coefficients are increased. A larger plume area, through enhanced diffusion,

means a lower mixing ratio of nitrogen oxides, which, in turn, leads to less chemical

conversion to NO, (= NOY - NOx). The non-linearities in the chemistry enhance the

plume area-averaged ozone production.

Table 3.1: Influence of diffusion parameters on in-plume chemistry

Diffusion coefficients Remaining NOx 03 perturbation

[m2/s] [%J [kg/km]

Dh = 05, Dv = 0.05 88.23 0.06328

Dh = 10, Dv = 0.10 86.22 0.1695

Dh = 15, DV = 0.15 84.92 0.2620

Dh = 20, Dv = 0.20 84.03 0.3391

Dh = 25, DV = 0.25 83.35 0.4076

Box Model: 79.12 1.2581
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Figure 3-3: Partitioning of emitted nitrogen species as computed according to the

single box model (left), the plume model in an ice sub-saturated environment (mid-

dle) and in an ice super-saturated environment (right). Shaded regions represent

nighttime.

The partitioning of emitted NOx is shown in Figure 3-3 as a function of plume

time for the two models. Results in an ice super-saturated environment are also

considered. All simulations are initialized with 1.5% of emitted NOx being released

as HNO 2 to account for the initial conversion in the core stream of the engine and the

initial highly-turbulent phase [22]. The partitioning of all nitrogen species is pertinent

to heterogeneous chemistry and particle micro-physics. As the plume diffuses out and

undergoes chemical reactions, short-lived nitrogen oxides are converted to nitrogen

reservoir species NO, at a rate that depends on chemical background conditions, the

local solar zenith angle and diffusion parameters.

The results presented in Figure 3-3 agree with other layered plume models in the

literature [5, 231. For the ice sub-saturated case, HNO 2 and nighttime N205 match

with good precision between the box and the plume models. However, mixing ratios
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of NOR, H0 2 NO2 , PAN and methyl peroxy nitrate CH3 0 2 NO 2 differ.

Figure 3-3 shows that the conversion efficiency of NOx to H0 2NO 2 is lower. As

described in Petry et al., this phenomena arises because the high initial NO mixing

ratio causes a repartitioning of the HOx family, converting H02 to OH through Re-

action 3.1, meaning that the plume becomes H0 2-limited, therefore decreasing the

conversion efficiency of NO 2 to H0 2 NO 2 through Reaction 3.2 1341.

HO2 + NO - NO2 + OH (3.1)

M
NO 2 + H02 - H02 NO 2  (3.2)

The main chemical pathway of CH302NO 2 production is through the reaction of

NO 2 with the methylperoxy radical (CH 302). The only loss pathways of CH302NO2

(and PAN) considered in the chemical mechanism are through unimolecular dissoci-

ations. Despite the high NO 2 mixing ratio (originating from NO titration) leading to

higher PAN and CH 302NO2 mixing ratio in the innermost rings, the plume model

predicts a lower estimate of PAN and CH30 2 NO 2 perturbations. This is due to a

lower concentration of NO 2 in the outer rings compared to the one of the box model,

yielding a lower area-averaged production rate of CH302NO 2 (Equation 3.3), as de-

picted in Figure 3-4.

d[CH 30 2NO 2] k(T) [N0 2][cH 302 ]dA...
dt prod Ap j (3.3)

= k(T)[N0 2][CH 302]

where -represents a plume averaged quantity. The same reasoning applies to PAN

by considering peroxyacetyl radical (CH 3CO3) instead of CH302 .

38



4x10 5  1

- -Box Model

3 x 105
- - Plume average

- -Plume: Ring 1

- -Plume: Ring 10

3x103

E x -

2 1

x103

0.

0

-U Ii

8 10 12 14 16 18 20 22 24 26 28 30 32

Time [hrs]

Figure 3-4: Production rate of methyl peroxy nitrate (CH302NO2) as evaluated by

the box (black dashed line) and the plume model.

The different results between the sub-saturated and super-saturated cases are

consequences of heterogeneous chemical reactions on the surface of ice crystals, which

have a larger aerosol surface area, compared to soot or sulfate aerosols. The differences

between both simulations lie in the NOx, HNO3, HNO2 and N205 mixing ratios, which

are direct consequences of reactions 3.4 and 3.5:

N2+ 2 H20(1, s) A HNO3+ 2HN02 (3.4)

N201 + H20,) r 0 2HN 3 (3.5)

In an meo nt with a high relative humidity, heterogeneous production of

HN 3 through N20s hydrolysis leads to an increase of roughly 90% in the nitric acid
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partitioning with respect to the sub-saturated environment. The nighttime behavior

of HNO 2 is also affected by heterogeneous depletion of NO 2. Halogen reservoir species

do not play an important role in the nitrogen partitioning because of their relatively

low abundance around the tropopause. Flying higher, in the stratosphere, could

change this behavior.

By examining results from a single box model, where dilution is assumed to be

instantaneous, we have demonstrated that using this method leads to conclusions

that contrast with the aircraft plume model, whose ability to provide more accurate

results lies in the coupling of the diffusion, chemical and micro-physical processes.

3.2 Influence of background NOx mixing ratios and

NOx emission index

The presented results assess the photochemical conversion of emitted NO,, to reservoir

species (NOY) and ozone production over the course of the plume lifetime.

Plume-integrated A(NOY) (= ffA(NOy-NOYa)dA) is a conserved quantity through-

out the plume lifetime and represents the total odd nitrogen emitted by the aircraft.

Averaging the perturbation due to aircraft emissions allows us to study the time-

dependent chemical conversions from one species to another. We can relate the per-

turbation of a species X to emitted NOx and define an emission conversion factor

as

f fA([X] (t) - [X]a (t))dA
E fA([NOy] (t) - [NOY]a (t))dA

The emission conversion factor quantifies how many moles of species X are ob-

tained for one mole of emitted NO, which is a function of time.

The in-plume ozone perturbation (A(0 3)(t)) and the conversion efficiency of NOX

to NOY are influenced in a non-linear manner by many parameters, such as the emis-

sion time and background conditions.

Simulations have been carried out to study the impact of the background chemical
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composition for the plume-scale treatment and the box model.

Emission conversion factors have been computed and are shown in Figure 3-5.

Both simulations have been integrated over 24 hours. For this study, the baseline

case corresponds to a background NOx mixing ratio of 100 ppt. The simulations

started after a 5-day spin-up with the prescribed NOx mixing ratio.

Figure 3-5 shows the area-integrated ozone perturbation 24 hours after emission

as a function of the emission date for both models. The results agree qualitatively

with the simulations from Petry et al. [34]. The single box model overestimates ozone

production for any emission time, with emission conversion factors up to three times

their respective values for the plume model. Discrepancies between the two models

are greater during summertime where the absolute change in ECF03 is greater. The

enhanced 03 production rate is linked to the uniform NO-enriched environment and

to a lower destruction through NO titration. Increasing background NOx causes

the ozone perturbation to decrease, even though the ozone in-plume mixing ratio is

increased through the increase in that of the ambient air.

Another aspect is the correlation between the ozone emission conversion factor and

the emission time. The ozone mixing ratio is driven by the photochemical equilibrium

concentration of singlet oxygen 0. Longer days increases the likelihood of molecular

oxygen dissociation, and therefore, leads to higher ozone mixing ratio. The correlation

appears in Figure 3-5.

The same simulation setup was used to obtain emission conversion factors as a

function of date and emission time. Contours of 03 and NOx emission conversion

factors are shown in Figure 3-6.

The 03 emission conversion factor takes both positive, during local summer, and

negative values, during wintertime, approximatively from November to February. It

is also a function of emission time and peaks before sunset. This pattern is explained

by a less efficient conversion of NOx to reservoir species at night (as can be seen on

Figure 3-3). The plume thus benefits from a larger nitrogen oxides mixing ratio at

sunrise and leads to an enhanced daytime ozone production rate in this NOx-rich

environment. This explains why ECFNO. is lowest during summertime before sunset
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Figure 3-5: 24-hour ozone conversion factor from the emission of a B747-400 equipped
with JT9D-7A engines at 08:00 AM local time for a single box model (dotted lines)
and the plume model (continuous lines) as a function of day of the year. Different
scenarios representing different background NOx mixing ratios are displayed. The
baseline case corresponds to a background NOx mixing ratio of 100 ppt.

(for more details, see Appendix A). The absence of sunlight during winter leads to a

uniform NOx conversion factor with respect to emission time.

Figure 3-7 plots the dimensionless 03 and NOx ECF sensitivities to the nitrogen

oxides emission index (EIN E, , where E 0No. represents the baseline case and wasaEINOX1 /EIO0
set to 12 g/kgffel). The sensitivities have been computed with a third order accurate

finite difference estimate.

Increasing the NOx emission index causes the ozone perturbation per unit of

emitted NOx to decrease independently of the emission time and date. The area-
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Figure 3-6: 24-hour 03 (top) and NO, (bottom) emission conversion factors from
the emission of a B747-400 equipped with JT9D-7A engines at 60'N. Dotted lines
represent sunrise and sunset at the given latitude. Background 03 and NO,, mixing
ratios were set to 52 ppb and 100 ppt respectively.

integrated ozone mixing ratio is enhanced as the emission index is increased. How-

ever, the perturbation per unit of NOx emitted is subsequently decreasing (see Table

3.2). The sensitivity of ECFO3 is directly proportional to the dimensionless quantity

E[N3 x aEI1 1), which is negative. A doubling of emitted NOx results in less than

a doubling in the in-plume ozone perturbation.

Table 3.2 describes some emission conversion factors and in-plume ozone pertur-

bation for different values of emission index. The sensitivity study from Vohralik

shows similar results [54]. A larger in-plume NOx mixing ratio leads to a greater HO 2

depletion and therefore less H0 2NO 2 formation (according to Equations 3.1 and 3.2).

The relative variations of ECFHONO2 with respect to EINOX are quite large. Similarly,

conversion efficiencies of emitted NOx to HNO 3, CH3 02NO 2 and PAN are negatively

correlated to the emission index. On the other hand, the emission conversion factor

of N 205 is increased through nighttime chemistry.

It is also interesting to note that the integrated ozone perturbations A [03] are not

monotonic functions of EINOx (as depicted in Table 3.2). Ten hours after emissions,
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the EINOX = 20.0 g/kgffue case leads to a lower ozone production than EINO. =
16.0 g/kgrec but is the highest after 24 hours.

Table 3.2: Influence of NO, emission index

plume ozone perturbation

on emission conversion factors and in-

EINOX ECF0 3 (24 h) A [03] (10 h) A [03] (24 h)

[g/kg.e1 ] [%] [pptv] [pptv]

EINOX 8- 324.8 45.07 59.33

EINO= 12.0 243.6 48.74 66.74

EINOX 16.0 191.0 49.23 69.79

EINOX 20.0 154.4 48.19 70.49

EINOX ECFNO. ECFHNO 3  ECFHO 2NO2

[g/kgf., ,] [%] [%] [%]

EINOX 8.0 77.15 16.05 23.25

EINOx 12.0 79.02 15.37 17.12

EINO= 16.0 80.53 14.61 13.09

EINOX 20.0 81.79 13.88 10.24

EINO. ECFN205  ECFCH30 2 NO 2  ECFPAN

[g/kgf,,j] [%] [% [%]

EINOx= 8.0 0.8380 1.786 0.3017

EINOX = 12.0 0.8534 1.259 0.2024

EINO. = 16.0 0.8648 0.9321 0.1480

EINO. = 20.0 0.8748 0.7104 0.1135

1

During the hemispherical winter, the absence of sunlight greatly limits the pro-

duction of ozone and the conversion to nitrogen reservoir species, and thus, increasing

the NOx emission index enhances the plume area-averaged ozone but has very little

effect on the perturbations per unit of NOx emitted. Therefore, both sensitivities are

small compared to their summertime values. Additionally, both metrics plotted in

Figure 3-7 are weakly dependent on the emission time during local winter.
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Local summer sees more variation, even if ECFO, and ECFNOX are more strongly

dependent on emission day than emission time; the coefficient of variation (variance

divided by the mean) of ECFNO. with respect to emission time is 3.86 x 10-5, while it

is 1.98 x 10-3 when taken with respect to emission date, approximately 50 times larger

(the ratio is 11 when comparing ECF0 3 ). The weak dependence on emission time is,

as explained in Vohralik et al. f541, due to the fact that the same number of daylight

hours is seen for each plumes at a given emission date (for an integration time of 24

hours). For different emission times, non-linearities in the chemical processes result

only in small differences after 24 hours.

Figure 3-7 shows that increasing the NOx emission index always results in a de-

crease in the ozone conversion efficiency. A higher NOx emission index has little

impact on either ECFNOx or ECFO3 during wintertime since most of the emitted ni-

trogen is converted to reservoir species through the slow nighttime pathway (through

NO 3 and N 205 ) and ozone production rates are approximately 0 due to the absence

of photons. The greatest decrease on the ozone conversion efficiency occurs at night

during hemispherical summer.

As can be seen on Figure 3-1 or 3-3, NOx conversion occurs faster during daytime

(through reactions with OH and HO 2) and is more efficient if spatial gradients are

small (a highly-concentrated small plume has a lower area-integrated chemical rate

than a low-concentrated large plume, see Appendix A), therefore the remaining NOx

fraction will be lower if emissions occur around sunset or during nighttime. However,

the sensitivity is the largest during summertime a few hours after sunrise, as seen

on Figure 3-7. This is explained by the fact that increasing the NOx emission index

speeds up the conversion rate to NO2, but the conversion occurs less effectively per

unit of emission since the plume is small and highly-concentrated.

The presented results assess the photochemical conversions of NOx emissions in

aircraft wakes and their dependency on the engine emission index and background

NOx mixing ratios. They are in agreement with findings from the literature f26, 34,

541). This section showed that a plume-scale treatment of chemical processes reduced

ozone conversion efficiencies by up to three times compared to a single-box model

45



24 24 0.05

-0.2
22 22

0045
20 -0.4 20

18 - 018 8 0.04

16 16
-0.8 0.035

14 14
E -

12 - 12
0 .2

E10 E 0.025
w ul

-1.6

4 -4 - 0.015
-1.8

2 2

0.01
0 0

50 100 150 200 250 300 350 50 100 150 200 250 300 350
Day of the year Day of the year

Figure 3-7: 03 (left) and NO, (right) emission conversion factor sensitivities as a
function of local time and day of the year at the time of emission.

and slowed conversion of nitrogen oxides to reservoir species and altered the nitrogen

partitioning. Time dependencies of emission conversion factors and sensitivities to

engine emission index have been obtained.

3.3 Influence of flight location

The pressure and latitude dependence of the local influence of aircraft emission was

quantified. The considered pressure and latitude ranges extend from 750 hPa to

150 hPa and from 00 N to 90'N. Temperature data was taken from monthly-averaged

MERRA2 meteorological data, for the year 2013. To capture the spatial variations

of a single flight's emission conversion factors, background conditions and photolysis

rates were taken from GEOS-Chem. To also consider seasonal effects, simulations

have been carried out for emissions taking place on the winter and summer solstices

as well as during the spring equinox, on March 21st.

Simulations using both models have been carried out. Results are presented in
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Figure 3-8 in terms of 03 and N0x emission conversion factors. Isolines of absolute

errors between the single box model and the aircraft plume model are also plotted

for both species.

The results point to a clear link between ozone production efficiency and latitude

and pressure. Increasing pressure enhances the ozone emission conversion for the same

amount of emitted N0x, in regions with sufficient sunlight. The amount of sunlight

drives ozone production, as little ozone is generated in the most northern latitudes

during hemispherical winter. At high flight altitudes or in cold regions, the daytime

N0x-driven ozone production is of the order of magnitude of the ozone loss at dusk

and the early titration effect, leading to a slightly positive or, sometimes negative,

in-plume ozone perturbation as depicted in Vohralik et al. [54J.
The box model overestimates the amount of produced ozone by up to 110%, and
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performs worst during summertime as ozone production is enhanced.

The NO, emission conversion factor, also displayed in Figure 3-8, is correlated

to ambient temperature (a temperature increase speeds the conversion to reservoir

species) and shows little dependence on the actual amount of sunlight and on seasonal

variations. The atmospheric temperature lapse rate being typically negative in the

troposphere, the conversion of NO, to NOy decreases with altitude, going from an

average value of 0.3 at 700 hPa to approximately 0.75 at 150 hPa. Highest conversion

occurs in hotter air, around the equator and the tropics.
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Figure 3-9: Altitude dependency of the 24-hour emission conversion factors of the

main nitrogen species at 60ON at the summer solstice.

Figure 3-9 depicts the different nitrogen species emission conversion factors, at

60ON on June 21st, plotted as a function of pressure. HNO 3 and H0 2NO 2 are the

main reservoir species in the pressure range considered. Conversion to nitric acid rises

with pressure, reaching 76% at 750 hPa and 14% at 160 hPa.
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Conversion to N 205 increases importance with altitude, as lower temperatures

reduce the thermal decomposition to NO 2 and NO3. PAN production is maximized

at higher pressures. Conversion to CH30 2NO 2 peaks around 300 hPa and becomes

negligible outside of the 160 hPa - 500 hPa pressure range because higher temperatures

and pressures enhance CH302NO 2 thermal breakdown and decrease its lifetime.

Production of 03 and conversion from NOx to NOY was estimated as a function of

pressure, latitude and including seasonal effects. While the remaining fraction of NOx

is mainly affected by temperature, the 03 emission conversion factor is influenced by

many parameters, such as solar zenith angle, temperature but also background NOX.

3.4 Influence of overlapping flights

This section aims at describing the potential impact of plume overlapping on in-plume

chemistry, as in a flight corridor, by considering a maximum of six flights, at 2-hour

intervals.

Figure 3-10 shows the impact on successive flight emissions and plume overlapping

on 03, sulfate aerosol surface area, N205 and HNO 3 perturbations for emissions at

8:00 PM local time. Results from the simulations show that emissions from a given

flight reduce the integrated ozone production caused by earlier flights. The magnitude'

of the perturbation, 24 hours after the first flight, greatly depends on flight history and

is balanced by early ozone destruction and long-time ozone production. In their work,

Cameron et al. found that the decrease in the ozone perturbation from additional

flights was not sufficient to overcome ozone production from previous flights, leading

to a positive in-plume ozone perturbation [5]. Table 3.3 shows potential situations

where ozone production from older flights cannot be overcome by recently released

emissions. Here, we show that it is possible to find scenarios where the overall ozone

contribution is negative.

Emissions at nighttime reduce the ozone perturbation through early NO titration.

On the other hand, daytime ozone production processes are positively correlated to

the NO, concentrations. Additional flights increase the strength of both mechanisms.
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On Figure 3-10, it can be seen that this a non-linear effect. For instance, two consec-

utive flights lead to a greater ozone perturbation 20 hours after emissions compared

to a single or three consecutive flights. However, the 24-hour ozone perturbation is a

decreasing function of the number of flights in this case, as shown in Table 3.3.

Additional flights increase the liquid aerosol number density, which is then reduced

through volume-conserving coagulation phenomena. Heterogeneous chemistry, as well

as daytime and nighttime chemistry, affect the evolution of the main nitrogen reservoir

species.
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The daytime NO, conversion pathway is mainly described by the following reac-

tions 3.7 and 3.8. NO 2 reacts with HO, to produce HNO 3 and H0 2NO 2 :

M
NO 2 + OH - HNO 3  (3.7)

M
NO 2 + HO 2 -+ H02 N0 2  (3.8)

Nighttime conversion of NO, to reservoir species happen mainly through reactions

3.9 through 3.11 and is dominated by conversion to N 205 and eventually to nitric acid

HNO 3, at a rate that depends on the aerosol distribution profile:

NO2+03 a N03+ 02 (3.9)

M
NO 3 + NO 2 + N2 0 5  (3.10)

Aerosol
N 2 0 5 + H20( 1 ,s) A+ 2HN0 3  (3.11)

Nitric acid production therefore occurs through conversion of NO 2 during daytime

and by N 2 05 hydrolysis on the aerosol surface at night. As it appears on Figure 3-

10, no HNO 3 production is observed at night, and thus, the effect of heterogeneous

chemistry is limited, as the total aerosol surface area, dominated in this case by liquid

aerosols, remains quite small, despite cumulative emissions.

Simulations of a single flight with a varying fuel sulfur content (FSC) showed no

effect on gas-phase chemistry. The contribution of sulfate aerosols to heterogeneous

chemistry is more largely dependent on the background size distribution [54], since

emitted aerosols remain small even after a few hours after their formation.

Multiple overlapping flights affect the background chemical environment in a non-

linear manner. Cumulative flights reduce the 24-hour ozone perturbation, and this

decrease can be sufficient to overcome ozone production from earlier flights and yield

a negative contribution. The total contribution is highly dependent on the date and
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Table 3.3: Influence of emissions from successive flights on ozone perturbation. Values
are estimated 24 hours after emission for an emission time of 8:00 AM for March 16th,
June 16th and December 16th. A total of 6 flights have been simulated with a two
hour interval.

Date A [03] ([g/km])

Flight# 1 2 3 4 5 6
March 16 142 42 -51 -137 -222 -304

June 16 601 571 507 454 409 365
Dec. 16 -277 -577 -877 -1176 -1473 -1770

time of emission as well as the flight schedule.

3.5 Contrail micro-physical and chemical properties

In the following, the results describe the micro-physical and chemical properties of a

flight that formed a condensation trail.

RH. = 101.68% RH. = 105.19% RH. = 108.69%
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Figure 3-11: Contrail ice crystal volume density averaged across the horizontal direc-
tion for different relative humidities with respect to ice and for different soot emission
indices. The graphs share the same color scale. The cruising altitude of the contrail-
generating aircraft is at z = 0.
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The results are presented as a function of background relative humidity and the

aircraft soot emission index. A soot radius of 40 nm was used in our simulations. To

limit the number of variables and to qualitatively assess how certain metrics vary with

parameters, such as emission indices and background relative humidity, no synoptic

scale updraft nor mesoscale vertical air motions have been considered in the following

simulations. However, it is clear that the cooling or heating related to these wind

patterns has a non-negligible effect on contrail-cirrus evolution.

Figure 3-11 shows contours of horizontally-averaged ice crystal volume. This indi-

cates that the contrail lifetime varies and can be greater than 10 hours in agreement

with observations [14,29]. Contrails consist of a core region where the relative humid-

ity is close to 100% (because the mixing of supersaturated air happens on a timescale

much greater than the timescale required for the ice crystals to grow) and an outer

region, forming a fall-streak. Both of these have different micro-physical properties.

The core consists of a large number density of ice crystals with a relatively low ice

mass while the edge of the contrail has a low number'density but uptakes a large part

of the surrounding water vapor, leading to a spatially non-uniform contrail ice mass.

This agrees with results from Unterstrasser et al. [49].

The simulations were set up with a uniform initial relative humidity with respect to

water and assuming a constant temperature lapse rate. The depth of the moist layer

is therefore directly linked to the background supersaturation. As seen in Figure

3-11, higher background relative humidities increase the total contrail ice crystal

volume due to a larger depth of the supersaturated region, in which the contrail

fully expands from approximatively the flight altitude down to the location of the

supersaturation altitude (RH = 1). The contrail properties depend on the vertical

profile of the relative humidity. Setting the updraft velocity to zero decreases the

average ice crystal radius and settling velocity, and therefore is most likely to increase

the contrail lifetime. The lifetimes observed here are thus upper bounds.

Ambient meteorological data controls the initial ice mass which results in a change

in ice crystal sizes for different soot emission index, varying from 2 x 1013 - 1.2 x 1014

/kguei. We first consider a case where the soot emission index is greater than the

53



baseline case. An enhanced soot emission index means that ice crystals are initially

smaller on average but results in a larger ice mass in the long term. As explained in

Unterstrasser et al. [50], a higher ice crystal number density leads to a quicker uptake

of water vapor from ambient air and increases the outward diffusion flux. Additionally,

since the settling velocities are increasing with crystal radius, the downward flux of

particles out of the contrail region decreases for a larger emission index and the

contrail lifetime as well as the contrail ice mass are, therefore, increased.

The expansion of the fall-streak dehydrates the core of the contrail. As the par-

ticles fall to a sub-saturated region, they release their ice mass and this process

contributes to the dehydration of the UTLS. This dehydration occurs all across the

depth of the supersaturated layer.
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environmental factors as well as aircraft and fuel parameters. Figure 3-12 depicts

the fraction of the initial ice crystal number lost to aggregation (in blue) and by

sedimentation (in green). The remaining fraction is plotted in red. Loss processes are

heavily correlated to ambient conditions and their fluctuations in time and space. The

results show that losses through sedimentation are dominant at low relative humidities

and low soot numbers while, for other conditions, losses through both mechanisms

have a similar share.

At barely super-saturated conditions, ice crystals are lost to sedimentation on the

timescale of a few hours while they last for approximatively more than 15 hours in

a very humid environment. At the lowest relative humidity studied here (RHj =

101.68%), a contrail formed at the edge of the supersaturation line and therefore

losses through sedimentation occur on a short timescale. Aggregation losses gain

greater importance at higher relative humidities. Larger ice crystals increase the

likelihood of a coagulation event occurring. Additionally, for a given lapse rate, a

larger supersaturation increases the depth of the moist layer and therefore reduces

the sedimentation flux of particles since the supersaturation surface is located further

away from the initial formation altitude.

A larger soot emission index reduces the loss through sedimentation and enhances

the aggregation loss. This is due to the presence of smaller crystals that fall slower

and persist longer, reducing the downward particle flux and allowing for more losses

through coagulation processes.

Throughout its lifetime, a contrail sees a change in its micro-physical properties.

Figure 3-13 shows a contour of probability density functions of crystal number, area

and volume integrated over the contrail's cross-section. A second mode appears a

few minutes after the contrail formation while the initial mode is relatively stable

and does not grow with time. This bimodal distribution corresponds to the core

region and the fall-streak. The fall-streak takes up a large amount of water vapor

while having a low number of ice crystals. The location of this second peak is set

by the background relative humidity and the depth of the supersaturated layer. A

similar pattern has been observed by Unterstrasser et al. as soon as 30 minutes after
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initial formation [51]. Even if the number of particles in the outer region is low,

their contribution to the cross-sectional area is greater which could have important

consequences for the assessment of contrails' radiative forcing.
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Figure 3-13: Contours of number (left), cross-sectional area (middle) and volume

(right) probability densities as a function of time. The integrated PDFs are in #/cM 3 ,

um n/cm 3 and m3 /cm respectively.

Figure 3-14 highlights the evolution of some chemical species over the contrail

lifetime. Perturbations of 03 and N2 05 as well as the total (gaseous solid) wa-

ter mixing ratio are displayed. Asymmetry in the vertical profiles arises because of

heterogeneous chemistry on the ice crystal surface and micro-physical processes.

Ozone titration effects from initial NO conversion are visible in the first few min-

utes of the plume which are then overcome by daytime ozone production in a NO-rich

environment. Ozone sees no effect from heterogeneous chemistry. Sunset occurs at

a plume time of 10 hours, therefore explaining why the ozone profiles at 12 and 18

hours spreads outwards without observing chemical production.

The asymmetry in the dinitrogen pentoxide (N 2 05) profile arises from nighttime pro-

*duction and hydrolysis on the surface of aerosols to form HN03 . The large surface

area in the core and lower side of the plume leads to a higher conversion of N 2 0 5 to

HN0 3. NO 3 is also affected by heterogeneous chemistry in the lower plume and its

higher nighttime mixing ratio in the upper plume leads to a positive N 205 perturba-

tion after sunrise.
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Figure 3-14: Profiles of 03 (top), N 205 (middle) perturbations as well as total water
(gaseous and solid phase) mixing ratio (bottom) at different times. Times showed
at the top represent time after emission. Emission took place at 8:00 AM local
time. Sunrise and sunset occurred at 6:00 AM and 6:00 PM local time. The cruising
altitude of the contrail-generating aircraft is at z = 0. Units are in ppbv, pptv and
ppmv respectively.

Not displayed here is the quantity NO, - HNO 3 = NOY - NO, - HNO 3. The lat-

ter peaks in the upper part of the plume and has a minimum around -300 m. The

reservoir species NO, mixing ratio increases uniformly over time but is faster in the

lower plume owing to conversion from NO 2 to HNO 3 and HNO 2 through on-aerosol

reaction. NO, has its maximum at -15 m.

A higher aerosol surface area enhances N 205 depletion and conversion to HNO 3. This

can be seen on the area-integrated mixing ratios in Figure 3-3 when comparing a con-

trail producing flight to the case where no contrail is formed.

The water mixing ratio is affected by ice crystal micro-physics. Nuclei in the moist

layer take up gaseous water up to saturation, which is then displaced to lower alti-

tudes, dehydrating the cruising altitude.

The results from this section show that contrail micro-physics and chemical com-

position are affected by many meteorological as well as aircraft-dependent parameters.

Among the meteorological parameters, the evolution of a contrail-cirrus is affected
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by the local relative humidity profile 149]. All cases studied showed the same contrail

pattern, composed of a core saturated region, whose crystal size is approximately

time-independent, and a peripheral region composed of larger crystals. The latter's

crystal size is dependent on the ambient relative humidity.

The evolution of a contrail has also been found to depend on the number of nuclei

emitted. A larger soot emission index reduces the diameter on average and decreases

the settling velocity, making the contrail last longer. Additionally, the soot emission

number has an impact on the optical properties all along the contrail lifetime. As

described by Unterstrasser et al., reducing the soot emission number could lower the

contrail-cirrus radiative forcing [501.

Chemical species have an asymmetric profile across the contrail width. A greater

aerosol surface area in the lower side of the plume leads to larger chemical rates

through heterogeneous chemistry. The extent of the asymmetry depends on ice crys-

tal micro-physical parameters and therefore on meteorological data as well as aircraft

parameters.
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Chapter 4

Conclusions

A fully parameterized aircraft plume has been developed to estimate local perturba-

tions of species mixing ratios in an aircraft wake. Regional and global-scale models

base their global assessment on engine exit emission indices. The results from this pa-

per confirm that neglecting the non-linear plume-scale processes lead to inaccuracies

in the assessment of 03 perturbations and of the conversion of NOx (= NO + NO 2) to

reservoir species. Enhanced diffusion parameters reduce but do not eliminate errors

associated with single-box models.

A parametric study showed that the 24 hour ozone emission conversion factor

is greater before sunset during local summer. Sensitivities of the in-plume ozone

perturbation to aircraft and fuel parameters have been estimated. Even though the

in-plume 03 mixing ratio increased due to increased NOx emission indices, the ozone

emission conversion factor decreased. This reduction is a function of date and emission

time and is lower during local winter.

Conversion factors have also been found to be strongly dependent on the season-

ality, as well as meteorological data. Daytime duration, temperature and different

NOx background concentrations, at different latitudes, have been found to influence

in-plume ozone production.

Overlapping flights have the potential to change the local chemical perturbation.

Even if the problem is non-linear and having more flights can increase daytime ozone,

we found that the 24-hour area-integrated ozone perturbation decreases as more flights
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are added.

Ice crystal micro-physics has been coupled with plume processes. The results

show that an enhanced soot emission index increases the contrail lifetime and the

horizontally-integrated aerosol cross-sectional area. Additionally, a higher nuclei num-

ber density was found to reduce the loss through sedimentation by reducing the av-

erage crystal radius.

A contrail is composed of two regions, a nuclei-rich region at the core of the contrail

whose crystal size mode is time-independent and a moist region at the periphery

where crystals grow in size. The latter appears shortly after the initial formation of

the contrail.

Profiles of chemical species have been obtained and showed non-uniformities in

the vertical direction due to gradients in the aerosol surface area. Some species, such

as 03, are unaffected at the pressure and temperature considered.

Looking at the results above, it is recommended that atmospheric models include a

plume-scale treatment of aircraft emissions in the form of a look-up table. Parameters

could include meteorological data (temperature, pressure, humidity, Brunt-Vaisdla

frequency), chemical data (03, NOx background mixing ratios), flight properties (lon-

gitude, latitude, date and emission time) as well as engine and fuel characteristics

(emission indices, fuel properties).
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Appendix A

Plume-averaged NOx chemical rate

We assume that the conversion of NO, to reservoir species is dictated by the daytime

conversion pathway through the following reactions:

MNO 2 + OH +~HN03 (A.1)

NO 2 + HO2 + H0 2NO2

The chemical reaction rate can be written as:

d[N0 2 ]
d[ = -(ki[OH] + k2[HO 2])[NO 2]

d[N02 ]d 2 = keff[HOx] [NO 2]dt

(A.2)

where HOX has been defined such that [HOx] = k 1 [OH]+k 2 [H0 2]

We assume that the concentration field at a fixed point can be expressed as the

sum of spatially-averaged quantity and the instantaneous fluctuation, such that:

[NO 2] = [NO 2] + [NO 2]'

[HOx] = [HOx] + [HOX]'
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The chemical conversion rate of NO, can therefore be written as:

d[N0 2] = -keff X [HOx][NO
2]dt

= -keff x ([Ho] x [NO 2] + [HOx]' x [NO 2 ]')

The first term on the right hand side leads to a net depletion. NO 2 is an emitted

species. Therefore, the NO 2 concentration is positive in the core of the plume, while

it is negative far away. HOE, however, gets depleted to form HNO 3 and H0 2NO 2.

Therefore, [HO]' < 0 in the inner plume and [HO]' > 0 outside of the core. Thus,

the second term reduces NOx conversion and is proportional to the correlation of the

fluctuations. If both fluctuations are negatively correlated, the depletion is reduced

compared the case where the fields are uniform.

This explains why, for the same emission quantity, a small plume with large spatial

fluctuations leads to a lower conversion compared to a large plume with smaller

gradients.
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