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1 Introduction

The standard model (SM) of particle physics has so far been able to describe a wide variety of phenomena with outstanding precision. However, the SM does not address the hierarchy problem between the Higgs boson mass and the Planck scale [1, 2], and does not contain a dark matter candidate to explain cosmological observations [3–5]. Supersymmetry [6–14] is an extension of the SM that assigns a fermion (boson) superpartner to every SM boson (fermion). This theory can solve the hierarchy problem since the large quantum loop corrections to the Higgs boson mass, due mainly to the top quark, can be largely canceled by the analogous corrections from the top quark superpartner [15–17]. Moreover, if $R$-parity [18] is conserved, the lightest supersymmetric particle (LSP) is stable and, if massive, provides a good candidate for dark matter.

This paper presents a search for supersymmetric particle production in final states with two oppositely charged (OC) leptons ($\ell$) and missing transverse momentum stemming from the two LSPs. Only electrons (e) and muons (μ) are considered. The search targets two specific signal scenarios with chargino ($\tilde{\chi}^\pm_1$) and top squark ($\tilde{t}_1$) pair production, using data from proton-proton (pp) collisions at $\sqrt{s} = 13$ TeV collected by the CMS experiment [19] at the CERN LHC in 2016, and corresponding to an integrated luminosity of 35.9 fb$^{-1}$.

The results are interpreted in terms of simplified supersymmetric model spectra (SMS) [20–22] scenarios. The search for chargino pair production considers, as a reference, a model (figure 1 , left) where the charginos decay into a lepton, a neutrino ($\nu$), and
the lightest neutralino ($\tilde{\chi}_0^1$) via an intermediate charged slepton ($\tilde{\chi}_1^\pm \to \nu \tilde{\ell} \to \nu \ell \tilde{\chi}_1^0$) or sneutrino ($\tilde{\chi}_1^\pm \to \tilde{\nu} \to \ell \nu \tilde{\chi}_1^0$). The three generations of sleptons are assumed to be degenerate, with a mass equal to the average of the chargino and neutralino masses. The branching fractions ($B$'s) of the chargino decays into charged sleptons or sneutrinos are assumed to be equal. Results are also interpreted in terms of a second model (figure 1, right), where each chargino decays into the lightest neutralino and a W boson. Searches for chargino pair production have been previously published by the CMS Collaboration in the context of the former scenario using 8 TeV collision data [23] and by the ATLAS Collaboration in the context of both scenarios using 8 TeV [24–26] and 13 TeV [27–29] collision data.

The search for top squark pair production focuses on an SMS in which the top squark decays into a top quark and the lightest neutralino as shown in figure 2 (left). The analysis strategy is optimized for a compressed spectrum scenario where the mass difference ($\Delta m$) between the top squark and the lightest neutralino lies between the top quark and W boson masses $m_W < \Delta m \lesssim m_t$. In this regime, the top quarks are produced off-shell, giving rise to final states with low-momentum bottom quarks which often fail to be identified. Further interpretations of the results are given in terms of an additional model, where each of the pair-produced top squarks decays into a bottom quark and a chargino, which in turn decays into a W boson and the lightest neutralino, as shown in figure 2 (right). In this model, the mass of the chargino is assumed to be equal to the average of the top squark and neutralino masses. This work is complementary to another OC dilepton search published by the CMS Collaboration [30], aimed at testing models where $\Delta m > m_t$, which result in signatures with on-shell top quarks and higher momentum particles. With respect to that analysis, this search gains sensitivity in the compressed mass region by loosening the requirements on the jets from bottom quark hadronization and optimizing the signal event selection for the lower momentum carried by the neutralino LSPs. The CMS Collaboration has also published other searches targeting the same signal models in the final states with exactly one lepton [31] and with no leptons [32], with the latter also covering the four-body-decay of the top squark in the region $\Delta m < 80$ GeV. The ATLAS Collaboration published several searches addressing these signal models using all three final states [33–35].

The paper is organized as follows: section 2 introduces the experimental apparatus; sections 3 and 4 describe the data and simulated event samples used in this search and
Figure 2. Simplified-model diagrams of top squark pair production with two benchmark decay modes of the top squark: the left plot shows decays into a top quark and the lightest neutralino, while the right one displays prompt decays into a bottom quark and a chargino, further decaying into a neutralino and a W boson.

the details on the reconstruction of the physics objects, respectively; section 5 presents the general strategy of the analysis; section 6 discusses the estimates of the contributions from SM processes to the selected events; section 7 details the sources of systematic uncertainties for signal and background processes; section 8 reports the results and their interpretation in terms of the considered SMS; and finally section 9 summarizes the results of the search.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. In the inner part of the solenoid volume is a silicon pixel and strip tracker, which reconstructs the trajectories of the charged particles up to a pseudorapidity $|\eta| < 2.5$. Outside the tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL) and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections, measure the energy of the particles in the region $|\eta| < 3$. Forward calorimeters extend coverage provided by the barrel and endcap detectors up to $|\eta| < 5$. The information from the tracker and calorimeter systems is merged to reconstruct electrons and hadronic jets. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid, covering the region $|\eta| < 2.4$. The detector is nearly hermetic, allowing for momentum balance measurements in the plane transverse to the beam direction. A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in ref. [19].

3 Data and simulated samples

Events of interest are selected using triggers [36] which require the presence of two leptons (ee, $\mu\mu$, $e\mu$). The threshold on the transverse momentum ($p_T$) of the leading lepton is 23 GeV for the ee and $e\mu$ triggers, and 17 GeV for the $\mu\mu$ triggers. The threshold for the trailing lepton is 8 (12) GeV for muons (electrons). To increase the efficiency of the trigger selection, events are also accepted by triggers requiring at least one electron (muon) with $p_T > 25$ (24) GeV, passing tighter identification criteria than the ones applied in the double-lepton triggers. The trigger performances are measured with leptons from $Z \rightarrow \ell^+\ell^-$.
decays. The combined efficiency of the dilepton and single-lepton triggers for signal events is found to range between 90 and 99%, depending on the $p_T$ and $\eta$ of the leptons.

Samples of Monte Carlo (MC) simulated events are used to study the contribution of SM processes to the selected data set and the expected acceptance for the different signal models. Events from top quark-antiquark pair ($t\bar{t}$) production are generated with \textsc{powheg v2} \cite{37,38,39} and normalized to the expected cross section calculated at next-to-next-to-leading order (NNLO) in perturbative quantum chromodynamics (QCD), including resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon terms \cite{40}. Events with a single top quark produced in association with a W boson ($tW$) are generated with \textsc{powheg v1} \cite{41} and normalized to an approximate NNLO cross section calculation \cite{42}. Diboson production (WW, WZ, and ZZ) via quark-antiquark annihilation is simulated at next-to-leading order (NLO) using \textsc{powheg v2} \cite{43,44}. The yields of events from WW production are scaled to the NNLO cross section \cite{45}. Events from $q\bar{q} \rightarrow ZZ$ production are reweighted via NNLO/NLO $K$ factors, as functions of the generated ZZ system mass \cite{46}. Two additional sets of $K$ factors, as functions of the generated ZZ system $p_T$ and of the azimuthal separation ($\Delta \phi$) between the Z bosons, are used to evaluate the uncertainty in the kinematic properties of ZZ production. Diboson production via gluon fusion is simulated using \textsc{mcfm v7} \cite{47}, and LO cross sections obtained from the generator are corrected with the NNLO/LO $K$ factors \cite{46,48}. Drell-Yan events are generated with \textsc{MadGraph5}_\textsc{aMC@NLO} v2.2.2 \cite{49} at LO, and event yields are scaled to the NNLO cross section \cite{50}. Events from $t\bar{t}W$, $t\bar{t}Z$, triboson, and $H \rightarrow WW$ production are generated at NLO \cite{51,52} with the \textsc{MadGraph5}_\textsc{aMC@NLO} generator.

Chargino pair production and top squark pair production events are generated using \textsc{MadGraph5}_\textsc{aMC@NLO} at LO with up to two extra partons in the matrix element calculations, and are normalized to the respective cross sections computed at NLO plus next-to-leading logarithmic (NLL) precision \cite{53-61}, with all the other sparticles assumed to be heavy and decoupled. In the case of chargino pair production, calculations are performed in a limit of mass-degenerate wino $\tilde{\chi}^0_2$ and $\tilde{\chi}^+_1$, and light bino $\tilde{\chi}^0_1$.

All processes are generated using the NNPDF3.0 \cite{62} parton distribution function (PDF) set. The parton showering, hadronization, and the underlying event are modeled using \textsc{pythia 8.212} \cite{63} with the CUETPSM1 \cite{64} underlying event tune for all the processes, except in the generation of $t\bar{t}$ events, where the first emission is done at the matrix element level with \textsc{powheg v2} and the CUETPSM2T4 \cite{65} tune is used. Weights for the estimation of theoretical systematic uncertainties, including those related to the choice of PDFs, and renormalization and factorization scales, are included in simulated events \cite{66}.

The detector response to the generated events is simulated using a realistic model of the CMS detector based on \textsc{Geant4} \cite{67} for SM processes, while for signal events a fast simulation (\textsc{FastSim}) \cite{68} of the detector based on a parametrization of the average response to particles is used. Simulated events are subsequently reconstructed using the same algorithms as applied to data.

In order to model the effect of multiple interactions per bunch crossing (pileup), simulated events are mixed with minimum-bias events simulated with \textsc{pythia}, and are reweighted in order to match the observed rate of multiple interactions.
The modeling and normalization of the main background processes are studied in data, as discussed in section 6. The modeling of $t\bar{t}$, tW, and WW production is studied in data control regions (CRs), and their normalization is determined via a maximum likelihood (ML) fit to data. The normalization of the yields of events from $t\bar{t}Z$, WZ, ZZ, and Drell-Yan production is taken from simulation and corrected by the event rates measured in dedicated CRs.

To improve the modeling of jets from initial-state radiation (ISR) in simulated signal events, reweighting factors are applied, which make the distributions of observables for related SM processes in simulation agree with control samples in data. For chargino pair production, mediated by the electroweak interaction, the reweighting procedure is based on studies of $p_T$ balance in inclusive Z boson production events \[69\]. Events are then reweighted according to the total transverse momentum ($p_T^{\text{ISR}}$) of the system of supersymmetric particles. The reweighting factors range between 1.18 at $p_T^{\text{ISR}} \approx 125$ GeV and 0.78 for $p_T^{\text{ISR}} > 600$ GeV. A global reweighting is further applied in order not to alter the signal production cross section. As top squark pair production occurs via strong interactions, a different set of reweighting factors is derived as a function of the multiplicity of ISR jets ($N_{\text{ISR}}^{\text{jet}}$) in a sample of $t\bar{t}$ events selected by requiring an OC electron-muon pair and two jets identified as coming from bottom quark hadronization. The measured reweighting factors vary between 0.92 and 0.51 for $N_{\text{ISR}}^{\text{jet}}$ between 1 and 6, with an additional scale factor applied to keep the total event yields invariant.

4 Event reconstruction

The particle-flow algorithm \[70\] aims to reconstruct and identify each individual particle in an event, with an optimized combination of information from the various elements of the CMS detector. The energy of photons is directly obtained from the ECAL measurement, corrected for zero-suppression effects. The energy of electrons is determined from a combination of the electron momentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating from the electron track. The momentum of muons is obtained from the curvature of the corresponding track. The energy of charged hadrons is determined from a combination of their momentum measured in the tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energy.

The reconstructed vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary pp interaction vertex. The physics objects are the jets, clustered using a jet finding algorithm \[71, 72\] with the tracks assigned to the vertex as inputs, and the associated momentum imbalance in the transverse plane, taken as the negative vector $p_T$ sum of those jets.

The identification of the muons used in the analysis is based on the number of reconstructed energy deposits in the tracker and in the muon system, and on the fit quality of
the muon track [73]. Electron identification relies on quality criteria of the electron track, matching between the electron trajectory and the associated cluster in the calorimeter, and shape observables of the electromagnetic shower observed in the ECAL [74]. The efficiency for the reconstruction and selection of the muons (electrons) is found to be 70–95 (30–75)% depending on their $p_T$ and $\eta$.

The lepton selection is further optimized to select leptons from the decays of W or Z bosons. The leptons are required to be isolated by measuring their relative isolation ($I_{rel}$), as the ratio of the scalar $p_T$ sum of the photons and of the neutral and charged hadrons within a cone of radius $R = \sqrt{(\Delta \phi)^2 + (\Delta \eta)^2} = 0.3$ around the candidate lepton, and the $p_T$ of the lepton itself. The contribution of particles produced in pileup interactions is reduced by considering only charged hadrons consistent with originating from the primary vertex of the event, and correcting for the expected contribution of neutral hadrons from the pileup [73, 74]. Leptons are considered to be isolated if their relative isolation $I_{rel}$ is found to be smaller than 0.12. A looser requirement of $I_{rel} < 0.4$ is used to define a veto lepton selection. Candidate lepton trajectories are further required to be compatible with the primary interaction vertex by imposing constraints on their transverse ($d_0$) and longitudinal ($d_z$) impact parameters, and on the three-dimensional impact parameter significance ($S^{3D}_d$), computed as the ratio of the three-dimensional impact parameter and its uncertainty. Both electrons and muons are required to satisfy the conditions $|d_0| < 0.05$ cm, $|d_z| < 0.10$ cm, and $S^{3D}_d < 4$. Finally, electrons originating from photon conversions are rejected by requiring that the electron track not have missing hits in the innermost layers of the tracker, and not form a conversion vertex with any other candidate electron in the event [74].

For each event, hadronic jets are clustered from the PF reconstructed particles using the infrared and collinear-safe anti-$k_T$ algorithm [71, 72] with a distance parameter of 0.4. The jet momentum is determined as the vectorial sum of all particle momenta in the jet, and is found in the simulation to be within 5 to 10% of its true value over the whole $p_T$ spectrum and detector acceptance. Jet energy corrections are derived from simulation to bring the measured response of jets to that of particle level jets on average. In situ measurements of the momentum balance in the dijet, multijet, photon+jet, and leptonically decaying Z+jet events are used to account for any residual difference in jet energy scale in data and simulation [75]. Additional quality criteria are applied to reject spurious jets from detector noise. Finally, the jets overlapping with any selected lepton within a cone of radius $R < 0.4$ are removed.

Jets originating from the hadronization of bottom quarks (b jets) are identified by the combined secondary vertex v2 b-tagging algorithm, using the medium operating point [76]. This requirement provides an efficiency for identifying b jets that increases from 50 to 70% for jets with $p_T$ from 20 to 100 GeV. The misidentification rate for jets originating from light quarks and gluons is about 1% in the same $p_T$ range.

The momentum imbalance of the event in the transverse plane is referred to as missing transverse momentum ($\vec{p}_T^{miss}$) and it is defined as the negative vectorial $p_T$ sum of all PF candidates in the event, taking into account the energy corrections applied to the jets [77]. The magnitude of $\vec{p}_T^{miss}$ is denoted as $p_T^{miss}$.

Differences have been observed in the modeling of the $p_T^{miss}$ resolution in events simulated with FASTSIM and with the full detector simulation. To account for this effect, the
acceptance for signal events is computed both using the $\not{p}_T$ at the generator level and after the event reconstruction. The average value of the two acceptances in each analysis bin is taken as the central value for the acceptance.

Simulated events are reweighted to account for differences with respect to data in the efficiencies of the lepton reconstruction, identification, and isolation requirements, and in the performance of b-jet identification. The values of the data-to-simulation scale factors differ from unity by less than 10% with typical efficiency corrections of 2–3 (5)% for the identification of leptons (b jets) with $p_T > 20\,\text{GeV}$ and $|\eta| < 2.4$.

5 Search strategy

The search strategy is developed for two signal hypotheses: the chargino pair and top squark pair productions. The first signal hypothesis is studied along the whole ($m_{\tilde{\chi}_1^\pm}, m_{\tilde{\chi}_1^0}$) mass plane, while for the second one the analysis is optimized on the compressed scenario, where the mass difference of the top squark and the lightest neutralino is in between the top quark and W boson masses. The searches involve the same techniques for the background estimation and the signal extraction, while they differ slightly in the signal region (SR) selection in order to improve their respective sensitivity.

The signal models are characterized by a common final state with two OC leptons and two lightest neutralinos contributing to large $p_T^{\text{miss}}$. Based on this, a general high-acceptance baseline selection is defined, requiring two OC isolated leptons with $|\eta| < 2.4$ and $p_T \geq 25$ (20) GeV for the leading (trailing) lepton. Events with $\tau$ leptons decaying into electrons or muons that satisfy the selection requirements are taken into account. To reduce the contributions from low-mass resonances, $Z \rightarrow \tau\tau$ production, and nonprompt leptons from hadronic jets, the invariant mass $m_{\ell\ell}$ of the lepton pair is required to be greater than 20 GeV, and if both leptons have the same flavor (SF), $m_{\ell\ell}$ is further required to satisfy $|m_{\ell\ell} - m_Z| > 15\,\text{GeV}$, where $m_Z$ is the Z boson mass. High $p_T^{\text{miss}}$ ($\geq 140\,\text{GeV}$) is required. Events are further rejected if they contain a third lepton with $p_T > 15\,\text{GeV}$, $|\eta| < 2.4$, and satisfying the veto lepton selection (as detailed in section 4). A summary of the baseline selection is found in table 1.

The SM processes that contribute most after the baseline selection are $t\bar{t}$, $tW$, and $WW$ production. For all these backgrounds, the lepton pair and $\not{p}_T$ come from a W boson pair. Consequently, the variable $m_{T2}$ \[m_{T2}(\ell\ell) = \min_{\not{p}_T^{\text{miss}1},\not{p}_T^{\text{miss}2}=\not{p}_T^{\text{miss}}} \left( \max \left[ m_T(p_T^{\text{lep1}},\not{p}_T^{\text{miss}1}), m_T(p_T^{\text{lep2}},\not{p}_T^{\text{miss}2}) \right] \right) . \] (5.1)

This observable reaches a kinematic endpoint at the $m_W$ for the considered backgrounds. Signal events, instead, present $m_{T2}(\ell\ell)$ spectra without such an endpoint because of the additional contribution to the $\not{p}_T$ given by the neutralinos. The sensitivity of the analysis is further enhanced by dividing the SR in bins of $p_T^{\text{miss}}$. This allows the analysis not only to exploit the larger tails in the $p_T^{\text{miss}}$ distribution of the signal events, but also to optimize the
Variable | Selection
--- | ---
Lepton flavor | $e^+e^-, \mu^+\mu^-, e^\pm \mu^\mp$
Leading lepton | $p_T \geq 25 \text{ GeV}, |\eta| < 2.4$
Trailing lepton | $p_T \geq 20 \text{ GeV}, |\eta| < 2.4$
Third lepton veto | $p_T \geq 15 \text{ GeV}, |\eta| < 2.4$
$|m_{\ell\ell} - m_Z| \geq 20 \text{ GeV}$ only for $ee$ and $\mu\mu$ events
$p_{T \text{miss}}^\tau \geq 140 \text{ GeV}$

Table 1. Definition of the baseline selection used in the searches for chargino and top squark pair production.

sensitivity to signals with different mass separation between the produced supersymmetric particle and the LSP. Each $p_{T \text{miss}}^\tau$ bin is in turn divided into events with SF and different flavor (DF) leptons to exploit the smaller contamination from $WZ$, $ZZ$, and Drell-Yan production of the latter.

The SRs are further subdivided based on the specific characteristics of each signal model. A veto on b-tagged jets is applied to reject $t\bar{t}$, $tW$, and $t\bar{t}Z$ events in the chargino search. Selected events in the $p_{T \text{miss}}^\tau$ bins below 300 GeV are then split into two different subregions, depending on the presence of a jet with $p_T > 20 \text{ GeV}$ and $|\eta| < 2.4$. This allows for a better discrimination between signal events and top quark background, which still contaminates the SRs after applying the b-tagged jet veto. Events with b-tagged jets are kept as a CR for the normalization of the background from $t\bar{t}$ and $tW$ production (discussed in section 6).

The final states produced in the top squark decays are characterized by the presence of two bottom quarks. When the difference in the mass of the top squark and the neutralino is close to the edge of the compressed region, $\Delta m \gtrsim m_W$, the bottom quarks are soft and give rise to jets with relatively low momentum that have a lower probability to be tagged. In this case, the top squark final states are similar to those from chargino pair production, and requiring a veto on b-tagged jets is again an effective strategy to define SRs with reduced contamination from $t\bar{t}$, $tW$, and $t\bar{t}Z$ backgrounds. For signal scenarios with larger $\Delta m$, instead, the b jets have higher momentum and the final states are more $t\bar{t}$-like. Consequently, sensitivity to top squark production is enhanced by requiring a b-tagged jet to reduce the background from diboson and Drell-Yan events.

Another useful means to discriminate top squark production from SM processes is given by the presence of high-$p_T$ jets from ISR in the events. The invisible particles (neutrinos and neutralinos) produced in the decay chain of the top squark in the compressed scenario are expected to be soft; events with harder neutralinos, however, can arise when the top squark pair system recoils against a high-$p_T$ ISR jet. In this hard ISR regime, background is still constrained by the kinematic $m_W$ endpoint in $m_{T2}(\ell\ell)$, and can be effectively separated from the signal. Hard ISR events are selected by requiring that the leading jet satisfies $p_T > 150 \text{ GeV}$ and is not b tagged. In order to favor the topology in which the jet recoils...
Table 2. Definition of the SRs for the chargino search as a function of the $p_T^{\text{miss}}$ value, the b-jet multiplicity and jet multiplicity. Also shown are the CRs with b-tagged jets used for the normalization of the $t\bar{t}$ and $tW$ backgrounds. Each of the regions is further divided in seven $m_{T2}(\ell\ell)$ bins as described in the last row.

<table>
<thead>
<tr>
<th>$p_T^{\text{miss}}$ [GeV]</th>
<th>SR1$_0^{\text{1jet}}$tag</th>
<th>SR1$_0^{\text{jets}}$tag</th>
<th>CR1$_0$</th>
<th>SR2$_0^{\text{1jet}}$tag</th>
<th>SR2$_0^{\text{jets}}$tag</th>
<th>CR2$_0$</th>
<th>SR3$_0$tag</th>
<th>CR3$_0$tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{b\text{ jets}}$</td>
<td>0</td>
<td>0</td>
<td>≥1</td>
<td>0</td>
<td>0</td>
<td>≥1</td>
<td>0</td>
<td>≥1</td>
</tr>
<tr>
<td>$N_{\text{jets}}$</td>
<td>≥1</td>
<td>≥1</td>
<td>≥0</td>
<td>≥1</td>
<td>≥1</td>
<td>≥0</td>
<td>≥1</td>
<td></td>
</tr>
<tr>
<td>Channels</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td></td>
</tr>
<tr>
<td>$m_{T2}(\ell\ell)$</td>
<td>0–20, 20–40, 40–60, 60–80, 80–100, 100–120, ≥120 GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Definition of the SRs for top squark production search as a function of the $p_T^{\text{miss}}$ value, the b-jet multiplicity and the ISR jet requirement. Each of the regions is further divided in seven $m_{T2}(\ell\ell)$ bins as described in the last row.

<table>
<thead>
<tr>
<th>$p_T^{\text{miss}}$ [GeV]</th>
<th>SR1$_0$tag</th>
<th>SR1$_1$tag</th>
<th>SR2$_0$tag</th>
<th>SR2$_1$tag</th>
<th>SR3$_0^{\text{ISR}}$tag</th>
<th>SR3$_1^{\text{ISR}}$tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>140–200</td>
<td>140–200</td>
<td>140–200</td>
<td>200–300</td>
<td>200–300</td>
<td>≥300</td>
<td>≥300</td>
</tr>
<tr>
<td>$N_{b\text{ jets}}$</td>
<td>0</td>
<td>≥1</td>
<td>0</td>
<td>≥1</td>
<td>0</td>
<td>≥1</td>
</tr>
<tr>
<td>$N_{\text{jets}}$</td>
<td>≥0</td>
<td>≥0</td>
<td>≥0</td>
<td>≥1</td>
<td>≥1</td>
<td>2</td>
</tr>
<tr>
<td>ISR jets</td>
<td>≥0</td>
<td>≥0</td>
<td>≥0</td>
<td>≥0</td>
<td>≥1</td>
<td>≥1</td>
</tr>
<tr>
<td>Channels</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
<td>SF, DF</td>
</tr>
<tr>
<td>$m_{T2}(\ell\ell)$</td>
<td>0–20, 20–40, 40–60, 60–80, 80–100, 100–120, ≥120 GeV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

against the rest of the system, the $\Delta \phi$ between the jet and the $p_T^{\text{miss}}$ is required to be larger than 2.5 rad. This requirement is found to be effective in discriminating top squark production from background events at high $p_T^{\text{miss}}$, and is therefore applied only for events with $p_T^{\text{miss}} > 300$ GeV.

A summary of the SRs for the chargino and top squark searches is given in tables 2 and 3, respectively, indicating the $p_T^{\text{miss}}$ range, the selection on the multiplicity of jets ($N_{\text{jets}}$) and b jets ($N_{b\text{ jets}}$) in the event, and the ISR jet requirement. The observed distributions of some observables used to define the SRs are compared to SM expectations in figure 3.

Each of the SRs defined in tables 2 and 3 is further divided into seven $m_{T2}(\ell\ell)$ bins of 20 GeV width, starting from 0 GeV and with the last bin collecting all events with $m_{T2}(\ell\ell) > 120$ GeV. A simultaneous ML fit to the $m_{T2}(\ell\ell)$ distribution in all the SRs is then performed to extract the signal (as described in section 8). Since the first $m_{T2}(\ell\ell)$ bins have a low signal contribution, we exploit them to constrain the contributions of the dominant backgrounds in the SRs with one b-tagged jet (dominated by $t\bar{t}$ and $tW$ production) and without b-tagged jets (where $WW$ production becomes relevant) through the fit.
Figure 3. Observed and SM expected distributions of some observables used to define the SRs for events with two OC isolated leptons and $p_T^{\text{miss}} \geq 140$ GeV. Clockwise from top left: $p_T^{\text{miss}}$, $m_{T2}(\ell\ell)$, $\Delta\phi$ between the $p_T^{\text{miss}}$ and the leading jet (required not to be b-tagged and with $p_T > 150$ GeV, events missing this requirements are shown in the first bin), and multiplicity of b-tagged jets in the event. The last bin includes the overflow entries. The contributions of minor backgrounds such as $t\bar{t}W$, $H \to WW$, and triboson production are grouped together. In the bottom panel, the ratio of observed and expected yields is shown. The hatched band represents the total uncertainty in the background expectation, as described in section 7.

6 Background estimation

The main contributions from SM processes to the SRs comes from $t\bar{t}$, $tW$, and $WW$ production. The normalization of these backgrounds is determined by the ML fit, as mentioned in section 5. Their $m_{T2}(\ell\ell)$ shape has a natural endpoint at the $m_V$, and events enter into the relevant region for signal extraction ($m_{T2}(\ell\ell) > 80$ GeV) mainly due to detector resolution effects, whose contributions are not easy to model. For this reason, we study the modeling of the $m_{T2}(\ell\ell)$ distribution for these processes in dedicated CRs in data described in section 6.1. The contributions of the subleading $tZ$, $WZ$, $ZZ$, and Drell-Yan backgrounds are also tested in CRs, where correction factors for their normalizations are extracted, as discussed in section 6.2. Remaining minor backgrounds from $t\bar{t}W$, $H \to WW$, 
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and triboson production give small contributions in the SRs, and the estimates for these processes are taken directly from simulation. Background contributions from rest of the SM processes are found to be negligible. The contribution of signal to any of the CRs used is found to be negligible compared to SM processes.

6.1 Modeling of $m_{T2}(\ell\ell)$ in $t\bar{t}$, $tW$, and $WW$ events

The simulated $m_{T2}(\ell\ell)$ distributions for $t\bar{t}$, $tW$, and $WW$ backgrounds are validated in two CRs. To construct the first one, the baseline selection is modified by requiring $100 < p_T^{\text{miss}} < 140 \text{ GeV}$. The events in this CR are further separated according to their b-jet multiplicity to define two sub-regions with different content in top quark ($t\bar{t}$ and $tW$) and $WW$ backgrounds. In order to reject events from Drell-Yan production, only DF events are considered. The second CR aims at validating the modeling of the $m_{T2}(\ell\ell)$ distributions in events with $p_T^{\text{miss}} > 140 \text{ GeV}$. For this purpose, we select events from $WZ \rightarrow 3\ell 1\nu$ production and emulate the $m_{T2}(\ell\ell)$ shape of $WW$ and top quark events. We take the lepton from the Z boson with the same charge as the lepton from the W boson, and we add its $p_T$ vectorially to $p_T^{\text{miss}}$, effectively treating it like a neutrino. These events are selected by requiring three leptons and vetoing the presence of a fourth lepton passing the veto lepton requirements. A veto is applied to events with b-tagged jets to remove residual $t\bar{t}$ events. Among the three leptons, a pair of OC SF leptons with an invariant mass within 10 GeV of the Z boson mass is required to identify the Z boson. The simulation is found to describe the data well in the CRs. Based on the statistical precision of these CRs, a conservative uncertainty of 5, 10, 20, and 30% is taken for the bins $60 < m_{T2}(\ell\ell) < 80 \text{ GeV}$, $80 < m_{T2}(\ell\ell) < 100 \text{ GeV}$, $100 < m_{T2}(\ell\ell) < 120 \text{ GeV}$, and $m_{T2}(\ell\ell) \geq 120 \text{ GeV}$, respectively. These uncertainties are applied to top quark and $WW$ production, and treated as uncorrelated between the two types of backgrounds.

Another potential source of mismodeling in the tails of the $m_{T2}(\ell\ell)$ distributions arises from nonprompt leptons originating, for instance, from semileptonic decays of $B$ hadrons in $b$ jets or from hadronic jets accidentally passing the lepton selection. The value of $m_{T2}(\ell\ell)$ in $t\bar{t}$, $tW$, and $WW$ events with one nonprompt lepton replacing a prompt one failing the selection requirements will not be bound by the $m_W$ endpoint. The contribution of these events is found to be less than 1% of the expected background across the different SRs. It becomes more relevant only at large values of $m_{T2}(\ell\ell)$ and $p_T^{\text{miss}}$, where it constitutes up to 20% of the $t\bar{t}$ background. We study the modeling of the rate of nonprompt leptons in simulation by selecting events with two leptons with the same charge and at least one b-tagged jet. The dominant contribution to this sample comes from $t\bar{t}$ events with a nonprompt lepton. Based on the observed agreement with data, a correction factor of $1.08 \pm 0.21$ is derived for the nonprompt lepton rate in simulation.

6.2 Normalization of $t\bar{t}Z$, $WZ$, $ZZ$, and Drell-Yan backgrounds

The production of $t\bar{t}Z$ events where the two W bosons decay leptonically and the Z boson decays into neutrinos leads to final states with the same experimental signature as the signal events and with no natural endpoint for the reconstructed $m_{T2}(\ell\ell)$ distribution, due to the additional contribution of the neutrinos from the Z boson decay to the $p_T^{\text{miss}}$. The
normalization of this background is validated in events with three leptons, $p_T^{\text{miss}} > 140$ GeV, and at least two jets with $p_T > 20$ GeV, of which at least one is tagged as b jet. At least one pair of OC SF leptons with an invariant mass not further than 10 GeV from the Z boson mass is also required. A normalization scale factor of $1.44 \pm 0.36$ for $t\bar{t}Z$ production is measured comparing the observed and predicted numbers of events.

Events from WZ production enter the signal event selection when both bosons decay leptonically and one of the three decay leptons fails the veto lepton requirements. We test the modeling of this source of background in a CR with three leptons, $p_T^{\text{miss}} > 140$ GeV, and no b-tagged jets, and derive a normalization scale factor of $0.97 \pm 0.09$ for the simulated WZ background.

The ZZ background is dominated by events with one boson decaying into charged leptons and the other one decaying into neutrinos. This contribution is studied by mimicking the $ZZ \rightarrow 2\ell 2\nu$ production via $ZZ \rightarrow 4\ell$ events, where the $p_T$ of one of the reconstructed Z bosons (randomly chosen between the ones satisfying the $|m_{\ell\ell} - m_Z| < 15$ GeV condition) is added to the $p_T^{\text{miss}}$. Events are selected by requiring four leptons, with one lepton allowed to pass the looser veto lepton requirement in order to increase the acceptance for ZZ production. The events are retained if the four leptons can be arranged into two pairs of OC SF leptons, both with an invariant mass within 30 GeV of the Z boson mass, and at least one within 15 GeV. A scale factor for the ZZ background normalization is derived in events with $p_T^{\text{miss}} > 140$ GeV and with no b-tagged jets. Since the chargino search uses separate SRs for events with or without jets, two corresponding scale factors are also measured, which suggest a higher jet multiplicity in data than in ZZ simulated events.

A summary of the scale factors derived in this section is given in table 4. For all the quoted scale factors, uncertainties include the statistical uncertainties on data and simulated events, and the systematic uncertainties on the number of expected events from the residual processes in the CRs.

Drell-Yan events can pass the baseline selection because of mismeasurements in $p_T^{\text{miss}}$. We study the modeling of this background in events with two OC SF leptons with $|m_{\ell\ell} - m_Z| < 15$ GeV, no additional leptons, and no b-tagged jets (Z boson events). The events with $100 < p_T^{\text{miss}} < 140$ GeV are dominated by Drell-Yan production, and are used to derive a $m_{T2}(\ell\ell)$ shape correction, which is subsequently tested in Z boson events with

<table>
<thead>
<tr>
<th>Process</th>
<th>$N_{\text{jets}} = 0$ (a)</th>
<th>$N_{\text{jets}} &gt; 0$ (a)</th>
<th>$N_{\text{jets}} \geq 0$ (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}Z$</td>
<td>$1.44 \pm 0.36$</td>
<td>$1.44 \pm 0.36$</td>
<td>$1.44 \pm 0.36$</td>
</tr>
<tr>
<td>WZ</td>
<td>$0.97 \pm 0.09$</td>
<td>$0.97 \pm 0.09$</td>
<td>$0.97 \pm 0.09$</td>
</tr>
<tr>
<td>ZZ</td>
<td>$0.74 \pm 0.19$</td>
<td>$1.21 \pm 0.17$</td>
<td>$1.05 \pm 0.12$</td>
</tr>
</tbody>
</table>

Table 4. Summary of the normalization scale factors for $t\bar{t}Z$, WZ, and ZZ backgrounds in the SRs used for the chargino (a) and top squark (b) searches. Uncertainties include the statistical uncertainties of data and simulated event samples, and the systematic uncertainties on the number of expected events from the residual processes in the CRs.
\( p_T^{\text{miss}} > 140 \text{ GeV} \). The correction ranges from a few percent at low \( m_{T2}(\ell\ell) \) to about 50\% for \( m_{T2}(\ell\ell) > 100 \text{ GeV} \). An overall normalization uncertainty of 32\% is also established by the observed disagreement between data and simulated events with \( 100 < p_T^{\text{miss}} < 140 \text{ GeV} \). Finally, the predictions for Drell-Yan events with no jets are tested in Z boson events with no jets and \( p_T^{\text{miss}} > 140 \text{ GeV} \): a conservative uncertainty of 100\% in this contribution is applied. The Drell-Yan production is a subdominant background in the SRs with no jets and this uncertainty has a negligible impact on the expected sensitivity for signal production.

7 Systematic uncertainties

Several sources of systematic uncertainty that affect both the normalizations and the \( m_{T2}(\ell\ell) \) shapes of the background and signal events are considered in the analysis.

- The overall uncertainty in the integrated luminosity is estimated to be 2.5\% [79].
- The uncertainty on the measured trigger efficiency is 2\%.
- Lepton identification and isolation efficiencies are corrected by data-to-simulation scale factors measured in \( Z \rightarrow \ell\ell \) events. The corresponding uncertainties are typically smaller than 3\% per lepton.
- The jet energy scale is varied by its uncertainty [75], and the changes are propagated to all the related observables in the event.
- The energy scale of the low-\( p_T \) particles that are not clustered in jets is varied by its uncertainty, and the changes are propagated to the \( p_T^{\text{miss}} \).
- The efficiencies and misidentification rates of the b-jet identification algorithms are also corrected by data-to-simulation scale factors measured in inclusive jet and \( t\overline{t} \) events [76]. The respective uncertainties range between 1 and 6\%, depending on the \( p_T \) and \( \eta \) of the jets.
- The effect of the simulated data sample sizes on the modeling of the \( m_{T2}(\ell\ell) \) distributions is taken into account by treating the statistical uncertainty in each bin for each process as an additional uncorrelated uncertainty.
- Uncertainties in the renormalization and factorization scales, and PDFs are propagated by taking the largest changes in the acceptance when independently doubling and halving the renormalization and factorization scales, and when varying the choice of PDFs between the NNPDF3.0 replicas. The PDF uncertainties are not considered for signal models as they are found to be redundant, once the uncertainty in the ISR modeling is included.

The estimates of the SM backgrounds are also affected by specific uncertainties in the modeling of the different processes.
A background normalization uncertainty is applied for each background separately. The normalizations of the $t\bar{t}$, $tW$, and $WW$ processes are determined by the ML fit, as described in section 8. We assign a common normalization parameter for $t\bar{t}$ and $tW$ events and another for WW production. No explicit normalization uncertainty is defined for $t\bar{t}$ and WW events, while a 10% uncertainty is set for the $tW$ process to take into account its relative normalization with respect to the $t\bar{t}$ production as well as any interference effect between them. The uncertainties applied to $t\bar{t}Z$ (25%), $WZ$ (9%), and ZZ (26% in the SRs with 0 jets, 14% in the SRs with at least 1 jet, and 11% in the rest of the SRs) correspond to the scale factor uncertainties obtained in section 6.2. Minor backgrounds ($t\bar{t}W$, $H \rightarrow WW$, triboson production) are assigned a conservative uncertainty of 50%. Finally, Drell-Yan events have a 100% normalization uncertainty in the SR with no jets and 32% in all other SRs.

- The modeling of the yields of events with no jets has been explicitly studied in section 6.2 for ZZ and Drell-Yan production. For the other SM processes, we introduce a related uncertainty by adding two free parameters in the ML fit, scaling respectively the rate of events with no jets for diboson and b-enriched ($t\bar{t}$, $tW$, $t\bar{t}Z$, and $t\bar{t}W$) backgrounds. The total number of expected events without b-tagged jets is constrained to remain invariant, so that only a migration of events between the SRs with and without jets is allowed.

- The modeling of the $m_{T2}(\ell\ell)$ shapes in events with an endpoint at the $m_W$ ($t\bar{t}$, $tW$, and WW) has been studied in section 6.1: an uncertainty of 5, 10, 20, and 30% is assigned for the last four $m_{T2}(\ell\ell)$ bins.

- The choice of the set of NNLO/NLO $K$ factors applied to the $q\bar{q} \rightarrow ZZ$ events affects the modeling of the $m_{T2}(\ell\ell)$ shape for the ZZ background (as described in section 3). Relative variations range from 16% for $m_{T2}(\ell\ell) < 20$ GeV to about 2% for $m_{T2}(\ell\ell) > 120$ GeV and are taken as the uncertainties.

- The $m_{T2}(\ell\ell)$ distribution in Drell-Yan events has been corrected by scale factors derived in bins of $m_{T2}(\ell\ell)$ in the validation region $100 < p_T^{\text{miss}} < 140$ GeV, as discussed in section 6.2. The full size of the correction in each bin is taken as an uncertainty.

- The weight of events with nonprompt leptons in simulated samples is varied by the $\pm 19\%$ uncertainty in the correction factor derived in events with two same-charge leptons, as described in section 6.1.

Finally, additional uncertainties in the modeling of signal events are taken into account, mostly related to the performance of the event reconstruction in FastSim.

- The uncertainty in the lepton identification efficiency in events simulated with FastSim, relative to the full detector simulation, is estimated to be 2%.
The analogous uncertainty in the b-tagging efficiency in FastSim samples ranges between 0.2–0.5%.

The $\mathbf{p_T^{\text{miss}}}$ modeling in FastSim events is studied by comparing the acceptances computed using the $\mathbf{p_T^{\text{miss}}}$ at the generator level and after the event reconstruction. Since the average of the two is taken as central value for the acceptance, half of their difference is taken as an uncertainty, fully correlated among bins.

An uncertainty in the modeling of pileup events in FastSim signal samples is derived by studying the dependence of the acceptance on the multiplicity of primary vertices reconstructed in the event. This uncertainty varies from 0 to 10% across the SRs and $m_{T2}(\ell\ell)$ bins.

Simulated signal events are reweighted to improve the modeling of the ISR, as described in section 3. uncertainties on the reweighting procedure are derived from closure tests. For chargino models, the deviation from unity is taken as the systematic uncertainty in the $\mathbf{p_T^{\text{ISR}}}$ reweighting factors. For top squark models, half of the deviation from unity in the $N_{\text{ISR}}^{\text{jet}}$ factors is taken.

Tables 5 and 6 summarize the systematic uncertainties in the predicted yields for SM processes and for two reference signals, respectively.

8 Results and interpretation

A simultaneous binned ML fit to the $m_{T2}(\ell\ell)$ distribution in all the SRs is performed. Uncertainties due to signal and background normalizations are included through nuisance parameters with log-normal prior distributions, while uncertainties in the shape of the $m_{T2}(\ell\ell)$ distributions are included with Gaussian prior distributions. As explained in section 6, the normalizations of the main backgrounds from top quark and WW production are left to be determined in the fit via the constraint provided by the low $m_{T2}(\ell\ell)$ region with and without b-tagged jets. The results of the fit in the SRs for the chargino search are shown in figures 4 and 5 for DF and SF events, respectively. The results for the top squark search are shown in figures 6 and 7. Each figure compares the number of observed events in the SRs with the expected yields from SM processes after a background-only fit. As a comparison, the expected yields for a representative signal point are given. The total expected SM contributions before the fit and after a background+signal fit are also shown. Detailed information on the observed and expected yields after the background-only fit are given in tables 7–8 for all dilepton final states and all SRs. No excess over SM prediction is observed in data. The asymptotic approximation of the CL$_s$ criterion [83–85] is used to set upper limits at 95% confidence level (CL) on the production cross sections for the different signal models considered.

The 95% CL upper limits on chargino pair production cross sections with the chargino decaying into sleptons are shown in figure 8 (left). The $\tilde{\chi}_1^+ \rightarrow \nu\ell \rightarrow \nu\ell\tilde{\chi}^0_1$ and $\tilde{\chi}_1^+ \rightarrow \ell\nu \rightarrow \ell\nu\tilde{\chi}^0_1$ decay chains are given a $B$ of 50% each, and the sleptons are assumed to be degenerate, with a mass equal to the average of the chargino and neutralino masses. By comparing the
Figure 4. Distributions of $m_{\ell\ell}$ after the fit to data in the chargino SRs with $140 < p_T^{miss} < 200$ GeV (upper plots), $200 < p_T^{miss} < 300$ GeV (middle), and $p_T^{miss} > 300$ GeV (lower), for DF events without b-tagged jets and at least one jet (left plots) and no jets (right plots). The lower plot for the SR with $p_T^{miss} > 300$ GeV shows all the events without b-tagged jets regardless of their jet multiplicity. The solid magenta histogram shows the expected $m_{\ell\ell}$ distribution for chargino pair production with $m_{\tilde{\chi}^0} = 500$ GeV and $m_{\tilde{\chi}^\pm} = 200$ GeV. Expected total SM contributions before the fit (dark blue dashed line) and after a background-only fit (dark red dotted line) are also shown. The last bin includes the overflow entries. In the bottom panel, the ratio of data and SM expectations is shown for the expected total SM contribution after the fit using the background-only hypothesis (black dots) and before any fit (dark blue dashed line). The hatched band represents the total uncertainty after the fit.
Figure 5. The same distributions of $m_{T2}(\ell\ell)$ as figure 4, but for SF events.
Figure 6. Distributions of $m_{T2}(\ell\ell)$ after the fit to data in the top squark SRs with $140 < p_T^{\text{miss}} < 200$ GeV (upper plots), $200 < p_T^{\text{miss}} < 300$ GeV (middle), or $p_T^{\text{miss}} > 300$ GeV (lower), for DF events with b-tagged jets (left plots) and without b-tagged jets (right plots). The solid magenta histogram shows the expected $m_{T2}(\ell\ell)$ distribution for top squark pair production with $m_{ \tilde{t}_1} = 350$ GeV and $m_{ \tilde{\chi}^0_1} = 225$ GeV. Expected total SM contributions before the fit (dark blue dashed line) and after a background+signal fit (dark red dotted line) are also shown. The last bin includes the overflow entries. In the bottom panel, the ratio of data and SM expectations is shown for the expected total SM contribution after the fit using the background-only hypothesis (black dots) and before any fit (dark blue dashed line). The hatched band represents the total uncertainty after the fit.
Figure 7. The same distributions of $m_{T2}(\ell\ell)$ as figure 6, but for SF events.
Table 5. Sizes of systematic uncertainties in the predicted yields for SM processes. The first column shows the range of the uncertainties in the global background normalization across the different SRs. The second column quantifies the effect on the $m_{T2}(\ell\ell)$ shape. This is computed by taking the maximum variation across the $m_{T2}(\ell\ell)$ bins (after renormalizing for the global change of all the distribution) in each SR. The range of this variation across the SRs is given.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>SM processes</th>
<th>Change in yields</th>
<th>Change in $m_{T2}(\ell\ell)$ shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td></td>
<td>2.5%</td>
<td></td>
</tr>
<tr>
<td>Trigger</td>
<td></td>
<td>2%</td>
<td></td>
</tr>
<tr>
<td>Lepton ident./isolation</td>
<td></td>
<td>4–5%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td></td>
<td>1–6%</td>
<td>3–15%</td>
</tr>
<tr>
<td>Unclustered energy</td>
<td></td>
<td>1–2%</td>
<td>2–16%</td>
</tr>
<tr>
<td>b tagging</td>
<td></td>
<td>&lt;3%</td>
<td>&lt;2%</td>
</tr>
<tr>
<td>Renorm./fact. scales</td>
<td></td>
<td>1–10%</td>
<td>1–6%</td>
</tr>
<tr>
<td>PDFs</td>
<td></td>
<td>1–5%</td>
<td>2–8%</td>
</tr>
<tr>
<td>t\bar{t}Z normalization</td>
<td></td>
<td>&lt;1%</td>
<td>&lt;9%</td>
</tr>
<tr>
<td>WZ normalization</td>
<td></td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
<tr>
<td>ZZ normalization</td>
<td></td>
<td>&lt;1%</td>
<td>&lt;5%</td>
</tr>
<tr>
<td>Drell-Yan normalization</td>
<td></td>
<td>&lt;4%</td>
<td>1–11%</td>
</tr>
<tr>
<td>$m_{T2}(\ell\ell)$ shape (top quark)</td>
<td></td>
<td>—</td>
<td>4–18%</td>
</tr>
<tr>
<td>$m_{T2}(\ell\ell)$ shape (WW)</td>
<td></td>
<td>—</td>
<td>1–15%</td>
</tr>
<tr>
<td>ZZ $K$ factors</td>
<td></td>
<td>—</td>
<td>&lt;3%</td>
</tr>
<tr>
<td>$m_{T2}(\ell\ell)$ shape (Drell-Yan)</td>
<td></td>
<td>—</td>
<td>1–13%</td>
</tr>
<tr>
<td>Nonprompt leptons</td>
<td></td>
<td>&lt;1%</td>
<td>&lt;4%</td>
</tr>
<tr>
<td>t\bar{t} p_T reweighting</td>
<td></td>
<td>1–4%</td>
<td>1–8%</td>
</tr>
</tbody>
</table>

upper limits with $pp \rightarrow \tilde{\chi}_1^+ \tilde{\chi}_1^-$ production cross sections, observed and expected exclusion regions in the $(m_{\tilde{\chi}_1^+}, m_{\tilde{\chi}_1^0})$ plane are also determined. Masses are excluded up to values of about 800 and 320 GeV for the chargino and the neutralino, respectively. Limited sensitivity is found when the chargino is assumed to decay into a W boson and the lightest neutralino, due to the relatively small $B$ for the leptonic decay of the W boson. For this scenario, we derive upper limits on chargino pair production cross section assuming a lightest neutralino mass of 1 GeV. Observed and expected upper limits as a function of the chargino mass are compared to theoretical cross sections in figure 8 (right).

Figure 9 shows the observed and expected 95% CL upper limits on top squark production cross section for the two SMS considered. While the search strategy has been optimized for a compressed scenario, the results are presented on the whole $(m_{\tilde{t}_1}, m_{\tilde{t}_1})$ plane for completeness. Also shown are the expected and observed exclusion regions when assuming NLO+NLL top squark pair production cross sections. When assuming the top
Table 6. Same as in table 5 for two representative signal points, one for chargino pair production and one for top squark pair production.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Integrated luminosity</th>
<th>$\Delta mT_2$ ($\ell\ell$) shape</th>
<th>Yields</th>
<th>$m_{T2}(\ell\ell)$ shape</th>
<th>Yields</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
<td>2%</td>
<td>—</td>
<td>2.5%</td>
<td>2%</td>
<td>—</td>
</tr>
<tr>
<td>Lepton ident./isolation</td>
<td>4-5%</td>
<td>&lt;1%</td>
<td>4-5%</td>
<td>&lt;1%</td>
<td>—</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>1-3%</td>
<td>3-11%</td>
<td>1-4%</td>
<td>2-14%</td>
<td>—</td>
</tr>
<tr>
<td>Unclustered energy</td>
<td>1-2%</td>
<td>8-13%</td>
<td>1-2%</td>
<td>2-7%</td>
<td>—</td>
</tr>
<tr>
<td>b tagging</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>—</td>
</tr>
<tr>
<td>Renorm./fact. scales</td>
<td>1-3%</td>
<td>1-3%</td>
<td>1-3%</td>
<td>1-3%</td>
<td>—</td>
</tr>
<tr>
<td>Lept. id./iso. (FASTSIM)</td>
<td>4%</td>
<td>&lt;1%</td>
<td>4%</td>
<td>&lt;1%</td>
<td>—</td>
</tr>
<tr>
<td>b tagging (FASTSIM)</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>—</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$ (FASTSIM)</td>
<td>1-4%</td>
<td>7-28%</td>
<td>1-6%</td>
<td>6-20%</td>
<td>—</td>
</tr>
<tr>
<td>Pileup (FASTSIM)</td>
<td>1-6%</td>
<td>4-9%</td>
<td>2-4%</td>
<td>2-14%</td>
<td>—</td>
</tr>
<tr>
<td>ISR reweighting</td>
<td>1-2%</td>
<td>1-6%</td>
<td>2-8%</td>
<td>1-6%</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 8. Left: upper limits at 95% CL on chargino pair production cross section as a function of the chargino and neutralino masses, when the chargino undergoes a cascade decay $\tilde{\chi}_1^+ \rightarrow \tilde{\nu}(\ell\nu) \rightarrow \ell\nu\tilde{\chi}_1^0$. Exclusion regions in the plane ($m_{\tilde{\chi}_1^+}$, $m_{\tilde{\chi}_1^0}$) are determined by comparing the upper limits with the NLO+NLL production cross sections. The thick dashed red line shows the expected exclusion region. The thin dashed red lines show the variation of the exclusion regions due to the experimental uncertainties. The thick black line shows the observed exclusion region, while the thin black lines show the variation of the exclusion regions due to the theoretical uncertainties in the production cross section. Right: observed and expected upper limits at 95% CL as a function of the chargino mass for a neutralino mass of 1 GeV, assuming chargino decays into a neutralino and a W boson ($\tilde{\chi}_1^\pm \rightarrow W\tilde{\chi}_1^0$).
squark to decay into a top quark and a neutralino, top squark (neutralino) masses are excluded up to about 420 (360) GeV in the compressed mass region where $\Delta m$ lies between the top quark and W boson masses. For the $\tilde{t}_1 \rightarrow b\tilde{\chi}_1^\pm \rightarrow bW_\pm\tilde{\chi}_1^0$ decay mode, a lower bound $\Delta m \approx 2 m_W$ is set by the assumption that $m_{\tilde{t}_1} = (m_{\tilde{t}_1} + m_{\tilde{\chi}_1})/2$. For $\Delta m \approx 2 m_W$, top squark masses are excluded in the range 225–325 GeV. The uncovered region around a top squark mass of 200 GeV in figure 9 (right) corresponds to a signal phase space similar to that of $t\bar{t}$ events, with little contribution from the neutralinos to $p_T^{miss}$. In this situation, the uncertainty in the modeling of $p_T^{miss}$ in FastSim events becomes too large to provide any signal sensitivity.

### 9 Summary

A search has been presented for pair production of supersymmetric particles in events with two oppositely charged isolated leptons and missing transverse momentum. The data used consist of a sample of proton-proton collisions collected with the CMS detector during

<table>
<thead>
<tr>
<th>$m_{T_2}(\ell)$ [GeV]</th>
<th>0–20</th>
<th>20–40</th>
<th>40–60</th>
<th>60–80</th>
<th>80–100</th>
<th>100–120</th>
<th>$\geq$120</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DF events</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SR_1^{x\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>1493 ± 32</td>
<td>558 ± 12</td>
<td>719 ± 16</td>
<td>730 ± 16</td>
<td>316 ± 10</td>
<td>45.1 ± 3.1</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>1484</td>
<td>532</td>
<td>732</td>
<td>725</td>
<td>298</td>
<td>47</td>
</tr>
<tr>
<td>$SR_1^{x\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>41.9 ± 5</td>
<td>27.4 ± 3.8</td>
<td>34.1 ± 4.8</td>
<td>42 ± 5.5</td>
<td>21.1 ± 3.4</td>
<td>6 ± 1.3</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>39</td>
<td>24</td>
<td>33</td>
<td>44</td>
<td>13</td>
<td>6</td>
</tr>
<tr>
<td>$SR_2^{\chi\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>534 ± 15</td>
<td>158.6 ± 5.9</td>
<td>167.9 ± 6.1</td>
<td>157.9 ± 6.5</td>
<td>42.4 ± 2.9</td>
<td>5.9 ± 1</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>511</td>
<td>162</td>
<td>156</td>
<td>176</td>
<td>43</td>
<td>5</td>
</tr>
<tr>
<td>$SR_2^{\chi\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>10.3 ± 0.7</td>
<td>7 ± 1.5</td>
<td>6.5 ± 1.3</td>
<td>6.9 ± 1.3</td>
<td>2.19 ± 0.69</td>
<td>1.59 ± 0.7</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$SR_3^{\text{tag}}$</td>
<td>Predicted</td>
<td>127.9 ± 7.2</td>
<td>28.3 ± 2</td>
<td>30.2 ± 2.4</td>
<td>23.1 ± 2</td>
<td>4.96 ± 0.73</td>
<td>1.12 ± 0.38</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>116</td>
<td>35</td>
<td>29</td>
<td>21</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td><strong>SF events</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$SR_1^{x\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>1310 ± 29</td>
<td>499 ± 12</td>
<td>623 ± 14</td>
<td>634 ± 15</td>
<td>271.7 ± 8.9</td>
<td>51.6 ± 3.5</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>1324</td>
<td>499</td>
<td>609</td>
<td>659</td>
<td>284</td>
<td>57</td>
</tr>
<tr>
<td>$SR_1^{x\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>44.1 ± 7.5</td>
<td>28.5 ± 4.1</td>
<td>33.5 ± 4.4</td>
<td>33.5 ± 4.5</td>
<td>18.6 ± 2.6</td>
<td>7.7 ± 1.6</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>43</td>
<td>40</td>
<td>39</td>
<td>33</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>$SR_2^{\chi\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>474 ± 14</td>
<td>134.8 ± 5.1</td>
<td>155.1 ± 5.5</td>
<td>128.5 ± 5.5</td>
<td>37.1 ± 2.5</td>
<td>7.29 ± 0.91</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>493</td>
<td>123</td>
<td>166</td>
<td>118</td>
<td>33</td>
<td>7</td>
</tr>
<tr>
<td>$SR_2^{\chi\ell_1\tau_1}_{\text{tag}}$</td>
<td>Predicted</td>
<td>10.9 ± 1.9</td>
<td>7.8 ± 1.8</td>
<td>7.3 ± 1.4</td>
<td>7.9 ± 1.3</td>
<td>1.9 ± 0.52</td>
<td>1.28 ± 0.58</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>8</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>$SR_3^{\text{tag}}$</td>
<td>Predicted</td>
<td>112.8 ± 6.3</td>
<td>27.9 ± 2.2</td>
<td>24.2 ± 1.8</td>
<td>22.5 ± 1.8</td>
<td>5.2 ± 1</td>
<td>1.36 ± 0.36</td>
</tr>
<tr>
<td></td>
<td>Observed</td>
<td>110</td>
<td>35</td>
<td>26</td>
<td>26</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
170 GeV have been excluded. For chargino decays into a neutralino and a W boson, limits on the production cross section include statistical and systematic contributions. The results have been interpreted as upper limits on the cross sections of supersymmetric particle production for several simplified model spectra. The observed and expected yields of DF (the upper half of table) and SF (the lower half) events in the SRs for the top squark search. The quoted uncertainties in the background predictions include statistical and systematic contributions.

<table>
<thead>
<tr>
<th>$m\tau_2(t\ell)$ [GeV]</th>
<th>0–20</th>
<th>20–40</th>
<th>40–60</th>
<th>60–80</th>
<th>80–100</th>
<th>100–120</th>
<th>≥120</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DF events</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR1_{tag}</td>
<td>Predicted</td>
<td>3525 ± 80</td>
<td>1505 ± 31</td>
<td>1958 ± 42</td>
<td>2049 ± 46</td>
<td>897 ± 22</td>
<td>108.4 ± 7.3</td>
</tr>
<tr>
<td>Observed</td>
<td>3534</td>
<td>1494</td>
<td>1938</td>
<td>2068</td>
<td>879</td>
<td>111</td>
<td>15</td>
</tr>
<tr>
<td>SR1_{0tag}</td>
<td>Predicted</td>
<td>1542 ± 33</td>
<td>588 ± 13</td>
<td>756 ± 15</td>
<td>771 ± 19</td>
<td>338.3 ± 9.3</td>
<td>50.6 ± 3.8</td>
</tr>
<tr>
<td>Observed</td>
<td>1523</td>
<td>556</td>
<td>765</td>
<td>769</td>
<td>311</td>
<td>53</td>
<td>22</td>
</tr>
<tr>
<td>SR2_{tag}</td>
<td>Predicted</td>
<td>1036 ± 37</td>
<td>363 ± 13</td>
<td>415 ± 14</td>
<td>377 ± 14</td>
<td>105.1 ± 6.5</td>
<td>12.3 ± 2</td>
</tr>
<tr>
<td>Observed</td>
<td>1045</td>
<td>357</td>
<td>412</td>
<td>389</td>
<td>111</td>
<td>11</td>
<td>1</td>
</tr>
<tr>
<td>SR2_{0tag}</td>
<td>Predicted</td>
<td>545 ± 18</td>
<td>164.3 ± 7.3</td>
<td>173.2 ± 6.2</td>
<td>165.1 ± 6.8</td>
<td>44.8 ± 3.1</td>
<td>7.1 ± 1.4</td>
</tr>
<tr>
<td>Observed</td>
<td>521</td>
<td>160</td>
<td>182</td>
<td>45</td>
<td>7</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>SR3_{ISR}</td>
<td>Predicted</td>
<td>152.1 ± 9.9</td>
<td>35.5 ± 2.7</td>
<td>32.3 ± 2.3</td>
<td>25 ± 2.2</td>
<td>4.67 ± 0.77</td>
<td>0.41 ± 0.38</td>
</tr>
<tr>
<td>Observed</td>
<td>133</td>
<td>44</td>
<td>36</td>
<td>26</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SR3_{ISR}</td>
<td>Predicted</td>
<td>103.9 ± 6.8</td>
<td>21.3 ± 1.9</td>
<td>22.2 ± 2.1</td>
<td>15.4 ± 1.6</td>
<td>3.51 ± 0.6</td>
<td>0.53 ± 0.21</td>
</tr>
<tr>
<td>Observed</td>
<td>100</td>
<td>27</td>
<td>22</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>SF events</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SR1_{tag}</td>
<td>Predicted</td>
<td>2979 ± 68</td>
<td>1277 ± 30</td>
<td>1644 ± 35</td>
<td>1712 ± 37</td>
<td>762 ± 19</td>
<td>91.9 ± 6.1</td>
</tr>
<tr>
<td>Observed</td>
<td>3003</td>
<td>1266</td>
<td>1674</td>
<td>1671</td>
<td>798</td>
<td>85</td>
<td>16</td>
</tr>
<tr>
<td>SR1_{0tag}</td>
<td>Predicted</td>
<td>1350 ± 33</td>
<td>526 ± 13</td>
<td>656 ± 15</td>
<td>670 ± 17</td>
<td>289.2 ± 7.6</td>
<td>57.9 ± 4.2</td>
</tr>
<tr>
<td>Observed</td>
<td>1367</td>
<td>539</td>
<td>648</td>
<td>692</td>
<td>301</td>
<td>63</td>
<td>59</td>
</tr>
<tr>
<td>SR2_{tag}</td>
<td>Predicted</td>
<td>888 ± 30</td>
<td>319 ± 12</td>
<td>363 ± 14</td>
<td>323 ± 13</td>
<td>90.5 ± 5.5</td>
<td>10.8 ± 1.5</td>
</tr>
<tr>
<td>Observed</td>
<td>900</td>
<td>315</td>
<td>343</td>
<td>325</td>
<td>86</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>SR2_{0tag}</td>
<td>Predicted</td>
<td>487 ± 16</td>
<td>140.7 ± 5.5</td>
<td>161.9 ± 5.9</td>
<td>134.5 ± 6.2</td>
<td>39.6 ± 2.7</td>
<td>8.1 ± 1.1</td>
</tr>
<tr>
<td>Observed</td>
<td>501</td>
<td>135</td>
<td>177</td>
<td>128</td>
<td>36</td>
<td>9</td>
<td>32</td>
</tr>
<tr>
<td>SR3_{ISR}</td>
<td>Predicted</td>
<td>129.6 ± 8.9</td>
<td>29.6 ± 2.1</td>
<td>27.8 ± 2.1</td>
<td>22.2 ± 1.9</td>
<td>3.71 ± 0.57</td>
<td>0.47 ± 0.42</td>
</tr>
<tr>
<td>Observed</td>
<td>123</td>
<td>27</td>
<td>28</td>
<td>38</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SR3_{ISR}</td>
<td>Predicted</td>
<td>91.5 ± 6.1</td>
<td>20.1 ± 1.8</td>
<td>16.5 ± 1.4</td>
<td>13.7 ± 1.4</td>
<td>3.14 ± 0.58</td>
<td>0.78 ± 0.36</td>
</tr>
<tr>
<td>Observed</td>
<td>92</td>
<td>26</td>
<td>17</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8. Observed and expected yields of DF (the upper half of table) and SF (the lower half) events in the SRs for the top squark search. The quoted uncertainties in the background predictions include statistical and systematic contributions.

the 2016 LHC run at a center-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 35.9 fb\(^{-1}\). No evidence for a deviation with respect to standard model predictions was observed in data. The results have been interpreted as upper limits on the cross sections of supersymmetric particle production for several simplified model spectra.

Chargino pair production has been investigated in two possible decay modes. If the chargino is assumed to undergo a cascade decay through sleptons, an exclusion region in the $(m_{\tilde{\chi}^\pm_1}, m_{\tilde{\chi}^0_1})$ plane can be derived, extending to chargino masses of 800 GeV and neutralino masses of 320 GeV. These are the most stringent limits on this model to date. For chargino decays into a neutralino and a W boson, limits on the production cross section have been derived assuming a neutralino mass of 1 GeV, and chargino masses in the range 170–200 GeV have been excluded.
Top squark pair production was also tested, with a focus on compressed decay modes. A model with the top squark decaying into a top quark and a neutralino was considered. In the region where $m_W < m_{\tilde{t}_1} - m_{\tilde{\chi}_1^0} \lesssim m_t$, limits extend up to 420 and 360 GeV for the top squark and neutralino masses, respectively. An alternative model has also been considered, where the top squark decays into a chargino and a bottom quark, with the chargino subsequently decaying into a W boson and the lightest neutralino. The mass of the chargino is assumed to be average between the top squark and neutralino masses, which gives a lower bound to the mass difference ($\Delta m$) between the top squark and the neutralino of $\Delta m \approx 2 m_W$. This search reduces by about 50 GeV the minimum $\Delta m$ excluded in the previous result with two leptons in the final state [30] from the CMS Collaboration, excluding top squark masses in the range 225–325 GeV for $\Delta m \approx 2 m_W$.

In summary, by exploiting the full data set collected by the CMS experiment in 2016, this search extends the existing exclusion limits on the pair production of charginos decaying via sleptons [29], improving by about 70 GeV the limit on the chargino mass for a massless neutralino. Exclusion limits on top squark pair production extend the results obtained by the CMS collaboration in final states with two oppositely charged leptons [30] to the compressed region, where they are competitive with the results obtained by the ATLAS Collaboration in the same decay channel [35].

Figure 9. Upper limits at 95% CL on top squark production cross section as a function of the top squark and neutralino masses. The plot on the left shows the results when top squark decays into a top quark and a neutralino are assumed. The two diagonal gray dashed lines enclose the compressed region where $m_W < m_{\tilde{t}_1} - m_{\tilde{\chi}_1^0} \lesssim m_t$. The plot on the right gives the limits for top squarks decaying into a bottom quark and a chargino, with the latter successively decaying into a W boson and a neutralino. The mass of the chargino is assumed to be equal to the average of the top squark and neutralino masses. Exclusion regions in the plane $(m_{\tilde{t}_1}, m_{\tilde{\chi}_1^0})$ are determined by comparing the upper limits with the NLO+NLL production cross sections. The thick dashed red line shows the expected exclusion region. The thin dashed red lines show the variation of the exclusion regions due to the experimental uncertainties. The thick black line shows the observed exclusion region, while the thin black lines show the variation of the exclusion regions due to the theoretical uncertainties in the production cross section.
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