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ABSTRACT

The homing-missile problem is defined by the kinematic equations
necessary to describe the target-missile geometry plus the equations
to specify the control system of the missile. One of the important
guestions that have arisen in the design of control systems for guided
missiles concerns the selection of the control-system function which
optimizes the probability that a radar-controlled missile kill its
target. The optimization problem is complicated by the fact that the
description of the over-all system requires a set of nonlinear dif-
ferential equations with time-varying coefficients. Furthermore, the
radar signals returned from the target to the receiver in the missile
are corrupted by random noise, with the result that the values of the
nigs distances can be determined only statiétically. Because of the
small probability that an analytic solution can be found to the problem,
the utilization of some of the large-scale computing facilities now
being developed appears to offer the only practical means for obtaining

answers concerning the optimum form of the control system and the
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probable values of miss distances which can be achieved.

This thesis concerns an application of the Massachusetts Institute
of Technology Flight Simlator to a study of a two-dimensional version
of the general homing problem. With the linearized analytic solution
obtained by R. C. Booton, Jr., and a brief description of the Flight
Simlator as starting points, the problems of simulating radar noise
and introducing it into the computer are discussed at some length.
Difficulties arose because of the requirement that servos in the com-
puter faithfully transmit random signals, As a result, an analysis
of the ability of servos to pass random signals was undertaken and
some results of interest in the field of servo analysis are obtained.
The measures taken tq evaluate the ability of the computer to handle
this class of problems are discussed and considerable data on the
general proportional—navigatioﬁ homing-missile problem are presented.
The results obtained are evaluated and a mumber of fundamental ques-
tions are answered concerning the type of control system which should

be built into a missile.



PREFACE

The author of this thesis began his work in the guided-missile
field in 1944, This early work was concerned primarily with the
missiles Bat and Pelican that were launched from airplanes and,
guided by a radar homing system, glided to their ship targets. Vhile
the initial difficulties with these early missiles were being overcomne,
the importance of the effects of radar scintillation noise in the
system became apparent. Before much was learned about these effects
World War II ended. The Dynamic Analysis and Control Laboratory at
AN ﬁith which the author then became associated, had as its first
major undertaking the design and construction of a Flight Simlator for
testing missile control systems. As work on the Simlator progressed,
some of the effort was diverted to huild a generalized anslog computer
vhich would be capable of solving missile trajectory problems without
actually involving any of the physical equipment used in the missile.

During the spring and summer of 1948 the generalized computer was
nearing the point where simple trajectory problems could be set up on
it. At this time Dr. A, C. Hall, who was then director of the labora-
tory, suggested that the author investigate the problem of simulating
the effects of radar noise in order that the éomputer could be used to
study the influence of t#is phenomenon in determining the miss distances
of radar-controlled homing missiles. Thereupon, the author conducted a
preliminary study of the problem and built 2 model of a random-noise

source.



Some noise-free trajectory studies were made during December 1948
and Jamuary 1949 but the first studies involving noise were made in
January and early February 1949, A paper*covering the results of these
early studies was presented at a "Noise Symposium" held at the University
of California at Los Angeles in February 1949, For the greater part of
1949 the computer was employed on trajectory studies. ZEquipment brealk-
downs and modifications, however, retarded this work., During the summer
and autumn of 194¢, R, C. Booton, Jr., also of the D.A.C.L., succeeded
in solving analytically the trajectory problem for the case of a missile
capable of unlimited acceleration. This work, together with a2 consider-
able group of hand solutions which were worked out as check problems,
served as a guide for evaluating the operation of the machine and
pointed out the fact that unless every possible precaution is exercised
in setfing up and in operating the machine the results obtained, even
in the noise~free cases, are apt to be worthless. The inclusion of
radar noise increases the complications and still further reduces the
chances of correct machine operation.

A truly satisfactory method of shaping and monitoring the radar
noise injected into the computer was not developed until the end of
May 1950, During July 1950 a series of tests was begun to evaluate
the ability of the D.A.C.L. electromechanicai integrators to pass
random signals when operated as position servos. These tests demon-—
strated that appreciable errors were being introduced by the arc-
tangent servo used in trajectory problems. For the studies which were

made during August and September 1950, computation of x/y was

* Hall, A.C., and W. V. Seifert, "Noise in Nonlinear Servo Systems,"
Symposium on Noise Reduction, February 10, 11 and 12, 1949,
Report AL-930, Part I. Los Angeles, Calif.: North American Aviation,
Inc., November, 1949 (Confidential).
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substituted for the are tangent of x/y. The results obtained at this
time were the first trustworthy data from trajectory studies involving
noise. Because so mich time was spent in analyzing the operation of
the computer, only a limited amount of data on the homing-missile
problem could be obtained. This study, however, furnished the answers
to a mumber of significant questions concerning the operation of homing
missiles. In addition, a number of equally important results were
obtained in the fields of servo analysis and analog-computer operation.
The author expresses his appreciation to his associates at the
D.A.C.L. for the excellent cooperation which they gave him during the
entire course of this investigation. He wishes to give special thanks
to Dr, A. C, Hall, who served as director of the D.A.C.L. until July
1950, and who suggested that the author undertake this study for a
thesis. Dr. Haell also supervised the thesis until he left M.I.T. and
vas most helpful in offering encouragement when it was most needed and
in making available for this work the facilities of the D.A.C.L. The
author is particularly indebted to R. C. Booton, Jr., who was also
studying trajectory problems and who, during the course of this thesis,
succeeded in obtaining an analytic solution for the unlimited-accelera-
tion problem. Booton contributed many helpful suggestions concerning
both the worlk itself and the form of the final mamuseript. Gratitude
is extended to Dr. J. A, Hrones, who succeeded Dr. Hall as director
of the D,A.C.L., and vwho continued to make every facility of the lab-
oratory available for completing this study. Appreciation is also ex-

pressed to H. Jacobs, Jr., and C. M. Edwards for the splendid cooperation
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which they afforded during the actual operation of the computer, to
Misses B, L. White and V. D. Lee for reading data and making numer-
ical calculations, to Miss C. D. Boyd for her painstaking editorial
efforts, to Miss M. T. Kerwin, who typed the final manuscript, and

to Mr, J, M. Aitken for his assistance in the preparation of the
illustrations.

The author also wishes to express thanks to Prof., H. J. Zimmerman
vho succeeded Dr. Hall as thesis supervisor and to Prof. R. H. Fraszier,
Dr., J. A, Hrones and Dr. Y, W. Lee who acted as thesis readers.

This work was conducted at the Massachusetts Institute of
Technology under the Guided Missiles Program which operates under
Bureau of Ordnance Contract NOrd 9661 with the Division of Industrial
Cooperation on technical tasks for the Bureau of Ordnance of the Navy

Department.
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CHAPTER 1

THE HOMING-MISSILE PROBLEM

1.1. Introduction.

Guided missiles recently have assumed considerable importance in
storybook warfare. Nevertheless, if these weapons are to emerge from
the realm of science fiction and achieve real tactical significance,
their "probability of kill" must be made sufficiently greater than
that achieved with unguided missiles, such as shells or rockets, to
offset the enormously greater cost of firing a guided missile. A
number of missiles have been designed for various tactical applica-
tions, but this thesis conecerns homing missiles that derive their
intelligence from a radar receiver in the missile. The transmitter
which illuminates the target may be carried in the missile or may be
mounted elsewhere. The specific missiles considered are designed to
destroy airborn targets, particularly of the heavy-bomber class. Since
only the terminal phase of the flight (the last 20,000 feet or less) is
considered in this study, the manner in which the missile arrives at
the beginning of this phase is of no consequence. The Meteor missile
is designed to be launched from an airplane and to fly at a speed of
approximately 2000 feet per second but the results presented here are
equally applicable to misgiles launched from a ground station.

Among the numerous problems arising in the design of homing mis-

siles, this thesis focuses attention on the specific problem of

Eivwarie
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determining the optimum control system to be used in a missile. The
design of a suitable system would be relatively simple if information
were available concerning the exact location of the target and if the
missile were always able to develop the lateral acceleration called
for by the control system. Unfortunately, the guidance information
used to control the missile becomes unavoidably corrupted with noise
and the lateral acceleration that the missile can develop is limited
by structural considerations.

If noise were not present, and if the initial range is made
sufficiently large to permit removal of the launching error, the param-
eters in the missile control system could be so selected that a hit
would be assured for any target capable of less than half the lateral
acceleration of the migssile. Nevertheless, noise is present and as
the speed of response of the control system is increased to allow the
missile to follow possible target maneuvers, the noise accepted by the
system is increased, with the result that a miss occurs, even if the
target does not maneuver. The difficulty of achieving a hit becomes
very pronounced when the three factors, target maneuver, noise, and
limited missile-acceleration capabilities must all be dealt with si-
miltaneously. The choice of a missile response function which can
best accommodate target maneuvers while rejecting noise thus presents
a basic problemf

Since this optimization problem involves the study of a system
characterized by a set of nonlinear differential equations with time-

varying coefficients, a complete analytic solution is impossible with



the mathematical techniques at present available. Hence machine
methods of solution must be employed to obtain a large quantity of
data.

The object of this thesis is to bring to bear on a study of the
homing-missile problem the computing facilities of the generalized
analog computer which has been developed in the Dynamic Analysis and
Control Laboratory at the Massachusetts Institute of Technolozy.

This computer has been termed the Variable-Time-Scale Section of the
M.I.T, Flight Simulator., The study was begun very soon after the
preliminary testing of the computer was completed, but a number of
difficulties arose. Problems involving noise impose a considerably
greater burden on the servos in the computer than similar problems
without noise. An evaluation of the ability of the servos to transmit
random signals was, therefore, necessary before meaningful data could
be obtained on the homing-missile problem. As a result, this thesis
breaks into several natural divisions.

The basic proportional-navigation missile problem is discussed in
Chap. 1 and some of the fundamentals involved in setting up the computer
for this study are outlined in Chap. 2. Chapter 3 discusses the ways
in which noise can enter a radar-controlled homing-missile system and
considers means for simulating radar noise and injecting noise into
the computer. Chapter 4 investigates servos operating with random
input signals. It constitutes a complete unit and may be read sep-
arately by those interested in the general servo problem or may be

omitted by those interested in the homing-missile problem but not in

s,



the servo problem. In Chap. 5 the experimental results obtained in this
study of the homing-missile problem are presented and interpreted. Some
general conclusions and recommendations for further study are considered
in Chap. 6 and several bits of isolated data which are important to the

over-all study are included as appendixes.

1.2. Statement of the Specific Homing Problem Considered.

Particular attention is given to the phase of the flight during
which the missile depends upon line-of-sight measurements for its
guidance information. Specifically, the gquantities measured at the
missile are its own heading relative to some fixed reference and the
apparent relative bearing_of the target, or derivatives of these
quantities. Range or range-rate measurements also can be used, but
these quantities are often omitted because they are unnecessary in the
basic control systems.

The present study is restricted to a consideration of the case
where the target and missile move with constant speed in a plane, not
because this situation would generally arise in the tactical use of a
missile but because much is to be learned from a study of this rela-
tively simple case of the general three-dimensional problem. The
results obtained are, nevertheless, of immediate interest to the mis-
sile designer and the experience gained in operating the computer

forms a necessary background for further more elaborate studies.

1.3. Analytic Statement of the Problem,
The geometry of the problem to be considered is shown in

*
Fig, 1.3=1. The velocities of the missile and the target, VM and Vg,

* All the symbols used in this thesis are defined in the glossary,

Appendix A,



NOTE:. Y AXIS IS ALWAYS PARALLEL TO INITIAL LINE OF SIGHT.

FIG. .3-1. GEOMETRY OF THE HOMING-MISSILE PROBLEM.



respectively, are here considered constants. The angle © defines the
heading vector of the missile with respect to a fixed tut arbitrary
reference line, while @ defines the angle of the line of sight and ¢
the target-heading angle with respect to this same reference. Since
motion of the target and the missile are to be confined to a single
plane, the kinematics of the problem are completely defined by a

pair of differential equations. In polar form these equations are

r =Ty cos (o - ¢) - Ty cos (o -8) i)

and.

ro

~Vp sin (& = §) + 7, sin (a - 8). (1.3-2)

The representation of the system is completed by a control
equation, the exact form of which varies somewhat with the quantities
vhich are measured by the radar system and with the control system
used, including the airframe response. In general, this control equa-
tion is of the form

ot BB+ LB ERGETBEF ... (1.3-3)
The coefficients in Eq. (1.3-3) are determined by the gains and the
time lags in the over-all system and may be functions of range or time,
In a widely used simplification of the preceding equation, the rate of
change of the missile headlng is considered proportional to the rate
of change of the line-of-sight bearing. This-type of control is.called
proportional navigation and follows the basic control equation 2
8 = (v+l)a . (1.3-4)
An actual missile control system must, however, include time lags

and, for the sake of filtering noige, additional lags may be inserted.

* Numbers refer to the bibliography in Appendix P,



Therefore, more terms are added to the left-hand side of Eq. (1.3-4).
Furthermore, terms may be added to the right-hand side of the equation
or the coefficient of & may be made a function of range. The object

is to adjust the response function of the missile system so that the
miss is minimized vhen target maneuvers and noise appear simultaneously
in the problem. The over-all response function actually results from
the combined responses of the radar system, the antenna-training servo
system, if one is used, the filters added in the radar and/or in the
control system, the control system itself, and the airframe. ‘The indi-
vidual transfer functions involved may be cascaded in a simple arrange-
ment or there may be complex feedback loops involving signals from rate
gyros of accelerometers. The over—all transfer function, from the
information received by the radar to the resulting change in missile
heading, is therefore wvery complex. For the general case, this func-
tion can be represented as a ratio of polynomials

n n-1
gigs g s o G S S
F(s) = = S = (1.3-5)

bel 4B s T4+, ., L +Dbs+0D
n n-1 Al 0

In this basic study only simple forms of F(s) are considered and
no attempt is made to specify the source of the terms in the over-all
transfer function.

The simplest practical modification of Eq. (1.3-4) is obtained
when F(s) assumes the form of a simple-lag term.z’4 The equation then

becomes

-

MM+o6=(b+1)a. (1.3-6)
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The problem defined by Egs. (1.3-1), (1.3-2), and (1.3-6) leads
to a nonlinear differential equation and, therefore, cannot be solved
analytically. Nevertheless, if the initial heading of the missile is
approximately on a collision course, and if the deviations of all
angles from their initial values are small, the usual small-angle ap-
proximations can be used to linearize the problem. Since the coeffi-
cients appearing in the simplified equations vary with range (or time),
the differential equation arrived at, although linear, still has time-
varying coefficients.

By using the small-angle approximations and assuming that the
available lateral acceleration of the missile is sufficient to insure
that no acceleration limiting occurs, R. C. Booton, Jr.,5 was able to
solve the problem analytically while including the effects of initial
heading errors, target maneuvers, and noise. The present investiga-
tion shows how, by employing the analog computer developed in the
Dynamic Analysis and Control Laboratory, the work of Booton can be
extended to include the case vhere acceleration limiting in the mis-
sile becomes an importent factor in determining the miss distance.

Because of the close connection between Booton's analysis and the
present study, and because of the importance of his results as a check
point for experimental work, his method of attack and principal results

are discussed briefly.

1.4, Booton's Solution of the Linearized Unlimited Case.

If the small-angle approximations are valid, then the range rate

is nearly constant and Eq. (1.3-1) becomes



r = Vp cos (o - ¢O) - Wy cos (a - 60). (1.4-1)
Furthermore, if r is set equal to -V, then

r=r - Tob, (1.4-2)

By use of Eq. (1.4-1) and by writing each angle as the sum of the

initial value and a small transient term, Eq. (1.3-2) may be reduced %o

ré, + T, =T.9. - ﬁth cos o = StVﬁ cos BO (1.4-3)

where the reference has been chosen so that ¢0 equals zero and BO is
defined as @ - 6 ,
0 0
When the missile and target positions are referred to a rectan-
gular coordinate system (Fig. 1.3-1) moving (without rotation and with
the y axis always parallel to the initial line of sight) with a velocity

equal to the initial velocity of the target, the lateral movement of the

target position from the y axis may be writften as
t
Xn = Vp cos cxof gﬁt('r) ar (1.4-42)
0

and the lateral movement of the missile position from the y axis as

t
x, = T, cos B_ f 0,(r) ar - r &t (1.4-4D)
0

vhere T is a time variable of integration and ¢t and ©, refer to the

t
transient terms in ¢ and 6.
Then

Ta, = Xp - X (1:4.5)

Since the y axis of the moving coordinate system is always paral-
lel to the initial line of sight, the difference between missile-and

target-y coordinates is approximately equal to the range, and the miss
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distance is approximately given by Xy—x, when t = t. = ro/VR.

At this point, the effects of noise in the system must be consid-
ered. The intelligence system in the missile is not able to measure
the actual range and the line-of-sight angle to the target but measures
rather an apparent range r, and an apparent line-of-sight angle Oy -
The effects of errors in the apparent range may be neglected (rA = 1),
since the primary guidance information comes from measurements of «.
As discussed in‘Chap. 3, the most serious source of error in N for
the type of radar-controlled missile considered here, originates from
shifts in the radar center of gravity of the target. Errors in qA are
equivalent to errors in the apparent value of Xn and are referred to

as "noise" and denoted by Xy When the noise effect is added,

Eg. (1.4-5) becomes

Flyp = Tp W Jpw Xy (1.4-6)
As was pointed out in reference to Eq. (1.3-5), the quantities
6, r, and @, are related by the missile-control equation, Missile-
control equations which can be defined as differential equations
linear in © and @, mey be expressed in general form as
G(r,t,p)8 = &, * fl(r,t) (1.4-7)
vhere f, is an arbitrary function of r and %, and &(r,t,p) is a
linear integrodifferential operator.
For the general proportional-navigation system Eq. (1.4-7) becomes
D(p)é = G. (1.4-8)

Substituting Egs. (1.4-2), (1.4-4b), and (1.4-6) into Eq. (1.4-8)
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yields a linear differential equation relating Xy and X H Xype

e
0

Vﬁ cos Bo

D(p)p + 1 Xy S b C(ro - vﬂt) (1.4-9)

wvhere C is a constant depending upon the initial conditions (C = 0 if
the missile is initially on a straight-line collision course).

Since Xp Xpy and X, are related by a linear equation, the response
of the missile to any target motion and noise may be expressed in terms
of a generalized step-response function by means of the superposition
integral. To determine the entire trajectory, a2 function of two var-
iables must usually be known, but to determine only the terminal value
of Ty & function of only one variable need be known.

If the step-response function of the missile is designated by o(7),

the miss distance is given by

ro/vR
rO 1.0 rO
et | e —— = - 1 — p—
3 VR) ﬁi(vﬁ) My + My al (Tt ol il (1.4-10)
0
where
r [T
ro 5 o rO
= N - 1 —_— o,
MT Xy 7, a (T)xT A —r) ar (1.4-11)
0
and
rO/VR :
My =~ al (r);;N —V—°- - 7) a7 (1.4=12)
R

denote, respectively, the component of the miss caused by target
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maneuver and the component of the miss caused by noise. The third term
of Eq. (1.4-10) is a function only of the control system and the initial
conditions and is generally zero if the missile is initially on a
straight-line collision course.

For the computer runs made in this study, of special interest is

the case where the target is initially flying in a straight line but

at time t, = (rc;-:-"l)/‘ifR makes a constant-lateral-acceleration turn.
Here
xT(t) = 0 for t < ty
1 5 (1.4-13)
xT(t) = aT(t—tl) cos o for & > & .

Substitution of Eq. (1.4-13) into Eq. (1.4-11) yields

v,/ Vg
My o ¥ ) i
a.T c0s 1 R - R
0

To evaluate the miss caused by noise, Xy must be specified. For
the present, Ty is considered a Gaussian random process, therefore,
MN is also Gaussian., All the information concerning MN is then con-
tained in its standard deviationtﬁN. If the spectral density of the
noise signal x(t) is designated as . (w) (see Chap. 3), then use of
Eq. (4.21-3) and the fact that the transfer function of a system (even
though it contains time=-varying coefficients) is the transform of its
impulse response yield

ind B (50 2

oo = at(T) e 10T g7 §N(w)c1w. (1.4-15)

—00 0
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In the special case where §N (w) can be considered constant
(white noise), Eq. (1.4-15) may be written in accord with Parseval's

theorem as
ro/vR
2

[ a'(?‘)] ar. (1.4-16)

0
For the proportional-navigation-with-simple-time-lag control

system characterized by Eq. (1.3-8), D(p) of Eg., (1.4-8) becomes
D(p) = (Ap+1)/(b+l). If this expression for D(p) is substituted into

BEq. (1.4=9), the resulting expression obtained for this case is

é(r_O_t)-- +L(£9. t)- il =g + ¢ -Vt) (1.4-17)
i IMT X e 7 I T I Iy T TR s
wvhere
(b + 1)V B )
N = vM o (1.4-18)
R

and t is any general time.

The response of the missile to a step applied at time §, is A(tl,t).
For the determination of miss distance a knowledge of A(tl,ro/VR) is
sufficient. This will be designated as a(7) and may be obtained from
Eq. (1.4-17) for the case vhere

x.M(t) =40 for t <t1

and

xT(t) + xN(t) + C(ro - VRt) =7 for % >-t1.

For these conditions if each side of Eq. (1.4-17) is multiplied by N and
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then differentiated, the following expression is obtained relating the

derivatives of xM.

r r
J = e _2 o u e i . L= i
A(VR 8%, + (VR A t)xM *(y-1)x =0 (1.4-19a)

Repeated differentiation of Eq., (1.4-17) yields Eq. (1.4-19b) as the
general expression relating the derivatives.
X “ r
e +] i
A(—Q- - t) x.ff h (-—9- - 1A - t) x;&l Vs - ) xfil) =0 . (1.4-19p)

L) L

If i is taken equal to N in Ey. (1.4-19b), a differential equation
+
is obtained which may be solved for xél N). Repeated integration of

this result and evaluation of the constant of integration yield the

following expression for XM(t).

(1+1) g TP n(T s
xﬁ(t)=le (tl)(;f‘l—tl) e nl -7 ;;g-‘r) e ar
R e R
1
L (o]
(t,)
i Z ﬁl"—:]"rl“ (t - tl)'j i (1.4-20)

j=2
The step response a(7) is then the expression for xM(tf) of Eq. (1.4-20)
obtained by substitution of t, = ro/Vh end £, = (ro/VR)-7ﬂ and by use
of Eqs. (1.4-17) and (1.4-19b). The first nonzero derivative is ob-
tained from Eq. (1.4-17) by again taking
x(t) =0 for £ <
and

x,(t) + x (t) + C(r ~Vpb) =1 for ¢t >t,.
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If the missile is initially on a straight-line collision course x.M(tl)
and :‘cb,i(tl) are both zero. Then

A e L e = _g__ 4
¥ 7oth) =1 or x(t) =33

The higher derivatives required for the solution of Eq. (1.4-20) may
then be evaluated by repeated application of Eq. (1.4-19b), When the
values of the derivatives are substituted in Eq. (1.4-20), the step
response in the general case assumes the form

s N-1 I
o (m-1)! (-4) (1.4-2%)

5 (F-1-k)! (x!)?

alr) =1 -

k=

where

A

518

The distance-to-distance transfer characteristic F(s), associated with

a(7), can be obtained from the Laplace transform of a(7).

L] =2 26) . (1.4-22)

After substitution of the expression for a(7) from Eg. (1.4-21) the

=

Laplace transform yilelds

N-1
k N
I 5 GJE (m-1)t (-4 5= 1 -5 |, (.a-28)
(et (k) | Bl (S*})
k=0
or
¥e) =1 g (1.4-24)
BYimd S s
-3



The miss caused by target maneuver may also be obtained for this
proportional-navigation-with-simple-time-lag control system by using
the expression for a(7). For the case where the target makes a
constant-lateral-acceleration turn beginning at a range Ty substitu~

tion of Eq. (1.4-21) into Fq. (1.4-14) yields

M 2L
= sk for N =3 |
A" a_ cos G o
T
_ﬂl
=_£ 3 2 s Aok
= (ﬁl £ zfl) for N =4 5 (1.4-25)
il
_ 8 4 3 2 h
2 (fl - 811 o 12}1) for N ) J
where
ot
1 Aﬁh

The deviation of the miss caused by white noise was obtained for
the proportional-navigation-with-simple-time-lag system in the case
where the initial range is sufficiently large that the upper limit of
the integral in Eq. (1.4-16) may be considered infinity. In this
instance, the foo[a' (T)]z 47 can be calculated for integral values of
N with the exprgssion given in Eq. (1.4-21) for the step-response
function. When Afeo I_:a‘ (7')]2 dT is plotted as a function of N, for
N =15 2y -« = 5 6, tl(r)le results are found to lie approximately on a
straight line (on log-log paper) with a slope of 1.25., The integral

may, therefore, be approximated as

16
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o0
f [gu('r)] 2 ar = 0.5 ¥+*°° g1 (1.4-26)
0

.Substituting this expression for the integral and

(b*l)(VM cos BO)

= (1.4-18)
Tz
into Eq. (1.4-16) yields
FE =1 1.25
Il S\ (p+1) ;
(1.4-27)

Ky

v -1.25
b T A e
N Vﬁ cos Bo i

Booton also derived expressions for the miss caused by initial
conditions (initial error in missile heading and initial-lateral-
acceleration of the missile) but these are not considered here, In
addition, he investigated the parameters required to give a2 minimm
rms niss with 2 simple-lag control system. Since the effects of A and
(b+1l) on the miss cannot be separated, this optimization furnishes the

-1.35]

optimum value for the product [A (b+1) o but not for the individual

factors. Thus

1/5 VR =-1.25
N 0.368 (2m §N) m
A (bkl) = 275 . (1.4-28)
s (aT cos 0;0) g

He further found that, with the minimum rms miss distance as a crite-
rion, the proportional-navigation-with-simple-time-lag system is as
good as the best possible linear control system (including time-variant

systems), within the accuracy of the approximations involved.

Lt
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1.5. Need for a Simulator Study of the Effects of Limiting.

Booton's linear analysis summarized in the previous section is a
valuable contribution to the investigation of the proportional-
navigation problem, However, when a missile is following a maneuvering
target, particularly in the presence of noise, at times the control
system almost certainly calls for a greater lateral acceleration than
the missile is capable of attaining. Accordingly, a nonlinearity is
introduced into the problem, making the linear analysis inapplicable.
In many of the problems of interest, the effects of acceleration
limiting are too great to be considered merely as a slight modification
of the linear case, and too small to wipe out completely the influence
of other factors in the system and thereby allow an anslysis in which
the missile is always called upon to deliver its full acceleration.

An analytic solution to this intermediate problem appears unlikely,
bat this is exactly the type of problem in which an accurate, high-
speed analog computer should be able to provide the solutions desired.
A study of this particular problem was therefore undertaken using the
Variable-Time-Scale Section of the Generaligzed Flight Similator which
has been developed in the Dynamic Analysis and Control Laboratory at

the Massachusetts Institute of Technology.

1.6. Contributions Made in This Study.

The contributions made in this thesis fall into three main cate-
gories. The first, reported in Chap. 3, includes an investigation of
various means of generating 2 noise signal suitable for injection into

the Variable-Time-Scale Section of the M.I.T, Flight Simulator and of
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means of accurately monitoring this signal. The second phase of the
work, Chaps. 2 and 4, is concerned with an analysis of the operation
of the computer. Here a start is made toward evaluating the accuracy
to be expected from the computer when handling problems involving
nolse signals. As this work progressed, its importance became more
apparent and, although only a beginning in the field of computer eval-
uation was possible in this thesis, the technigues employed should
play an important part in a future, more comprehensive, computer-
evaluation program, as well as in the general field of servo analysis.
As a third and primary phase of the work, a general study of the class
of homing-missile control systems discussed in Sec. 1.3 was under-
taken on the computer. The results obtained are presented and analyzed
in Chap. 5 and some valuable conclusions are obtained concerning the

type of missile control system required to minimize the miss distance.



CHAPTER 2

SETUP OF THE M,I.T. FLIGHT SIMULATCOR FOR PRCPORTIONAL-

NAVIGATION STUDIES

2.1. Introduction.

The experimental work conducted for this thesis made use of the
analog computer which has been developed at the M.I.T. Dynamic Analysis
and Control Labors,tory.6 Most of the equipment employed in this com-
puter uses a 400-cps suppressed-carrier-modulated signal as the data
carrier. An auxiliary set of equipment is available which employs
direct current because some operations are more conveniently carried
out on a d-c basis. In order to provide a background for a better
understanding of the computer and of some of the problems encountered
in its operation, a brief description of each of the principal compo-
nents is given in Appendix B,

Since the initial operational use of the D.A.C.L. Computer was
made during the course of the study herein described, numerous prob-
lems arose, The contributions made in this thesis concern as much the
analysis of the ability of the computer to handle random signals, and
the consideration of techniques for correcting deficiencies and improv-
ing operations, as the analysis of the particular homing-missile prob-
lem being studied. Consequently, procedures developed for setting up

and checking the computer are discussed.
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2.2, Computer Setup for Studyine the Proportional-navigation Froblem.

The first computer application considered here investigates a
simple~time-lag filter in the missile control system. This setup
includes the effects of target maneuvers and missile launching errors
but does not make provision for the effects of radar noise, For the
initial setup the assumption is made that the missile is capable of
unlimited lateral acceleration,

The problem studied is defined in accord with the discussion of

Sec. 1.3 by the kinematic equations

1

7 Vp cos (o = 4) - V, cos (e = 6) (1.3-1)

ra = =V, sin (@ - ¢) + 7, sin (a - 8) (1.3-2)

i b
and by the missile control equation
AS + 6 = (b + 1)a. (1.3-6)
Solution on the computer can be obtained more conveniently if the
kinematic equations are written in rectangular form. For this purpose

it is convenient to redraw Fig. 1.3-1 with the reference along the

X axis and « redefined as shown in Fig, 2.2-1. Again, the y axis is

¥

n
Ay

w Reference

p

Fig. 2.2-1. Geometry of the Homing-missile Problem.
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always parallel to the initial line of sight and the coordinate system
moves (without rotation) with a velocity equal to the velocity of the

target. Then

x = Vp cos g -V, cos 8 (2.2-1)
J = Vqp sin p -V sin (2.2-2)
and
x
& = arc tan T . (2.2-3)

o

In order to simplify the machine setup, Eq. (1.3-6) is considered
to have been integrated on paper before being used in the computer.
The equation actually simlated is, therefore,

A6 + 6 = (bHl)a -y (2.2-4)
where -y is the constant of integration.

Figure 2.2-2 shows a simplified block diagram of the computer
setup., The operation of this arrangement is easily understood if the
quantities B and 6 are taken as starting points. The target turning
ratse, 5, is one of the parameters of the study and may be considered
Imown at this point. Furthermore, the missile turning rate is assumed
to be available somewhere in the computer. The quantity B is integrat-
ed’ and voltages proportional to Vg sin ¢ and Vp cos ¢ are obtained
from a resolver which is mounted on the output of the integrator and
excited with a voltage proporfional to the target velocity, VT. Like-
wise, Vﬁ sin 8 and Vﬂ cos 6 are obtained from 8 and VH. These quan-
tities are then summed according to Egs. (2.2-1) and (2.2-2) and the
quantities X and y are thus obtained,

Integrations of x and ¥ yield, respectively, x and y. These quan-

Yities are then fed into a position servo which solves for the angle @
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FIG. 2.2-2. BLOCK DIAGRAM OF THE SETUP OF THE COMPUTER FOR STUDYING THE PROPORTIONAL-

NAVIGATION PROBLEM WITH A SIMPLE-TIME-LAG FILTER, NO LIMITING, AND NO RADAR NOISE.
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according to Eq. (2.2-3). The operation of this arc-tangent servo
is discussed in detail in Chap. 4. With the assumption that 6 is
available, then -6 can be obtained by an intégration.. A summation of
o mltiplied by (b+l), -y, and -8 then yields AS which, when multi-
plied by 1/A, gives 8. Since 6 actually becomes available in this
process, the original assumption is justified.

The preceding problem can be set up in ways other than shown in
Pig, 2.2-2. As long as a completely linear system is being studied,
the choice of the setup is dictated only by convenience and the
accuracy to be éxpected. On the other hand, when the effects of
limiting are studied, care must be exercised to simulate the limiting
in exactly the manner in which it occurs in the system being studied.

This point is discussed in more detail in Sec. 5.3.

24

After a block diagram for the computer setup has been established,

the matter of selecting the voltage levels, time scale, mechanical

scale factors, and gearboxes which enable the machine to operate to

its best advantage must be considered. These are extremely important
choices because upon their selection rests the difference between ob-
taining good data and completely worthless data. Unfortunately, the
determination of the optimum factors to be used is not possible until
a correct solution to the probleﬁ has been obtained either by point-

by-point integration methods or by successive trials on the simulator.

A tentative machine setup may be outlined on the basis of the following

limitations.
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1. The maximum permissible voltage at the output of an
amplifier®?? is 50 volts.

2. The maximum allowable rotation of the potentiometers used
on the electromechanical integrators7 is 5 turns each
side of the center (zero) position.

3. For the potentiometers used on the integrators there are
approximately 200 turns of wire per radian., The resolu-
tion, due to finite wire size is, therefore, approximately
0.02 per cent of full scale (10 turns).

4, The maximum permissible wvelocity, at the motor shaft, for
the integrators is 300 rad/sec, and the maximm available
acceleration is approximately 3000 rad/secz.

5. All circuits must be fed from the proper impedance sources
and must feed into the proper loads. Furthermore, loops
cansed by multiple grounds must be avoided.

With these limitations as a basis, the scale factors to be used in
setting up the problem outlined in Fig. 2.2-2 can be selected.

The y integrator is considered first. If ranges up to 20,000
feet are to be studied, then full scale (5 turns) of the potentiometer
would be made to represent 20,000 feet. For a head-on approach, ¥ is
Vi + Vp and equals 3000 ft/sec for the case to be studied here. There-
fore, the 20,000 feet are traveled in approximately 7 seconds, If the
problem is solved in real time, then the potentiometer on the y inte-
grator must turn 5 revolutions in 7 seconds. The gear ratio between
the motor shaft and the potentiometer may be represented as 30G where

G is the ratio of the gearbox used with the built-in 30-to-l ratio.

SRR
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Then the motor must turn 150G revolutions or 300mG radians in 7 seconds.
As a result, the angular velocity is 135G rad/sec. If the motor is to
run at approximately 80 per cent of full velocity (300 rad/sec), then
a 2:1 gearbox should be used. If, on the other hand, an 8-to-1 time
scale extension is to be used, a 16:1 gearbox should be employed.
Wherever possible, the motors should be run at a substantial fraction
of full speed so that the tachometer will operate at alarge fraction of
its full-scale output and, therefore, provide the highest possible
accuracy. The tachometer output at 300 rad/sec is 5 volts, but its
zero-speed output may be as high as 5 millivolts. Since the y inte-
grator runs at essentially constant speed in this application, very
small acceleration demands are made upon it.

The ¢ servo also operates with a fixed and known input, so the
appropriate gearbox to be used in it can also be selected without
difficulty. The demands on the x servo, the © servo, and the arc-
tangent solver are, on the other hand, mich more difficult to foresee,
until at least a preliminary solution to the problem has been obtained.
Probably the easiest approach to the problen is to guess a set of gear-
boxes, run the problem, and record the input and output of each inte-
grator. The maximum velocity and acceleration called for in each inte-
grator can then be estimated and the gearboxes changed accordingly. A
few trials should lead quickly to the most suitable choices.

Where both potentiometers and resolvers must be used on the output
of an integrator, an additional source of error arises. The resolvers

provide a very high degree of resolution, vhereas there are approximately
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only 200 turns of wire per radian on the potentiometers. If the
resolvers and potentiometers are both turned through the same angle,
vwhich may Dbe only a few degrees, the low resolution of the potentiom-
eter immediately presents a source of error. A partial remedy is ob-
tained by gearing the potentiometer so that it turns further than the
resolver, but at present only a 3-to-l step-up is available, and be-
cause of added backlash, even this small improvement cannot be com-
pletely realized.

Before the final electrical and mechanical gains to be used with
the integrators can be established, the signal voltage levels through-
out the system should be checked and an attempt made to arrive at an
advantageous set of scale factors. Signal levels should never be al-
lowed to exceed 50 volts at the output of a repeater amplifier nor
10 volts into a resolver, but the operating levels should be as close
to these limits as possible and convenient. The scale factors should
be selected with a view toward simplifying the processes of reading
data from the recorders and making calculations, For example, allowing
1 volt to represent 100 feet would be quite acceptable, provided that
this choice did not lead to overloading, but allowing 1 volt to repre-
sent 65 feet in order to operate the equipment at a slightly higher
voltage level would not be acceptable because of the resulting diffi-
culties in data reduction. To insure that equipment is operated at
nearly optimum accuracy, scale-factor choices must be reviewed as param- :

eters in a study are changed.
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Because no physical missile equipment is employed in the computer,
the length of time required for a problem may be scaled so that the
solution takes either a longer or a shorter time than the duration of
the corresponding flight. The ratio of the time the computer requires
to solve a problem to the interval the trajectory lasts in real time
is termed the time-scale-extension factor. The choice of a proper
time-scale-extension factor is another very important consideration
in the operation of the computer. If the time scale is extended to
the point where a single trajectory requires 2 minutes or more, drift
occurring in the integrators during the course of a solution may cause
seriocus errors. Furthermore, particularly in making statistical stu-
dies, the amount of data which can be collected per day is severely
limited by using a longer time-scale extension than is necessary. On
the other hand, if too short a time-scale extension is used, the accel-
eration and velocity demands made upon the servos become excessive,
resulting in serious computing errors.

The 8-to-1 extension factor employed during this study represented
approximately the best compromise which could be achieved with the ex-
isting equipment. In this setup, after careful adjustment, nearly
pverfect collision courses could be run for initial ranges up to 10,000
feet and yet no excessive errors were introduéed due to the limited
acceleration capabilities of the servos. With longer extension factors
acceptable collision courses were obtained only with extreme difficulty,

while for shorter factors the computing errors became excessive,
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2.3, Basic Checking Procedures.

When setting up even as simple a problem as represented in
Fig., 2.2-2, every available means for checking the machine should be
employed to insure obtaining accurate results., A brief considera-
tion of these checking procedures appears appropriate at this point.

The first test to be made after the cabling for the problem has
been completed, consists in checking the zero setting and measuring the
static gain through each potentiometer and resolver channel. In this
process the 400-cps phase shift through the various channels is ad-
justed to essentially zero., This adjustment is necessary if the
signal obtained after subtracting two fairly large voltages is to be
relatively free of quadrature component. The integrators are most
vulnerable to trouble from the S0-degree voltage components siﬁce the
voltage fed back to their error point from the tachometer is essen-
tially all "inphase" signal, The 90-degree components are, therefore,
not canceled out and can cause overloading in the high-gain amplifier
after the error point. Similar overload difficulties can result from
the presence of harmonics in the 400-cps supply or from noise voltages
picked up from the power supplies. This static gain checking can be
extended to include larger blocks of the problem and is often useful in
pointing out overloading difficulties.

Two static tests are made on the electromechanical integrators.
First, the drift with no input signal is checked and adjusted to zero.
Next, the input voltage required to turn the tachometer at a certain

speed is checked. A magnetic pickup unit has been mounted on each
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integrator motor and the speed is determined by comparing the output of
the piclkup with a signal from a standaré frequency source. Thus both
the tachometer calibration factor and the input attenuator unit are
checked. In the newest section of the computer semiautomatic equip-
ment has been installed for making these static tests.

If the problem includes the simulation of simple-lag or quadratic
filters, a rough over-all check on this portion of the equipment may
readily be obtained by applying a step input to the filter and observ-—
ing the response on a recorder.

After the operation of the separate units in the computer has been
checked, the procedure is extended to include the complete problem
setup. The presence of drift in the &, ©, or x integrator servos may
be discovered by running a collision course, vhere x should remain
zero throughout the flight. This test is considered satisfactory if
the maximum excursion of x for a 4000-foot head-on attack is less than
0.5 foot. A check that the signals fed into the y integrator are
correct is obtained by observing the length of time required to reach
the collision point.

The final check on vhether the machine is solving the desired
problem can, unfortunately, be obtained only be comparing its solution
with a solution of indisputable accuracy. Thérefore, solutions to
several typical problems of interest here were obtained by point-by-
point integration methods using a hand calculator. The usual check
solution used was the case where the missile and the target are initial-
ly flying a straight-line head-on collision course but, at a predeter-

mined range, the target begins a constant-lateral-acceleration turn.
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Figure 2.3-1 shows a typical set of recordings of the important
variables in a noise-free proportional-navigation trajectory problem
for a missile with a simple-lag control system and no acceleration
limiting, Both the scale factor at which the quantity was recorded
and the volts required to give full-scale (f.s.) deflection of the
recorder are noted at the left end of each recording. The data used
to plot Fig, 2.3~1 were obtained from a2 hand solution but, when
sufficient care is taken, similar resulte can be obtained from the
simulator.

Even after satisfactory agreement has been obtained between the
machine solution and the hand solution to a specific problem, exireme
care must be exercised when parameters are changed, since a situation
may easily arise in which the scale factors are very unfavorable %o
good machine operation. The signals may be so small that no accuracy
can be obtained, or they may be so large as to cause overloads. 4n
overload system will be available soon, which will immediately indicate
when the signal level becomes too high at a point in the computer or
vhen the velocity or acceleration capabilities of the servos are being
exceeded. Determining when signals are of too low a level for satis-
factory computation will remain a problem which can be avoided only if
the operators exercise extreme care. A proposal is, however, being
considered for installing a system for roughly indicating end antomat-
ically recording the maximum voltage level reached at a large number of

selected points throughout the computer.
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During the past two years operating techniques have been developed
at the D.A.C.L. and a staff of operators has been trained to insure
that, once the computer has been checked out, acceptable solutions are

obtained,



CHAPTER 3

RADAR NOISE AND ITS SIMULATION

3.1. Introduction.
The probability that a2 guided missile destroy its target depends

considerably;upon the characteristiecs of the noise in the system and
upon the ability of the system to separate the true signal from the
noise, where the term noise applies to any effect which contaminates
the true signal., The information used to control a guided missile may
be corrupted before it reaches the missile or within the missile.
Since this investigation is concerned with a study of radar-controlled
missiles, the characteristics of radar noise and of the various types
of noise occurring in the radar receiver and in the missile control
system must be considered.

The characteristics of noise will, in the general case, be very
difficult to define. Noise signals may be divided into two broad
classes; one has characteristics invariant with time and the other
requires time-varying'parameters for its description. It may be pos-
sible theoretically to give an analytic description of noise signals
possessing characteristics which are variant with time. The experi-
mental measurement of such signals is, howevef, extremely diffieunlt
and the mathematical techniques for dealing with such signals have not
yet been developed. Consequently, the treatment of noise will be lim-
ited to the case in which the noise can be described in terms of such

a variable that its charagteristics are invariant with time. ZEven in.
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thies case, the description can be made only on a statistical basis.
No attempt is made to describe a noise signal as a function of time
but rather in terms of its average characteristics. One description
is made in terms of the average noise power and the distribution of
this power in the frequency spectrum (i.,e., in terms of the pover
density 5pectrumJ. An alternate deseription gives the average power
and the average correlation between the amplitude of noise voltage
existing at one time and that at some later time when this correlation
is considered as a function of the time between the points being
correlated (i.e., the autocorrelation function). In this discussion
only the power spectrum representation will be employed.

Considerable difficulty arises in obtaining a reliable description
of a noise signal from experimental data. ZFach of the means discussed
for describing the noise requires theoretically that the sample of
noise data being examined have an infinite length, and furthermore
that the characteristics of the noise be invariant with time. Exper-
imentally, only finite sections of noise data can be obtained and in
many cases these sections are not portions of a stationary series.
Nevertheless, by employing the proper techniques in collecting and
analyzing the data, it is possible to specify the limitation imposed
by using a finite section of data and to determine whether the sample
obtained belongs to a stationary time series. In this regard, consid-
erable attention should be given to the choice of the variable in terms
of which the noise is deseribed, since noise functions may have time-

varying components when referred to one variable btut be constant when
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referred to some other variable., For example, noise described in terms

of an angle may be variable with time, whereas the same noise given in

terms of a distance may be invariant with respect to time and may there-

fore be described on the basis of belonging to a stationary time series.
Since noise functions are not periodic and do not approach zero as

t»0 , they cannot be represented either by Fourier coefficients or by

a Fourier transform. As shown by Wiener,lo the noise can be represented

by an "averaged" Fourier transform, F(iw), given by

T
P(iw) = 1im == | £(t)e~1®t 44, (3.1-1)

2T
Tyoo _m

The power density spectrum ¥(w) is then given as

Hw) = [F(10)[° . (3.1-2)
Alternately, $(w) can be expressed directly in terms of f(%), as
T 2
ond(w) = lim -215 £08)e 0% au [ (3.1-3)
Tooco -

Furthermore, the mean-square value of f(t) is given by the integral of

¥ (w) from minus infinity to plus infinity. That is,

£ { )il (3.1-4)

For signals which may be classed as stationary time series, ¥w)
can be determined without undue difficulty, once a sufficiently long
sample of the signal as a function of time is available., The function
Hw) may then be presented graphically or it may often be approximated

by a relatively simple analytic function.
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The specification of $(w) does not define a unique amplitude-
versus-time relation. This ambiguity causes no trouble in the analysis
of completely linear systems, if the interest is only in the mean-
square~value deseription of the quantities. Even for linear systems,
however, if deseriptions other than the mean-square values are con-
sidered, as in calculétions of amplitude-probability distributions,
it is conceivable that this ambiguity may lead to considerable error.
Moreover, in systems where limiting or other nonlinear effects occur,
and superposition is, therefore, not applicable, the calculation of
even the mean-square values may depend upon the particular amplitude-
versus-time relation of the signal.

A Gaussian amplitude distridbution is usually the easiest to handle
because, if the input to a linear system is Geussian (i.e., each
frequency component is Gemssian), the distributions occurring at all
other points in the system are also Gaussian, In this situation, a
determination of the power at various points in the system is all that
is required for a complete description of the signals.

3.2. Posgsible Sources of Noise.

A number of different sources of noise appear or may appear in a
homing-missile system., Their importance depends to a large degree on
the conditions under which the missile is beiﬁg used and on the char-
acteristics of the missile itself. TFurthermore, the relative signifi-
cance of the different components may change considerably as a missile
approaches its target. The major sources of noise are:

1. "Glint" or "angular scintillation" effects.
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2. Signal fading (amplitude flucmations).

3. Thermal and shot-effect noise.

4, Backlash in gearing or linkages in the control system.
5. Wind gusts.

6. ZEnemy countermeasures.

7. Multiple-target noise.

Since the primary interest in this investigation lies in the glinﬁ
type of noise, the discussion of this effect will be reserved for the
last.

Signal fading,* which is generally caused by changes in the ap-
parent radar cross section of the target with changes in target aspect,
can be a very important source of noise in some types of radar equip-
ment. The most serious difficulties from this source arise when a
conical-scan system is being used to track a target and the spectrum
of signal modulation caused by fading contains appreciable components
near the scan frequency. This condition will usually be serious only
with radars using low scanning rates but may be very serious if a
large periodic component of fading (such as caused by propeller modu-
lation) should occur at the scan rate of the radar system, The effects
of this type of noise can, however, be made practically negligiblell by
the use of high scanning rates or instantaneous automatic gain control
systems (IAGC), by the use of monopulse or simultaneous lobe-switehing

systems, or by the use of an interferometer type of radar system such

* It should be noted that signal fading and glint noise are related since
both are generated by essentially the same mechanism. The two types
of noise, however, have a very different effect in the receiver.
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as used in the Meteor missile. For the purpose of this investigation,
it will be assumed that the missile is equipped with one of these
systems which are insensitive to the effects of signal fading,

Noise troubles, assoclated with the Johnson noise of resistances
in the input stages of a radar receiver or with the shot-effect noise
of the first tubes in the receiver, will also be considered negligible.
These noise sources are significant mainly in determining the maximum
range at which the missile radar is able to detect an echo from a
target.* It is assumed that, once the missile has started to track
the target properly, the echo-feturn signal level overrides this type
of noise. This assumption is particularly justified in the terminal
phase of guidance.

It is further assumed that sufficient care has been taken in the
design and construction of the control system to eliminate any serious
sources of backlash.

The effects of wind gusts and enemy countermeasures, such as
using "window," towing reflectors behind their planes, or transmitting
Jjamming signals, are admittedly important in some situations, but will
not be considered in this investigation. When they are tactically
important, they could form the basis of a complete separate study. In
many other cases they may be completely disregarded. An additional
effect giving rise to large signals, which may be classed as noise,
occurs when a missile attempts to track two or more targets flying close
together. The radar is then unable to track any one of the targets
;7ﬁ;;EEﬁfhoise influences the accuracy of measurements made with a

recelver until the signal-to-noise ratio is about 3. For higher
ratios the effect quickly becomes negligible.
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contimiously until the range becomes very small, but rather wanders
from one to the other, and most of the time may indicate a virtual
target quite far removed from any of the actual targets. The multiple
target problem is serious, but for this study isolated targets will be

assumed.

3.3. Glint Noise.
The glint type of noise arises from changes in the reflecting
properties of the target with changes in the angle from which the
target is viewed. Since targets such as airplanes are complex struc-
tures, the radar echo becomes the sum of the returns from different
parts of the target, proper regard being taken of the phases in which
the returns combine. The high~-frequency radar signals used cause the
relative phases of signals from various parts of the target to change
considerably with only small changes in path lengths from the receiver
to various points on the target. For a geometrically complex target
this effect czuses the apparent center of gravity of the target, as
seen by the radar, to shift considerably from the physical center of
gravity, with practically no correlation between the position of the
virtual center of gravity and the target aspect, or between the fre-
quency with which the center of gravity appears to shift and the turning
rates of the target. Although there is no absolute restriction, it
seems from a study of simplified caseslz that the apparent center of
gravity will, most of the time, lie within the limits of the actual

target. Glint is of basic importance, since it is always present and
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cannot be avoided by modifications in the missile radar. Furthermore,
the effects of glint noise become significant at approximately the
range at which the effects of target maneuvers become important.
Unfortunately, it is difficult to obtain measurements of either the
amplitude or the power spectrum of this type of noise as divorced from
other types. Since collecting such experimental data is beyond the

13, 14, 156, 16

scope of this thesis, the best available data have been

examined and typical values selected for this investigation., In addi-
_tion, the specification of the noise has been taken as one of the chiaf
parameters in the study.

The results of one set of data collected at the Bell Telephone
Laboratories are reproduced in Fig. 3.3-1. This figure shows how the
noise, measured as a distance at the target, varies as a function of
range, when observed by two different X-band radars feeding a servo
with a 1/2-cycle pass band.*

For large ranges vhere the radar receiver operates at full gain,
the standard deviation of the tracking, expressed in angular mils, tends
to be proportional to the square of the range. ZExpressed in yards at
the target, the standard deviation of the component of noise due to
thermal agitation, o, is proportional to the cube of the range. Thig
effect is expected for a transmit-receiver radar in which the power
returned from the target varies inversely with the fourth power of the
range, while the noise power generated in the receiver remains constant.
Since thermal agitation is not the only source of noise present, the
;rEEEE;_EEEnt noise includes components at frequencies very much higher

than 1/2 eycle very little of the character of the power spectrum can
be learned from measurements involving such a servo.
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standard deviation of the tracking does not continue to decrease.with
a decrease in the range but passés through a minimum. The increase in
apparent noise at low ranges is attributed to rapidly increasing servo
error, as measured in yards at the target, and to possible AGC-system
overload, as the target nears the radar. The value of the minimum
observed has been interpreted as representing the glint component of
the noise which, when measured as a distance at the target; should be
independent of range.

Because the minima of the curves in Fig. 3.3-1 are sharp it
appears very possible that the regions where thermal noise and servo
errors are important have overlapped. If this condition occurred the
values assigned to glint noise may be slightly high.

The data of Fig. 3.5-1 were collected using a servo with a
l/z-cycle pass band and observing radial target-plane courses. These
data indicate that the glint noise, expressed as a linear distance
measured at the target, has an rms value which, for the average of the
planes on which data were collected, can be expressed as 1/20 the wing
span of the plane for head-on or tail aspects. Other data collected
for planes flying arc courses indicate that, for the beam approach,
the glint noise may be approximated as 1/6 of the length of the fuse-
lage of the target plane,

Data recently collected at the Naval Research Laboratory15 by a
somewhat different method than used in the Bell Laboratories indicate
that, for a 1/2-cycle bandwidth, the glint noise can be approximated as

1/4 the length of the plane for beam approaches or 1/12 the wing span



for head-on approaches. These data, furthermore, indicate that the
glint-noise power density is relatively constant to at least 6 cps,
and above that value falls off slowly.

If the power density of the noise is assumed to have a constant
value &, over an equivalent bandwidth w__, then, from Eq. (3.1-4),

§N.is given as

- (3.3-1)

where §N(w) is defined symmetrically about zero, whereas the filter
system is defined only for positive values of w.

With the use of Eg. (3.3-1) and the Bell Laboratories' descrip-—
tion of the glint phenomenon, the spectral power density of the glint

noise can be calculated for the head-on approach as

1 )] (5)°
¢ - e e (3.3-2)
MEO ~ (ny (o %) 800m [xad]
or for a beam approach as
)
1 2
=ik (L)
& = [6 a] = == ftg/rad/sec (3.3-3)

BB ¢ (2)(2n

l) 7en

2

where S and La are, respectively, the wing span and length of the
target plane., As an example, in a B-2S the 1l4l-foot wing span and the
96-foot length give, respectively, §I\T =7.9 ftg/rad/sec for head-cn or
tail approaches and 46 ftz/rad/sec for a beam approach.

Recently some additionel experimental data on glint-noise power

AL
spectra have been obtained“s’ at the M,I.T. Research Laboratory for

* This work is being conducted under the supervision of Prof.
H. J. Zimmermann and will be reported in a forthcoming doctoral

thesis by J. B. Angell.
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Electronics. Preliminary examination of the data obtained for a
broadside aspect of a B-29 bomber shows a noise spectrum with a power
density of approximately 0.6 ftzfrad/Sec from -20 cps to 20 cps and a
slow cutoff outside 20 cps.* The value of §N obtained from this set
of data is considerably lower than that obtained from data collected
elsewvhere. The M,I.T, data cover a relatively broad band of frequen-
cies (0=60 cps) but, so faer, only analysis with a coarse freguency
resolution has been completed. Data collected elsewhere, in general,
cover one cycle or less. Possibly, when the M.I.T. data are reexamined,
a rather high peak will be found in the region from O to 0.5 cps with
a broad platean extending from 0.5 to 20 cps.

A noise power density‘@N of 10 ftz/rad/sec was used for most of
the tests made in this study. This value was based on the Bell Labora-
tories' data, which appeared to be the most reliable information avall-
able at the time these tests were made. The value of 10 ftz/rad/sec
wes used merely for convenience and was intended to be representative
for a B-29 or a slightly larger bomber., Additional tests should be
made if further analysis of the M.I.T. data indicates that a lower

value of §N is more realistic.

3.4, Generation of Glint Noise for Use in the Computer.

3.41. Type of Signal Required.

Neither the characteristics of glint-noise spectra nor the effects
on the missile problem of changes in the noise spectrum were known at
the beginning of this study. Therefore, the criterion governing the

choice of the power spectrum used in the first simulator studies was

* To conform with the mathematical convention used elsewhere in this
thesis the noise power is divided equally between positive and

negative frequencies.
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that the noise should approximate white noise in the problem being
studied but should not overload the computing elements with unneces-
sary high-frequency signals. Bandwidths of the order of 8 to 80 cps
(real time) were first employed but an anslysis of servo operation
when following such signals indicated serious overload difficulties.
Calculations of the effect of the noise bandwidth on the miss distance
were made, therefore, for problems involving missiles capable of un-
limited acceleration, and noise bandwidths as narrow as 50 rad/sec
were found to give essentially the same miss distances as white noise
(Sec. 3.5). Consequently, the noise-shaping filter was redesigned to
be readily adjustable over the range from 10 rad/sec to 300 rad/sec
on the time scale of the problem. The next step is to consider how

the nolse signal might be generated.

3.42. Possible Methods of Generating the Desired Noise Spectrunm.

There are two basically different ways in which a noise spectrum,
such as discussed in the preceding section, can be generated. One
method is to generate a spectrum of the desired shape directly, while
the other method is to generate essentially vhite noise and then pass
this through suitable filters to produce a spectrum of the desired
shape.

One method of generating the spectrum directly would be to cut
a random curve on a wheel that is rotated at a constant speed. A
random signal could be picked off this wheel by using either a photo-
cell, or a cam follower driving a potentiometer, as the pickoff

element. A suitable curve to be cut on the wheel could be synthesized
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by selecting a series of simusoidal components with frequencies which
are not quite even mltiples, and with amplitudes which correspond to
the power densities at the respective frequencies in the desired power
spectrum, The initial phases of sine waves should be chosen at random.
The voltage obtained by adding these components point by point would
approach a portion of a random curve but would be periodic in the
diameter of the wheel. 3By a proper choice of the diameter of the
wheel and its speed of rotation relative to the length of the problem
being studied, this periodicity coﬁid be made unimportant. Since the
speed of the vheel appears as a multiplier on the frequency scale, the
bandwidth of the noise signal could be changed merely by changing the
speed of rotation of the wheel. As an alternative to cutting the
random-signal curve on a wheel, the data could be punched on teletype
tape. The speed of reading the tape could be changed to scale the
powver spectrum as desired.

Instead of putting the sum of various sinusoidel components on a
wheel or a tape, a2 group of generators could be driven from a common
motor by a system of gears selected to produce frequencies which were
not exact multiples. The outputs of these various generators could
then be summed to approximate the desired spectrum.

In the alternate approach to producing a specified spectrum, the
first problem is to generate a random signal which is sufficiently
broadband to be considered white. Two readily available sources of
white noise are the Johnson noise in resistors and the shot-effect

noise in vacuum tubes. The noise level developed in each of these
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cases is usually very small, withlthe result that a large amount of
amplification is required after the noise source. Fhotomultiplier
tubes, because of their very high internal gain, can, however, be made
to produce relatively high shot—-effect noise outputs. Gas diodes pro-
duce an even higher output, particularly when the gas discharge is
made to take place in a magnetic field.

Another way to produce a white-noise spectrum is to record a
table of random numbers either on teletype tape or as voltages on a
magnetic tape. When this recording is read at a suitable speed, a
broadband output voltage is produced.

Other means could be devised for generating random signals, the
methods given here being merely representative of what could be done,
rather than constituting an exhaustive list of possible noise-generating

schemes.

3.43. Method Adopted for Generating Noise Signals.

After a consideration of the various ways in which noise could be
generated and introduced into the computer, the decision was made to
use a gas tube as a white-noise source and to follow this by filters
designed to shape the noise to the desired power spectrum.

In the circuit of Fig. 3.43-1, noise is developed across a
resistor in the plate circuit of a type-884 inert-gas-filled thyratron
vhich 1s operated as a diode. The amplitude of the noise generated is
increased by placing the tube in a magnetic field. An increase of
approximately 40 db in the noise amplitude over the output produced

without the magnetic field is readily achieved in this way. This
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increase raises the noise out of the gas tube to a level vhere only
a moderate amount of amplification (the order of 200 times) is required
in order to develop the desired spectral power density.

The power spectrum of the noise voltage from the gas tube extends
over a band of frequencies from essentially zero to an upper cutoff
frequency determined by the resistance and capacitance in the plate
circuit of the tube. There are several possible schemes for shaping
this power spectrum and introducing the noise into the computer as a
400-cps suppressed-carrier signal. The noise voltage could be passed
through a low-pass filter, then through suitable d-c amplifiers, and
finally through a modulator giving a suppressed-carrier signal.

Because this scheme is subject to zero-drift difficulties common to
all high-gain d-c amplifiers, it was not used. An alternative ap-
proach is to pass the essentially white noise from the gas tube through
a bandpass filter centered at the 400-cps carr;er used in the computer.
The output of such a filter is similar to a suppressed-carrier noise
signal but is random both in phase and in amplitude. Since the com-
puting elements of the system respond only to the inphase components

of a signal, care must be taken to interpret the noise correctly. The
signal from the bandpass filter may be used directly or it may be
demodulated with 2 phase-sensitive demodulator, and then remodulated,
thereby giving a 400-cps noise signal which has random amplitude but

is all inphase. The envelope of this signal is random, as it should be

to simulate a radar noise signal.



If the output of the bandpass filter is used directly, several
precautions must be observed. In using an ordinary rms-reading voli-
meter to set the noise voltaze, in order to obtain the desired noise
power density, a point to be noted is that the meter reads the quad-
rature as well as the inphase components of the signal, whereas the
computer responds only to the inphase component. A signal with an rms
value of E but made up of components of random phase has an inphase
component of 0,707E with a quadrature component of 0.707E. With the
assumption of an equivalent square bandpass Weg? the noise power
density is given by Bq. (3.3-1) as

2
3 - %LZOJL (3.43-1)

ss
where E is the reading of an rms-type meter.

Although the servos are built to respond only to inphase 400-cps
signals, they are subject to overload by quadrature signals, since the
electronic amplifiers provide a very high gain after the error point
and the feedback voltage is purely an inphase signal. If the output
of the bandpass filter is used directly, the signal is made up of
equal parts of inphase and quadrature signals. Therefore, overload
by the gquadrature component is bound to occur.

In determining the bandwidth of the noise to be injected into
the computer, the time-scale-extension factor being used must be
considered., Ideally, the integrators can be set to simulate operation
over a fairly wide range of time scales. As the extension factor is

reduced, however, the possibility that either velocity or acceleration

bl



overloading will occur in the servos is increased. On the other hand,
as the factor is extended, the time required for the machine to turn
out a solution becomes longer and the integrator drift occurring dur-
ing a solution increases. A long solution time definitely limits the
amount of data which can be obtained, particularly in a statistical
study. Eight to one, as used here, was found to be the most satis-
factory compromise for this particular class of problems. Although
the integrators can be set up for any time scale, a physical filter,
such as the bandpass filter used to shape the noise, must necessarily
operate in real time., This means that the operation of such a piece
of equipment must be reinterpreted when it is used in conjunction with
the computer,

A narrow bandpass filter is difficult to build with only passive
elements and furthermore, an extremely narrow filter would be undesir-
able because the carrier frequency employed in the computer is not
stabilized. The filter shown in Fig., 3.43-1 proved simple and effec-—
tive, giving, on the narrowest setting, an over-zll bandpass of 16 cps.
With an 8-to-l1 time-scale extension this is equivalent to an over-all
bandpass of 128 cps. The power spectrum introduced into the computer
mst be considered on a low-pass rather than a bandpass basis in rela-
tion to the noise being simulated. If the préceding filter were per-
fectly symmetrical and perfectly centered about the carrier frequency,
the equivalent power spectrum would, theréfore, cut off at 64 cps.
With this filter, as the amplitude of the noise is raised to give the

desired noise power density in the viecinity of zero frequency, the
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electromechanical servos are overloaded by the high-frequency components
of noise impressed upon them. The arc-tangent solver (Fig., 2.2-2)
gives particular trouble in this respect, and finally the study dis-
cussed in Chap. 4 was undertaken to evaluate the behavior of this unit.
The specification of the type of noise power spectrum required
for injection into the computer became possible only after some pre-
liminary simlator studies were made. The final requirements were that
its bandwidth be readily adjustable over a range from 2 rad/sec to
200 rad/sec without changing the shape of the spectrum., This specifi-
cation is difficult to meet with a conventional passive bandpass filter.
The foregoing considerations led to adopting the approach to the noise-
filtering problem which is given in Fig. 3.43-2. The noise generated
by the gas tube is amplified and passed through a bandpass filter as
before. The filter is operated with a large bandwidth (approximately
75 cps real time) and is used merely to hold the rms value of the
noise voltage delivered by this section of the noise-generating equip-
ment at a level well below that causing overloading in subsequent
amplifiers. This noise, which has roughly the character of a 400-cps
suppressed-carrier signal,is fed into a phase-sensitive demodulator.
The output of the demodulator is passed through a semiactive low-pass
filter and finally through a modulator to give a true 400-cps suppressed-
carrier signal,
The low-pass filter selected for most of the experimental work was
a quadratic formed by cascading a passive simple-lag circuit with one

of the d-c integrators and closing a feedback loop around the pair as
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shown in Fig., 3.43-2. The natural frequency and the damping ratio of
this filter can be adjusted by selecting a suitable time constant in
the simple-lag circuilt and providing a suitable gain, as indiecated
in the figure. Before injection into the computer the output of this
- filter must be passed through a modulator to form a 400-cps signal.

" A simple-lag filter system was also used to some extent, but an
analysis of the operation of the electromechanical servos, as given in
Chap. 4, showed that the computing errors involved with simple-lag
noise were considerably higher than with quadratic noise. This effect
occurs because of the relatively large amount of power azbove the 3-db
frequency point in a simple-lag system compared with that in a quad-
ratic system.

The noise filter was set up with d-c computing equipment rather
than with a-c because the d-c integrators are not so subject to over-
load troubles as the electromechanical a-c integrators. Furthermore,
the fact that the d-c equipment has a lower static accuracy than the
a-c was of little importance in this particular application because
the noise was continuously monitored on the output of the filter
system, with the result that small changes in gain were unimportant.

The power spectra at the input and output of a linear system are

related by the expression

$

vhere H(iw) is the transfer function of the systen.

2
(w) =|H(iw) §in(w) (3.,43-2 )*

out

* This equation, identical with Eq. (4.21-1), is discussed more fully
in Chap. 4.
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e

If the assumption is made that the input power spectrum is a
constant over a range which is wvery much broader than the filter system

used to shape it, then §in(w) may be assumed constant.
\ = A3
%2 (u) =3, (3.43-3)

For the simple-lag case

H(iw) = ;Tza%f;jf e (3.43-4)

Substitution of Eqs. (3.43-3) and (3.43-4) into Eq. (3.43-2) then

yields
¥y
$ (0)= . (3.43-5)
out 7?w2 +1
For the quadratic case,
= ; (3.43-6)
(1w)® 2¢ (iw)
v +1
t2 w
“ss ss
¥y
$ i (w) = (3.43-7)

3,44, Random—-sguare-wvave Generator.

The output of the noise generator previously described has an
amplitude probability distribution which is very nearly Geaussian., For
studying linear problems the Specificatioﬁ of the rms-noise voltage
and its power spectrum would be sufficient. As was noted in Sec. 3.1,

these two quantities do not, however, define a unique noise signal.



Accordingly, in the study of nonlinear problems the amplitude prob-
ability distribution of the noise also must be considered. In order
to study the effect of a different amplitude probability distribution,
a noise generator was constructed which produced square waves of con-
stant amplitude but with random times for crossing from one polarity
to the other. This type of signal was selected because the equipment
for producing it could be constructed quite readily and because its
amplitude probability distribution consisted merely of two impulses.
This distribution is about as different as possible from Gaussian
distribution produced by the other noise source.

The random square wave is produced by demodulating the output of
the noise generator already described, slicing the signal from the
demodulator at a convenient level, and then using this portion of the
signal, after suitable amplification, to drive a flip-flop which
triggers only on positive-going steps. TThe output of the flip-flop
is then used to drive a high-speed, single-pole, double-throw relay
through a cathode follower. With a 400-cps signal epplied to the
contacts of this relay the output becomes a 400-cps, suppressed-
carrier, random square wave. The complete circuit, which includes a
crossing-rate meter for monitoring purposes, is showm in Fig. 3.44-1,

The power spectrum of this random square<wave is

2
o *x

B(w) = I:N 3 =% Bk (3.44-1)
TI(UJ + k ) (g 1
k?
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vhere k equals twice the average zero-crossing rate of the square wave
and iXN.equals the amplitude of the square wave. A comparison of

Eq. (3.44-1) with Eq. (3.4325) shows that this power spectrum has the
same form as that produced by passing vhite noise through a simple-lag

filter.

3.45, Method of Injecting Glint Noise into the Computer.

Glint noise represents an uncertainty in the radar center of
gravity of a target and appears as a constant distance at the target,
irrespective of the range from vhich the target is being viewed. There-
fore, this type of noise could be added to the computer setup of
Fig. 2.2-2 by summing a constant noise signel, X with the output of
the x integrator just before the x signal is fed into the « servo,

The x distance measured to the true center of gravity of the target is
still given by the output of the x integrator, while computations
involving x are carried on using a perturbed value of x., The method
is a direct way of inserting the noise and involves no linearizing
as%umptions. but requires that the o servo pass the noise faithfully
without limiting. The a—servo operation actually presented a consid-
erable problem that is discussed at length in Chap. 4.

A second means of inserting noise is to compute « from the true
center-of-gravity information and then add & noise perturbation to -the
value of & thus obtained. Since the noise is constant in distance at
the target, as an angle it varies as the arc tangent of xN/y or approx—
imately inversely with the range. Noise can, therefore, be inserted as

an angle by passing a constant noise signal through a divider servo and
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summing the output with the unperturbed value of «w, This method of
inserting noise is equivalent to making a linearizing assumption on

the portion of a due to noise and not on that portion due to targgt
maneuver. Since the variation in o due to noise is as important as

the other part, little justification exists for linearizing one portion
of the computation and not the other.

A third means of inserting the noise employs the same linearizing
technique as used in the analytic treatment of Chap. 1. BRather than
computing the angle a as the arc tangent of (x+xN)/y, o is taken merely
as (x+xN)/y. This setup requires an accurate divider servo, which
operates on a smooth and known signal y but does not have to transmit
the noise e One of the standard integrator-servo units was setup
as a divider for this operation with an additional potentiometer ar-
ranged to keep the loop gain of the servo constant. Operating on an
8-to-l1 time-scale extension the maximum acceleration required for this
divider does not exceed the acceleration capabilities of the servo
until the last 100 feet of the trajectory. This method of computation
has two distinct advantages over using a servo to calculate the arc
tangent of (x+xN)/y. First, since only potentiometers are required
in the computation, there is no restriction that a radian of shaft
motion be a simmlated radian, Therefore, a pbtentiometer output may
be used without incurring resolution difficulties. Second, the accel-
eration demanded of the servo which computes (x+xN)/y is much less
than that required of a servo computing the arc tan of (x+xN)/y because

the acceleration needed to follow 1/y is much less than that required
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to follow (x&xm)/y when the range is relatively small.

The divider servo provided the most accurate means available for
injecting the noise signal into the computer. Certain limitations,
however, result for the linearization associated with this scheme.

For example, this arrangement should not be used in computations in-
volving both long ranges and maneuvering targets since, under these
conditions, the change in « during a run may be large enough to invali-
date the approximation that the arc tangent of x/y equals x/y. Further-
more, even a good divider servo does not operate satisfactorily over

a range greater than approximately 400 to 1. This substitution should

be regarded as atemporary measure and not a panacea.

2.46. Method of Monitoring the Noise.

Another problem vhich arises in studies involving noise is that
of monitoring the noise injected into the computer. If an ordinary
a-c voltmeter is used for this purpose, several difficulties arise.
Since the noise is continuously varying in amplitude, the meter read-
ing fluctuates and, even when using a thermal meter with 1ts inherently
slow response, an accurate reading of the rms value of the noise is
difficult to obtain. Furthermore, the computer operates with a nominel
50 volts as a reference, but since tha accuracy of most of the opera-—
tions involved in the computer does not depend on this reference being
an absolute 50 volts or even bearing a constant ratio to true 50 volts,
no attempt has thus far been made to regulate it. Therefore, if an
ordinary voltmeter is used to monitor the noise, its reading must be

modified by the ratio of 50 volts to the reading obtained on the meter



when it is connected to one of the 50-volt reference points in the
computer.

Another possible way to check the rms value of the noise is to
record a section of noise and then read a nmumber of values of the
noise amplitude taken at equal intervals of time aleng this record.
When these readings are squared, summed, and averaged, the mean-
square value of the noise is obtained. The precautions noted in
Sec. 4.3 must be observed to insure that the values read from the
record are sufficiently uncorrelated and a sufficient number of points
mst be read to insure reasonable accuracy, as described in Sec. 5.1.
Although this method provides a relatively accurate method for obtain-
ing the rms value of the noise, it is time consuming and, hence, not
practical as a monitoring procedure.

The method shown in block diagram form in Fig, 3.46-1 was finally
developed as an accurate and convenient method of obtaining the rms
value of the noise as actually seen by the computer. The noise signal
to be monitored is passed through an amplifier and a coefficient po-
tentiometer. It is then fed to two of the inputs of one of the high-
speed, high-accuracy electromechanical multi;pliers,l8 which have re-
cently become standard elements of the D.A.C.L. Computer. In this way
the square of the noise signal is obtained at the output of the multi-
plier. The amplifier and potentiometer are used to adjust the level
of the signal so that the multiplier is operated over the middle por-
tion of its useful range. The signal from the multiplier is then

passed through a low-pass filter. This operation is equivalent to
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taking its mean wvalue. Since d-c equipment is used to set up the

filter, the signal is first demodulated. It is then passed through
a coefficient potentiometer, an integrator, and finally a modulator.
An a-c feedback loop is closed around the whole group in such a way
that the transfer function from the input to the demodulator to the

output of the modulator is

die ) i i T (3.46-1)

vhere 7 is the reciprocal of the loop gain of the system. A time
constant of the order Af 40 to 50 seconds is used. The discrepancy
between a computer velt and a standard volt is taken care of auto-
matically by reading the output of the filter on one of the Brush
recorders. Improved recording accurac& is achieved by subtracting
from the noise-monitor output the desired value of the output and
recording merely the difference on a sensitive scale. An over-all
calibration constant is obtained by inserting a fixed voltage into the
squarer and observing the corresponding output of the filter. The
accuracy of the system was checked by determining the rms wvalue of

the noise by reading points from a noise record and comparing this
result with the average value read from the monitor. The error ob-
served on several trials was less than 3 per cent, a value well within
the magnitude of error involved in reading from the recorder the three
guantities required to make this check and from calculating the rms

value of the noise from a limited number of points (100).
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3.5. Effect of Using Nonwhite Noise in the Commuter.

As this study progressed and.the importance of the noise bandwidth
employed became more evident, the desirability of investigating the
effect of the noise bandwidth on the miss for the case of unlimited
missile acceleration became apparent. In order to examine this phe-
nomenon an analytic study was made of the problem of passing white
noise, shaped by various filters, through a linear, proportional-
navigation system employing in its control equation a filter charac-
terized by a simple time lag, A.

As pointed out in Eq. (1.4-24), the transfer characteristic of

such a system, on a distance-to-distance basis, is given by

Fls) =1 = ———= (1.4-24)

vhere

(o 1) V,, cos B,

= -~ . (1.4-18)

R
If white noise with a spectral power density'iaris passed through
a filter with a transfer function G(s) and the resulting signal is used
as the input to the system of Eq. (1.4-24), the rms value of the miss
distance can be calculated with the methods outlined in Sec. 4.21.

Here, the integral involved assumes the form

+ic0

3 F(s)

% = = i |G(3)I 2§N ds. (3.5+1)

—-io0o



66

For the head-én approach with (b + 1) = 6, V,; = 2000 ft/sec,

1

T = 3000 ft/sec and cos By =1, Ea. (1.4-18) gives N = 4, TFor the

case of a simple-lag filter with a time constant T

He) =553 T

and the expression for the mean-square distance becomes

3 Fico 2 P
s 4
% = ] - —¢8 = Akl (3.5-2)

1

[

—-joo
Yhen u = As, Eq. (3.5-2) becomes

+ivo 2 2

AN 0 B u 1 ol
~ioco L A

The integral of Kq. (3.5-3) may be evaluated with use of the tables
given in Appendix C., The details are somewhat lengthy but the final
result is

3 2
= vz | 3o+ sfe) + uofg)
> w3y 15(1,_L + 69(y) + 116(7)* 93

x =

M 16A 4 3 2
i L 2 1L
(A) +a{D) +6fF) + ()

- (3.5-4)

Tquation (3,5-4) may be nondimensionalized by computing A XI%I&N
rather than merely x.i The factor, N, may thenr be added to normalize
the resulting expression in such a way as to make 4 9 xE/iN equal 1,
in the case where the noise is passed through a filter of infinite

bandwidth, i.e., T = 0., For this case, the noise at the input to the

F(s) system is white. Thus for T =0



from which
» =0,054763 or TRy = 0,172043.
The final expression then becomes

na < (F) + 2.125(F) + 7.25(F) + 5.0025
—5— = 0.172043
§T‘T

B o) off) + o)

The results of Eq. (3.5-5) are plotted in Fig. 3.5-1., Values of

(3.5-5)

miss can be determined from this curve as

i e
> By YAz .

1 = (0.172043 ) | ¥ (3.5-6)

where éN is given in ftz/rad/sec and A is the time constant in seconds
of the missile control system.

These same calculations were made for the case where white noise
is passed throuszh a quadratic filter characterized by the constants

w  and ﬁss. In this case

S8
§ +ico 5 o
S 4 4
N
= =2 1 - —— 1 ds. (3.5-7)
n‘I i l 4 2
( +1) s 288
—~ioo —_— == 4 ]
2 W
w 8s
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u =A4As and v = =
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this becomes

+1o00
2 g
2n§N 4

2 S u 1
BN Sk B 1- 55
—ioo

7 dun. (3.5-8)
(wa+ 1) voul 4+ 2¢ vu + 1

The result obtained when this equation is evaluated, nondimension-

alized, and normalized, as for the simple-lag case, is

2 5 3 4
+(19 + + 6 +
(1 zcss 32 v (zsocss 193:SSJV

-

i 6
8v + 64tssv

4 2 3 3 i 2
+ (128CSS - 456{SS + 32 )v° + (276CSS + zzocss)v

2 2
Az, 0.172043 + (282 + 128)v + 93L__
5 -

16¢ 8

4 2 5 3 5
N ss v o+ stssv + (24:85 + 4)y + (sagss + 24css)v

4 2
s + - v; + 3 + 24 v3

+ (343§S - 4)v2 + BCSSV + 1

(3.5-9)
which is plotted in Fig., 3.5=2.
A discrepancy of a few per cent may be observed, if the miss
computed from Eq. (3.5—5) or (3.5-9) for the case of white noise (v = 0)
is compared with the value computed from Eq. (1.4-27). This difference

results from the approximation involved in the evaluation of the inte-

gral in Eq. (1.4-26).
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CHAPTER 4
ANALYSIS OF COMPUTER OPERATION FOR PROPORTIONAL-NAVIGATION

PROBLEMS INVOLVING NOISE

4.l. Introduction.
Even after the computer has been set up to solve with a reasonably

high degree of accuracy the noise-free, simple-lag, proportional-
navigation problem, the addition of nﬁise to the problem imposes numer-
ous further demands that may completely invalidate the solutions.

A brief examination of the ability of the various computer compo-
nents to handle random noise signals may determine whether the presence
of these noise signals introduces additional sources of computing
error, Consideration of the number of solutions required to achieve a
prescribed accuracy in the rms miss, because of the statistical nature
of the noise problem, will be delayed until Chap. 5.

For the purely electronic components in the computer the presence
of the relatively broadband signals representing the noise should cause
no trouble. The bandwidths of these components, such as repeater am-
plifiers, resolvers, coefficient potentiometers, modulators, and limiter
amplifiers, are in all cases broad enough to pass the noise signals.
Furthermore, as the frequency of the signal féd into these units is in-
creased, the amplitude may be held constant without fear of overloading.

For the electromechanical units broadband signals do present a prob-
lem because the finité velocity and acceleration capabilities of the

electromechanical transducers employed cause the units to become



nonlinear for high-amplitude, high-frequency signals. The two types
of units falling into this class are the high-speed multipliers and
the electromechanical servos. Since the multipliers have very high
acceleration capabilities, they are able to handle full-scale signals
up to frequencies considerably above those of interest in the noise
employed in this study. Furthermore, the only multiplier used appears
in the noise-monitoring channel where a favorable signal level can
easily be selected. Experimental checks have indicated no serious
troubles with the unit.

For the integrator servos the situation differs substantially
because of the limited acceleration capabilities of the motors em-
ployed. Although these units are used both as integrators and as
position servos, the presence of noise places the most severe require-
ments on the particular unit designated in Chap. 2 as the & servo.
Attention will therefore be directed toward an analysis of this partic-

ular unit when handling noise signals.

4.2, Analysis of o-servo Operation.

4,21, Basis of Analysis.

The function of the @ servo is to convert range information, given
as x and ¥y in recﬁangular coordinates, to polar coordinates involving
the angle o and the range. For the calculations involved in the pres-
ent problem, since the angle is actually the only component of interest,

the o servo could be any device capable of computing the arc tangent
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of x[/y. This computation invelves determining the components of the
vectors x and y in a system of coordinates which has been rotated
through an angle & from the reference system as shown in Fig. 4.21-1.

The difference between the projections of the x and y vectors on the

Fig, 4.21-1, Coordinate system of the & servo.

x' axis may then be used as the error signal to drive a position servo.
This error signal may be obtained by mounting a resolver on the output
shaft of a position servo and using the quantities x and y as inputs to
the resolver. One output of this resolver is then (-x cos %y + y sin Qb)’

vhere Qb is the angle through which the ocutput shaft has actually been
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turned., As shown in Fig, 4.21-1, if ab is larger than «, the component
X cos Qb becomes smaller than y sin %, S0 that a positive error signal
is devéloped. This signal then drives the servo in such a direction as
to reduce the angle ub. On the other hand, if ab is smaller than @,
a negative error is developed and cx.c is inecreased. In this way, ideally
at least, the error signal is reduced to zero and the output shaft as-
sums the correct angle a, A voltage proportional to « may be obtained
from g potentiometer or, if the angle is always small, from a resolver
mounted on the shaft which carries the first resolver. The second out-
put from the first resolver is (x sin a + y cos &), the magnitude of
the range vector. One of the standard D,A.C.L, integrator units7 was
used for this arc-tangent computation by using the error signal
(=x cos ub + ¥ sin qb) to close a position loop arcund it. A greatly
simplified diagram of this arc-tangent solver is given in Fig., 4.21-2.
X

J
ERror l l

S _}jml € -

(4]

Servo b Resolver

-% COs d, + y siN &, l

,L/snv Q. + Y cos a,

Fig. 4.21-2. Simplified diagram of arc-tangent solver.

To obtain correct results from the computer it is essential that

the servo provide an accurate solution for «. The methods employed in



75

the analysis of the operation of the o servo must therefore indicate
the magnitude of the errors involved for the class of signals handled
as well as indicate the limits of linear servo operation.

The analysis of the system of Fig., 4.21-2 can be greatly simpli-
fied in the case where the angle o, is always very small, Here the
expression for the error signal, €, can be reduced to the form

€ =x - T, .

If, in addition, y is then held constant, the quantity x may be
considered as the input to a2 servo in which -Klah is the feedback sig-
nal, This servo then assumes the more usual form shown in Fig., 4,21-3,

Frxed
Vol fngE

i

Feedback Ou?"t_;u?"
Uit Shaft

\..
78

//YEUf" 7-/' ;H g Eﬁko&' \S‘fémr/ SE/? VO

ﬁjat

Fig. 4.21-3. Representation of Fig. 4.21-2, valid when
ab is small and y is constant,
By the usual methods of servo analysis the output angle ab could be
computed for a step-function input signal and for sinusoidal inputs of
various frequencies. For the step input the rise time and overshoot

characteristics of the output are examined, while for the sinusoidal
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input the amplitude and phase characteristics of the output are studied
for various input-signal frequencies. Although much valuable data can
be obtained from such analyses they are subject to several serious
deficiencies. UFirst, the input signals which the servo must handle in
actual operation are neither widely separated steps nor sinusoids.
Second, the effects of limiting in the system are not considered. The
usual analytic treatments describe a servo as a2 linear, constant-
coefficient transfer function. Since actual systems, on the other
hand, are linear over only a very limited range of operation, the
results obtained from a purely linear analysis may be considerably in
error, In experimentally checking the step response and even the
sinusoidal response of a servo, great care must be taken to confine

the operation to the linear region if the results obtained are to agree
with the calculations. This means that, in practice, the step-input
signals employed must be only a small fraction of full scale. In test-
ing the D,A.C.L. integrator servos it has been virtually impossible to
find a step-input amplitude which gives meaningful results, Since
these units employ a d-c compensation section, output drift must elso
be considered. The output resulting from a small input signal is over-
shadowed by drift, whereas a signal large enough to override the effects
of drift causes saturation, In testing with sinusoidal gslgnals the
amplitude of the input must be decreased as its frequency is increased.
Frequencies are soon reached where the allowable shaft motion of the
servo is so small that poor resolution in the transducer used to con-

vert shaft motion to electrical signal sets a new limit on the accuracy
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obtained.

Even after the response characteristics have been obtained (either
analytically or experimentally), e problem remains in deciding on the
response which gives the best possible servo. A, C. Hall19 introduced
the idea of using end minimizing the integral-squared error resulting
from a step input as a criterion of goodness to obtain the best servo.
A deficiency still exists, however, since even after the step or simus-
oidal response of the servo is obtained, this information does not
permit prediction of the operation of the servo when more complicated
input signals or introduced.

The study of other systems, such as filters and amplifiers, had
also been restricted principally to analyses employing sinusoids and
step functions, In order to extend system analyses to more general

10,20 introduced the idea of describing a random

input functions Wiener
signal by a power spectrum. He further showed that the power spectrum
used in commnication engineering and autocorrelation function used in

21 Y. ¥ Lee22

statistics are Fourier transforms of each other. Wiener,
and others applied these ideas to the design of optimum (on an rms
basis) linear filters and predictors. These ideas have also been em-
ployed to a limited extent in the study of more general linear problems
in the field of fire-control systemsgs and guided—missile control
systems.5 The applications of such analyses are, however, severely
restricted by the nonlinearities which are unavoidaﬁly present in all

physical systems. In practical servos, limits on the position, wveloc-

ity, or acceleration of the output may become very important and lead
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to results that are considerably different from those predicted by the
linear theory. G. C. Newton,24 in his doctoral thesis, extended the
linear analysis still further by considering the problem of optimizing
a linear system which has constraints imposed on the rms output or the
rms derivatives of the output. His analysis provides a basis on which
to handle nonlinearities but makes no attempt to correlate the mathe-
matical value of the constraint imposed and the maximum value of the
quantity actually available. In the absence of any purely mathematical
approach to the nonlinear problem the determination of the correlation
between the value of the constraint to be used in an analysis such as
Newton proposed and the maximum value actually available must be ex-
perimental, The remainder of this chapter is concerned with an eval-
nation of this correlation for a particular servo system (the o servo)
in which the output-shaft acceleration is limited. Once the correla-
tion factors have been evaluated for the cases of practical interest,
a complete method of analysis will be available which overcomes to a
large degree the deficiencies of the usual approaches to the problem
of servo design and analysis.

For this extended analysis the input signal is defined only statis-
tically and its power spectrum rather than its amplitude-versus-time
relation is specified. The limitation is not serious because ordinarily
the input signals met in practice can be defined only in such statis-~
tical terms as their power spectra, rms amplitude, and amplitude prob-
ability distributions., As in the usmal analyses, considerable insight

into the operation of a servo can be obtained by caleculating such



quantities as the error signal, the output, and derivatives of the
output. Here, because of the generality of the input signal employed,
i1t is not possible to calculate the error or the output as a function
of time but it is possible to obtain the rms values of these quantities
and from these to obtain some very definite measures of the performance
of the servo for the class of signals being considered.

The basic expression to be used relates the power spectra ap-
pearing at the input and at the output of a linear system. If the
system function is specified as H(iw), the power spectra of the input

§in(m) and of the outpub ébut(w) are related by the expression*

2
€ (@) = | H(io) | £ (o). (4.21-1)
However, **
e + oo
Ezmlt = ‘?out(w) dw, (4.2143)
S0
R + oo P
Ezmt = H(10) €, (o) dw. (4.21-3)
=00

Substitution of s for iw and extraction of the square root of the re-

sulting expression, give the rms output voltage as

* Expression 4,21-1 can be developed either by using the auntocorrela-
tion functions of the input and output signals or by considering a
Fourier series representation of the input and output signals.

** The bar over Eiut denotes that the mean value of Eﬁut is to be

considered.
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+ico
2 1/2

ey IR (4.21-4)

=
1
e

H(s)

~ioo

out

. -

A proper choice of the function H(s) allows assignment of various

meanings to the quantity Eou For example, E may be the error

t° out
signal, the output voltage or shaft motion or the velocity or accelera-

tion of the output shaft motion.

4,22, Rus Error and Acceleration Calculations for the o Servo.

In the class of problems for which the o servo is here being used,
the input signal x of Fig, 4.21-3 consists of two parts. The first is
a slowly varying signal which remains small until the very end of the
problem if the missile accurately follows the target. The second por-
tion of the input signal is the noise which, as was pointed out in
Chap. 3, appears to have a constant value, X in distance and may
extend over a frequency range of 100 rad/sec or more. During the ter-
minal portion of the flight the variations in the angle « caused by the
constant, X mey reach considerable amplitudes., The @« servo is able
to follow adequately the first type of input signal, if it oécurs alone,
but has considerably more difficulty with signals of the second class.
A simple example of the kind of difficulty encountered arises in the
following situation. An input consisting of a single low-frequency
sinusoid, which the servo is capable of following faithfully, is first
applied. Next the input is made a high-frequency simusoid. The second

signal causes limiting within the servo but produces negligible output.
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If the two signals are next applied similtaneously, it should not be
assumed that the low-frequency signal will be transmitted with exacti-
tude. The system is now being driven beyond the limits of linearity
and the principle of superposition no longer applies. This illustra-
tion points out a serious deficiency of servo analyses using single
sinusoidal input signals.

Since the difficult portion of the a~servo input signal is the
noise component, the servo should be analyzed on the basis of such an
input. As stated in Chap. 3, the noise signal most generally employed
in this study is obtained by passing white noise through a quadratic
filter characterized by a natural frequency w, , and a damping tss'

¥hen Eq. (4.21-1) is applied the power spectrum of the filtered noise

becomes
2
il il
P apl®) = = 2 (w) (4.22-1)
8 2L
BRI | DN 1
Yss wss

where §ﬁ(m) is a constant.
*
FuchST’ found that over the range of linear operation the transfer
function of the integrator servo could be described fairly accurately

as

X

B(s) = s(7,s+1) (4.22-2)

where the factor K can be selected so that the output is given in terms
of either the output-shaft position or a voltage proportional to the

output-shaft position.

* Fuchs, ep. e¢it.; p. 90
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Figure 4.22-1 shows the over-all system with a position loop closed

around the integrator servo.

F (s)
et o A e T T 7] [____—'_'_____“—_""]
; ¢ (s) } ; H (s) |
| | I |
gy —— . 0 € = —> %

| ¢ 3t s ' ' s(rystl) |
| ke ss I | [
| — + 1 : !

| Yss ss | | |
| ! | I
i T ) o e A T T J [ Se il A AR A Dol 3 AR

Filter Position Servo

Fig. 4.22-1. Representation of input signal and
servo system studied analytically.

The transfer characteristic of the resulting position servo, from

its input to its output, then becomes

F(s) = L | (4,22-3)

vhere K must now have dimensions which give the output as a voltage
measured on the same level as the input signal,

For the system of Fig., 4.22-1 there are two transfer functions in
cascade between the white-noise input, characterized by the consta.nt'§N

and the output. The mean-square output is then given as

+ico 2 5

Eﬁ - (s F(s)| %y ds. (4.22-4)

He |-

—1oco

The corresponding expression for the error voltage developed at the
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input to the forward gain section, H(s), of the servo is then

+1ieo
2 2 2 2
e? =1 os)| [#(s) 2l % 35, (4.22-5)
L Htsj N i 5
_j_qo

i 1
When the expressions for G(s), F(s), and H(s) 2re inmserted in

Eq. (4.22-5) the expression for the error becomes:

+1eo
[ 2 2
et s(r, s+1)
B AT, 1 AL

e” = (engv) oL 52 " - ds. (4.22-6)

T 1 A0 -

5 + + 1 K( X + T -+ 1)

w w

88 ss

J =i

Integrals of the type appearing in Eq. (4.22-6) may be evaluated
using the tables given by James, Nichols, and Phillips.gz* Under the di-
rection of R, C. Booton of the D.A.C.L., the work of Phillips has been
extended and the notation somewhat changed. The resulting set of tables
is presented here as Appendix C,

With g, = BCSS/wss and g, = l/wis end the use of the expression for

14 given in Appendic C, the mean-square error, after some simplification,

becomes
— nE ey R R
i 2l R G R L T

1 5 5 P N 5
—_— T 4 - o o - o
K° 2 (g"T + 51" * g18,) + § (g + 8°g, - 2818,7) + g2

The effect of the gain of the system on the error may be convenient—

ly expressed by normalizing the preceding expression in terms of the

* James, Nichols, and.Phillips, op. cit., pp. 369-370.



signal appearing at the input to the servo. This will be denoted as
EO since it is the same as the error signal obtained if X is made zero.
From Eq. (4.22-7) €, is obtained as

HEN
€E = —, (4,22-8)
0 gl

A normalized expression for error is then given by

. ; 1/2
€ 1 KgiTy 050 ¥ gy %215
e %1 = = S i 5 .(4.22-9)
— = (o 7T - e
4 K2(l+g2+ngl)+K(t’l 1t &8 - 28T) * g

Figure 4.22-2 shows the normalized error plotted as a function of
the gain K for noise-filter bandwidths of 1, 2.5, 5, 10, 20, and

40 rad/sec. The delay T, associated with the integrator servo was

i
taken as 0,0016 sec., This value is slightly larger than that found by
%
Fuchs7' but was obtained for a servo with somewhat different compensa-

tion than he used.

Equation (4.,22-2) was derived purely on the basis of linear theory,
whereas signals of the class now being considered are very apt to drive
the servomotor into the region of acceleration limliting. Therefore, as
a next step in the analysis, the acceleration required at the output of
the @ servo was calculated. Since the acceleration is the second deriv-
ative of the output-shaft position, the expression for the mean-square
acceleration is given as

+ioo o

KEas
a =

2
G(s )‘ éN ds. (4.22-10)

3 2
i s F(s)

—ieo

* Fuchs, op. ¢it., pp. 125,126,
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FIG. 4.22-2. NORMALIZED ERROR FOR POSITION SERVO
FOLLOWING QUADRATIC NOISE.
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With substitution of the foregoing expressions for F(s) and G(s)

Eq. (4.22-10) becomes

+ioo
i
) 1 s2 at IB
a° = 2nd_ == dg.  (4.22<11)
N 2ni 2 2
713 B s Btsss
—ieo K < K +1 -—2‘- i t1
Yyg Pgg

After evaluation of this integrél the expression for the mean-

square acceleration divided by the noise power density @m.becomes

n [0+ 2t ot o]

g8 8¢

2 4 3 2 2 s
ztss[v Des ™ ztssqiwss * (4tssTiK ES 2fiK v l)wss i Bcsssts 7 KB}

S

1 ss
(4.22-12)

The square root of Eq. (4.22-12) is plotted as a function of the
gain K in Fig, 4.22-3.

An inspection of Figs. 4.22-2 and 4.22-3 shows that the gain of
the servo should be made large if the error is to be kept small but
that as the gain is increased the rme acceleration required at the out-
put shaft of the servo increases rapidly, with the result that the
operation soon becomes nonlinear. To determine what gain gives the
minimum error for such a system, a servo was set up and investigated
experimentally under the conditions which would occur in problem
operation if the y input were fixed.

.As noted in Appendix B, a range of plug-in gearboxes is available
for use with the standard D.A.C.L. integrator units. These boxes pro-
vide speed reductions from the motor-tachometer shaft to the output

units with a range fromaminimum of 15 to 1 to a meximum of 3840 to 1,
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Since one of the primary interests in this application is to obtain
the maximum available acceleration at the output shaft, the 15-to-1
gearing was selected,

The servomotors provide a maximum acceleration of 4000 rad/sec2
at thelr shaft. Nevertheless, measurements indicated that for the
smaller gear ratios this acceleration is significantly reduced. With
the 15-to-l1 gearing, limiting began at 2000 rad_/secg at the motor
shaft or 2000/15 rad/secg at the cutpuf shaft, and the maximum avail-
able acceleration was approximately 30 per cent above this value. A
smaller gear ratio, even if awvailable, would not increase the avail-
able acceleration since the loading reflected to the motor shaft then
reduces the acceleration faster than it is inereased by the gear
reduction,

Figure 4.22-4 shows the particular arrangement of the servo which

was studied. Mention should be made that x and y in both Fig. 4.22-4

Gis:]: Toise Fixed Bv Ref.
g e Input Input
x volts y wvolts

Error-measuring Point

Integrator
Servo i
- x y
o
i} Feedback | # Output
/ Resolver / Unit

(-%cos a.+2ysina.)¢==-95£+2yo.

v
Channel Calibrated
for 5v/rad

Fig, 4.22-4, Arrangement of @ servo
studied experimentally.
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and Eq., (4.22-13) through (4.22-16) are in volts. The detail is
important because the scale factors (conversion factor from feet to
volts) used for x and y are different.

In the circuit, the resolver used on the output shaft replaces the
summing circult appearing at the input to a conventional position servo
employing a potentiometer feedback element. With the particular gains
employed in the input and output channels .of the resolver the error

signal used to drive the servo becomes

€ =

ol

cos & + 2y sin a volts (4.22-13)

where X and y are the signals fed into the two resolver input channels,
expressed in volts and a is the angle through which the output shaft is
turned. Since the operation is to be restricted to only 2 few degrees,

the usual small-angle approximation may be made and gives

€=-%4+2ya. (4.22-14)

Use of Eq. (4.22-14) reveals that the system of Fig. 4.22-4 may be
reduced to the more familiar form of Fig. 4.22-5.

For convenience of calculation all input quantities will be re-
ferred to the input of the summing cirecuit.

The loop gain of this servo is

x = (H0zatfeec) (L) (55 v/raa) o,

]

By C aee >, (4.22-15)

vhere the tachometer feedback constant of the integrator is adjusted to

produce a velocity at the servomotor shaft of 300 rad/sec for an input
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signal of 5 volts.

15:1 Input y volts

1:1 Summing
Circuit Gearing
x servo ]
‘ amplifier
we S PH S HE-G ) %
ach.
~ feédback Pot.‘__q
LB 4

- 2y volts

Calibrated for
2y v/rad

Fig. 4.,22-5. BEquivalent form of Fig. 4.22-4
for small-angle operation,

The maximum available acceleration of the servo referred to point
A is
= (gggg rad/secg) (2y v/rad)

(4.22-16)

267y v/secz.
Since the effective amplitude of the signal referred to the input
of the summing circuit is x/5, the equivalent power density‘%ﬁ to be
used in Eq. (4.22-12) is F,/25.
Experience with solving the proportional-navigation problem shows
that for accurate solutions the o servo must operate with 2 small error
to a range of approximately 200 feet but that appreciable errors may

occur at smaller ranges without markedly affecting the miss distance
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obtained. The problem requires a consideration of noise bandwidths up
to 200 rad/sec with power densities up to 50 ftz/rad/sec. In the pre-
ceding sentence time is measured in problem seconds. In the remainder
of this section, however, time will be measured in computer seconds
because an 8-to-l time-scale-extension factor was used during this
study, as pointed out in Chap. 2. Measured in computer seconds the
noise bandwidth then becomes 25 rad/sec and the spectral density,
400 ftg/rad/sec.

The following conditions could then be assumed as the most severe

requirements imposed on the system of Fig, 4,22-5:

y=0.2w,
= P25 =
w,, = 25 rad/sec, with tss 0.7
1
CEN = 0,0016 vzlrad/sec,

measured at the input to the summing circuit on the basis that one volt
at x (2head of the 1/5 factor in Fig. 4.22-5) represents 100 feet.
Under these conditions the maximum acceleration available at point

A of Fig, 4.,22-5 is

= - 2
. (267) (0.2) = 53.4 v/sec
which gives
a, 2
max _ 53.4 v/sec - 1333 sec —5/2.

(;;ETQ— (0.0016 vz/sec)llg

The rms input to the summing cicuit, under these conditions, is
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=
I

= (zwss%'q)l/z = [(2) (25) (0.0016)]1/2

0.282 w.

"

The rms output-shaft movement is therefore approximately

2

0,282 8
0.2

0
2y o ko

a ? y = 0.705 rad

1]

40.4 deg.

The movement actually required will not be as great as this because
there is considerable difference between an angle and its tangent for
large angles.

Several experimental curves of the error of this servo as a func-
tion of the gain are shown in Fig. 4.22-6. The results were obtained
by feeding quadratic noise of various bandwidths into the servo and
measuring the error signal, with the noise-monitoring equipment dis-
cussed in Chap., 3 to obtain the rms value.

The theoretical curves of Fig. 4.22-6 are drawn for a.Tl of 0.003
second since this was the wvalue which best characterized the servo on
which these tests were made. This small change in the value of Ti
makes a scarcely noticable difference between the curves of Fig. 4.22-2

and 4.22-6., TFor example, with K = 100 sec , w = 6.9 rad/sec, and

(¢ = 0,78, the value of e/so obtained for T

= 0,0016 second is 0,06605,
s 1

whereas with‘Tl = 0,003 second the value obtained is 0,0675. Changes in
KSS over the range from 0.5 to 1.0 can also be tolerated without making
appreciable changes in the results.

In each case the results presented in Fig, 4.22-6 show good agree-

ment between the error predicted by the linear theory and the experimental
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error, for gains below that at which the rms called-for acceleration
equals approximately the maximum available acceleration. As this value
is exceeded slightly the error continues to decrease somewhat but as
the gain is increased still more the error increases again, These
results show that the best operation of the servo is obtained when the
gain is so adjusted that the rmé called~for acceleration is approxi-
mately equal to the maximum available acceleration., Although only a
few situations have been studied experimentally this appears to be a
general criterion by which to calculate the optimum gain of servos
which must be operated close to the limits of acceleration limiting, at
least when the input signal has a Gaussian amplitude distribution.
Actually, in the servo studied, the torque rather than the acceleration
is limited. Nevertheless, if a purely inertial load is assumed, limit-
ing the torque and limiting the acceleration are equivalent. With this
criterion, Figs, 4,22-7 and 4,22-8 were plotted to show the minimum
error and the corresponding gain setting required for various band-
widths of the input signal wifh the quantity amaxJ(§§)l/2 as a parameter.

Even if no acceleration difficulties occur, present equipment can-
not be operated with loop gains much in excess of 400, because noise and
phase shift then cause poor servo operation,

The results in Figs. 4.22-7 and 4.22-8, tbgether with gain restric-
tions, show that, unless the bandwidth of the input signal and the rms
shaft output are sewerely limited, large errors are introduced by this
servo. In actual problem operation the a servo is called upon to trans-

mit a slowly varying signal as well as the noise signal, whereupon, as
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soon as the noise calls for the maximm available acceleration, the low-
frequency component may cease to be transmitted faithfully.

If the calculations and experiments are repeated for the case where
white noise is shaped by a simple-lag filter, the results obtained show
considerably poorer servo operation because at high frequencies the
simple-lag power density spectrum falls off only as u?, vhereas in the
quadratic case it falls off as wé. Analysis reveals that there is an
optimum nonzero time constant which should be built into a servo re-
quired to handle simple-lag noise, but the optimum time constant is zero
for a servo handling quadratic noise.

These results emphasize the danger of analyzing the performance of
a servo, required to handle a random signal, by the usual single-
frequency simisoidal methods which indicate that the servo here con-
sidered should be able,7’* to follow faithfully (0.l per cent error)

a 65 radf/sec input signal ziving a motion at the output shaft of ap-
proximately 4 degrees.

In thi; section the « servo has been analyzed as an isolated com-
puting element and has been found to be seriously limited in ability to
handle random signals. In this investigation the fact that the y-input
signal varies has not been considered. The effect has been neglected
becamse of lack of means for handling the additional complication.
Nonetheless, variations in y may appreciably increase the acceleration
demands made upon the servo near the end of the run, where changes in y
are as significant as changes in x. Since the a servo is only one part

of the complete proportional-navigation problem setup, its effect should

* Fuchs, A, M., op. cit., p. 105,
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be considered in relation to the operation of the vwhole computer system.
A complete analysis of this problem is not possible but a partial eval-
uation is presented in Sec. 4.4, where more evidence is obtained pointing
toward the serious deficiencies of the preﬁently'axailable & servo. Al-
though the difficulties encountered when this servo becomes part of a
larger loop result from the basic shortcoming observed when the servo
is studied as an independent element, they may assume additional char-
acteristics because of the presence of over-all feedback.

In certain restricted problems approximations such as substituting
x/y for a may be valid or the time scale may be slowed down so that the
present « servo may be satisfactory. These are temporary measures,
however, and the basic demand for a higher gain, higher acceleration
position servo will remain so long as problems are to be solved on the
computer. A brief consideration of what might be accomplished toward
obtaining a more suitable high-speed position servo therefore appears

appropriate.

4,23, Procedures for Improvinz the o Servo.

A redesign of the « servo should increase the loop gain of the
system and the acceleration available at the output shaft. Such a
design can be achieved by using the methods discussed in Sec, 4.22.

As a first step, the results of the preceding section should be used to
determine roughly what gain and acceleration should be sought in an
improved servo. To accomplish this, the input signals to be handled,
the mechanical output desired, and the limits of acceptable accuracy

should be reviewed.
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On a one-to-one time scale the system should be able to handle
quadratic noise signals with w,, as great as 200 rad/sec and css =07,
A more realistic approach, however, from the point of view of what
might be achieved in the servo, would be either to restrict the noise
bandwidth or to change the time scale so that the servo is called upon
to handle a maximm w__ of 20 rad/sec (in computer seconds). If an
rms error of two per cent is to be allowed, the loop gain must then Dbe
increased to approximately 1000 sec-l, as shown by Fig. 4.22-2. With
this gain and w = 20 rad/sec, the corresponding value of a Nl/B
= 22,000 e I AN input noise power dénsity of 0.001 vg/rad/sec
measured at the summing circuit of Fig. 4.22-5 is to be used with
vy =1 volt to give an rms output-shaft movement of 0.1 radian, then

1fe o 700 v/secz.

the rms acceleration called for is a = 22,000 (0,001)
The acceleration available with the present units under these operating
conditions is given by Eq. (4.22-16) as 267 v/secz. The preceding con-
ditions therefore require an increase in acceleration capabilities of
approximately 2.5 times to be able to meet very modest specifications.
If a potentiometer is being used, then an rms shaft movement of 0.1
radian is not great enough to permit neglect of the resolution errors
caused by a finite number of wires in the potentiometer winding. Fur-
thermore, a two per cent error is large. If the error is to be reduced
to 0.5 per cent and the rms shaft movement simultaneously increased to

0.25 radian, then the gain required becomes approximately 4500 sec™™

1/2

for wés = 20 rad/sec. The corresponding value of aﬁ§N is then approx-

imately 50,000 sec-slz. If the increased shaft movement is obtained by
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reducing y to 0.4 volt but by keeping‘?N.= 0.001 vz/rad/sec, then the

1/2 = 15680 v/secg, compared with

required value of a = 50,000 (0,001)
an available acceleration of (267)(0.4) = 107 v/secg. Here the avail-
able acceleration is down by a factor of 15 times from the required
value.

For operation on a one-~to-one time scale (this is particularly
desirable if the generalized portion of the computer is to be used with
the gimbals for testing physical components ), the acceleration require-
ments increase considerably. Although Fig. 4.22-3 does not show We g
equal to 200 rad/sec, the called-for acceleration increases approx-
imately as the square of @ for a fixed value of K. Furthermore, in
order to maintain a constant error as wss is increased, K must be in-
creased approximately in proportion to W except in the region of
very large or very small errors., Figure 4.22-2 shows that a gain of
10,000 would, therefore, be required to keep the error to two per cent
for an w__ of 200 rad/sec. For this value of K and w_ = 200 rad/sec
Fig. 4.22-3 indicates that the value of a/§m;/2 required is of the

7 __-5/2

order of 5 x 10 sec . With §N = 0,001 vzlrad/sec the required

value of a = 5 x 107 x (0.001)1/2 = 1,580,000 v/secz, compared with an
acceleration of 107 v/se02 available when y is 0.4 volt. In this case
the available acceleration is down by a factor‘of 15,000 times from
that required! The problem is doubly difficult because the realization
of a loop gain of 10,000 secnl will be as difficult as the attainment

of the desired acceleration.
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The foregoing calculations demonstrate that if a servo is to be
constructed to handle adequately the assumed class of input signals,
the design must be a radical departure from that of the standard D.A.C.L.
integrator servos.

There are two methods of obtaining a2 higher output acceleration
than is available in the existing servo:

1) The acceleration capabilities of the motor
may be increased.

2) The gearing between the motor and the out-
put units may be eliminated.25

Since no commercial electric motor produces sufficient torque
in thé desired velocity range and still has a torgue-to-inertia ratio
substantially greater than the Bendix CK-3000-1A 2 - phase induction
motor in current use, increasing the acceleration capabilities of the
motor presents a major problem, Dry disc or fluid magnetic clutches
may provide a solution to this problem, but considerable developmental
vork would be required to make such units operationally practical.
Another possible solution lies in using a hydraulic motor, but here
again developmental problems arise, particularly in regard to drift and
noise considerations.

As a temporary measure an appreciable improvement could be achieved
by eliminating the gearing between the motor and the output units by
connecting a peir of resolvers directly to the motor shaft and doing
away with the tachometer, which is unnecessary in a servo designed

specifically as a position device. By eliminating the tachometer
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and the gearing and thus reducing the versitility of the unit, both the
inertia and friction loading reflected to the motor could be reduced,
thereby increasing the available acceleration. The question then

ariges as to whether the increased mechanical gain resulting from the
elimination of the gearing could be utilized to realize the advantage

of the added acceleration capabllities or whether higher order terms in
the system would come into play and consequently prevent any appreciable
improvement. An analysis was, therefore, made of the effect of a second

time lag in the system such that the forward transfer function assumed

the form
(T +1)K(a T.s+l) ° (4.23-1)
b 13
The error squared corresponding to Eq. (4.22-6) is then
+ 109 2 2
= 1 1 Sers+1)(aiTls+l)
€ = (enBy) =05 ) 53 s
s 2t 8 atT-"s (1+a, )T.s
e B8 el i g | & e
2 K K K
~ioo |w w
ss ss
(4.23-2)

The expression for €° given by Eq. (4.23-2) is meaningful only for
a stable system. As the system approaches instability, € approaches
infinity. The gain at vhich this occurs may be determined by applying
the Furwitz criterion to the denominator of the system transfer function.
From this criterion, which is a relation required among the coefficients
of a polynominal for the zeros to be in the left half-plane, the gain at
vhich the system becomes unstable may be calculated. The partipular

expression involved here is the cubic term in the denominator of

R,

ds.
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Eq. (4.23-2), namely,

9%
aTys”  (ay) 5
B e e B - £ (4,23-3)

For a cubic the gain which results in instability is determined by

equating the products of the inner and outer coefficients

2
(1+2. )T T
__}{._.l % 1 a1K1 (4.23-4)
and yields
(1+a1)
Eee— (4.23-5)
o by
For
al = 0.2 and Tl = 00,0016 sec,
a gain of
kbt 12 _ -1
X = (0.2)(0.0016) - 3760 sec

results in an unstable system.

The integral in Eq. (4.23-2) was also evaluated to determine the
gain required to give the minirum error in such a servo. The expression
obtained is quite long and will not be given here, but Fig. 4.23=1 shows

2 curve of the normelized error obtained for the case when

al = 0,2
Tl = 0,0016 sec
w, . = 2.5 raifsec
tss S

The error obtained for 8 0.2 is essentially the same as that obtained

for the simpler case where e 0, so long as the gein is kept below
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about 3000. Previous calculations, however, showed that the use of
gains greater than 32000 may be necessary to reduce the error to an
acceptable value. To be able to utilize these higher gains,'rl and aq
of Eq. (4.23-1) must be reduced.

Before much effort is expended toward the design of a servo to
meet the acceleration, gain, and time-constant requirements outlined,
the noise to be expected in such a high-gain system should be carefully
considered since noise will also set a limit to the maximum gain which
can be reaiized.

The servo designer appears to be faced here with a set of require-
ments which, with present knowledge and equipment, may well be unattain-
able. For the computer operator, on the other hand, the need for a
more suitable servo is very real. The final solution may lie in a com-
bination of apprecliably faster servos than those now possible and a
modification of computer operating techniques in order to make less

severe demands upon the servos.

4.3. Computer Checkings When Noise Is Ingerted.
After the computer has been adjusted to operate properly in the

noise-free unlimited version of the proportional-navigation-with-simple-
lag problem, the next step is to cheeck the operation with noise, and
the value of noise injected into the computer. A simple and effective
test can be obtained by locking the y servo at an appropriate range and
observing the rms value of x resulting from the noise from a fixed

target. Figure 4.,3-1 shows the kinematic arrangement involved.
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Fig. 4:3-1. Geometry of target and missile.

If y is so chosen that the angles involved are small, the linearized

ions can be used, glving

iM =36 (4,3-1)
A (4.3-2)

where here, and in the remainder of this section, x and y are measured

in feet. Substituting these values into the control equation,

gives

Solut

46 + 6 = (b4) a (4.3-3)
Sy n o )
N Ry Gl ) et (4.3-4)

M M

ion of Eq. (4.3-4) for xy yields

X (4.3-5)

g '
A
lf (gil) ﬁ%%+1) ¢ i}

With y locked, -the system has a quadratic transfer function with a

natural frequency given by

,vM(b+1)
wo = T (4.,3-8)
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and a damping coefficient

¢ =:gl-\/ %{13715 ‘ (4.3-7)

Experimentally the mean-square value of Xy is of interest. This
is given for the case of white noise by

+ 400 2

1 % ds. (4,3-8)

o

2
: Ays . b MRS
Ny (p+1) 7, (b+1)

-1 00

For noise characterized by a quadratic with a natural frequency of

0 o and a damping coefficient CSS, the mean-square value of B is given

by
e +i00 5 2
SR 1 1
¥ "o > ) 3 ds.
e AV bl i 8 2zgss
7, (b+1) * ¥, (b+l) =i + 1
M M U}Z @ (4 3_9)
ss ss ¥
The integral tables in Appendix C yield for white noise
Ty (+1) ( :
O S .2=10
Ig g 4,31
and
s v, (b+1)
% = s | (4.3-11)
With use of the integration tables Eq. (4.3-2) gives for quadratic
noise,
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2l 'y 2t A
- al, % S8 ( 1 o ss_ . A?)

i N |3 2
XIB o Ve vM(-bﬂ) Yss Yss
i )
2(_ .y 2{_ 4y
2&853; + A T 2( I -2A+4C§SA)+VZ .
) 1
“ss VM(bi-l )wss vM(b+1 )wss VM(b'i'..) IJI(b+l) Ceg
2.2
iy ( )
Vﬁ(b+l)2 4,3-12
Two typical cases follow:
CASE T CASE IT
Ty = 2000 ft/sec Vy = 2000 ft/sec
(b+1) = 6 (b+1) = 4
y = 1000 ft y = 4000 f%
o 2 _ 2
y = 10 £t%/rad/sec B = 10 £t%/rad/sec
A =1/2 sec A =1 sec
For white noise For white noise
Eq. (4.3-11) yields Eq. (4.3-11) yields
25 = 120 % 247 22 =20 m 247
or or
Kok 1.4 £t B rrs) 7.93 £t

The influence of the mss and {SS used in the noise filter can be

obtained by considering the ratio xﬁ/xﬁ oo WheEre x; oo I8 the mean-square miss
caused by white noise and xli is the miss given Dby Eq. (4,3-12)., This

ratio is plotted in Fig. 4.3-2 for the parameters of Case I and tss of
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0.6 and 0.7. This figure shows that noise shaped by a quadratic filter
can, for a given §N’ cause a larger miss than vhite noise, provided the
demping coefficient and natural frequency of the filter bear the proper
relation to those of the y-locked system. For this same case Eqs. (4.3-8)
and (4.,3-7) yleld w =V22 and ¢ =124,

Experimentally, the rms value can readily be obtained by reading a
mumber of x values taken at equal intervals from a recording of x,
squaring these, awveraging them, and then taking their square root.

Since, in this test, Xy is obtained as a continuous function of
time, both the time between successive points read from the curve and
the number of points read must be considered in arriving at the accuracy
to be expected. Consideration of the number of uncorrelated readings
which must be taken to achieve a specified accuracy will be postponed
until Sec. 5.1. At this point merely the problem of obtaining uncor-
related readings will be considered.

If a fixed number n of values is to be read from the x recording,
the rms value of x is obtained with much better accuracy if the cor-
relation between successive points is relatively small than if the points
are chosen s0 close together that successive points have a high correla-
tion. An appropriate gspacing for successive readings may be obtained
by calculating the autocorrelation function of x obtained for the
y-locked case. The power spectrum of :5{(1:), §x'M(r.u), corresponding to
Eq. (4.3-5) is in accord with Eq. (4.21-1) given by

§N(w)
§LM(UJ) = 5 = (4,3-13)

S S
(1) " VM%bﬂ) %

M
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The autocorrelation function of xM(t) ¢_ ..(7), is the inverse

X, H

Fourier transformation of & 1ﬂ.( w). For white noise, §N(w) is a con-

stant QN. With

o - T AT

T (2+)
and

v =
V. (b+L) °
M
3 2
= o ol 1

I\ it i e (¢.2-14)
m BT W SRS
TR

The sutocorrelation function can be evaluated in the following manner.

2
1 1 1 (
= 5 4,3-15)
82+1§_+}_ 52+1/.f=;+,l_ s2_:-:’._ 4y
e B e 0 B e

Breaking this into two parts, one of which has poles only in the right

half-plane and the other, poles only in the left half-plane, yields

Ms + N —-Ms + N

i1 i
. 4 ,3-16
R T W N S T T ( )
BB BB R B
Therefore,
2
M= £ =&

Writing the transform in Eq. (4.3-14) in integral form gives:
+ 100

(4,3-17)
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Equation (4,3-17) can then be written:

+io0 +400
§ )
ey A ! Ms + N 78 -Ms + N s
oyl =g =y T G TR M o CTRETIE a LR
n g +—+ = 8 = == 4 =
2 BB 5 ¥ BOH
(4.3-18)

The first integrend has poles only in-the left half-plane and can
be evaluated for 7> 0 by closing a large arc around the left half-
plane since the integral along this path and the i axis is equal to the
residues at the enclosed poles. The integral along the large arc ap-
proaches zero for this term, therefore the integral along the imaginary
axle is equal to the sum of the residues at the poles in the left half-
plane., The second integral is zero around this same complete path
because the integrand has no poles in the left half-plane. Since the
exponential is bounded for positive values éf T and negative real
values of s, the integral along the arc approaches zero. Consequently,
the integral along the imaginary axis is zero. Thus, for 7 > O the
value of #(7) is given by the first integzral alone. A similar line of
reasoning shows that for 7 < 0 the value of ¢(?) is given by the second

integral. Therefore, for T >0

§ -
_ B =1 Ms + N 1
¢X,I':(T) i 2 x‘ 2 vs i { n (4.8-‘.L9)
8 + — 4+ =
N [ b
Bl at
s i g AR SR Y e (4.3-20)
(S e '2_) + |= = -—-2-
b - m
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When the inverse transform of Eq. (4.3-20) is taken

vV
- —— 1/2
B'niN 2a 2
1 e 1 i/
g o= sin|[= - =—| 7 + ¥ (4.3-21)
x, M 2 (.L_, 1}2)1/2 1/2 4.2
B 4u2
where

B

v?e %
@< tan " %H(;' - """-*) .

B g

Substitution of the values of p and v gives for 7 >0

vM(b+1> 132 > e
§(r) =ﬂ§mvff(bﬂ) ) o ot vmg - Rl
3 M e 42/
& 43.2
i (4.3-22)

where

AV, (b+1) 1/2
¢ £ an™t 2(——%——— - %) .

Eveluation of ¢§(7) for 7 = O yields

3V, (b+1)

vhich checks Hq. (4.3-11) for the value of Xy , as it should.
{, rms
Successive points on the x plot can be considered sufficiently

uncorrelated if ¢(7) is only 10 per cent of the ¢(0) value. This re-
7/2

_"'}
& factor to be approximately e = or T = 1 second for

quires the e
A = 1/2 second. Since the computer was run with an 8-to-l1 time-scale
extension, 8 seconds of running time are required to simmlate one

second between adjacent points.
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Tests with y locked proved a2 very valuable means of checking the

accuracy of the computer when operating with noise signals because

100 samples for a y-locked check can be obtained in roughly one seventh
the time required to make 100 complete runs with noise. After the
final noise-generating and-monitoring schemes discussed in Chap. 3
vere adopted and the G servo was replaced by the divider servo, the
computer gave experiméntal points which matched the curve of Fig. 4.3-2
to within approximately 5 per cent for 100 points. This accuracy is
essentially that expected because of the statistical nature of the

problem as discussed in Sec. 5.1.

4.4, Effect of Time Lag in the @ Servo.

The maximum gein which can be utilized in the @ servo can be de-
termined according to the methods of Sec. 4.2. When this servo is used
as part of a complete problem, the effect of the time constant 71 on
the over-all accuracy should be determined. Unfortunately, such an
analysis cannot be made for the general problem but the special
y=locked problem discussed in Sec. 4.3 has been studied. In this case
the actual o obtained is found by multiplying the expression for «,
Eq. (4.3-2), by the transfer function of the « servo given in

Eq. (4.22-3). Then

- =( X H) 1 ; (4.4-1)
v ¥ 2
1s g
T hptd



115

Substituting the value for « from Eq. (4.4-1) into Eq. (4.3-3) gives

. i 1 -
) )

18 8
= £ 4
X K e

The solution of Eq. (4.4-3) for x), then vields

(2+1)
> y
ATE.S (.A. 7'1)3+A+__1_ 2,8 b
VK v b g
e K" M
The mean-square value of x is then written as
+
g: B (m)2§ (o)
| ha N A
S e E P ds (4.4 ‘:)
ATt (s "1 Sl a2
RS ¥
—~i00 IK IIK I”

where §N(w) is the power spectrum of xﬂ(t). For the case of white noise

§N(w) is constant.

F () =8 . (4.4-5)
When §N is substituted and the integral evaluated,the expression for
xﬁ becomes
T
£ede 2
e £57. (4.4-6)

2 =B 5
iy s |:- %(A - Tl)z +(5%)(%)<A2 - %+ %)J

When K- Eq., (4.4-6) yields the result of Eq. (4.3-11),

2 7, (v+1)
DT S sy (4.4-7)
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Use of this value as a normalizing factor zives

xfi ’_ (A"K + &+ 7))
X1 Koo AK+A+Tl——-§r-—-~(A+'Tl)

In Fig, 4.4-1 xﬁ/xﬁ'K*GO is plotted as a funetion of the servo
gain K, This figure shows that if K is reduced to 14.1 an oscillation
of the over-all loop takes place as a result of the time lag in the
o servo. Even if the gain is increased to K = 60 (approximately the
maximum allowed by the acceleration limitations of the servo, as dis-
cussed in Sec. 4.22), the error introduced by this servo in solving the
y-locked problem at 1000 feet is still approximately 3.5 per cent of
the simple-lag case with A = 1/2 sec and (b+l) = 6.

Unfortunately, this same type of error analysis cannot, at present,
be extended to the proportional-navigation problem with time-varying
parameters, but the preceding analysis indicates that the combination
of the inherent time lag and the limited gain which can be utilized
in the a servo introduces appreciable computing errors, particularly
toward the end of the problenm,

The discussions in this chapter show that until a servo is avail-
able vhich possesses greater acceleration capabilities and a smaller
time constant than the present D,A.C.L. electromechanical servos,
considerable error will be introduced whenever the computation of an
arc tangent is required. Fortunately, for the type of problem being
studied here, x/y may be substituted for & with negligible error, since

& never exceeds approximately 10 degrees until the last 200 feet or
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less of the problem. For these close ranges the difference between
x/y and « causes negligible error. This substitution should not,
however, be relied upon to give accurate answers to problems involving

initial ranges greater than 5000 to 10,000 feet.



CHAPTER 5

PRESENTATION AND INTERPRETATION OF EXPERIMENTAL RESULTS

Operating experience with the M.I.T, Flight Simulator indicates
that extreme care must be exercised if meaningful results are to be
obtained from any large-scale computer. Use must be made of every
available procedure whereby portions of the computer setup can be
analyzed separately to check analytic solutions against simplified
cases of the general problems being studied. Furthermore, it is
important to distinguish between the accuracy limitations imposed by
the equipment involved and by the nature of the problem itself. In
this way machine errors can be identified and corrected but time will
not be wasted trying to achieve higher accuracy than the nature of the
problem allows,

The probable error imposed by the statistical nature of the noise
problem and the results obtained in checking computer solutions against
analytic results for the linear case are accordingly discussed before

treating the general problem involving limiting.

5.1. Probable Error Imposed by the Statistical Nature of the Problem.

Since a statistical distribution of miss distances is expected in
any problem involving noise, the probable error-expected from taking
only a limited number of runs should be considered. It is desired to
determine the probable error expected in checking the rms value of the
nisses obtained experimentally with the standard deviation of the miss

obtained analytically. The simplest case occurs when the missile is
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attacking a target flying a straight-line course. Tor a missile
initially on a collision course, noise alone causes the miss. If the
noise is normally distributed about zero and, if no limiting occurs,
the miss distances will be distributed normally about zero.

Some of the accuracy considerations involved in making statistical
studies have been investigated by R. C. Booton. A heretofore unpub-
lished note by him is included as Appendix D. There he points out, for
the case where the variable (miss distance) is normally distributed
about zero, that approximately 800 solutions are required to insure a
95 per cent probability that the standard deviation calculated from
the finite number of samples be within 5 per cent of the true standard
deviation. On the other hand, if a 50 per cent probability of being
within 5 per cent can be tolerated, only 90 samples are required.
Since the collection and processing of data are very time-consuming
operations, a balance must be struck between the accuracy to be ex-
pected in an answer and the time required to obtain the answer. For
most of the results reported, approximately 100 samples were collected
in each instance. There is, therefore, a 50 per cent probability that
the results are within 5 per cent, or a 95 per cent probability that
they are within 14 per cent of the true results, on the basis of sta-
tistics alone. The accuracy figures may be somewhat in error because
the samples are not in all cases normally distributed about zero.
However, on the basis of experimental observations there appears to be

little reason to suspect any large discrepancies.
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5.2. Comparison between Experimental and Analytic Results for the Case

of Linear Operation.
The first situation investigated in this computer study applied to

a missile having a proportional-navigation-with-simple-time-lag control
system and unlimited available acceleration, The control equation for
this case is
4+ 6 = (v+l)a (5.2-1)

and the corresponding basic computer setup diagram is given in
Fig., 5.2-1, vwhich is essentially a more detailed version of Fig, 2.2-2.

In order to set up the computer a detailed setup sheet is required
for each integrator as well as for special equipment such as the limit-
er, noise generator, and noise monitor.. For this case, the limiter of
Fig. 5.2-1 is set on "no limite" and the filter sF(s) between (b+l)a and
& Dbecomes s/(As+1), which is equivalent to 1/(As+l) between (v+1)a and 6,

A computer study of the situation where the missile is capable of
unlimited acceleration is of considerable importance because analytic
miss-distance data are available as checks, A typical solution ob-
tained with the preceding setup is illustrated in Fig, 5.2-2, Since
solution coding and data recording play an important role in a study of
this type, some of the techniques developed during this study are con-
sidered in Appendix E.

Other studies4 had established the fact that the target maneuver
producing the greatest miss in@olves a head=-on approach, with the target
making a single circular turn at a eritical range which occurs between

3000 and 8000 feet for the usual missile-control-system parameters.
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This work, ig addition to the analysis discussed in Chap. 1, had indi-
cated that for the unlimited case, at least, wvalues of A = 0,5 sec and
(b+1l) = 6 are nearly optimum,

Furthermore, with these values and a maximum available lateral ac-
celeration of 10g, which corresponds to what the best missiles now under
development can achieve at altitudes up to approximately 25,000 feet,
and a target turn of 4g, which is also reasonable at low altitudes, the
maximum miss in the head-on noise-free case occurs if the target begins
to turn at a range of approximately 4000 feet. This tactical situation
was, therefore, used as a standard for the greatest portion of this
investigation, since it was felt that a control system which gave ac-
ceptable results in this case would also be acceptable in the majority
of situations. To obtain a complete evaluation, the final system
should, of course, be studied under other situations and should also
be evaluated in relation to its ability to remove initial launching
errors.

In this study, the rms value of the miss was generally used as a
criterion of the worth of a particular system, although the probability
of a miss less than 50 feet was also calculated for some cases as a
figure of merit. In a final analysis, it can be argued that the
"probability of kill" is a better criterion. The calculation of this
probability depends basically on the rms value of the miss distance tut,
in addition, depends upon the exposed area and vulnerability of the

target, as well as the nature of the warhead used in the missile. It is
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felt that such factors unnecessarily complicate a basic investigation
without aiding much in evaluating the relative worth of various con-
trol systems.

In the first studies involving noise, the noise was injected
ahead of the &« servo as a distance X and a perturbed angle & was
calculated (Sec. 3.45), as shown in the setup diagram of Fig. 5.2-1,
In spite of the fact that the « servo was being overloaded by the noise
toward the end of each run, this setup gave reasonably good results
in the unlimited case, since for this case the miss was essentially
independent of the bandwidth of the noise. Later work on the limited-
acceleration case showed the necessity of avoiding unintentional lim-
iting of any type. In an effort to avoid limiting difficulties, the
second scheme discussed in Sec., 3.45 for inserting noise was tried.
The setup diagram of Fig, 5.2-3 shows the arrangement used in this
method of calculation. A few runs were made with this scheme but,
since the divider servo employed was not sufficiently accurate to be
considered a true computing element, very little was learned from these
tests.

The third method discussed in Sec. 3.45 was finally adopted as
being the best available computing arrangement. This setup, shown in
Fig. 5.2-4, employs the same linearization in the computation of & as
was used in the analytic work, The angle o is taken merely as
(x + xN)/y, rather than as the arc tangent of (x + xﬁ)/y.

For maneuvering targets and no noise, a comparison of the results

derived from the analytic study with those obtained using point-by-point
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integration with desk calculators verified that this approximation
vielded a very high degree of accuracy. In the noise studies without
limiting the close agreement finally obtained between experimental and
analytical results is demonstrated in Fig. 5.2-5 for a particular set
of parameters. Each point on this curve corresponds with the analytic
value to within the error to be expected from the statistical nature of
the problem, plus the expected machine errors.

The histogram obtained from a typical set of runs with unlimited
available acceleration is shown in Fig, 5.2-6., The dotted curve in
this figure is an approximation to the experimental data while the
solid line is a normal distribution curve drawn with the standard dura-

tion obtained using Eq. (1.4-7).

5.,3. Methods of Introducing Limiting,
Two different ways of instrumenting the equation

A6 + 6 = (b+l)a, for 6_< © (5.3-1)

lim
ere shown in Fig. 5.3-1. For convenience in machine setup, the input

to this portion of the computer is taken as (b+l)a rather than (b+1)a.,
In method "a" the quantity (b+l)a is filtered to gzive éc, which might

be termed the called-for acceleration. Replacing the filter 1/(As+l)

operating on an input signal (b+l)&.by a filter s/(As+l) with an input
(b+l)a gives the same output. The resulting éc signal is then limited
and péssed through an integrator to give 6. For case "a",

a8+ 6 = (bH)a
This case might therefore represent the situation where an electronic

filter, with a transfer function of (b+l)/(As+l), occurs in the missile
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between the o signal and the éc signal. Limiting takes place on the

ec signal with no local feedback from the actual missile © or 6.

s éc 6 | 6
b+ a B o » LIMITER 2 S >
a, Open-loop limiting,
: 6
AB. AB | i
E : -y
b+)a —» —7 LIMITER < [ "

be. Closed-=loop limiting.

Fig. 5.,3-1, Two means of introducing limiting.

In method "b" limiting occurs within a feedback loop and the con-

trol equation assumes the form
15+ 6 = (vh)a.

This represents the situation where a feedback signal corresponding to
é is obtained locally either from an angular accelerometer or a gyro
mounted on the missile, This second setup requires that a constant of
integration, -y, be added to account for the fact that one integration
of Bg. (5.3-1) has already been performed.

If the limits are not exceeded, both of these arrangements give
exactly the same output, but when limiting occurs the results may

differ., Furthermore, so long as the called-for acceleration always
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remains above the limiting value, once this value is attained, the two
schemes give the same results, Different acceleration programs would
be expected, however, in cases where éc is going into and out of the
limits.

A general study might well concern itself with either one or both
of these arrangements or possibly additional arrangements. In the
study of a particular missile a careful analysis should be made to
insure that the filtering and limiting be simulated in the manner in
vwhich they actually occur.

Some of the earliest simlator work done for this study employed
closed-loop limiting, as shown in Fig, 5.3-1b., This setup was used
principally to save an integrator, btut might well have represented a
practical missile system. Later studies employed the open-loop limit-
ing represented in Fig. 5.3-la bécause it was felt that this more
nearly approximates the type of limiting occurring in the Meteor
missile,

Another condition to be considered concerns limiting and energy
storage. A simple example of this situation is shown in Fig, 5.3-2.

In Fig. 5.3-2a the output voltage is limited when the voltage
across the condenser C exceeds the limiting level, tut the voltage a-
cross C continues to rise as the input is further increased. In
Fig. 5.3-2b, thg voltage across C is fixed at the limiting level, once
this level is reached, regardless of how high the inrut signal may rise
subsequently. It makes no difference in the output signal which method

is used, so long as there is no question of the output signal dropping
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below the limiting level, once this level is attained. It is readily
seen, however, that for certain types of decreasing input signals the
output could come out of the limits much earlier in the setup of

Fig., 5.3-2b than in Fig., 5.3=2a.

R £
O—ANANA _l_ ANAN =
LOW-IMPEDANGCE
INPUT C LIMITER OUTPUT
o =———)
a.,
R
DA _L —O
LOW-IMPEDANGE
INPUT TG . LIMITER OQUTPUT
O e

b.

Fig. ©5.3-2. Energy storage possibilities
in a system with limiting.

In the case of higher order filters, such as quadratic and cubic
systems, the number of energy-storage situations to be considered
rises to two and three respectively.

In this computer study the filters were simulated using electro-
mechanical servo integrators ‘a.nd the limiters were of a completely
nonreacting type. The limiter had no effect on the filter and the
shafts of the integrators were free to continue to turn after the

output signal reached the limits.,
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5.4, Results Obtained with Noise, Target Maneuver, and Limiting

for the Proportional-navigzation Problem Involving a Simple-las

Filter.

Figure 5.4-1 shows a typical simlator solution for a homing-
missile trajectory problem involving a proportional-navigation-with-
simple-lag control system, target maneuver, radar noise and accelera~-
tion limiting. When all cases of unintentional limiting in the
similator were eliminated, so that the broadband noise could be used,
it was found thaf there is & marked dependence of miss on noise band-
width for the problem involving noise, target maneuver, and limiting.
It therefore becomes impossible to specify miss distances without also
giving a complete description of the noise power spectrum.

Figure 5.4-2 shows as a function of the bandwidth of the noise the
rms misses obtained in the standard tactical situation deseribed in
Sec. 5.2 for the cases of no limiting, a 10g limit, and a 5g limit. In
these cases, the zero-frequency noise power density iﬁ was held at
10 ftB/rad/sec, with the consequence that the rms value of the glint
noise inereases along with its bandwidth., With the preceding power
density, a bandwidth of 200 rad/sec represents an rms noise of 65 feet.
This figure may be high by a factor of two but is still only approxi-
mately 90 per cent of the half-wing span of 3.3—29 and is therefore
possible. Figure 5.4-3 shows a histogram of the miss distances obtained

for a typical simple-lag control system.
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The analysis of Figs. 5.4-2 and 5.4-3 is facilitated by calculating

the distance the target moves normal to the line of sight from the

beginning of its maneuver until collision. This distance is given Dby

Ly (0.5)aTt§ £4 (5.4-1)

vhere an is the lateral acceleration of the target in ft/sec8 and tf
is the time of flight in seconds.

For the head—-on case with a 4g turn beginning at 4000 feet

1l

(0.5)(32.2)(4)(555%9%95555)2

1

114.5 f%.

For the preceding case the simulator gave an rms miss of 88 feet
for a noise bandwidth of 193.6 rad/sec. This result shows that the
missile has moved laterally only 26.5 feet during the time of flight.
Therefore, the migssile has developed an average acceleration of only
0.93g, whereas it is capable of 10g.

Figure 5.,4-4 shows the results of similar calculations made for
ranges up to 12,000 feet. The calculations show that, although the
missile misses its target by a large amount, it is, on the average,
developing only a fraction of its full acceleration. A more complete

picture of what is taking place can be gained by comparing the

- programs obbtained in typical solutions to the foregoing problems with

the corresponding 8 programs obtained for noise-free cases (Fig. 2.3-1
vs. Fig, 5.4-1).
For the 4000-foot case with broadband noise (w = 193.6 rad/sec)

the noise cemses nearly the limiting value of & to be developed, first
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in one direction and then in the other, during the full length of the
trajectory. The constant-turn target maneuver superimposes a bias,
which increases steadily in one direction during the course of the
fligat, on the 6 called for by the noise. If the noise were large
enough to override completely the biasing term, the resulting accel-
eration would jump back and forth between the limiting values, folléw—
ing only the noise. Since the noise is distributed about zero with
an average value of zero, the average acceleration developed by the
missile in this case would, therefore, be zero with the result that
the missile would develop no average lateral displacement during the
flight (see Sec. 5.7). In the meantime, the target moves over by the

amount
%y = (0.5)ayts 28, (5.4-1)

which then becomes the value of the miss.

The effect of changes in the various parameters of the system
may now be discussed in a qualitative way. 3Both the bandwidth and
the zero-frequency power density of the noise become important in this
situation. If these quantities are sufficiently large, the missile
will develop no average acceleration during the course of the flight.
The value of the noise required to produce this situation, however,
depends on the range and the maximum acceleration the missile is able
to develop.

If the noise were extremely large, the miss would increase with
the square of the range. At an acceleration of 4g and a velocity of

1000 ft/sec the target flies in a circle with a radius of 7800 feet
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and a period of 49 seconds. Accordingly, the (O.5)aTt§ approximation
to the lateral movement of the target is within approximately 3.5 per
cent for values of tf as largze as 5 seconds. This means that, for
head-on attack with ranges up to 15,000 feet or for tail attack with
ranges up 0 5000 feet, the (O.S)aTt?. approximation is valid. With a
pover spectral density of Zy = 10 £t°/rad/sec and a bandwidth of
193.6 rad/sec, the noise does not call for the full 10g acceleration
from one side to the other until the range becomes approximately
4000 feet, or less. This figure can be obtained by inspection of the
test solutions or can be calculated approximately with the assumption

that @ and 8 are related by a pure integration; that is,

T
G-C—T ).

With
: 2
vuem = 10g = 322 ft/sec”,
bk 20 L
Fe
and
e (R
T r

the range at which the rms called-for acceleration exactly equals the

limiting value is determined as

2ty o E o 22)(68)(2000) _ 4a00 g5

A 322 322

r =

For turns beginning at shorter ranges the miss would increase ap-

proximately as the square of the range. At the beginning of longer
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range trajectories, however, since the noise does not require the full
available acceleration, some is available for following the target
maneuver, and the miss no longer increases appreciably with the range
at which the maneuver is begun.

As the rms noise is increased fy increasing the spectral density
or the bandwidth, the range at which the noise requires the maximum
available acceleration increases. For these longer ranges the miss
is, therefore, larger with greater noise, whereas for the shorter
ranges it is affected very little.

Analozous reasoning indicates that, as the maximum lateral accel-
eration which the missile is able to develop is reduced, the range at
vhich noise alone drives & from one limit to the other is also reduced
or, for a given range, the spectral power density or the bandwidth of
noise which calls for the full acceleration capabilities of the missile
is reduced. Each of these effects tends to increase the miss with a
decrease in the acceleration capability of the missile. The effect of
a decrease in vﬁémax from 10g to 5g, for example, is pronounced in
those regions of operation where the 1l0g missile gives fair results in
reducing the miss but is hardly recognizable vhere the missile already
operates poorly.

So far, no mention has been made of the éffect on the miss of the
control-system parameters A and (b+1). In the case of unlimited
missile-acceleration capabilities a fairly sharp minimum in the miss
distance is observed as either A or (b+l) is varied while the other is
held constant (Fig, 5.4-5). In this case, an optimum ratio of A to

1.25

(v+1) can be calculated for specific values of noise and target
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meneuver by using Eq. (1.4-28), tlhen A is independently made very

large or (b*l) approaches zero, the miss approaches the (O.5)aTt§
value.

As the acceleration capabilities of the missile are reduced,the
minimm in the misé distance increases and becomes very broad, finally
becoming merely the value (O.5)aTt§ for all values of A and (b+l),
when the lateral acceleration is limited to zero. In cases where the
missile acceleration is limited to the order of 10g, the choices of A
and (b+l) become very noncritical on the basis of miss alone. Never-
theless, lower values of A and higher wvalues of (b+l) tend to make
the control surfaces of the missile follow the noise to a larger
degree. As a result, increased power is required to move the flaps

and the drag is increased, thereby decreasing the velocity or requir-

ing additional propulsive power if a constant wvelocity is to be main=

(¢}]

tained. Values of A from 0.5 $0 1 second and values of (b+l) of 5 to
appear to be most suitable. The results given here show that the
simple=lag system would perform poorly in the face of broadband noise,
both as regerds excessive miss distance (greater than 50 feet) and
excessive power requirements. Since no information is available at
this time to show that the noise does not spread over a band of 100 or
more rad/sec, the only safe approach appears fo be to attempt to design
a control system which operates satisfactorily in the face of broad-
band noise. Consequently, control systems employing quadratic and

cubic filters are examined.
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5.5. Proportional-nayvigation System with Quadratic Filter.

The simple-lag system is represented as

Lrslline (5.5-1)

The corresponding quadratic system is

TR0 D I e e

: Gim e a= 6. (5.5-2)
g 2l.s [ s +ds+l
R 4P d, 2
e T |

A starting point for investigating this system can be obtained by

equating the effective bandwidths of the simple-lag and quadratic

systems.,
ni. > wp
2 A 4CF
or
w
:_F ='§Z : (5.5-8)
F

With A = 0.5 second and {y = 0.707, Eq. (5.5-3) yields wy = 2.8 rad/sec.

The simlator setup used in the study of the gquadratic system is
the same as shown in Fig, 5.2-4, but with the quadratic-filter arrange-
ment shown in Fig. 5.5-1.

The first tests made during the study of the quadratic system were
for the purpose of evaluating the 2bility of the system to follow
target maneuvers in the absence of noise. All systems which, in this
test, gave a miss distance greater than 50 feet could be eliminated
immediately on the grounds of being too slow. The results of these

tests in the standard tactiecal situation discussed in Sec. 5.2
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FIG. 5.5-1., BLOCK DIAGRAM OF QUADRATIC FILTER.
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(maximmum missile acceleration of 10g, head-on approach with 4g target
turn beginning at 4000 feet) are shown in Fig. 5.5-2 for several
combinations of (b+l), ®ps and tF‘ These tests indicate that systems
with W greater than apprsximately 2 rad/sec and (b+l) larger than

4 are fast enough to keep the miss distance below 50 feet from this
type of target maneuver.

Acceptable miss distances (less than 50 feet) can be achieved
with filter bandwidths as low as 1.0 rad/sec if wvery large values of
(v+l) are employed. A strong possibility exists, however, that systems
with such high values of (b+l) will lead to instability probdlems in
actual missile systems.

Figure 5.5-3 shows the effect on the miss distance of the range
at which the target begins its turn for the case of a quadratic-filter
system with wp = 3,33 rad/sec and {5 = 1.0. These results indicate
that in order to keep the no-noise miss below 50 feet for all ranges
the value of (b+l) must be at least 6.

Noise was next added to the system and further tests were made.
The increased number of parameters in the quadratic system and the
statistical nature of the general problem, made impossible the collec-
tion of sufficient data to allow the formulation of definite conclu=-
sions. The principle results obtained are shéwn in Pig. 5.5-43 a
typical solution involving noise, limiting, and a quadratic control
system is showm in Fig. 5.5=5; a histogram of miss distances for this
same system is shown in Fig, 5.5-6. It appears from the limited data

that the optimum is rather broad and occurs for a system with an W
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FIG. 5.5-2. MISS DISTANGES OBTAINED WITH MISSILES
USING QUADRATIC CONTROL SYSTEMS AND
OPERATING IN THE ABSENCE OF RADAR NOISE.
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of approximately 3.3 rad/sec, a tF of 1.0 and a2 (b+l) of 50r 6. A
partial rerun of these data was made several months after these
values vere selected and it was found that somewhat better results
were obtained with higher values of wy (of the order of 8 rad/sec).
The large value of miss obtained with no noise fqr the system with
wp = 8 rad/sec and CF = 0,707 (see Fig. 5.5-2) leads to the conclu-
sion that some parameter in the computer was probably incorrectly set
during this part of the study. Further studies should be made to
clear up this ambiguity.

For the velue of the spectral density of the noise which was
used in collecting the data of Fig., 5.5~4 a comparison of the results
presented in Figs. 5.5-2 and 5.5-4 indicates that the quadratic system
with U equal to one radian per second behaves the same, whether or
not noise is present in the system. ZEven for an U equal to 3.3
radians per second, the miss is essentially independent of the noise
bandwidth so long as (b+l) is less than 6. One general conclusion may
be drawn from a comparison of the results obtained for simple-lag
systems (see Fig., 5.4-2 and Ref. 4) with those for systems employing
quadratic filters of comparable bandwidths and using comparable values
of (b+l). With no noise the simple-lag systems yield smaller miss
distances than the quadratic systems of equivalent bandwidths. Simple-
lag systems, on the other hand, produce larger misses than quadratic
systems if, when the simple-lag system is used, the noise bandwidth is
large enough to drive the called~for acceleration from one limit to the

other during an appreciable portion of the trajectory. Some further



154

consideration of these effects is given in Sec. 5.8,

5.6. Proportional-navigzation System with Cubic Filter.

The most general cubic system is represented as

'ib+l)(-czsz Hierm K BY L
% @=06, (5.6-1)

S 2
liizs +d_28 +dls+1

and ¢, equal to zero, a pure cubic system, which atten-
&

By making cq
unates the high-frequency noise at 18 db per octave, is obtained.
Lead terms are inserted by assigning appropriate values to cq and. Coe
The results of a mumber of tests of noise-free trajectories are
given in Table 5.6-~1 and Fig, 5.6-1, Table 5.6~1 shows that a denom-

L 0.485° + 0.88 + 1) gives satisfactory operation

inator of (0.072s
when used with a (b+l) of 6 and 2 lead term of (0.8s + 1), The effect
of the lead term was investigated for cubics with the preceding denom-

inator. This investigation showed that a pure cubic system (cl =g, =0)

2
is too slow to follow a target maneuver. If sy is made equal to zero
and cq equal to 0,2, the numerator becomes a factor of the denominator
and the system degenerates to a quadratic with Wp = 1.66 rad/sec and

{p = 0.5 (see Fig. 5.5-2). The study of quadratic systems indicated
that this system was also too slow to follow a maneuvering target.

Therefore, a lead term larger than 0.2s is reqﬁired if an acceptable
cubic system is to be achieved. Tests showed that a lead term of at
least 0.8s was necessary to give satisfactory no-noise operation and

that a system with this amount of lead also performed reasonably well

in the face of noise. The transfer function finally selected as being
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FIG. 5.6-1. MISS DISTANCES OBTAINED WITH
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Miss Distances Obtained with Cubic Control Systems

Conditions:
1. Cubic control system defined by

6(0.8s + 1)

e
dsss + d2s2 +as+1

2. Initial collision course with a 4g target turn beginning at ro.
3. Maximum lateral acceleration of missile equal to 10g.

4, No radar noise.

Range, ELum 4000 ft Range, B 8000 ft
a, | 0.24 0.48 0.72 0.24 0.48 0.72
% dy (£t) (£%) (£%) (£%) (ft) (£t)
0.4 6 24 25 45 -6 11
0.036 0.8 12 27 28 7 -7 18
1.2 17 32 40 1 12 48
0.4 22 35 42 22 -20 10
0.072 0.8 24 26 45 19 -7 20
1.2 28 38 46 2 18 52
0.4 35 42 48 -18 =17 21
0.108 0.8 38 44 54 0 2 42
1,2 28 44 54 2 25 60
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acceptable is

[ 6(0,8s + 1)

3

= & =6, (5.6-2)
[9.0733 + 0,488 + 0.8s + 1

The lead term in this function is so important that the resulting

: medium frequency response differs very little from that given by the
quadratic approximation obtained by dividing out the lead term. The
natural frequency of the resulting quadratic is 3.33 rad/sec and the
damping 1.0.

For the standard tactical situation which has been employed, and
an r  of 4000 feet, the system defined by Eq. (5.6-2) yields a miss of
36 feet for the noise-free case. Figure 5.5-2 shows that when (b+l)
is 6 the corresponding quadratic system (QF = 3.33 rad/sec, by = 1.0)
gives a miss of 40 feet. With noise (wss = 200 rad/sec, §N =
10 ftglrad/sec), the cubic system yields an rms miss of 56 feet for an
r0 of 4000 feet, vwhereas the quadratic system yields a miss of 53 feet
for the same situation. The small disparity noted between the two
cases may result as much from the differences in machine operation as
from inherent disgsimilarities in the two systems.

Patterson and Gra:vlam'g6 attached considerable importance to the
zero-frequency phase-slope of the control-system transfer function.
This dependence is not borne out by the preceding tests. The system of
Eq. (5.6-2) has zero phase-slope at the origin. The operation of this

system was compared with that of a system having a control equation

Sgiﬁo'gs; 1) o (5.6-3)
0.0728° + 0.48s° + 0.8s + 1
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Since the numerator of Eq. (5.6-3) is a factor of the denominator, the
system is actually a quadratic with wp = 1.66 rad/sec and CF = 0.5.
Substitution of (b+l) of 24 in Eq. (5.6-3) gives this system the same
high-frequency characteristics as the cubic of Eq. (5.6=2). The low-
frequency characteristics of the two systems are quite different, as
the quadratic system shows a zero-frequency phase-slope of minus

32 deg/rad/sec. TFor an initial range of 6000 feet and a noise defined
by w = 200 rad/sec and 8, = 10 ftg/rad./sec, the rms miss obtained
with the cubic system was 58 feet, whereas with the quadratic system
it was only 40 feet.

These tests indicate that a consideration of only the steady-state
sinusoidal response of the transfer function of the control system does
not suffice. In fact, the problem of a missile following such a target
meneuver is essentially a transient problem, with a signal (O.5)aTt2 as
the forcing function. A better indication of the action of a system
probably can be obtained from the initial portion of the step response
than from the low-frequency steady-state characteristics. Step responses
for the cubic of Eq. (5.6-2) and the quadratic corresponding to
Eq. (5.6-3) are given in Fig. 5.6-2. Actual rather than normalized
gains are used in these plots. Since the systems should be compared
on a high-frequency rather than on a low-frequency basis (because the
times of flight are of the order of 1 to 3 seconds ), attention should
be focused on the initial portion of these transients. When compared
on this basis, the average rate of rise of the response of the quad-

ratic system for the first second is approximately twice that of the
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cubic system. The overshoot of the quadratic response is 15 per cent,
compared with an overshoot of 36 per cent for the cubic. Furthermore,
the steady-state gain of the quadratic system is 4 times that of the
cubic system, The zero-frequency phase-slope appears, in fact, to

have little significance.

5.,7. Calculation of Mean-sguare lMiss Distance for a Missile Subject

to Random-square-wave Acceleration.

As was shown in Chap. 1, the unlimited missile problem involving
noise can be handled analytically. At the other extreme, the rms miss
can also be calculated analytically for the following special case.

At high frequencies a simple-lag system, which is characterized

by the relation

—(L% % =8, (5.5-1)

iL

(As + 1
acts like a pure integrator. If the radar glint noise received by
such a system is defined by a random square wave, measured in position
at the target, then & consists of a train of randomly spaced impulses
(positive and negative). Therefore, if only the high-frequency opera-
tion of the system is taken into account, the missile acceleration 6
follows a random-square-wave program. The preceding situation will be
studied for the particular case where the called-for acceleration is
large enough to drive the missile from one acceleration limit to the
other, in the manner of a random square wave. The radar noise need
not actually have the form of a2 random square wave for this analysis

to be applicable, because essentizlly a random-square-wave acceleration
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will be produced, even by Gaussian noise, if its amplitude is so great
that the resulting called-for acceleration is much higher than the
limiting level.

If consideration is given to a large number of trajectories, of
migsiles initially on straight-line collision courses tut which, for
a time tf before the collision point, are subjected to a random-square-
wave acceleration program, there will be an increase in the standard
deviation from the straight-line course as the time increases from
zero to tf.

The mean-square divergence of the missiles from a straight-line

course can be expressed in accord with Eq. (4.21-3) as

P = fwlF(iw)

Because the system beingz considered has a finite settling time, F(iw)

2
Hw) dw. (6.7-1)

is not a2 rational function and Eq. (5.7-1) cannot be evaluated from
the integral tables of Appendix C.

Since position is obtained by twice integrating acceleration,
twice integrating the random square wave of missile acceleration gives
the random position of the missile which, in turn, is a function of
the time of flight. The impulse response of the system with respect

E 3
to the final time % from acceleration to position, is therefore a

f’

ramp and may be defined as

£(7)

n

i for T’(tf

27 =0 for T>t.

* Because this is a2 time-varying system, the impulse response must be
taken with respect to a definite time.
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where

tf = the time of flighst.

The power spectrum from the random square wave of missile acceleration

is
2
$(w) = —-?—4'—5- (5.7-2)
m(w® + X)
vhere
% = the peak value of missile acceleration,
and

It = twice the average crossing rate of the random
square wave of acceleration.
When D(w) from Eq. (5.7-2) is substituted in Eq. (5.7-1) and the

variable is changed from w to s/i, the expression for the miss becomes

5 +ioco
=1 by 2 2
Z o | I 1
K s s)| |T5 5| as. (5.7-3)
—iso

If F(s) is the transform of f(7'), then by means of real convolution

Eq. (5.7-3) becomes

1

Blcaﬁful'b('r’)lz ar (5.7-4)
0

vhere

n

=T

b(7) = 2(T)we



Writing out the convolution gives

i -1<(7-7,,)
b(7) =f £(7,)e v
0

Then
T kT
&ETo(7) = £ )e ©ar
2 2
0
T feT
- ~ %
= Tge d’T’g for T« P
0
and

]
= l-\:TP
= ‘Tze d?‘z for T > tf »

Another change of variable (7, = p/k or T =P/k) yields

# <o, [ bfE
0

2
dP

and

ep‘o(

wid

'P
)=L2f £(p)e” ap
Y

N R P
5 pe’ de for @ <P<7T
EJe
=< .
l"éj pepdp fort ¢ P
\‘ 0
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(5.7-6)

(5.7=7)
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where
T = ktf.
Integrating Eq. (5.7-7) then gives
292
P-1+c¢ for 0 <P« T

P &
b(k) I:Te-(P-T) - e"(P"T) - e-ﬂ for T<'P(LT).7 i

WZ\J Ii"‘

Aol

Squaring Eq. (5.7-8), substituting it into Eg. (5.7-6), and then
integrating the first part from zero to T and the second from T to

infinity yield, after some simplification,

2
—_ 2 3
W =-Zal—“’- [%—-—234- T+1—-e"'T(1+2T)]. (5.7-3)
k
For T = kt.»1, Eq. (5.7-9) simplifies to
2.3
—  225%
o= —81# ) (5.7-10)

If the missile and the target are initially on a collision course
and the target continues to fly in a straight line, Eq. (5.7-9) or
Eq. (5.7-10) gives the mean-square miss distance. In Fig, 5.7-1 the
rms miss is plotted as a function of the limiting value of the missile
acceleration, with the average crossing rate of the accelefation pro-
gram as a parameter. The initial range was taken as 4000 feet and the
missile and the target were initially on a head-on collision course.
Figure 5.7-1 shows that for the particular case of an initial collision
course the rms miss is reduced as the maneuverability of the missile is

reduced., This result is interesting but hardly affords a practical way
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TR

of reducing the miss because neither an initial collision course nor
a nonmaneuvering target can be assumed for all trajectories. ZEven in
those cases where small initial errors and nonmaneuvering targets may
be assumed probable, this and other work indicate that better opera-
tion results from using additional filtering than from reducing the
acceleration limits of the missile., If the target maneuvers during
the course of the flight, the miss distance can be calculated by ap-
plying the principles of Sec. 5.4. In any case where the noise
markedly influences the behavior of the missile, this analysis shows
that the standard deviation of the miss distance about its mean value
would be reduced as the acceleration capabilities of the missile are

reduced, or as the bandwidth of the noise is increased.

5.8. Effect of Changes in the Amplitude Probability Distribution

f the Noise.

One further characteristic of the noise should be discussed in
connection with the limiting problem, As pointed out in Chap. 3, a
unique relationship does not exist between the power spectrum of a
signal and its amplitude-versus-time function. The consequent ambigu-
ity leads to no difficulty in the unlimited problem, where the noise
is sufficiently specified by its power spectrum. In the problem involv-
ing limiting, however, the voltage-time relationship of the noise could
be important in determining the miss, even for closely matched power
spectra.

The noise source employed in obtaining the data of Fig. 5.4-2

produces a signal with an amplitude probability distribution which is
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approximately Geussian., Such an amplitude distribution seems reason-
able for the noise return from an airplane, but there is also the
possibility that, if the radar return were received principally from
two well-defined areas on the plane, the noise signal would approxi-
mate a constant-amplitude square wave with random times for the zero
crossings. The amplitude probability density of such a signal would
consist merely of two impulses. Such & signal does not occur in
practice, but plans were made for conducting some tests with this
type of signal, in order to determine how the miss depends on the
amplitude-time function of the noise. The random-square-wave genera-
tor discussed in Sec. 3.44 was constructed with the intent of using
it as a noise source for some simulator studies in which several
significant problems would be studied. The wave form of the noise
should have the most influence on the miss under conditions for which
the missile is fast enough to respond reasonably to the noise but
still not so fast as to lose completely intelligence from noise satura-
tion. Furthermore, examination of the power spectrum, E(w), of a
random-square-wave signal shows it to be identical in form with the
spectrum obtained by passing white noise through a simple-lag filter.

For the random-square-wave signal

x2
2 X
(o) = f“ S (3.44-1)
'n( + K7) Ej—'l'l
k?

and for the signal obtained by passing white noise through a simple-lag
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filter
2 $
1 N
Ilw) =2 —-—-‘ C (5.8-1)
N |7s + 1 722 o

where'§N is the zero=-frequency power density of the noise and 7T is the
time constant of the simple-lag filter.

The most significant comparison of results would, therefore, be
obtained if the behavior of the system were studied first with random-
square-wave noise and then with white noise passed through a simple-
lag filter. In order that the results be directly comparable, the

following conditions should be met:

gl

i =
(5.8-2)

|=Fto

P

=
"

Unfortunately, even though the square-wave generator had been built
and tested, no time was available to perform this test, hence no con-

clusions can be drawn on this point.

5.9. Use of Nonlinear Filter Systems in Missiles.

The results given in Sees. 5.4 through 5.6 indicate that with
linear filter systems the minimum rms miss obtainable for 200 rad/sec
noise and the assumed tactical situation is approximately 55 feet.
Since this miss distance is large, a heavy warhead must be carried if
the probability of a kill is to approach unity. The question arises

as to vhether a nonlinear filter system could be devised which would
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result in a smaller miss distance. In using such a system there is
even greater danger than in the case of a linear system that a small
miss may result from a set of circumstances peculiar to a particular
tactical situation, whereas the system may show very poor operation
under other conditions. The following situation illustrates an exag-
gerated example of this danger for the case of an initial head-on
approach, a single 4g target turn beginning at 4000 feet, broadband
noise, and a maximm missile acceleration of 10g. If definite know-
ledge were available that the target would execute this maneuver, then
the missile control system could be arranged to fly the missile in a
straight line to a range of 2530 feet and then execute a fixed 10g turn.
A hit would inevitéhly result. The direction’in which the target ma-~
neuvers can be determined by filtering the & information over the
4000~ to 2530-foot interval. Obviously, the construction of such a
control system would be asinine, since an intelligent target must be
dealt with and a priori knowledge of the future tactical situation is
unattainable.

A simplification of the type of signal which typically appears
in the control system of a missile is shown in Fig. 5.9-1. This
signal, which is composed of a d-c signal with a superimposed random
noise having an average value of zero, is used to position the control
surfaces of the missile and thus determine its lateral acceleration.
If this composite signal is passed through a linear filter system, the
average value of the output is the d=c signal. Since acceleration of

the missile is in reality limited, the actual system is nonlinear. The
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more filtering which can be tolerated ahead of the limits, the smaller
fraction of the time the signal will be in the limits. The filtering
vhich can be used, however, is limited if the missile is to follow
target maneuvers adequately. With the assumption that the signal of

Fig., 5.9-1 is obtained when the maximum allowable filtering is used,

+ Limit

d=-c Level
0

Fig., 5.9-1. Input Signal Plus Noise.

the presence of the limits markedly reduces the average value of the
output signal. As the signal-to-noise ratio approaches zero, because
of an inerease in the noise, the average value of the output also ap-
proaches zero, even if the average value of signal component remains
constant.

The best chance of success in designing a nonlinear filter which
will yield the correct value for the signel, even though noise compo-
nents in the input may call for outputs exceeding the unavoidable
limits, apparently lies in utilizing that portion of the control signal
which is lost in the limiting process. One nonlinear filter system

which, in certain cases at least, gives an output of nearly the true
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signal value, in spite of limiting, is shown in Fig. 5.9-2. The non-
linear filter consists of two channels operating in parallel. One

channel consists of an suxiliary limiter which has a l-to-l response

Input, Cutput
Signal AUXTLIARY SUMMING to
plus ™  inamEr ™ CIRCUIT [ Final
Noise Limiter
b
DEAD-SPACE |
= s FILTER  |—»| AMPLIFIER

Fig. 5.9-2. Nonlinear Filter System.

below the limiting level but above limiting provides a constant out-
put. The other channel consists of a dead-space simulator (an excess
detector), a filter, and an amplifier., Limits in the auxiliary limiter
and limits in the dead-space simulator are both set at the level of the
limiting which unavoidably occurs later in the system. In this arrange-
ment a signal below the limiting value passes through the auxiliary
limiter with none of it transmitted by the shunt path through the dead-
space simlator. For a larger signal, the excess above the limiting
level passes through the dead-space simulator. The output of the
dead-space simulator consists of those portions of the signals which
exceed the limits. This output is filtered and added to the signal
passed by the auxiliary limiter. VWhen the resultant signal is limited
again, the average obtained is closer to the d-c component of the input

than the awverage of the output of the first limiter.
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Two perameters which must be determined are: (1) the gain through
the dead-space channel and, (2) the characteristics of the filter em-
ployed in the dead-space channel. Examination of two simple cases aids
in establishing the optimum gain for this channel. In the first in-
stance, a d—-c signal of one half the limiting level is masked by a
noise signal several times the limiting level, which for the convenience
of illustration, is taken as a random square wave. Figure 5.9-3 illus-
trates the form of the signals appearing at various points in the
system of Fig. 5.9-2. The average value of the output of the dead-
space simlator is, as shown in Fig. 5.9-3c, equal to the level of the
d-c signal in Fig. 5.9-3a. Figure 5.9-34 gives the signal obtained at
the output of the summing circuit if the gain through the dead-space
channel is made twice that through the auxiliary-limiter channel, and
the time constant of the filter following the dead-space simlator is
made very long compared with the significant noise freguencies. If
this signal is next passed through a limiter and then a filter, the
value of the limited and filtered output is equal to the d-c signal
which originally appeared at the input to the system.

The second case to be considered occurs vhen a d-c signal equal
to the limiting level appears at the input to the system along with a
random-square-wave noise component having an aﬁplitude equal to one
half the limiting level. Here, three fourths of the d-c signal ampli-
tude appears at the output of the auxiliary limiter and one fourth at
the output of the filter in the dead-space channel. Again, if the gain
in the excess channel is made twice that in the auxiliary-limiter

channel, the signal finally obtained when the output signal from the
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summing ecircuit of Fig, 5.9-2 is limited and filtered equals that ob-
tained for the original d-c signal, if it had appeared at the input
without any noise.

In the two preceding situations the scheme of Fig. 5.9-2 appears
to provide faithful reproduction of the signal component of the input,
in spite of the irremovable limits in the system. Furthermore, for
signals below the limiting level no additional time lags have been
introduced in the system. Nevertheless, a d-c signal and long filter-
ing times in the dead-space channel have been assumed., The validity of
these assumptions and, therefore, the effectiveness of such a scheme
cannot be stated without further study.

The servo studies of Chap. 4 led to the contemplation of still
another type of nonlinear control system. These studies indicated
that possibly the optimum filter system for use in a missile should
employ a filter in which the pass band is changed in such a fashion
that the rms acceleration called for is constantly made equal to that
available when the signals are large, or the maximm bandwidtﬁ is
utilized while small signals are being received. ZEven if the elements
used in the filter are themselves linear, the over-all system consti-
tutes a2 nonlinear filter, because the parameters are varied in accord-
ance with a characteristic of the input signal; A servo operating on
a signal corresponding to the called-for acceleration would be required
to regulate the bandwidth of the filter. Such a system probably could
be built without undue complexity and might prove quite effective. As

an alternative, the bandwidth of the filter might be adjusted in relation
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to the signal-to-noise ratio of the input signal. MNeasurement of the
signal-to-noise ratio is, of course, difficult without knowledge of the
true signal, but possibly a satisfactory measure could be obtained by
weighing the ratio of the output of the filter to its input in accord-
ance with the bandwidth being used. Systems of this general type appear
to lend considerable promise for improving the operation of either
servos in general or the specific missile problems which have been con-
sidered. .

No similator studies have been made of nonlinear filter systems,
but the investigation of such systems should receive attention in the
future. Since the number of types of nonlinear filters possible is
limited chiefly by the ingemuity of the investigator, a comprehensive
study of these systems is a difficult task. Furthermore, the effective-
ness of a nonlinear system depends to a large degree on the specific
types of input signals and noise to be handled. In fact, Singleton27
has shown that in the special case where a Gaussian signal is to be
filtered from an input corrupted by Gaussian noise the minimum mean-
square error results if a linear filter is employed. On the other
hand, noise consisting of impulses may be removed more effectively from
a Gaussian signal by passing the total input through a nonlinear system

consisting of a limiter before any linear filtering is attempted.

5.10. Some Comments on the Study of Homins-missile Systems.

A complete investigation of the homing-missile problem would require
a prohibitively large amount of computer time. The value of a brute-

force attack on the problem is questionable even if the required machine
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time and capabilities were available. On the other hand, a general
understanding of this problem may be obtained from the study of a few
selected cases coupled with a careful interpretation and extrapolation
of the results obtained. By way of illustration, several extensions
vhich can be made to the work of this chapter are considered.

This investigation has been concerned primarily with head-on
approaches because in this situation the effects of target maneuvers
are most deleterious, For the beam approach, where target maneuvers
make little difference, the miss obtained is determined mainly by the
noise. For the tail approach, target maneuvers are again effective.
All approaches are essentially the seme, except for differences in the
closing velocity, the radar noise, and the effective target maneuver
normal to the line of sight. As noted in Chap. 3, the radar noise be-
comes most severe for beam approaches. On the other hand, the target
can maneuver normal to the line of sight most effectively for head-on
or tall approaches. Changes in the closing velocity with different
approaches can be accounted for by varying (b + 1) in such a manner
as to hold constant the quantity N of Eq. (1.4—18).* This change can
be partially accomplished by multiplying the (b + 1) obtained for the
head-on case by a range-rate term. Such a modification should be in-
cluded in the control system if a range-rate térm can be obtained with-
out undue complication. An exact duplication of results should be
obtained for all approaches if the quantity N, the time of flight, the

noise, and the target acceleration normal to the line of sight are all

* The relation between the quantity N and range rate depends on the
linearity of the kinematic equations but not on the linearity of
the control equation. These comments are valid, therefore, even
if acceleration limiting occurs.
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held constant. For example, results obtained for head-on and tail ap-
proaches should be identical if, for the wvelocities used in this study,
the (b + 1) used for the tail approach is made one third that used for
the head—-on approach and the initial range for the tail approach is made
one third of that for the head-on approach.

If the noise has an rms value sufficiently low (as a result of
having either a low power density or a narrow bandwidth) to require
less than the limiting value of missile acceleration to be developed
until very near the end of the flight, a simple-lag filter yields the
smallest miss. The system here considered is essentially linear and,
under this condition, Booton5 showed that, even in the presence of white
noise, a simple-lag filter system between & and ® is nearly optimum,
Nevertheless, the acceleration called for by white noise becomes infi-
ite. The acceleration capabilities of any physical systeﬁ, on the other
hand, are limited and a missile-control-system response should be selected
which cuts off in such a manner as to keep the called-for acceleration of
the missile within reasonable bounds. For noise which cuts off in a
quadratic fashion, tests showed that, with the larger values of noise
(such that with the optimum simple-lag filter the limiting value of ac-
celeration is called for during a considerable portion of the flight)
a quadratic system can be found which yields a.smaller miss than the
optimum simple-lag system. This result follows from the effects of
limiting in the system and not because a quadratic system is the optimm
based on linear theory. The study in Sees. 5.4, 5.5, and 5.6 was con-

cerned with radar noise shaped by a quadratic filter. No particular
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evidence exists to show that glint noise cuts off in a quadratic fashion.
As noted in Chap. 3, this type of noise was selected because it is less
demanding on the computing equipment than simple-lag noise. Likewise,

a missile is less able to deal with simple-lag noise than with quadratic
noise. Tests should be made to determine under what conditions the
shape of the noise power spectrum is significant in determining the miss

distance.



CHAPTER 6

CONCLUS IONS

6.1. Evaluation of the Ability of the D,A,C.L. Computer to Handle

— —

Trajectory Problems.

At the present time, the D.A.C.L. Computer appears to be capable
of solving, with a fairly high degree of accuracy, the type of trajec-
tory problems studied here, if use is made of all the available check-
ing procedures before a study is begun, and if the parameters investi-
gated are not too different from those used during the checking period.
The accuracies to be expected are very difficult, if not impossible,
to specify, but with the assumption that all checks have proved satis-
factory, in no-noise studies of this type the miss distance probably
will be correct to within plus or mimus 5 feet, or 5 per cent, vhich-
ever is larger., In studies involving noise, the expected accuracy is
poorer and, in some cases, results obtained at intervals of several
months have been duplicated to within only about 30 per cent, although
the agreement is usually better. For some studies this accuracy is
acceptable, but in other studies such inaccuracies in the computer may
overshadow the effect of large changes in the parameter being wvaried.
Therefore, care must be taken vhen interpreting the results obtained
from the machine and, where possible, every effort should be made to
check the results analytically., PFurthermore, extreme diligence must be
exercised to guard against human errors which can invalidate the results

obtained and, therefore, lead to erroneous conclusions.
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A significant start toward an evaluation of the coﬁputer has been
made in the work of this thesis. This e%aluation program should be
continued, and in future work the ability of the integrators to handle
random input signals should be analyzed, the overload characteristics
of the various computing components should be investigated, and the
d-c equipment should be studied. Still more attention should be given
to alternate ways of setting up problems in order to reduce the demands
upon the computing equipment. Further effort should be devoted to
determining the effect of erroré in the system on the final answers
so that a better insight mey be acquired into the accuracies actually
required of the various components.

As a better understanding of the capabilities of the computer is
attained and as more operational experience is gained, both the reli-
ability of the results obtained and fthe volume of the output should
increase. At present, one of the most serious basic deficiencies
appears to be the lack of a high-speed, high-accuracy position servo
which can be used as a repeater or as an angle solver. ZEfforts are
being made to outline a complete set of specifications for an accept-
able servo and to evaluate various drives, such as magnetic clutches
and hydraulic motors. The development of a truly satisfactory servo
will require a long time. In the interim, the question of selting up
problems so as to avoid overtaxing the limited capabilities of the
present equipment must receive careful attention. With the proper
care, however, the answers to a wide variety of extremely important

problems can be obtained with the existing equipment.
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6.2. Evaluation of the Probable Effectiveness of Missiles with

Proportional-navigation Control Systems.

A complete evaluation of the probable effectiveness of homing-
missiles with proportional-navigation control systems must include
a number of factors which have been omitted here. The problem studied
in this thesis has necessarily heen a striking simplification of the
actual homing-missile problem. The filtering and limiting ocecurring in
the missile system have been idealized, with wvery little attention
devoted to the exact position of the time lags or to the manner in
vhich acceleration limiting occurs in the actual system. These con-
siderations may or may not be important, but in any event, they should
be investigated. The possibility of a difference between the heading
of the missile and the direction of its wvelocity vector should Dbe
similated, and the time lag which occurs between a change in the head-
ing and a change in the direction of the velocity vector should be
added as a separate quantity. Time lags occurring in the radar system
should also be included. The presence of such additional time lags in
the system will lead to definite limitations on the type of filtering
vhich may be added and on the value of the navigation constant which
mey be employed if a stable system is to De mainta.ine@..g8

A more extensive study should also includé exactly how limiting
takes place in the migsile. For example, 2 system in vhich limiting
results from restricting with mechanical stops the maximum deflection
of the control surfaces does not provide limiting at a fixed accelera-

tion which is independent of the rate at which the control surfaces
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are moved back and forth., To provide a fixed limit on the actual
acceleration (this is essential because of the structural limitations
of the missile) the flap-deflection angle must be increased as the
rate of change of the acceleration is increased. The actual system
used for this purpose should be studied.

The effect of wariable missile velocity should receive additiona129
attention, and gyro drift effects should be investigated. The results
reported in this thesis were obtained with an assumed altitude of ap-
proximately 25,000 feet, but the study should be repeated for other
altitudes up to the order of 60,000 feet. With the data presently
available, a prediction of vhether the misses caused by combined
noise and target-maneuver effects at high altitude will be larger or
smaller than those occurring at low altitude appears impossible. As
the altitude increases, the acceleration cepabilities of both the
target and the missile are reduced and the speed of response of each
is reduced. In the absence of noise, these changes may lead to ap-
proximately the same miss distances as achieved at lower altitudes,
providing the target begins its maneuver at a somewhat greater range.
Any marked change with altitude in the characteristics of the angular-
scintillation noise appears unlikely. If the same filtering is used
at all altitudes, the combination of the same ﬁoise and reduced accel-
eration capabilities could lead to considerably increased misses.
Therefore, the filter characteristics should be varied with the alti-

tude.
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The final evaluation of a missile should be made from a three-
dimensional study. Such an investigation requires considerably more
computing equipment than is available at present and, in general, is
a very much more difficult problem because of cross-coupling effects.
Undoubtedly, the misses occurring in the three-dimensional case will
be larger than those in a two-dimensional study. The important ques—
tion which arises is, "How much larger will they be? This must be
answered by a study involving all the cross—coupling effects occurring
in an actual missile systen.

Another point which should not be overlooked in evaluating the
effectiveness of a missile is its target—-discrimination ability.

Very rough calculations indicate that the acceleration required of the
missile becomes fantastically large, unless the missile can distin-
guish between targets and, at a fairly large range, discriminate a
particular aircraft in a formation. The same conditions which generate
glint noise from a single target appear to be present when a radar is
trained on a formation of planes., Measurements of the characteristics
of this type of noise are even more difficult to obtain than for a
single target and, as far as is known, no data are available on this
subject .

The final evaluation of a missile should be concerned with the
kill-probability of the missile rather than with the rms miss distance.
The latter measure was chosen as a criterion because of the ease with
vhich it may be calculated from the experimental data. The rms-miss

distance is, however, a poor indication of the probability of kill,
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which should also consider the deviation of the miss distances about
their mean values, the characteristics of the warhead (including its
fragmentation pattern), the profile presented by the target, and the
vulnerability of various parts of the target.

As a result of the very limited amount of data which have been
collected, 2 prediction of the effectiveness of any particular missile
in actual tactical use is still impossible. An evaluation has been
begun and enough experience has been gained to point out a number of
the pitfulls arising in the simulator study of a problem. Further
studies, therefore, should proceed more efficiently than this early

one.

6.3. Comments on 0il Consumption and Drag.

Although the probability of kill is the final measure of the
effectiveness of a missile, the designer must take into account such
questions as the amount of o0il required to move the control surfaces
and the effects of drag in setting a maximum usable range for the
missile. Each of these effects must be evaluated with regard to the
noise which will be present in the system. Obviously, there is no
possibility of optimizing the control-system parameters solely on the
basis of minimm oil consumption and minimum drag because the oil
consumption goes to zero merely by locking the control surfaces and
the drag is minimized when the control surfaces are locked in the
neutral position. An attempt, on the other hand, should be made to
minimize the 0il consumption and drag, while at the same time requiring

that the miss distance or the probability of kill fall within prescribed
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limits. The o0il consumption and drag would be expected to drop as
the order of the control equation is increased from a simple lag to
a quadratic and to a cubic. Tests should be carried out to determine

the importance of this dependence.

6.4. General Conclugions Concerning Nonlinear Problems of the Type

Studied.

The types of nonlinear systems which have been investigated con-
stitute very important but very difficult classes of problems. Prob-
ably some time will elapse before anything approaching a general

"analytic solution to these problems will be available. In the mean-
time, simulators or computers can lend valuable assistance in obtalning
solutions t these results must be carefully analyzed to ascertain
that the desired problem and not the computing equipment is being
studied. A thorough analysis of a few of the simple cases occurring
in these problems will give more insight into the complete missile
problem than a mass of data which are rendered worthless, or nearly
s0, by improper computer operation. In this respect, a better under-
standing of the effects of limiting in as simple a servo system as
discussed in Chap. 4 should contribute much toward a better compre-
hension of the more complicated homing-missile. system. For example,
optimum missile operation may be achieved, if the control-system gain
is contimally adjusted so that the called-for acceleration is made
nearly equal to the a#ailable acceleration. Such an arrangement is
more difficult to instrument in a2 missile system involving time-

varying coefficients than in a simple servo, but it may prove

R,
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practicable.

Both the missile and the simple servo have shown the very dele-
terious effects of aceceleration limiting in the system. Other non-
linearities such as position, velocity, or voltage-—amplitude limiting
can be equally serious. Once limiting begins, the principle of super-
position is no longer wvalid and experience has shown that, beyond this
point, the errors arising in the system may increase very rapidly.
These considerations lead to a skeptical attitude toward the use of
nonlinear compensating schemes. Although these schemes may provide
a marked improvement in the operation of a system for one type of
input conditions, they may result in very poor operation for somewhat
different inputs. A safer approach appears to be to operate the
system close to the margin of unavoidably present nonlinearities but
still attempt to keep it linear. Under these conditions amuch better
chance exists that the system can be handled analytically. Then

half the battle may be won.
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APPENDIX A, - GLOSSARY OF TERMS

Missile time constant (sec).

Constants.

Acceleration at the output of a systen.
Missile acceleration,

Maximim acceleration.

Lateral acceleration of the target.

- Misgile step response.

Constants.

Constants.

Navigation constant in missile-control equation.
Constants.

Constants.

Setting of coefficient potentiometer in integrator.
Constants.

Operator characterizing proportional-navigation
systen.

Constants.

Bms amplitude of a signal voltage.

Output of a systen.

Bus input to a system.

Base of natural logarithms.

- Transfer function.

Function of time.
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Function of time.
Function of r and %.

Transfer function.

ztss/wss‘
2

1/wss.
Transfer function.

Pearson's incomplete Gamma-function notation.
Mean-square integrals.

V=x .

Summation index.

Gain of a systen.

Constant in expression for miss caused by noise.
Twice the average zero-crossing rate of a random
square wave.

Linear operator.

Length of aircraft.

Laplace transform.

T/A.

rl/AYR.

Miss caused by radar noise.

Miss coused by target maneuver .

Minors of determinants which evaluate integral-
squared error.

Navigation constant times speed ratio,
i<

[(0 + 1)Wc08 Bo] /g
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w

Mumber of solutions.
Probability.
Operator symbol d/dt.

Radius of sphere.
Ri = ncﬁ, Rg = nog.
Missile~-to-target range.

Initial value of r.

Tarzet wing span.

Range of integration.

Complex frequency variable, Laplace transform
variable.

Time limit of integration.

Time wvariable.

Time of flight.

As,

Specific values of the argument u appearing in
Pearson's "Table of Incomplete I"-functions."
Missile velocity (fps).

Relative velocity (fps).

Target velocity (fps).

1/Aw_ .

S8

/2.

-# /2.

Abscissa of rectangular-coordinate system.
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Lateral mofement of missile position from
reference line.

Rms value of miss caused by white noise.
Lateral value of noise from reference line.
Lateral movement of target position from
reference line.

Amplitude of a random square wave.

Independent measurements of a normally distributed

variable.

Rotated x coordinate.

Ordinate of rectangulaf.coordinate system,
Rotated y coordinate.

Missile-to-target line-of-sight angle.

Apparent value of «,

Transient value of Cip o

Angle through which output shaft of & servo has
actually turned.

Transient value of «,

Initial value of .

Angle between missile heading and line of sight.
Initial value of B.

Incomplete Gamma-function.

Constant of integration.

Denominator in integral-squared-error formlas.

Error of a system.
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Eﬁ - Zero gain error of a systen.
CF -~ Damping ratio of missile-control-system filter.
tss - Damping ratio of a quadratic-system noise filter.
to - Damping ratio of y-locked simple-lag system.
L] - Normalizing factor.
5 - Missile velocity-vector angle.
Gc - Called-for ©.
elim - Limiting value of ©.
Gt - Transient value of ©.

¢ 2
M - u/2v.
m - Ay/ [VM('D + 1)] .
N - p/2.
v -y/ I:V'M(b * 1)].
P - Per unit accuracy.
CTN - Bms value of miss caused by noise,
0'1, 0’2 - Limits.
T — Time variable of integration.
T Ti - Time constants.

33 -1
T - .

Y2n
i&r - Spectral density of radar noise in ftE/rad/sec.
£ - Spectral density of noise in voltsgfrad/sec.
B o - Zero-frequency density of power return from beam
]

of target.

§1\I HO - Zero-frequency density of power return from nose

or tail of target.
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Zero-frequency noise density, computer time.
Spectral density of input.

Spectral density of random signal at output of
system,

Power spectrum of x,(t).

Spectral power density.

Target velocity-vector angle.

Transient value of ¢.

Inverse Fourier transform of §x,M'

Inverse Fourier transform of P(w), autocorrelation

function.

Initial value of §.

2 2 o
7¢x1 + xz e e xn.

-1 2@.(1 _f_) T
a 4a?

tan b o

Frequency variable (rad/sec).
Bandwidth of missile-control-system filter.
Single-sided bandwidth of quadratic noise filter.

Natural frequency of y-locked simple-lag systen.



APPENDIX B, -~ DESCRIPTION OF THE VARIABLE-TIME-SCALE SECTION OF

THE M.I.T. FLIGHT SIMULATOR

The M.I.T, Flight Simulator6 is divided into two main parts; a
flight table section, which is designed to subject physical missile
components to the angular motions which would occur in flight, and a
generalized variable-time-scale section. In this thesis only the

generalized computer was employed. The main features of this section

are discussed briefly.

General Layout.

A general view of the new a-c portion of the generalized computer
is shown in Fig, B-1. The portable table in front of the racks holds
the recording equipment. ZXach of the first five racks from the left
contains an electromechanical integrator unit complete with input and
output amplifiers., The top of the second rack from the right contains
six summing circuits. Immediately below these are the termination
boards vwhere all interconnections between units are made. The first
rack on the right contains the overload-indication equipment at the top
and, below this, fifteen coefficient amplifiers used for setting
parameters into the problem, At the bottom of each rack is a power-
regulator unit which receives plus 450 volts unregulated d.c. and delivers
well-regulated plus 300 volts d.c.

Figure B-2 shows a general view of the d-c portion of the computer,
where integrators are at the top of the left-hand rack., 3Below these
are the summing cirecuits, then the termination board, and below that

the modulators and demodulators. The middle rack contains the limiter
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amplifiers, time-constant networks, a balance unit used for testing
purposes, and a group of displacement limiters. The right-hand rack

contains all the power supplies for this group of equipment.

Computing Components.

Integrators.

The electromechanical intezrator L used in the computer employs
a two-phase 400-cycle motor to drive a high-precision induction tacho-
meter. A velocity servo is formed by feeding the tachometer output
back to the input of the amplifier which feeds the motor. Such a servo
yields an integration between the input voltage and the motor-shaft
position. Provision is made for comnecting a maximum of five output
units (a2ll potentiometers or all resolvers or a combination of the
two) to the motor shaft through suitable gearing. The potentiometers
make available signals proportional to the angle through which the
motor shaft is turned while the resolvers give signals proportional to
a linear combination of the sine and the cosine of the motor-shaft
angle. A variable attemuator is provided in the input-signal channel
and gearboxes of various ratios may be inserted between the motor and
the output units so that the electrical and mechanical scale factors
mey be adjusted to operate the unit over its optimum range. Selection
of the proper operating range is discussed in more detail in Sec. 2.2.
These servos may also be used as position servos by closing a feedback
loop around them with an appropriate error signal., The nominal steady-
state accuracy of the integrator units is 0.1 per cent of full scale,*
but this accuracy may be seriously impaired by signals which call for

* Accuracy is here based on the velocity of the motor shaft and
300 rad/sec represents full scale.
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excessive angular rotation, velocity, or acceleration. The errors also
may be increased by operating the servos over too small a range. Since the
units are subject to the basic limitations on maximum available accel-
eration and velocity common to all electromechanical servos, these
limitations mist be considered in selecting the scale factors to be

used and in deciding on the accuracy to be expected for the class of
signals being handled. These considerations are discussed in some

detail in Chap. 4.

An electrically operated clutch is provided in the gear train
between the motor shaft and the output units in order to hold the
output shaft at a fixed position while allowing the motor to turn at
some desired velocity. This allows initial conditions, on position
and velocity of the output shaft, to be set into the integrator.

In addition to the electromechanical integrators a group of 2l11-

electronic d-c integgatorsl7 is also available., Here integration is

achieved by closing a feedback path around a high-gain d-c amplifier
through a low-loss capacitor. Only one output, which is a negative
constant times the integral of the input, is available from these
units. Their nominal accuracy is only + 2 per cent of full scale

(+ 100 volts) tut overloadinz difficulties are more easily avoided in
these units than in the electromechanical integrators. This result
follows since the amplitude of the signal imposes the only important
1imit on the system, with no limitation which is directly comparable

to velocity or acceleration limiting in an electromechanical unit.
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Repeater Amplifiers.

The repeater amplifiersa‘ ? are general-purpose amplifiers em=-
ployed as tuffere, scale changers, drivers for potentiometers and
resolvers, pickoff amplifiers following potentiometers and resolvers,
and ground-isolation amplifiers. Type Ar-10 units have btuilt-in
attenuators providing fixed gains of times 1, 2, 5 and 10, while older
Ar-6 and Ar-¢ units have a fixed gain of times 10, A large amount of
negative feedback (pB > 2000) is employed in these amplifiers to give
a high degree of gain stability. The nominal maximm output of these
units is 50 volts, and the gain is initially set to * 0.02 per cent
of full output, while the noise level referred to the input is held

below 50 microvolts.

Coefficient Potentiometers.

Two styles of coefficient potentiometers are employed for setting
fixed coefficients into a problem setup. The older units are adjusted
at a test position with the ald of a standard attenuator and are then
plugged into position in the computer. The newer units have direct-
reading dials and are mounted permanently. Both types provide a

resolution of approximately 0.1 per cent of full scale.

Summing Circuits.

In the a-c portion of the computer, summing operations are per-
formed with a resistive summing network followed by an amplifier., In
the older arrangement the summing circuit was separate from the ampli-

fier, while in the new equipment the summing network is bullt into the
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amplifier unit, A maximum of eight summing channels is available in
a single unit., Precision resistors are employed along with phase
compensation, so that an over-all accuracy of * 0.05 per cent is achiev-
ed for each channel with a maximum phase shift of 0.06 degree.

In the d-c portion of the computer, summing is also performed with
resistive networks. These units provide an accuracy of * 0,1 per cent

if the requirements on source and load impedances are observed.

Demodulators and Modulators.

Demodulators and moclula,torsl7 ¥ are available for the purpose of
converting 400-cycle suppressed-carrier signals to direct current and
back again, as desired. These units may be employed for eliminating
quadrature components from a signal, or for translating a 400-cycle
gignal to a d-c basis and back again.

The gain of the demodulators may be set, by means of a potenti-
ometer, at any convenient gain from O to 100 while the gain of the
modulators is fixed at times 1/2. The accuracy of these units is

+ 1/2 per cent of full scale.

Limiter Amplifiers.

Amplitude limiting is one of the important nonlinear effects which
it is advantageous to study on the cornputer.”‘'.“'l For example, it may
be desirable to simulate the effect of limit stops in restricting the

maximim deflection of a control surface. In the work which has been

done to date, a sharp limit has been assumed. In order to achieve this

*Johnson, op. cit., Secs. 3.3 and 3.6.
**Johnson, op. c¢it., Sec. 3.4.
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well=-defined limit on the maximm amplitude of a signal, the limiting
has been accomplished in the computer on a d-c basis. If a-c limiting
is employed, the fundamental component of the signal contimies to rise
for some time after limiting of the peak first occurs. Since the
integrators are sensitive only to the fundamental component of the
signal, limiting of this type therefore does not occur at a well-
defined level, If the peak amplitude of the input and the output
signals is assumed to be 1.0 for the level at which limiting Jjust be-
gins, then the output contimues to rise as the input is inecreased from
1.0. It reaches a value of 1.3 for an input of 2.0, and approaches a
value of 1,57 for very large inputs. In addition, the output signal
contains a large harmonic content while in the limiting range, and this
may cause difficulty at other points in the computer. These difficul-
tlies are a#oided by demodulating the signal, limiting it on a d-c¢ basis,
and then remodulating it. Some filtering must be employed following
the demodulator, since the harmonies from its output result in poor
modulator operation and a poorly defined limiting value for the same
reason as in a-c limiter operation, The time constant of the filter
fortunately can be made small enough that its effect cannot be noticed
in the over-all operation. An RC filter with a time constant of 0,006
second was found to give satisfactory filtering. When this is used in
a setup operating with an 8-to-1 time scale extension, if represents a
time constant of only 0,75 millisecond. This lag is cascaded with the
simulated filtering in the missile. Although this small increase ap-

pears to be negligible in the particular setup used, considerable
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discretion must be exercised in adding such lags, since such additions
may result In instability of the over-all systemn.

The limiter amplifiers provide gains of 1, 2, 5, and 10 times to
an accuracy ranging between + 0,5 and * 1.75 per cent depending on the
gain setting. In spite of the fact that these are d-c aﬁplifiers,
thelr drift rate is extremely low once they have been allowed to warm
up. The nominal full-scale output is 100 volts across a 25,000-ochm
load and the limiting level can be set directly at any value from ap-
proximately * 2 volts to ¥ 100 volts, although limiting at levels below
+ 10 volts should be avoided. Above 10 volts, the accuracy with which
the limit can be set is only a few per cent since the d-c wvoltage used
to set the limits is well regulated while the a-c signal source is un-
regulated.

Where limiters are employed, the problem of energy storage for
signals greater than the limiting wvalue should be considered. In the
limiter amplifiers discussed here, two arrangements are possible., For
one input, a series resistance of 510,000 ohms appears between the
input to the limiter and the point where the voltage is actually
limited. The operation obtained, therefore, depends upon whether the
voltage to be limited appears in a purely resistive circuit, where no
energy storage exists, or if it appears across 5 condenser., In the
latter case, the voltage across the condenser can continue to build up
and store more energy after the limits are reached; so that, if the
source voltage later decreases, the excess energy must be dissipated

before limiting ceases. An alternate input is automatically selected
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vhen a limiter amplifier is used in what has been designated a limiter-
amplifier resistance-capacitance filter position. This input provides
a very low impedance for voltages above the limiting level and thus

limits the stored energy.

High-speed Multiplier.

Pigure B-3 shows a rack containing two complete high-speed multi-
plierl8 units. Each of theée units employs four strain-gauge bridges
driven in parallel by e loudspeaker-type electromechanical transducer,
A fixed voltage is supplied to one of these bridges and a servo loop is
closed around it. Therefore, the output from this channel and hence
the strain applied to all the units, follows the input. The other
three bridges may be fed from whatever voltages are desired. Thus, a
single multiplier can be employed to raise a signal to the fourth
power or to multiply three multiplicands by a common multiplier.

The nominal accuracy of the unit is 0.1 per cent of full scale if
both the multiplier and mmltiplicand are kept within the allowable
operating range. The full output range may be utilized at frequencies
up to 65 eps and 50 per cent of full output at frequencies up to 100 cps.

The phase shift at 30 cps is approximately 10 degrees.

Dividers.

A highly accurate divider could be set up by employing the multi-
plier just described as the feedback element in a closed-loop system.
At the time a divider was required for this study, such operation had

not been attempted; furthermore, the available multipliers were being
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FIG. B-3. VIEW OF RACK GCONTAINING HIGH~
SPEED MULTIPLIER UNITS.
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used as multipliers. On the other hand, it was a relatively easy matter
to set up'a conventional divider servo. This was done, and the unit
served its intended purpose well, although it could hardly be called a
precision computing element. Later, when a more accurate divider was.
required and standard integrator servo units were available, one of

these units was connected as a divider.

Recording Equipment.

Output quantities are recorded on a 6-channel Brush recorder which
uses galvanometer-type pen motors with direct-inking pens. Since the
pens operate on direct current and the signals are 400-cycle voltages,
special recorder-amplifier units are employed. These units provide a
range of gains, so that signals can always be recorded to the best
advantage. The output units in the amplifiers are electromechanical
choppers which convert the incoming 400-cycle signal to direct current
for operating the pens. For indicating the recording scale being used, a
code marker is aubomatically applied to each of the six channels when-
ever the paper drive is started. This has been found extremely valu-
able during data analysis.

When 'frequently zeroed and calibrated, these recorder units are
accurate to within approximately * 2 per cent of full scale., Unfortu-
nately both the zeros and the deflection sensitivities vary with time
but the pens are calibrated frequently to maintain approximately the
* 2 per cent recording accuracy quoted above.

Toward the end of this investigation, a prototype plotting table

which provides for recording two quantities on a 30-by-30-inch area,
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was avallable for a short time.

Mtomatic-sequencing Equipment.

Soon after statistical studies were begun on the computer, it
became evident to the author that the only practical way to use the
machine for these studies would be to provide antomatic operation.
Therefore, an antomatic-sequence-control unit was designed which per-
forms the following sequence of operations:

1. Shuts off problem when the collision point is reached, and

at the same time returns all recorder pens to zero, and
turns off the recorder paper drive.

2., Returns all integrators to their initial positions and then
clutches them, After this operation a time interval is pro-
vided to allow for parameter changes between successive
solutions,

3. Starts the recorder drive motor to provide blank paper for
binding purposes at the beginning of each solution,

4, Applies power to recorders and thereby records the scale
markers for each channel,

5. Unclutches the integrators and starts the problem.

This equipment has proved of considerable help in all types of
machine operation but is of most value in statistical studies where no
parameters need to be changed between successive solutions. In such
studies all the operator mist do, once the machine has been checked
out, is to code the solutions as they come out of the machine, see that

the recorder does not run out of ink or paper, and watch for evidences
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of poor machine operation. Under such conditions, proportional-
navigation problems involving an initial range of 4000 feet may be

gsolved, with an 8-to-l time-scale-—gxtension factor, at the rate of

one solution approximately every 30 seconds.



APFPENDIX C, - TABLE OF INTEGRALS

Integrals of the form

2
ds

ioo n-l
+ .08 80 +
cn__ls co

n
d S + * 8 0 8 s 800 e +
n %

34

- —u]—"--
n 2mi
—ioco

may be evaluated with the following formmlas., Tables of this type
were given by James, Nichols, and Phillips.gl The present tables,
an extension of Phillips! work, were developed under the direction
of R. C. Booton of the D.A.C.L. The details of the calculations
were carried out by Misses V, D. Lee, J. M., Murphy, and B. L, White.
Additional credit should be given to Miss J. M. Murphy for introduc-

ing the present factored form of the tables.
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APPENDIX D. - ACCURACY CONSIDERATIONS IN STATISTICAL STUDIES

by R. C. Booton, Jr.

Many of the important problems in the control field involve random
(or statistical) variables., One such problem that has received much
study is the effect of radar noise upon a guided-missile control system.
An answer to a problem containing statistical variables mst be derived
from a number of solutions in which all conditions except the behavior
of the statistical variable are the same, If, as is often the case,
the solutions are obtained by numerical methods or from a computer, an
important practical factor is the number of solutions required for a
given accuracy. A complete answer concerning the required number of
solutions is, in general, impossible, because it must involve a know-
ledge of the answer to the problem being studied. If, however, some
simplifying assumptions are made, definite results can be stated. One
especially important assumption is that the variable (answer) be nor-
mally distributed. The case where the variable is normally distributed
with a zero mean value is discussed later in this paper.

Because of the statistical nature of the accuracy considerations,
in general, no finite number of solutions can produce, with certainty,
any value of accuracy. Theoretically, it is even possible for an infi-
nite number of solutions to yield an inaccuraté answer, but this possi-
bility usually has zero probability. The only quantity that can be
calculated is the probability of achieving a certain accuracy. For the
zero-mean normally distributed case, the following paragraphs demon-

strate the calculation of this probability. Figure D-1* shows the

* The original figure numbers have been changed to conform with the
numbering system of this thesis,
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probability of achieving certain accuracies as a function of the number
of solutions.

For practical use, a value of accuracy that has a probability of
over 0,895 can be regarded as almost certain. ‘Figpre D-2 shows the 0,95
probability accurascy as a function of the mumber of solutions required.
This diagram reveals that an almost-certain accuracy of 5 per cent is
achieved only with more than 800 solutions. Regardless of the source
of the data, gathering this number of samples presents a formidable
problem,

A more reasonable definition of accuracy can be taken as the ac-
curacy that has 0.5 probability. This accuracy, which may be called
the expected accuracy, is also plotted in Fig, D-2.

It should be pointed out that these calculations assume the inde-
pendence of the samples. If the samples are taken from uncorrélated
sources or if the times at which the samples are taken are sufficiently
separated, the samples may be assumed independent. Since most computer
solutions will probably be obtaiped with the successive use of a single
random-variable source, the time interval that must be gllowed between
samplings to achieve independence should be investigated for the partic-
ular situation. An example of this type of calculation may be found in
a doctoral thesis* by W, W, Seifert. .

The accuracy calculation given‘helow should be extended to other
cagses. Other classical distributions, such as the nonzero-mean normal
distrihution and the Poisson distribution, seem to be reasonable cases

to investigate. ZExperimental work has indicated that the accuracies

* See p. 110.
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for many distributions only roughly approximating the normal and having
a nonzero mean are not too far different from the accuracies plotted
here.

The mathematical basis of the calculations for the curves pre-
sented in Figs. D-1 and D-2 will now be demonstrated. The values of
the variable obtained from the various solutions (numerical or computer)
will be treated as independent samples of a zero-mean normally distrib-
uted variable.

Suppose X1 « » oy X aTe independent measurements of a normally
distributed variable with mean of 0 and standard deviation of 1. The
required result is the value of the probability that the rms value of
the n measurements be between clﬁand. 0y These limits will usually be
taken as o =1-lo, 0'2 =1+P'

1
The rms value of x is defined as

2 2 2
ﬁ+x2 +,_,+J;;n

x = e
rms n
Let
Dyl A2 2
7z =x +...+xn.

Then o < x, < o, is equivalent to

2 2 2 2 e

R =50 ¥ cno® - 1.

Ir P(z° < ) is the probability that 7° ¢ B,

3 a8 e
Pgl’ ( ¥) : (2")11/2 d-xl o dxn3
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where the range of integration Sn(R) is the n-dimensional sphere with
center O and radius R; that is, Sn(R) is the range of values of

X5 o« o X for which x12 . I xn2< Ra. By a change of vari-
ables and partial integration,

2

R
(n-2)/2 1¢2/2
P(3<Ra>=——-—’--———-f @) &
Letting
w =922, W= K2,
W
(n-2)/2 -w
B(/° ¢ B) = ——— f (2w) 2 a
4 2 2rinfz) do el
1 ‘J’W nf2 -1 -w
= T'(n/.?,) 0 w e dw
Ty(n/2) ’
~1(n/2)

where Tw(n/Z) is the incomplete gamma function. Pearson has tabulated™
the ratio of the incomplete gamma function to the complete gamma

function. With the notation of these tables

PO ¢ B) = I(u,p),
where
p=n/2 -1
B e
A/nf2  42n
Then

P(“]_( xrms< 62) = I(ugup) i I("J-lap):

* Pearson, Karl, Tables of the Incomplete [-function. London: His
Majesty's Stationery Office, 1922.
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Jn/2  fen
Then

I

P(Gl < xrms < 0'2) I(u-z'P) - I(u-l.P);

vhere

n/2 -1

L}

P
a, = 0‘224/ n/2
w = 0’12 Jn/2 .

Since Pearson's tables contain values of I(u,p) up to 50 only, it is
necessary to use an approximation for wvalues of n greater than 100,

It can be shown that for large n, /2 is approximately normally dis-

tributed with a mean of n, and deviation of 4/2n.

Thus

S

2
- 1’ N2
6 =L2—nn = Yn/2 (xm -1)

is approximately normal (0,1).

Then

P(crl( xrms( c’_.2) o

If, as before,

220



221

and
2 2 2
gy =1 % p) @1 & 39 %,

then

Jn/2 (2p + pa)
2
/2
Ploy ¢ x ¢ 0,) = === ar

am RT3+ %)
-
e

Ver  J-pim

This approximation is accurate for values of n greater than about 30,

-T?/B &, approximately.



APPENDIX E, - SOLUTION CODING AND DATA RECORDING TECHNIQUES

The problem of maintaining adequate records of the exact manner
in which any large-scale computer is set up assumes considerable
importance. Unless the problem being run is completely specified and
records are kept of the parameter values used for each solution and of
the scale factors used at various points within the computer and at the
output recorders, the problem of analyzing the data obtained from the
machine becomes a hopeless task., A few comments on the operating tech-
niques which have been developed at D,A.C.L, will be given as a possible
aid to others faced with similar problems.

After a basic setup diagram such as shown in Fig, 5.2-4 is decided
upon, detailed setup sheets are drawn for each servo, showing the elec-
trical gains, the gearbox ratio, and the arrangement of output units
required., Details are drawn up for the setup of any special equipment
such as the limiter and the noise equipment and a schedule of amplifier
positions and gains is made along with a listing of the cable trunks
required. Furthermore, a pair of code sheets such as shown in Figs. E-1
and E-2 are drawn up, listing the parameters which are varied and the
parameters which are held constant during a particular study. In so far
as possible, the schedule of runs to be made in a particular study is
established before machine oPeratioﬁ begins and each run to be made is
given a twelve-letter code and assigned = rmumber., As the solutions are
obtained from the machine each is stamped with the code, a number, and
the date, to assist in later analysis and filing. In addition, a data

sheet (Fig. E-3) is kept for each set of noise runs and on this sheet
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are listed the miss for each run of the group and the average value of
the noise-monitor output for that run, The two values are read directly
as the data are obtained from‘the machine and the rms value of the miss
and the wvalue of the noise power density are computed as soon as pos-

sible after the conclusion of a set of runs.
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A =90 ||2000| © 0 /4 | 707
2 =60 {14000] 10 lo.597l & 1416 | 353 ]
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D 0 {8000l 30 (2.8 10 1/64-| 177
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FI1G. B=1. AC CODE SHEET.
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PROBLEM: Proportional navigation with quadratic filter,
Missile dynamics neglected.

Limiting on ©. Input to filter not limited.

Vn = 1000 ft/sec.

P
am = 4z constant turn beginning at ry.
Vy = 2000 f4/sec.

aM,max = 10g.

Initial-heading error, E = 0.

e =0.
0

Noise power spectrum shaped by passing white noise

through a quadratic fllter with a damping CSS = 0,7.

SPECIAL COMFUTER SETUP:
1/y servo in place of @ servo.

8:1 time-scale extensién.

FIG, E-2, LIST OF PARAMETERS HELD CONSTANT FOR ALL CODE AC STUDIES,
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D.A.C.L. DATA SHERT
SCALE
DATE RANGE CHANNEL QUANTITY FACTOR

CODE LIMITING a1

3 ASPECT ANGLE -l

b+l 3.

A 4,

5.

6.
p 26. 51, 76.
8 27, 52, Tl
3. 28. 53, 78.
4, 29, 54, .
b 30. 585. 80.
6. 31, 56. 8l.
1S 32. 57. 82.
8. 33, 58. 83.
9. 34, 59. 84,
10, 35. 60, 85.
11, 36. 61. 86.
12. 37. 62. 87.
13. 38. 63 . 88.
14, 39. 64. 89.
15. 40, 65. 90,
16. 41, 66. .2 ji B
17, 42. 67. 92.
18, 43, 68, 93.
19, 44, 69. 94,
20, 45, 70, 95.
2l. 46, i A 96.
22. 47, 2. Qs
23. 48, 73. 98.
24, 49, 74, o9
285, 50. 75. 100,

FIG, E-3, TYPICAL DATA SHEET
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