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Abstract

This thesis details non-invasive evaluation of a central arterial blood pressure
(ABP) waveform using a low-cost ultrasound scanning system. ABP bears significant
clinical value in cardiovascular pathophysiology. Non-invasive evaluation of the full
ABP waveform has been long desired by medical communities due to its anticipated
opportunities to greatly enhance cardiovascular patient care. In addition, central
ABP has been focused on because of its close association with the adverse outcomes
of cardiovascular events.

This work mainly explores monitoring of carotid arterial pulsation and local pulse
wave velocity (PWV) by the designed system to estimate the ABP waveform, conduct-
ing simultaneous spectral Doppler and M-mode imaging. The system is characterized
in electrical and acoustic domains to preserve adequate signal integrity to faithfully
extract a spatial mean flow velocity and an arterial distension waveform. The carotid
ABP waveform is estimated from the distension waveform and the local PWV with
one-time calibration from an arterial-line (A-line) or a volume clamping method.

The proof-of-concept study demonstrated that the carotid ABP waveform esti-
mation is feasible. The pulse pressure estimation compared to a sphygmomanometer
and a finger ABP waveform differ by 1.49±11.7 and -4.92±12.9 mmHg, respectively.
The designed and characterized motion-tolerant ultrasonography extends tolerable
lateral offsets up to ±8 mm while limiting error of the flow and distension waveforms
within about 5%. The system is also validated under hemodynamic stress of the
Valsalva maneuver and in intensive care settings compared to the A-line. This thesis
demonstrates the profound potential for a portable low-cost ultrasound system toward
non-invasive evaluation of a central ABP waveform in clinically relevant settings.

Thesis Supervisor: Hae-Seung Lee
Title: ATSP Professor of Electrical Engineering

Thesis Supervisor: Charles G. Sodini
Title: Lebel Professor of Electrical Engineering
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Chapter 1

Introduction

1.1 Background

The cardiovascular system transports oxygen, carbon dioxide, nutrients, and wastes

to sustain life. Due to its life-supporting role, cardiovascular diseases (CVDs) are the

leading cause of death worldwide according to a World health organization report [1].

Among them, ischemic heart diseases and stroke are ranked first and second, respec-

tively. In addition, they constitute 30% of the causes of death in the United States

according to a Centers for Disease Control and Prevention (CDC) report [2].

With various cardiovascular diagnostic tools such as electrocardiogram (ECG) and

echocardiogram, arterial blood pressure (ABP) helps determine not only diagnosis but

also prognosis of CVDs. Thus, the blood pressure is considered a target to monitor

and manage.

While the primary role of ABP is to drive systemic circulation, it also reflects

patho-physiological states of the arterial system, such as arterial stiffening. An arterial

Windkessel model is often used to interpret the arterial system in the simplest way [3].

This lumped circuit model simulates arterial compliance (i.e., increase of intravascular

volume over increase of ABP) and total peripheral resistance. Elastic arteries cushion

sudden increase of ABP caused by ventricular contraction of the heart. The arteries

also temporarily store blood during systole and gradually release it to peripheries

during diastole. In this model, pulse pressure (PP, the difference between systolic
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and diastolic blood pressure) is associated with arterial stiffness; The increased PP

given the same stroke volume (i.e., ejected blood volume per beat) often implies a

stiffened arterial system due to arteriosclerosis.

Although the Windkessel model gives basic insight into the PP increase by the

arterial stiffening, the exact shape of an ABP waveform results from complex wave

behaviors in the arterial system. In detail, the major artery is modeled as an elastic

tube filled with fluid, inertial mass to accelerate with negligible viscous drag. An

arterial tree consists of the elastic tubes successively branching out into smaller ones.

Distal branches are terminated by resistors mimicking high resistances of the arterioles

and capillaries. In this model, the arterial stiffening increases the propagation speed

of a pulse wave, thus modifying morphology of the ABP waveform.

Conversely, ABP directly applies mechanical stress on the heart and vasculatures.

CVDs are mainly categorized into the heart and vascular diseases, but their disease

processes are usually intertwined. Abnormally elevated mean arterial pressure (MAP)

or PP exerts stress on the vessel wall. This stress injures endothelium chronically, if

repeated. According to the response-to-injury hypothesis, the repeated injury leads

to endothelial dysfunction, platelet aggregation, migration of smooth muscle cells into

intima of the wall, and synthesis of collagen, thereby modifying viscoelastic property

of the vessel wall [4]. This atherosclerotic process forms plaque and narrows the

lumen, potentially triggering ischemic events due to blockage caused by the narrowed

lumen or blood clots from the ruptured plaque.

Besides vascular diseases, the increased PP due to the systemic arterial stiffening

burdens the heart from ejecting blood into the arterial system. The increased PP

also contributes to microvascular diseases in the brain and kidney. This is mainly

because their vascular resistances are low compared to other vascular beds, such that

the micro vessels experience the unattenuated high pulsatile stress generated by the

ventricular contraction during systole [5].

Numerous studies have clearly identified that hypertension is a risk factor for CVD

events. Initially, systolic (SBP) and diastolic blood pressure (DBP) were correlated

to disease severity. A current clinical guideline for hypertension is based on SBP and
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DBP, but gradually, PP has been recognized as a more relevant risk factor [6]. In fact,

cyclic stretch on endothelial cells was shown to consistently synthesize collagen, one

of the components leading to the arterial stiffening with aging, much more rapidly

than the static stress [7]. This study implies that the pulsatile stress primarily directs

arterial remodeling. Subsequent studies supported that PP is identified as a strong

risk factor for coronary heart diseases in the middle-aged and elderly [8] and recurrent

myocardial infarction [9].

While the brachial PP has been used for these studies due to measurement con-

venience, the aortic and carotid PPs have been found more closely associated with

adverse cardiovascular outcomes [10], such as coronary artery diseases [11]. These

studies implicate that the central ABP more closely reflects the load placed on the

left ventricle and the coronary and cerebral vasculatures [10]. Due to its clinical

significance, several studies have focused on estimating the central ABP from the

peripheral ABP waveform [12–14].

Even though most clinical practices are well-established based on SBP and DBP,

further studies are certainly desired to close the gap in our understanding of the

interplay between ABP and CVDs. A recent study shows that CVD events, such as

heart attacks, heart failures, and stroke, are reduced by one third, and the risk of

death are reduced by a quarter through the intensive control of SBP under 120 mmHg

instead of the current clinical guideline of 140 mmHg [15]. This study exemplifies both

the immense prognostic values that ABP carries and lack of understanding as to how

to most effectively use ABP measurements for the patients’ benefit.

1.2 Motivation

The clinical information of interest has migrated from static to pulsatile stress

and toward specific features in the full ABP waveform calculated from pulse wave

analysis. Besides, the arterial site of interest also migrates from peripheries to central

sites as the arterial model evolves.

The ABP waveform is believed to offer unparalleled cardiovascular assessments
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and useful information in understanding and predicting the course of CVDs. For ex-

ample, PhysioNet Challenge 2009 asked contestants to predict an acute hypotensive

episode–a sudden drop of ABP–at least an hour in advance solely based on the con-

tinuously monitored ABP waveform obtained in an intensive care unit for more than

ten hours [16]. Many prediction models demonstrated excellent prediction accura-

cies greater than 93% by utilizing machine-learning techniques. This example clearly

suggests rich information contained in the ABP waveform should be discovered.

Figure 1-1: Arterial pressure waveform and its studied features.

Several features in the waveform intrigue researchers as compelling candidates for

future studies as shown in Figure 1-1. For example, an augmentation index (AIx),

defined as the ratio between a fraction of the augmented pressure (∆P ) due to the

wave reflection to the measured PP, is associated with the arterial stiffening because

of earlier return of the reflected wave caused by increased pulse wave velocity [17]. A

subendocardial viability index (SVI), the ratio of the diastolic pressure-time integral

(DPTI, area under the ABP waveform during diastole) to systolic tension-time index

(TTI), is believed to represent cardiac workload relative to perfusion of myocardium

because the heart contracts during systole while it relaxes to be perfused mostly

during diastole [18].

Several studies attempted to identify the closer association between these param-

eters to CVD events. For instance, the AIx is identified as a strong, independent

risk factor for premature coronary artery diseases [17] and left ventricular hypertro-

phy [19]. The SVI is an independent predictor for coronary flow reserve, a parameter

to represent coronary microvascular function [20]. In addition to these features, sev-

eral hemodynamic parameters, such as cardiac output (CO) and total peripheral
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resistance (TPR), can be estimated by analyzing the peripheral ABP waveform even

in ambulatory settings [21, 22]. Yet, the development of a handy, non-invasive ABP

waveform monitoring device has been desired to conduct a series of large population

studies. These studies are expected to establish the solid association between the

newly identified features and CVD events.

In addition to the detailed morphology of the ABP waveform drawing unprece-

dented attentions, its variability is also implicated to possible association with the

CVDs [23]. Indeed, ABP is the dynamic parameter that reacts to various stimuli

both internal and external to the body. It is subject to changing accordingly in order

to maintain adequate systemic perfusion under various circumstances, such as vary-

ing metabolic needs and the mechanical stress imposed on the circulatory system. A

postural change is a great example of such stress.

This variability implies that the ABP obtained at one instance can hardly rep-

resent general cardiovascular health without proper contexts. For this reason, a

standard blood pressure cuff measurement is usually conducted after a patient is

adequately stabilized. In other words, real-time and long duration monitoring of

the ABP waveform offers ample opportunities to investigate how the cardiovascular

system responds to various stimuli. In fact, blood pressure fluctuations have been

observed in a continuous monitoring setting [24,25]. For example, a 10s Mayer wave

is an example of the fluctuations due to baroreflex, which is the body’s homeostatic

mechanism to control central arterial pressure at a nearly constant level [26]. The

body controls the ABP by modulating the heart rate and changing vasomotor tones,

both of which are orchestrated by the autonomic nervous system.

Many studies to relate the heart rate or blood pressure variability to cardiovascu-

lar health exemplify such efforts. Baroreflex sensitivity, measured as the heart rate

change over the pressure change, has been found significantly impaired in bilateral

carotid atherosclerosis patients [27]. Considering that baroreceptors are mainly lo-

cated at the aortic arch and carotid sinus, this study implies the atherosclerosis in

these regions can cause dysfunction of a central ABP control loop. In addition, in

hypertensive patients, severity of the target-organ damage is highly correlated to the
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blood pressure variability as well as the MAP for 24 hours compared to a snapshot of

sphygmomanometer readings [28]. To summarize, only continuous or real-time mon-

itoring can allow analyzing the beat-to-beat variation of ABP and greater in-depth

understanding about general health of the cardiovascular system.

Unfortunately, the ABP measurements currently practiced in hospitals are unsuit-

able for real-time monitoring of the ABP waveform in a large population. In clinics,

SBP and DBP are measured using a sphygmomanometer. In this measurement, a cuff

is wrapped around the upper extremity. Initially, the cuff is inflated to completely

occlude the brachial artery. Then, the cuff gradually releases the pressure while SBP

and DBP are determined by listening to blood flow using a stethoscope (auscultatory)

or an automated algorithm (oscillometric). Although this measurement is handy, it

ignores the beat-to-beat variation since it takes multiple cardiac cycles. Additionally,

it only measures SBP and DBP, discarding useful information of the dynamic nature

of the arterial system.

While a new device gets tested to the cuff measurement, the gold standard method

to obtain the complete ABP waveform is an arterial-line (A-line) which requires ar-

terial catheterization and either insertion of a pressure wire into a target arterial site

or connection of a pressure tubing to a pressure transducer. Although considered the

gold standard, it is highly invasive, and, therefore, seldom practiced in ambulatory

settings. Currently, the A-line is only practiced in an intensive care or surgical set-

tings where real-time ABP monitoring is required to trigger a timely alarm for medical

emergencies. Consequently, its highly invasive nature not only increases various pa-

tients’ risks but makes the usage of this waveform very expensive for cardiovascular

studies.

Several non-invasive ABP waveform estimation techniques have been introduced,

and they mainly fall into two categories: a volume clamping method and arterial

tonometry. Penaz introduced the principle that established the volume clamping

method [29]. This method requires an inflatable finger cuff exerting pressure on the

finger, and the blood volume in the finger is continuously monitored using infrared

photoplethysmography. While clamping the blood volume by actively controlling the
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cuff pressure, the arterial pressure is calculated [30]. However, in order to achieve

high accuracy, it requires careful and repeated calibrations, inevitably interrupting

the continuous monitoring. Partly occluding the vessel hinders adequate perfusion

of the monitored finger in a longer time scale. Furthermore, its measurement site is

restricted to the fingers.

The arterial tonometry is a transcutaneous pulse-sensing technique using a pres-

sure transducer. External pressure to flatten the arterial wall is exerted on the pa-

tient’s skin using the pressure transducer. While the wall is applanated, normal

contact stress, measured by the transducer, becomes equal to the transmural pres-

sure [31]. That is because the hoop tension of the flattened vessel wall cannot balance

the transmural pressure at all. Practically, the tonometry requires a specific anatom-

ical condition; a superficial artery should be supported by rigid structures such as a

bone in order to properly applanate the target artery. Such arterial sites include the

radial and possibly carotid artery. However, the carotid tonometry requires substan-

tial expertise to obtain a reliable waveform [32]. In addition, the reliable measurement

greatly depends on accurate alignment of the transducer, thus it is not suitable for

real-time monitoring for a long time. Finally, the tonometry was reported unreliable

in obese patients [33].

More recently, non-invasive ABP waveform estimation techniques using ultrasound

have been introduced. One of the prior art is based on the empirically derived ex-

ponential relation between the pressure and the area [34]. This approach calibrates

a wall rigidity coefficient to estimate an ABP trace yet lacks continuous calibration

capability in case the vessel elasticity changes. Other researchers conducted quanti-

tative tissue elastography based on a hand-held force-controlled ultrasound probe to

estimate the ABP [35,36]. Other works utilize a pulse wave velocity (PWV) to quan-

tify the vessel elasticity [37–40]. This approach tracks the vessel elasticity through

continuous PWV monitoring using ultrasonography. This approach is more appealing

than the volume clamping method and tonometry because it is suitable for the central

ABP waveform monitoring at the abdominal aorta [38] or the carotid artery [40] to

mitigate the effect of the pulse wave reflection. Besides, an ultrasound scanning device
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can potentially be implemented in a portable form factor desirable in long-term and

real-time monitoring aspects, which is demonstrated by the introduction of hand-held

ultrasound scanners. In addition, ultrasonography allows unimpeded blood flow, de-

sirable for the long-term monitoring. Finally, ultrasonography has been widely used

for various cardiovascular diagnostics because of its safe and non-invasive nature.

1.3 Objectives of Thesis

For these reasons, this work aims to explore non-invasive ABP waveform monitor-

ing using ultrasound embodied in a portable, low-cost ultrasound scanner for real-time

and long-term monitoring. In order to further develop the potential of PWV-based

ABP waveform estimation technique using ultrasound, this thesis investigates several

aspects toward real-term and long-time ABP waveform monitoring. Specifically, this

work states four objectives in this direction:

• To develop and validate the low-cost portable ultrasound system that can be

used to acquire necessary ultrasound images for implementation of the ABP

waveform estimation

• To investigate feasibility of the PWV-based ABP waveform estimation using

ultrasound on healthy human subjects at the common carotid artery, one of the

surrogate central sites

• To conceive and demonstrate hardware improvements of ultrasonography to-

ward sonographer-less operation while maintaining the portable and low-cost

characteristics.

• To test the accuracy of the ABP waveform estimation model on humans in

comparison to the gold standard arterial-line measurement.
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1.4 Thesis Organization

This thesis consists of eight chapters. Chapter 2 establishes basic background.

The first section describes an acoustic theory and medical ultrasonography to acquire

relevant physiological data needed to estimate the ABP waveform. The second section

describes hemodynamics and cardiovascular physiology. The final section discusses

specific ultrasound techniques and proposes the ABP waveform estimation method.

Chapter 3 describes the development of the prototype ultrasound scanner to im-

plement the proposed ABP estimation technique. First, probe designs are detailed.

Then, the overall architecture of the system is described, followed by implementation

details. Finally, electrical and acoustic characterization as well as the operation of

the system are presented.

The proof-of-concept human subject study is presented in Chapter 4. First, major

considerations in the clinical use of the technique are described. Then, the clinical

study results are presented, and their implications are drawn.

Chapter 5 describes the strategy of ultrasonography to achieve motion and mis-

alignment tolerance in physiological waveforms monitoring. Unfocused imaging with

wide beam insonation is introduced to achieve such a goal. Several signal and im-

age processing approaches are discussed to mitigate the effect of increased clutter.

Finally, the experimental validation with human subject’ data is provided.

Chapter 6 discusses the Valsalva maneuver study which supports usefulness of the

designed device with the proposed technique for stress test application. While the hu-

man subjects performed the maneuver, the hemodynamics changes were continuously

monitored and compared to measurements by a volume clamping method device.

Chapter 7 shows results from the Non-invasive Evaluation of an arterial WavEform

uSing ulTrasound (NEWEST) study conducted at the Boston Medical Center. This

study compares the ABP waveform estimation at the carotid to the gold standard A-

line measurement and estimated central ABP waveforms from model-based transfer

function techniques.

Chapter 8 summarizes key contributions and suggests potential future work.
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Chapter 2

Theory of Operation

This chapter lays the theoretical background for this thesis work. An acoustic wave

theory and the cardiovascular system are described. An arterial blood pressure (ABP)

waveform estimation technique is proposed based on hemodynamics in the arterial

system. Then, ultrasonography is proposed to acquire physiological parameters as

well.

2.1 Acoustic Wave Theory

Ultrasonography uses a longitudinal acoustic wave to image biological tissues. The

acoustic wave is propagated and scattered, and the scattered echo delivers information

about the scattering objects. This section details how the acoustic wave behaves and

how to properly extract and interpret physiological information.

2.1.1 Acoustic Wave Propagation in Tissue

The acoustic wave propagates in solids and liquids through various propagation

modes. Although the tissues are elastic solids, their contents mostly consist of liq-

uids, more specifically, water. Therefore, the wave behaviors in the liquid establishes

a strong basis for medical ultrasonography. For this reason, the acoustic wave is often

characterized in water. In addition, in spite of the non-linearity of the tissue, the prin-
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ciple of linearity is assumed in this section, which holds true when the perturbation

of particles is sufficiently small, to introduce intuition on acoustic wave behaviors.

More detailed descriptions of the acoustic wave theory can be found in [41].

The acoustic wave propagated in liquid is a longitudinal wave that generates a

cyclic displacement (u) of particles from the equilibrium position. This perturbation

produces a local pressure disturbance (p). The cycle of the increased pressure is called

compressional, while the decreased pressure is called rarefactional. In an idealized

incompressible fluid, the velocity of a particle (v) is defined as:

v =
∂u

∂t
(2.1)

For the sake of convenience, a velocity potential is defined as:

v = ∇φ (2.2)

Then, pressure (p) is defined as:

p = −ρ∂φ
∂t

(2.3)

where ρ is the density of the fluid with no disturbance. Propagation of the acoustic

wave is governed by a wave equation described as:

∇2φ− 1

c2

∂2φ

∂t2
= 0 (2.4)

Assuming a plane wave is propagated in the z-direction, Equation 2.4 can be rewritten

in a Cartesian coordinate as:
∂2φ

∂z2
− 1

c2

∂2φ

∂t2
= 0 (2.5)

where the speed of sound (c) is expressed in terms of the ratio of specific heats (γ)

and the isothermal bulk modulus (BT ) as:

c =

√
γBT

ρ
(2.6)
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Table 2.1: Acoustic parameters in biological media [42,43]

Density Speed of Sound Acoustic Impedance
Medium

(kg/m3) (m/s) (MRayls)

Air 1.2 333 0.0004

Water 1000 1480 1.48

Blood 1060 1566 1.66

Fat 920 1450 1.38

Muscle 1070 1580 1.70

Soft Tissue (Average) 1058 1540 1.63

The characteristic impedance (ZC) refers to the ratio of the pressure to the particle

velocity. This impedance can be expressed from Equations (2.2), (2.3), and (2.5) as:

ZC =
p

v
= ρc (2.7)

Table 2.1 summarizes the acoustic parameters in various biological tissues. The solu-

tion of the wave equation consists of forward and backward traveling waves, and the

characteristic impedance is negative for the backward wave.

An instantaneous intensity (Iinst) of the acoustic wave is expressed in terms of the

characteristic impedance as:

Iinst = pp∗/ZC = vv∗ZC (2.8)

Since the instantaneous intensity is a function of time and space, the average and

maximum intensities in a temporal or a spatial domain are typically utilized to bet-

ter describe the transmission of acoustic energy. In the time domain, a temporal

average, a pulse average, and a temporal peak value are used [44]. In the spatial

domain, a spatial peak and a spatial average value are used. The U.S. Food and

Drug Administration (FDA) guides ultrasound scanner manufacturers for the safe

usage of ultrasound. A spatial peak temporal average intensity (ISPTA) dictates the

thermal effect of medical ultrasound in tissues. On the other hand, a spatial peak
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pulse average intensity (ISPPA) is used to evaluate the non-thermal effect [45].

2.1.2 Acoustic Wave Scattering in Tissue

The acoustic wave gradually loses energy in real media through absorption and

scattering. Absorption, similar to friction, results in local heating in media. There-

fore, absorption is important for ultrasound safety because excessive heating may

damage the tissues. The scattering results in changing the original trajectory of the

acoustic waves. Attenuation by these processes is described by an exponential law as:

u(z, t) = u0e
−αze(kz−ωt) (2.9)

where α is an attenuation factor, k is the wave number, and ω is the angular frequency.

The attenuation experienced in the tissues increases as frequency increases. A typical

value for the attenuation factor is reported as 0.5 dB/cm/MHz for soft tissues [44].

Scattering occurs when the acoustic wave faces inhomogeneous boundaries, more

specifically, boundaries with different characteristic impedances. The echoes gener-

ated from the scattering excite an ultrasound probe to produce medical ultrasound

images of anatomical structures. Mechanisms of the scattering depend on the wave-

length relative to the roughness of the boundary [41]. Depending on this relation, the

mechanisms are categorized as: specular, diffusive, or diffractive scattering. Specular

scattering occurs when the wavelength is much smaller than the roughness. Diffusive

scattering occurs when the roughness is much smaller than the wavelength. Diffrac-

tive scattering occurs between these two regimes. For example, the echoes from a

vessel wall or the boundary between large organs are based on specular scattering,

while the echoes from individual cells in these organs or erythrocytes (i.e., red blood

cells) are described based on diffusive scattering [41].

Specular Scattering

Specular scattering, also called reflection, is understood according to a ray theory

[41]. Consider a single-frequency plane wave propagating in the positive z-direction

through medium 1 with the wave number and characteristic impedance of k1 and Z1,
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Figure 2-1: Illustration of an acoustic wave perpendicularly reflected at the boundary
between media with different characteristic impedances.

respectively, It is perpendicularly reflected at a flat boundary to medium 2 with k2

and Z2. Due to the different acoustic properties, the reflection occurs with a reflection

coefficient (Γa). The continuity of the pressure and velocity at the boundary dictates:

p2 = p1(1 + Γa) (2.10a)

v2 = v1(1− Γa) =
p1

Z1

(1− Γa) (2.10b)

where p1 and v1 are the pressure and particle velocity of the incident wave, respec-

tively. Then, the characteristic impedance of medium 2 is written in terms of Γa and

Z1:

Z2 =
p2

v2

=
(1 + Γa)Z1

1− Γa
(2.11)

In terms of the characteristic impedances, the reflection coefficient is written as:

Γa =
Z2 − Z1

Z2 + Z1

(2.12)

Finally, a transmission coefficient (τ) can be determined as:

τ = 1 + Γa =
2Z2

Z1 + Z2

(2.13)

To apply the above analysis to the wave incident at an angle, let’s define θI , θR,
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Figure 2-2: Illustration of an acoustic wave reflected obliquely at the boundary be-
tween media with different characteristic impedances [46].

and θT as the angles of incidence, reflection, and transmission, respectively, in Figure

2-2. Snell’s law gives:
sin θI
sin θT

=
c1

c2

(2.14)

where c1, c2 are the speeds of sound in media 1 and 2, respectively. At the boundary,

the tangential components of the wave numbers must be equal to the following:

kx = k1 sin θI = k1 sin θR = k2 sin θT (2.15)

Due to the oblique incidence, the wave number components in the z-direction have

cosine dependencies to the angles as:

kIz = k1 cos θI (2.16a)

kRz = k1 cos θR (2.16b)

kTz = k2 cos θT (2.16c)
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The effective characteristic impedances are calculated as:

Z1,effective =
Z1

cos θI
(2.17a)

Z2,effective =
Z2

cos θT
(2.17b)

Then, the reflection and transmission coefficients are calculated from Equations 2.12

and 2.13, respectively:

Γa =
Z2θT − Z1θI

Z2θT + Z1θI

=
Z2 cos θI − Z1 cos θT
Z2 cos θI + Z1 cos θT

(2.18a)

τ =
2Z2θT

Z2θT + Z1θI

=
2Z2 cos θI

Z2 cos θI + Z1 cos θT
(2.18b)

R

I

Figure 2-3: Specular scattering of a planar incident wave on a spherical object [46].

Assuming the wavefront of the reflected wave is approximately the same as the

shape of the object, an intensity of the reflected wave can be calculated [41]. Consider

that the plane wave of a radius b insonates a spherical object with a radius of a, which

is much larger than the wavelength of the incident wave. Then, the intensity is roughly

calculated as [41]:
IR(r)

II
∼ πb2

r2
|Γa|2 (2.19)

where r is the distance from the object, and II is the incident intensity. The reflected
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intensity is directly proportional to the square of the reflection coefficient. It is

noteworthy that most of the reflected waves do not follow the same trajectory as the

incident wave.

Diffusive Scattering

Diffusive scattering, also called Rayleigh scattering, occurs when individual scat-

terings from the boundary fail to produce a distinct interference pattern [41]. In

medical ultrasound, echoes backscattered from numerous scatterers that are spaced

sub-wavelength contribute to the production of a random pattern called a speckle.

An intensity of the diffusively scattered wave is formulated as:

I

S

2	,	 2

1	,	 1

Figure 2-4: Diffusive scattering of a planar incident wave on a spherical object [46].

IS(r)

II
=

16π4a6

9λ4r2
[
3(1− ρ2/ρ1) cos θ

1 + 2ρ2/ρ1

+ (1− κ1

κ2

)]2 (2.20)

where a is a radius of the spherical scatterer, θ is the angle measured from the line

of incidence, ρ1, ρ2 are the densities of the medium and scatterer, respectively, and

κ1, κ2 are the compressibility of the medium and scatterer, respectively, in Figure 2-4.
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For the rigid scatterer, ρ2
ρ1

and κ1
κ2

goes to infinity to simplify Equation 2.20 [41]:

IS(r)

II
=
k4a6

9r2
[1− 3 cos θ

2
]2 (2.21)

The intensity distribution reaches its maximum at θ = 0 and π, presenting a dipole-

like shape. In addition, The intensity is dependent on the fourth power of the wave-

length and the sixth power of the size of the scatterer. Provided a red blood cell is

a bi-concave disk with a diameter of 7 µm and a thickness of 2 µm [41], the echoes

from the erythrocytes are much weaker than those from the vessel wall.

2.1.3 Ultrasound Transducer

Transducer Structure

Figure 2-5: Piezoelectric element consisting of top and bottom electrodes [46].

Most commercial ultrasound probes are made of piezoelectric materials. The

piezoelectric effect refers to the ability to generate electric charges in response to

mechanical stress and vice versa. The simplest transducer consists of piezoelectric

material with top and bottom electrodes. By applying a voltage across the electrode,

an acoustic wave is generated due to the mechanical stress of the material, and the

wave propagates to a load medium. Figure 2-5 depicts the physical structure of the

piezoelectric element.
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Electrical Impedance

Figure 2-6: Lumped electric circuit element model for a loaded piezoelectric ultra-
sound transducer.

Since the piezoelectric element is dielectric, an electrical impedance seen at the

voltage terminal consists of capacitance in addition to a radiation impedance. In

addition, due to the stress generated in the material, the impedance changes as a

function of frequency [41]. The electrical impedance is expressed in terms of the

radiation impedance ZA and a clamped capacitance C0 as:

ZT = ZA +
1

jωC0

= RA(f) +XA(f) +
1

jωC0

(2.22)

where RA and XA are the real and imaginary part of the radiation impedance, re-

spectively. RA represents the real power that is transmitted to the load medium, and

it is maximized at a fundamental resonant frequency of the piezoelectric element (f0),

determined by its geometry where XA becomes zero. Since the radiation impedance

is a complicated function of frequency, a purely lumped model is used for the simplest

transducer’s electric model, which is shown in Figure 2-6. This model, often called

the Butterworth-van Dyke model, presents a series resonance at fr = 1
2π
√
LsCs

and a

parallel antiresonance far = 1

2π
√
Ls(Cs//C0)

.

2.1.4 Acoustic Pressure Field

The acoustic wave generated in the ultrasound transducer propagates to the load

medium from the aperture. According to Huygen’s principle, a plane wave can be
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Figure 2-7: Geometric representation of a transducer aperture and its coordinates [46].

viewed as numerous spherical waves departing from point sources on the wavefront.

Based on this description, individual spherical waves interfere with each other to

create a distinct pattern of a field, called a diffraction pattern. Given that the wave-

length of medical ultrasound ranges from 154 to 770 µm within a frequency range of

2–10 MHz, and the aperture size ranges from milimeters to a few centimeters, the

pressure field insonating the tissue displays the diffraction pattern governed by the

wavelength and the size of the aperture. In order to fully describe the field pattern,

first, a continuous wave case is introduced, followed by modification for a pulsed wave.

Continuous Wave Pressure Field

Based on Huygen’s principle, a pressure field generated by an aperture S can be

described by a Rayleigh-Sommerfeld integral as [41]:

p(~r, t) =
jρ0ckv0

2π

∫
S

ei[ωt−k(~r−~r0)]

|~r − ~r0|
A(~r0)dS (2.23)

where r0 is a position vector on the aperture, r is a position vector in space, ρ0 is the

density of the medium, v0A(~r0) is the velocity normal to the surface, c is the speed of
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sound, and k is the wave number. The parabolic approximation, also known as the

Fresnel approximation, is applied as:

|~r − ~r0| =
√
z2 + (x− x0)2 + (y − y0)2 ' z[1 +

1

2
(
x− x0

z
)2 +

1

2
(
y − y0

z
)2] (2.24)

Then, combining Equations 2.23 and 2.24 results in:

p(~r, t) =
jρ0ckv0

2πz
ei(ωt−kz)e−ik(x2+y2)/2z

∫∫
S

[e−ik(x20+y20)/2zA(x0, y0)]eik(xx0+yy0)/zdx0dy0

(2.25)

Equation 2.25 implies that the pressure field pattern at the depth of z is the two-

dimensional spatial Fourier transform of e−ik(x20+y20)/2zA(x0, y0), also called a near-field

pattern. Furthermore, at greater depths, the Fraunhofer approximation is applied as:

e−ik(x20+y20)/2z ' 1 (2.26)

such that the pressure field pattern becomes the two-dimensional spatial Fourier trans-

form of the aperture itself:

p(~r, t) =
jρ0ckv0

2πz
ei(ωt−kz)e−ik(x2+y2)/2z

∫∫
S

[A(x0, y0)]eik(xx0+yy0)/zdx0dy0 (2.27)

For an example of a rectangular aperture with a size of Lx×Ly, Equation 2.27 is

expressed as:

p(~r, t) =
jp0

λz
LxLy

sin π(Lxx/λz)

π(Lxx/λz)

sinπ(Lyy/λz)

π(Lyy/λz)
ei(ωt−kz)e−ik(x2+y2)/2z (2.28)

where p0 is the pressure at the surface of the aperture. Then, beam width is described

in a full width half maximum (FWHM) sense, and it is calculated as:

FWHMrect,x,y = 1.206
λz

Lx,y
(2.29)
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Along the beam axis, the pressure amplitude is expressed as:

|p(0, 0, z)| = 2p0[

∫ Lx/2√
λz/2

0

e−jπt
2

dt][

∫ Ly/2√
λz/2

0

e−jπt
2

dt] (2.30)

A natural focus, also known as the near-to-far field transition point, occurs at:

zmax = 0.339
L2

λ
(2.31)

if the aperture is square (L = Lx = Ly). Before the natural focus, the field is often

called a near-field while the field beyond is called a far-field.

For an example of a circular aperture with a radius of a, Equation 2.27 is approx-

imately expressed as:

p(R, z) =
jp0πa

2

λz

2J1(2πRa/λz)

2πRa/λz
(2.32)

where R is the distance from the z-axis, and J1 is the first order Bessel function [41].

A full width half maximum beam width is also calculated as:

FWHMcircular = 0.7047
λz

a
(2.33)

Along the beam axis, the pressure amplitude is expressed with the Fresnel approxi-

mation:

|p(0, z, λ)| = 2p0 sin[
kz

2
(
√

1 + (a/z)2 − 1)] (2.34)

The natural focus for the circular aperture occurs at the depth of

zmax =
a2

λ
(2.35)

Equations 2.31 and 2.35 show that the natural focus for the flat aperture only depends

on the aperture size and the wavelength.

Figure 2-8 presents pressure field patterns of the circular aperture in a lateral and

an axial dimension. The axial pattern shows many peaks and valleys as expected in

a near-field pattern. After the natural focus, the pressure amplitude monotonically
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Figure 2-8: Simulated pressure field patterns in a radial and an axial dimension for a
circular aperture of 3 mm radius at a continuous 5 MHz ultrasound.

(a) x− y plane (b) x− z plane

Figure 2-9: Simulated temporal-averaged intensity fields in a lateral-elevational di-
mension and a lateral-axial dimension for a circular aperture of 3 mm radius at a
continuous 5 MHz ultrasound.

decreases. This is because the natural focus is the point where significant constructive

interference occurs for the last time. The simulated pattern generally agree with

Equation 2.34, although a slight discrepancy is observed.

The radial pattern presents acoustic energy that is focused compared to the size of

the aperture. It generally agrees with Equation 2.32. In general, the beam width de-

termines the lateral resolution of ultrasound images. For a single element transducer,

the beam width is minimum at the natural focus, and it is fixed by the wavelength
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and the aperture size. Therefore, given the fixed aperture, the natural focus depth

can only be controlled by the wavelength. For a transducer array, which commer-

cial ultrasound scanners use, the focus can be defined through beamformation in the

near-field. Figure 2-9 shows two-dimensional maps of the pressure fields produced by

a circular aperture of 3 mm radius radiating a 5 MHz acoustic wave.

Pulsed Wave Pressure Field

Although the pressure field pattern in the continuous wave provides insights about

how the diffraction pattern looks, most medical ultrasound is practiced using a pulsed

wave to preserve depth-specific information. Similar to the continuous wave, the

Rayleigh integral, based on Huygen’s principle, is used to express the pressure field

as [42]:

p(~r, t) =
ρ0

2π

∫
S

∂vn(~r0, t− |~r−~r0|c
)/∂t

|~r − ~r0|
dS

= ρ0vn(t) ∗ ∂
∂t

∫
S

δ(t− |~r−~r0|
c

)

2π|~r − ~r0|
dS

= ρ0vn(t) ∗ ∂h(~r, t)

∂t

(2.36)

where h is a spatial impulse response. The spatial impulse response is expressed as:

h(~r, t) =

∫
S

δ(t− |~r−~r0|
c

)

2π|~r − ~r0|
dS (2.37)

It characterizes the pressure field pattern determined by specific transducer geometry

assuming that the surface velocities are uniform across the aperture. It is also inter-

preted as a response at the aperture produced by an impulse point source in space

using the acoustic reciprocity theorem [42]. The reciprocity theorem states that a

transmitter and a receiver are interchangeable. This theorem can also be generalized

for multiple transmitters and receivers. Using this theorem, Equation 2.37 can be

viewed as a summation of the numerous point receivers on the aperture from the

impulse radiated by a point source in space. Once the spatial impulse response is

calculated, the pulsed field pattern (p(~r, t)) can be easily calculated for various pulse
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excitation conditions (vn(t)), as implied in Equation 2.36.

So far, the pressure fields generated by acoustic sources have been discussed, but

medical ultrasound images are constructed not only through pulse transmission but

also echo reception. Most echoes in the images originate from diffusive scattering

from mild tissue inhomogeneity. In this case, the backscattered echoes are considered

spherical waves from individual point scatterers in the tissue. Then, the same spatial

impulse response can be used to characterize reception [42]. Accounting for the tissue

inhomogeneity fm(~r), such intuition can be formulated as:

pr(~r, t) = vpe(t) ∗t fm(~r) ∗r hpe(~r, t) (2.38)

where ∗t is a temporal convolution, ∗r is a spatial convolution, and hpe(~r, t) is a pulse-

echo impulse response [42]. The FIELD II simulator, the ultrasound simulator used

in this work, is based on this principle [47, 48].

2.1.5 Medical Ultrasonography

A-mode M-mode

Time

Continuous
Doppler

Spectral
Doppler

Time

VelocityDepth

Time

VelocityDepth

B-mode

Lateral 
Dimension

Color Flow

Depth Depth

Tissue

Image

Lateral 
Dimension

Figure 2-10: Illustration of different ultrasound imaging modes for arterial vessel
imaging.

Medical ultrasound employs pulse-echo operation to scan biological tissues to ex-

tract clinically relevant information. Figure 2-10 illustrates various imaging modes.
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A-mode, currently obsolete, is the most basic imaging mode merely based on the

pulse-echo operation. M-mode comprises continuous A-mode operations over time

with multiple pulse transmissions while the image is displayed in grayscale, based on

the strength of the received echo. M-mode achieves a fine temporal resolution, as

the beam is transmitted to and received from a fixed direction. Due to its superior

temporal resolution, it is used to visualize fast-moving structures such as arterial

vessel walls or heart valves.

Continuous and spectral Doppler measure blood flow based on the Doppler effect

of the received wave. The continuous Doppler is useful to acquire an extremely high

velocity jet from a stenotic valve because it is free of aliasing. However, it loses

depth-specific information when the transmitted and received beam directions are

the same. On the contrary, the spectral Doppler measures blood flow at a specific

depth. However, the spectral Doppler is unsuitable for measuring high-flow velocities.

B-mode offers a two-dimensional image by scanning the transmitted and received

beams in the field of view. The image is updated at a certain frame rate, yet its

temporal resolution is generally limited compared to the M-mode. Finally, a color

flow mode visualizes a flow velocity map overlaid on a simultaneously acquired B-mode

image. Between the B-mode image acquisition, separate beams are transmitted at

an angle multiple times and swept through a region of interest to acquire Doppler

signals. Dissimilar to the continuous or spectral Doppler, the color flow quickly

calculates the mean Doppler shifts in the elemental sample volumes (i.e., volume

where the acoustic signal is acquired) and produces the two-dimensional flow map.

This mode is particularly useful to grasp overall flow patterns in conjunction with

anatomical structures imaged by B-mode.

In this work, mainly the M-mode and spectral Doppler are utilized to monitor

arterial pulsation and blood flow velocities at a target artery, respectively. How the

flow velocity and diameter are continuously monitored is detailed in Section 2.3.
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2.2 Cardiovascular System

This section describes the hemodynamics of the arterial system and cardiovascular

physiology, which are crucial to understanding acquired physiological information

using ultrasound.

2.2.1 Hemodynamics

This subsection describes the hemodynamics of the arterial system. First, the

mechanics of blood flow is described. Then, an analogy of the arterial system to an

electric circuit is introduced. Then, pulse wave behaviors in the arterial system are

visited.

Static Blood Flow Physics

Fluid is first assumed incompressible on a macroscopic scale. In this case, a

volumetric flow rate (Q) at any point along a rigid cylindrical tube must be constant,

expressed as the continuity equation:

∂Q

∂x
= 0 (2.39)

where the x-axis is parallel to the axis of the cylinder.

The fluid has viscosity or internal friction between the layers moving at different

velocities. Because of the viscosity, a pressure gradient needs to push the fluid inside

the tube. In Figure 2-11, the fluid fills the space between the top and bottom plate

Figure 2-11: Schematic of viscous drag of the fluid at constant flow when the top wall
slides to the right with a fixed velocity [42].
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where the top plate is moving at a constant velocity of v to the right. To drag the top

plate, a constant force (F ) is applied. A shear stress is defined as a ratio of the force

to area (A), and it is directly proportional to a velocity gradient across the plates,

expressed as:
F

A
= µ

dv(y)

dy
= µ

v

d
(2.40)

where d is the distance between the plates and µ is a coefficient, called viscosity. The

viscosity of water at 20.2 ◦C is 0.001 kg/[m·s] or 1.0 cP. Blood, which behaves as a

non-Newtonian fluid, shows variations of the viscosity depending on hematocrits and

the size of the conduit [49]. Although the reported viscosity of blood varies among

literature, the typical value at 37 ◦C with a hematocrit of 45% is 4.0 cP.

Figure 2-12: Schematic of a cylindrical tube.

In the cylindrical rigid tube with a radius R and a length L, as shown in Figure

2-12, the pressure gradient (∆P ) is applied between the inlet and outlet. Due to the

symmetry, the velocity profile (v) is the function of the distance (r) from the tube’s

center. The shear stress on the side wall of a cylindrical fluid column with a radius r

is expressed as:
Fshear
2πrL

= µ
dv(r)

dr
(2.41)

This shear force (Fshear) on the fluid column balances against the force that originated

from the pressure gradient as:

Fshear = 2πrLµ
dv

dr
= πr2∆P (2.42)
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Solving Equation 2.42 with a boundary fluid velocity of zero, the velocity profile is

calculated as:

v(r) =
∆PR2

4Lµ
(1− r2

R2
) = v0(1− (

r

R
)2) (2.43)

where v0 is the maximum flow velocity at the center. Equation 2.43 implies that the

parabolic profile with constant flow is developed in a steady state. The volumetric

flow rate is calculated by integrating the velocity over the cross-section as:

Q =

∫ R

0

2πrvdr =
∆PπR4

8Lµ
(2.44)

This equation, also known as the Poiseuille’s law, implies that the flow rate in the

fully developed laminar flow is directly proportional to the pressure gradient, which

resembles Ohm’s law in electric circuits. A flow resistance (Rf ) is defined as a ratio of

the pressure gradient to flow rate, and it is expressed in the fully developed parabolic

flow:

Rf =
8µL

πR4
(2.45)

Equation 2.45 indicates that the flow resistance is inversely proportional to the fourth

power of the radius of the tube. In the arterial system, the flow resistances of major

arteries are negligible because their diameters are large. Hence, negligible pressure

drop occurs through the large arteries. On the other hand, the resistances at the ar-

terioles and capillaries are significantly higher due to their small sizes. Consequently,

a large pressure drop occurs through arterioles and capillary beds.

In fact, when the fluid flows from a large reservoir to the tube, the velocity profile

is a plug profile at the inlet (i.e., a flat profile) and then gradually transforms to a

parabolic profile as the viscous effect happens. In the middle, an intermediate profile

is described approximately in terms of the Poiseuille’s coefficient (p0) as:

v(r) = v0(1− (
r

R
)p0) (2.46)

With this Poiseuille profile, a spatial mean flow velocity (i.e., average flow velocity
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across the cross-section) is expressed as:

v̄ =
1

πR2

∫ R

0

v0

(
1−

( r
R

)p0)× 2πrdr = v0
p0

p0 + 2
(2.47)

Pulsatile Blood Flow Physics

The blood flow in the arterial system is pulsatile because of the heart’s pumping

and arterial compliance. The pressure gradient that drives the flow not only counter-

acts the viscous drag but the inertia of the fluid to accelerate. Such intuition is implied

in two Navier-Stokes equations, assuming there is no circumferential motion [50]:

−dP
dx

= ρ(
dv

dt
+ u

dv

dr
+ v

dv

dx
)− µ(

d2v

dr2
+

1

r

dv

dr
+
d2v

dx2
) (2.48a)

−dP
dr

= ρ(
du

dt
+ u

du

dr
+ v

du

dx
)− µ(

d2u

dr2
+

1

r

du

dr
+
d2u

dx2
− u

r2
) (2.48b)

where v is a longitudinal flow velocity and u is a radial flow velocity. The first three

terms of both equations represent the acceleration, while the latter terms represent

the internal friction. Although a complete solution of the Navier-Stokes equations

is not always available, a useful analytical model can be derived by analyzing the

laminar flow in a rigid tube, also called Womersley’s model [50]. Then, Equation

2.48b is ignored. Furthermore, Equation 2.48a is reduced to result in:

−dP
dx

= ρ(
dv

dt
)− µ(

d2v

dr2
+

1

r

dv

dr
) (2.49)

Womersley’s model assumes a sinusoidal pressure gradient with an amplitude of B.

Then, the longitudinal velocity and volumetric flow rate are calculated as:

v(r, t) = Real[
|B|ejωtR2

jα2µ
(1−

J0(j3/2α r
R

)

J0(j3/2α)
)] (2.50)

Q(t) =
|B|πR4

µ
· M

′
10

α2
cos(ωt− φ−[90◦ − ε′10])

(M ′
10e

jε′10 = 1− 2J1(j3/2α)

j3/2αJ0(j3/2α)
)

(2.51)
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where α is defined as the Womersley number (α = R
√

ρ
µ
ω) [50,51]. Figure 2-13 shows

a time-varying velocity profile predicted by Womersley’s model during a single cardiac

cycle. The model allows a bi-directional velocity profile at a certain time, which is

dissimilar to the Poiseuille profile. In fact, at the aortic valve closure, slight backflow

can be observed at the carotid artery, while most of flow velocities point downstream,

resulting from a complicated interplay of the acceleration and viscous drag. The

appearance of this interplay varies with the phase in the cardiac cycle and the types

of arteries. At the major arteries, due to the insignificant flow resistance, the inertial

behavior of the fluid dominates, especially during the systole (i.e., contracting phase of

the left ventricle). As a result, a plug profile is formed at the ascending aorta. During

the diastole (i.e., relaxing phase of the left ventricle), the profile is more developed

toward a parabola. On the other hand, at the smaller arteries, the viscous drag

becomes comparable to the inertia such that the profile reaches a parabolic profile,

especially during the diastole. Overall, Womersley’s model better reflects reality than

Poiseuille’s profile.

Womersley’s model for an elastic tube better mimics the fluid behaviors [52], and

the resulting solution is similar to Equations 2.50 and 2.51. A detailed description

can be found in [50,52].
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Figure 2-13: Simulation of the Womersley’s pulsatile velocity profile in different car-
diac phases [46].

Pulse Wave Propagation
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Poiseuille’s law resembles Ohm’s law in electric circuits as seen in Equation 2.44.

Womersley’s model, as expressed in Equation 2.51, also suggests that the impedance

can be defined as a ratio of the pressure to the volumetric flow rate analogous to an

impedance in the electric circuits. In this analogy, the pressure and flow correspond

to voltage and current, respectively.

In fact, Equation 2.48a is reduced by neglecting convective acceleration terms;

that is, the longitudinal velocity is unaffected by radial oscillations, and the viscous

terms can be expressed as a lumped flow resistance times the volumetric flow rate

(Q):

−dP
dx

= RQ+ L
dQ

dt
' L

dQ

dt
(2.52)

where R is the flow resistance per length and L is the inertance of blood per length,

also expressed as ρ
A

. In large arteries, the flow resistance can be ignored. In addition,

the continuity equation in the elastic vessel suggests:

−dQ
dx

=
dA

dt
=
dA

dP

dP

dt
= C

dP

dt
(2.53)

where A is a cross-sectional area and C is the volume compliance per length, also

called the arterial compliance. By combining Equations 2.52 and 2.53, it can be

shown that both P and Q meet the wave equation, suggesting propagation of the

pressure and flow wave along the elastic vessel. This is called pulse wave propagation.

The propagation speed, also called a pulse wave velocity (PWV), is expressed by the

Bramwell-Hill equation [53]:

PWV =

√
1

LC
=

√
A

ρ

dP

dA
(2.54)

The pulse consists of pressure and flow components. Analogous to the transmission

line, a characteristic impedance is defined as the ratio of the pressure to the flow in

the propagating wave. The characteristic impedance is expressed as:

ZC =

√
L

C
=

√
ρ

A

dP

dA
(2.55)
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Table 2.2: Analogy of pulse wave propagation in an elastic tube to an electric trans-
mission line [46,50]

Elastic Tube Transmission Line

Pressure (P ) Voltage (V )

Flow (Q) Current (I)

Inertia ( ρA) Unit length inductance (L)

Compliance (dAdP ) Unit length capacitance (C)

Table 2.2 summarizes the analogy between the conduit arterial vessel to the electric

transmission line. Since the characteristic impedance is dependent on the cross-

sectional area and arterial compliance, the pulse wave is reflected where impedance

mismatch occurs. Minor wave reflections may occur as the arterial tree successively

branches out. Typically, the arterial branching is well matched for the forward-

traveling wave [54]. However, due to the sudden decrease of the area at the arterioles,

major reflections occur. Since the arterioles have high resistances, the reflection

coefficient is positive, causing pressure augmentation.

Human Arterial System Model

The arterial system is often modeled by using lumped electric circuit elements. A

resistor represents the flow resistance, and a capacitor models the compliance of the

system, meaning that the system reserves blood as the transmural pressure increases.

The heart is modeled by a current or a voltage source.

From this representation, the two-element Windkessel model consists of a ca-

pacitor, mimicking total arterial compliance in parallel with a resistor, representing

systemic vascular resistance [3]. It assumes the arterial pressure is the same through-

out the entire system. Given that the heart is modeled by a current source enabled

only during the systole, the pressure ramps up during the systole, followed by an

exponential decay during the diastole, dictated by a time constant. In addition to

this model, a diode, for an aortic valve, may be added if the heart is modeled by a

voltage source.

Instead, the arterial system can also be modeled by a tree of transmission lines
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(a) Lossless (b) Flow resistance

Figure 2-14: Schematics of various electric circuit models for an elemental arterial
vessel segment [50].

rooted from the heart. The most distal branches are usually terminated with load

impedances. Figure 2-14 shows various electric circuit models for an elemental arterial

vessel segment [50]. A lossless model only includes inertance and compliance without

energy loss elements. This model is adequate for major arteries as the flow resistance

is negligible. At the smaller arteries, the flow resistance becomes comparable to the

behavior of inertia such that the model with a resistor in series to the inductor fits.

The terminal load impedance is described again by the two-element Windkessel

model, where the capacitor represents the downstream arterial compliance while the

resistor represents the downstream flow resistance.

This tree model, due to pulse wave propagation, suggests the arterial pressure

may not necessarily be the same at different arterial sites. An ABP waveform shape

is determined by adding the forward and backward traveling reflected pulse wave.

At the distal sites, these two waves are augmented in a time-aligned manner. On

the other hand, at the proximal sites, these waves are superposed with a round-trip

delay of the pulse wave to create a less augmented shape. In addition, this delay

is determined by the distances to major reflection sites as well as the pulse wave

velocity. Due to this phenomenon, it has been reported that the pulse pressure at the

distal sites is higher than at the central sites [50], called pulse pressure amplification.

Figure 2-15 shows the change of the arterial blood pressure and flow waveform as the

measurement site progressively moves downstream. The distal site shows a sharper

systolic peak of the ABP waveform, while the proximal site shows a sharper systolic
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peak of the flow waveform.

Figure 2-15: Pressure (above) and blood flow velocity (below) of arteries in a dog [50].

2.2.2 Cardiovascular Physiology

Arterial System Anatomy

The circulatory system consists of arteries, capillaries, and veins. The systemic

circulation is driven by the pressure gradient between the arterial and venous sides.

This gradient is maintained through the endless pumping of the heart.

The primary role of the arterial system is to store and deliver oxygenated blood

and nutrients to various parts of the body as needed without stressing the organs.

During systole, the blood ejected from the heart enters the arterial system and flows

downstream, and intravascular volume and transmural arterial pressure increase as a

result. During diastole, the stored blood continues to flow downstream as the intravas-

cular volume and pressure gradually decrease. In this way, the system continuously
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Figure 2-16: Illustration of the structure of the human arterial tree [54].

delivers the blood for an entire cardiac cycle. It also cushions the high pulsatile stress

generated by the ventricular contraction. Otherwise, the capillaries and the organs

would be damaged unless the stress is smoothed by the arterial system. The arterial

tree provides pathways for this delivery as shown in Figure 2-16.

About a sixth of cardiac output (CO; average blood volume ejected from the

heart per minute) goes to cerebral vasculatures from the ascending aorta, aortic arch,

and to common carotid arteries (CCA) or vertebral arteries [26]. The left CCA

directly branches out from the aortic arch, while the right CCA branches out from

the brachiocephalic trunk. The CCAs further branch out to the internal (ICA) and

external (ECA) carotid arteries. The ICA mainly carries blood to the brain, while
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Figure 2-17: Illustration of the vascular structure in the neck [55].

the ECA supplies a blood to facial tissues. Adjacent to the carotid arteries, jugular

veins are located, as shown in Figure 2-17.

A quarter of the cardiac output goes to skeletal muscles, and 5% goes to the skin.

The rest goes to other organs, such as the intestines or the kidney. The skeletal muscle

in the arm is perfused by the artery from the aortic arch, the brachiocephalic trunk,

subclavian arteries, brachial arteries, and radial or ulnar arteries. The blood travels

to lower extremities through the aortic arch, descending aorta, thoracic aorta, and

abdominal aorta to iliac, tibial, and femoral arteries. Reported physical properties of

the various arterial vessels are summarized in Table 2.3.

Among the aforementioned arteries, the potential target vessel in this work in-

cludes the common carotid artery, brachial artery, and radial artery. They are rela-

tively superficial and convenient for ultrasound scanning. The common carotid artery

is attractive due to its size, anatomy, and proximity to the aorta. Prior art demon-

strated that the pulse wave contour at the carotid artery is very similar to that at the

aorta [57]. The other sites can also be compelling because the sphygmomanometer
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Table 2.3: Reported arterial vessel radius and compliance of the major arteries [56].

Distal Radius Arterial Compliance
Name (cm) (10−1cm4/N )

Ascending Aorta 1.440 26,100
Subclavian Artery 0.423 1,647

Common Carotid Artery 0.370 1,207
Brachial Artery 0.236 803
Femoral Artery 0.190 308
Radial Artery 0.142 80

targets the brachial artery, and the arterial line is performed at either the radial or

femoral sites.

Arterial Vessel Anatomy

Unlike the veins and capillaries, the arterial wall is thick in order to endure high

mechanical stress. The artery is often modeled as an elastic tube, but the elastic

property of the arterial wall is more complicated than a pure elastic tube.

The arterial vessel wall mainly consists of endothelium, elastin, collagen, and

smooth muscles [54]. A cross-section of the wall presents three distinct layers: the

innermost tunica intima, tunica media, and adventitia. The tunica intima is mainly

composed of a thin layer of endothelial cells. The endothelium provides a smooth

surface for blood flow, and its sensory function also serves for smooth muscle control

[58]. However, its contribution to the elastic property is negligible.

The thick tunica media contains all major components except the endothelium.

Elastin is an extensible material whose elastic modulus is reported 1–6 N/cm2 [54].

Collagen is much stiffer than elastin, as its Young’s modulus is 400–1000 times

higher [54, 58]. In fact, collagen has little effect on the elasticity until the vessel is

sufficiently dilated. In other words, collagen is crucial to understanding the pressure-

dependent elasticity. Finally, the smooth muscle produces tensions when it is excited

by physiological or pharmacological stimuli.

The variation in the composition of these elements differentiates an elastic and

a muscular artery. The central artery contains elastin abundantly with a limited

amount of smooth muscle. Most arterial compliance is provided by the central artery

59



(a) Central Elastic Artery (b) Peripheral Muscular Artery

Figure 2-18: Relationships between transmural pressure and a vessel diameter in the
central elastic artery and peripheral muscular artery [58].

while their elasticity is much less regulated by an autonomic nervous control, as seen

in Figure 2-18. The central artery is suited for storing the ejected blood by increasing

intravascular volume. On the other hand, smooth muscle is the most prevalent in

the peripheral artery, and its collagen content is higher than in the central artery.

Consequently, its size and elasticity are strongly controlled by the nervous system,

and its compliance shows higher pressure dependence, as shown in Figure 2-18. The

peripheral artery is suited to control the blood flow downstream.

While arterial compliance depends on composition, the arterial wall presents time-

dependent elasticity due to viscoelasticity. This originates from the stress-relaxation

of viscoelastic materials [54]. The viscoelastic behavior produces a hysteresis in the

pressure-diameter relation as shown in Figure 2-19, which leads to phase shifts be-

tween them. This hysteresis implies viscous loss during the repeated pulsation of the

vessel.

Regulation of Arterial Pressure

In order to maintain proper blood supply to individual organs with ever-changing

metabolic needs, the arterial system strategizes to control blood flow through the

arterioles’ local vasomotor tones, while the arterial pressure is regulated at a constant
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Figure 2-19: Qualitative illustration of a hysteresis loop between an arterial diameter
and pressure due to viscoelasticity of the vessel wall [54].
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Figure 2-20: Block diagram of cardiovascular control mechanisms to maintain central
blood pressure at a constant level [26].

level. Since the peripheral vessels leading to the organs are connected in parallel, the

central arterial pressure becomes the primary target for regulation [26].

Arterial pressure is regulated by two mechanisms: the baroreflex and a renin-

angiotensin-aldosterone system. The latter mechanism, orchestrated by the hor-

mones, acts across a longer time scale by modulating total intravascular volume. On

the contrary, the former mechanism works much quicker to react to various stimuli,

such as sudden postural changes.
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Figure 2-20 illustrates a feedback loop that regulates the central blood pressure

through baroreflex. Baroreceptors, cells that sense blood pressure, are mainly located

at the aortic arch and the carotid sinus. The baroreceptors send signals to the cen-

tral nervous system, which determines which effector mechanisms to stimulate. The

effectors modulating heart rate, contractility or the vasomotor tone are stimulated by

either sympathetic or parasympathetic nerves. For instance, the decreased pressure

leads to the increase of sympathetic activities, resulting in an elevated heart rate,

increased stroke volume (i.e., the amount of blood volume ejected per beat) through

an increased contractility, and the increase of a systemic vascular resistance through

vasoconstriction. These effects lead to the increase of cardiac output and vascular

resistance to bring the decreased pressure to the normal. Since the feedback loop

presents a delay, the central pressure often presents a distinctively periodic variation,

called a Mayer wave, with a period of about 10 seconds [25].

2.3 Arterial Pressure Waveform Estimation

This section details the arterial pressure waveform estimation technique based on

the pulse wave velocity. Measurements of relevant physiological parameters using

ultrasound to make the estimation are also described.

2.3.1 Arterial Pressure Waveform Estimation using Pulse

Wave Velocity

The vessel cross-sectional area changes in response to transmural pressure changes.

Arterial compliance (dA
dP

) sets the incremental relationship between the pressure and

area. In principle, the ABP waveform is estimated by continuous monitoring of

arterial pulsation and vessel elasticity, represented by the pulse wave velocity (PWV).

Equation 2.54 implies that the PWV is determined by the arterial compliance (dA
dP

)
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and area (A). Assuming the PWV is constant, Equation 2.54 can be solved as:

P (t)− Pdia = ρPWV 2 ln(
A(t)

Adia
) (2.56)

where Pdia is the diastolic pressure and Adia is the diastolic area. In order to estab-

lish an accurate relation between the pressure and area, the local PWV should be

measured since the PWV varies along different arterial sites.

More accurately, the PWV also varies within a cardiac cycle, since the transmural

pressure changes induce change of compliance due to the collagen [59], as discussed in

Section 2.2. If the incremental PWVs at different areas were measured, the estimation

model could be modified as:

PWV (A) =

√
A

ρ

dP

dA

dP = ρPWV (A)2 1

A
dA

P (t)− Pdia = ρ

∫ A(t)

Adia

PWV (A)2

A
dA

(2.57)

while still neglecting the viscoelasticity. In this work, an estimation model with a

constant PWV, expressed in Equation 2.56, is used. The average PWV represents

the average arterial compliance is to be measured. To implement the proposed ABP

waveform estimation, continuous monitoring of the local PWV and arterial pulsation

is needed.

Several local PWV estimation techniques have been introduced. First, a pulse

transit time method calculates the local PWV by measuring a transit time of the

pulse between two locations with a known distance during a reflection-free period [60].

However, to faithfully capture the fast-traveling pulse wave within a localized region of

interest and to monitor the arterial cross-sectional area, a high frame rate ultrasound

system is required.

Another method utilizes the temporal and spatial gradient of the pulse wave during

the reflection-free period [61]. Since the pulse wave satisfies the wave equation, a
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distension waveform can be written as a form of f(kx − ωt). The local PWV is

evaluated from the ratio between the angular frequency (ω) and the wave number

(k). This method also requires a high temporal and spatial resolution to calculate

these gradients accurately.

The other method, called a flow-area method, measures the local PWV from the

slope during the reflection-free period in a flow-area loop [62]. This method measures

the local PWV at a single arterial site. To detail this method, the characteristic

impedance during the reflection-free period is also expressed as the incremental ratio

of the pressure to the flow (dP
dQ

) such that the local PWV can be expressed using

Equations 2.54 and 2.55:

PWV =

√
A

ρ

dP

dA
=

√
A

ρ

dA

dP

dP

dA
=

1

ZC

dP

dA
=
dQ

dP

dP

dA
=
dQ

dA

∣∣∣∣
reflection-free

(2.58)

To implement the flow-area method, the flow-area loop is drawn through simultaneous

measurements of the flow and area. The measurements require a sufficiently fine

temporal resolution below 4 ms to produce multiple data points during the reflection-

free period. Typically, this period lasts 50 ms at the common carotid artery [40,62].

In this work, the flow-area method is used to determine the local PWV for several

reasons. First, this method is expressly designed to measure the local PWV. Second,

the flow waveform along with the resulting ABP waveform, can provide a complete

view of the dynamic nature of the arterial system. In the following subsections,

ultrasound imaging techniques to obtain the volumetric flow rate and cross-sectional

area are discussed.

2.3.2 Blood Flow Measurement

If a complete velocity profile inside the lumen were available with a sufficient

temporal resolution, the flow rate can be calculated by integrating the velocities

over the cross-section. However, this approach requires a complex system to control

beam directions with intensive computation power. Instead, the flow rate can also be

calculated if a spatial mean flow velocity, an average flow velocity over the vessel cross-
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section, is measured directly. This approach potentially aides the goal of designing a

portable and low-cost system.

As discussed in Subsection 2.1.5, the Doppler ultrasound is utilized to measure

flow velocity. Specifically, the spectral Doppler is used in this work to acquire the

depth-specific Doppler signals. The Doppler effect originally refers to the frequency

shift of the reflected wave from a moving object, where the frequency shift is a function

of the velocity of the object. This principle is not directly applicable to the pulsed

Doppler because of the difficulty of detecting the shift. The frequency-dependent

attenuation affects the wide band of the echo spectrum, obscuring the underlying

Doppler shift [41]. Instead, a short acoustic pulse is transmitted multiple times to

gauge the change of the round-trip time to an object, which is represented as the

frequency of the down-sampled Doppler signal.

Depth
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slope	=	 z

c

Figure 2-21: Diagram of pulsed Doppler time compression [42,46].

To further detail the theory of operation, let’s assume that the object moves

relative to the transducer with an axial velocity of vz, illustrated in Figure 2-21. A

pulse received time (tr) experiences either expansion or compression from a pulse
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emitted time (te) as [42]:

te = (
c− vz
c+ vz

tr −
2d0

c+ vz
) ≈ (1− 2vz

c
)(tr −

2d0

c
(1 +

vz
c

)) (∵
vz
c
� 1) (2.59)

where c is the speed of sound and d0 is the distance at t = 0. The emitted pulse (e(t))

is described by a rectangular windowed sinusoid as:

emult(t) =
∞∑

n=−∞

∏
((t− nTPRF )

f0

M
) sin(2πf0(t− nTPRF )) (2.60)

where M is the number of pulse cycles, PRF is a pulse repetition frequency, TPRF a

pulse repetition period, and f0 is a center frequency of the transmitted acoustic wave.

Then, the received echo is expressed as:

rmult(t) =
∞∑

n=−∞

∏
(((1− 2vz

c
)(t− 2d0

c
(1 +

vz
c

))− nTPRF )
f0

M
)

sin(2πf0((1− 2vz
c

)(t− 2d0

c
(1 +

vz
c

)− nTPRF )) (2.61)

By taking an initial sample at t = 2(d0+∆d)
c

and re-sampling at the rate of PRF , the

downsampled sequence (x[n]) has a form of:

x[n] =
∏

((
2∆d

c
− 2vz

c
nTPRF )

f0

M
) sin(2πf0(

2∆d

c
− 2vzTPRF

c
n)) (2.62)

Equation 2.62 suggests the center frequency of the sampled signal is a linear

function of the axial velocity. In addition, as the object passes through the sample

volume, the amplitude of the downsampled signal is modulated, which is a source of

inherent spectral broadening [63]. From Equation 2.62, the Doppler frequency (fD)

is measured as [42]:

fD =
2f0vz
c

(2.63)

Since the Doppler ultrasound measures the axial velocity, the angle of insonation or

66



the Doppler angle (θ) should be considered to calculate the true velocity as:

vscat =
cfD

2f0 cos(θ)
(2.64)

Due to its sampling nature, the pulsed spectral Doppler can suffer from aliasing if

the speed of the object exceeds

vscat,max =
cPRF

4f0 cos(θ)
(2.65)

While the aforementioned pulsed Doppler is discussed from a single moving object,

the Doppler signal obtained from blood flow is backscattered from numerous erythro-

cytes moving at a variety of velocities. In this case, the Doppler signal contains

multiple frequency contents. Moreover, the Doppler spectral density is determined

by the number of scatterers and the amount of acoustic energy insonating the scat-

terers moving at their respective velocities. In other words, the Doppler spectrum is

determined by the velocity profile and acoustic beam patterns. For example, if the

sample volume is preferentially defined at high flow lines, the Doppler signal has a

stronger high-frequency content.

In order to easily calculate the spatial mean velocity, a uniform insonation tech-

nique is used in this work [64]. The uniform insonation means that the pressure field

intensity is uniform across the sample volume, which is defined as completely covering

the vessel cross-section. In this condition, the Doppler signal is equally weighted over

the cross-section such that the spatial mean velocity is calculated by taking a mean

frequency shift of the Doppler signal, assuming the cell density inside the vessel is

uniform.

The uniform insonation can be achieved by using two different beam patterns. It

can be achieved in the deep far-field as the beam width linearly increases with the

depth. The other strategy uses a near-field pattern generated by a high aspect ratio

rectangular aperture, and it is discussed more in depth in Chapter 5.

Compared to scanning a focused beam to measure and integrate the velocity

profile over the cross-section, the uniform insonation approach does not necessarily
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need an array system due to lack of beam scanning. However, the Doppler signal

presents a stochastic nature due to the interference between individual acoustic waves

backscattered from the numerous scatterers. Depending on the relative positions of

these scatterers and the aperture, the interferences occur either constructively or

destructively, creating variations in the acquired Doppler intensity at each frequency

around the underlying true spectral density, representing a real velocity profile. As

a result, the estimated spatial mean velocity is accurate on average, but it shows the

variations of individual velocity measurements.

2.3.3 Cross-Sectional Area Measurement

The B-mode ultrasound image visualizes the cross-section of the target vessel.

For this approach, a high frame rate is usually required with the system having an

array as well as using high computation power, However, this system is unsuitable

for low-cost and portability.

In fact, the cross-section is almost a perfect circle due to the high transmural pres-

sure, unlike that of the vein. Given the axi-symmetric geometry, the cross-sectional

area can be calculated from the inner diameter. The M-mode ultrasound is suited

to image the pulsating arterial walls because it can easily achieve a fine temporal

resolution when measuring the diameter.
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Figure 2-22: Illustration of a signal processing sequence for a distension waveform
measurement.
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The diameter waveform is measured in two steps: identifying of the anterior and

posterior walls and tracking the echoes from the walls. Figure 2-22 shows the sequence

of the diameter waveform measurement steps. Because specular scattering occurs,

these echoes are strong in the acquired M-mode images. The absolute inner diameter

is calculated from the distance between the two echoes.

While this measurement is typically done by sonographers on a frozen image, au-

tomated algorithms may be used, including a sustain attack filter approach [65]. The

sustain attack filter utilizes dynamic thresholding to determine the inner boundary

of the lumen and eventually the diameter. The dynamic thresholds are dependent on

the strength of the prominent echoes. In addition to this approach, the peaks of each

echo from the walls may be identified to calculate the inner diameter.

However, these methods are limited to achieve a fine spatial resolution to pro-

duce a full distension waveform as they solely rely on amplitude information, which is

easily corrupted. A prior work showed that distension waveform estimation using M-

mode showed poor performance [66]. Instead, echo-tracking techniques exploit both

the phase and magnitude information to estimate the displacement of the echo of

interest. After the vessel walls are located, the echo-tracking windows are applied to

continuously track the movement of the echoes. This method demonstrated superior

performance in estimation of the distension waveform, achieving a fine spatial reso-

lution [66]. Then, change of diameter waveform is added to the initial inner diameter

to produce a full diameter waveform.

To produce a diameter change waveform, cross-correlation based echo-trackers

were introduced such as the cross-correlation model (CCM) estimator [67] and the

complex cross-correlation model (C3M) estimator [68], assuming specific spectral

characteristics of the received echo. These estimators evaluate and identify the peak

in the cross-correlation function between the segments in the two RF data from con-

secutive pulses. The sampling frequency of the RF signal determines the resolution of

the lags in the cross-correlation function. In fact, the cross-correlation function can

be interpolated around the possible peak position to achieve a finer spatial resolution

below the distance between adjacent samples. Given that the echo of interest resem-
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bles the windowed sinusoid, parabolic interpolation may be considered [42] since the

first-order Taylor series expansion of the cosine function is a parabola. In addition, an

assumption on spectral characteristics allows better interpolation to locate the peak

in the cross-correlation function. Such an assumption includes the bandwidth [69]

and shape of power spectral density [67, 68]. Among these, the C3M estimator uses

the complex RF signal that is acquired through the Hilbert transform or quadrature

sampling. It is shown that the C3M estimator produces unbiased and low standard de-

viation estimates, thereby outperforming the CCM and other cross-correlation based

estimators [68].

The C3M estimator evaluates two complex cross-correlation values to estimate the

displacement of the echo. The velocity estimate of the target reflector in the C3M

estimator can be expressed as [68]:

v =
c

2

PRF

fs

∠(R[0, 1])

∠(R[1, 0])
(2.66)

where c is the speed of sound, fs is the sampling frequency of the RF signal, and

R is the cross-correlation function. R[i, j] represents the cross-correlation between

the i-th lag in the depth and the j-th lag in the time domain. By dividing both the

numerator and denominator with 2π, fs
∠(R[1,0])

2π
can be seen as an estimate of the

center frequency of the received echo. Then, c
2
∠(R[0,1])

2π
/fs

∠(R[1,0])
2π

is the estimate of

displacement of the echo of interest. The velocity is then calculated by multiplying

by the PRF , as shown in Equation 2.66.

The C3M estimator needs two complex cross-correlation values to calculate the

velocity of the vessel wall. While the evaluation of the complete cross-correlation

function requires intensive computation, a model-based estimator such as CCM or

C3M is computationally efficient, suitable for real-time monitoring of the distension

waveform from the raw ultrasound images.
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Chapter 3

Prototype System Design

This chapter describes the design of a prototype ultrasound scanner system. First,

the physical design of an ultrasound probe is addressed. Then, the overall architecture

of the system is described, followed by the implementation details using off-the-shelf

components. The following sections present electrical and acoustic characterizations

of the system and operation for real-time ultrasound scanning.

3.1 Probe Design

In this work, the system operates to conduct M-mode imaging and spectral Doppler

ultrasound simultaneously to measure a diameter and a spatial mean flow velocity

waveform, respectively. To clearly visualize a cross section of a target vessel, the M-

mode should be performed while an acoustic beam perpendicularly insonates vessel

walls to maximize reflected echo strengths. For the Doppler ultrasound, however, an

acoustic beam should ideally be in parallel to flow or at least at an angle because

the Doppler ultrasound detects an apparent flow velocity along the beam axis. A

commercial scanner uses an array in a single aperture when both imaging tissues and

measuring blood flow simultaneously in a color flow mode thanks to beam steering

capability. Instead, this work aims to design a low-cost device, thus proposing two

separate apertures primarily assigned to each imaging mode to negate the need of

beam steering capability.
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Figure 3-1: First probe design with circular apertures for the proof-of-concept human
subject study [40].

Figure 3-1 shows the first design of the probe which was used for the proof-of-

concept study described in Chapter 4. The circular aperture for channel 1 (CH1)

emits ultrasound nominally at 50◦ for the Doppler ultrasound, while the beam from

channel 2 (CH2) perpendicularly insonates the vessel for the M-mode.

In this design, a high-contrast M-mode image showing clear pulsation of the arte-

rial vessel walls is obtained by scanning with a focused beam. On the other hand, a

wide beam with a sufficient beam width is required to achieve the uniform insonation

for the Doppler ultrasound. The 3 dB full beam width of 10 mm is preferred to limit

the velocity overestimation under 5% if the carotid artery is imaged [46]. For the

vector Doppler technique to estimate the angle of insonation, as detailed in Section

4.2, the focused beams are preferred to obtain the Doppler signals preferentially from

the high-flow line. For the Doppler ultrasound in CH1, a two concentric elements

probe is proposed. The inner element with a small circular aperture produces the

wide beam, while the outer ring element produces the focused beam for the vector

Doppler. A circular transducer in CH2 generates the focused beam for the M-mode

and vector Doppler.

In detail, to generate the desired lateral beam patterns at the depth of 40 mm,

72



the center frequencies of the transmit pulse and aperture dimensions are determined.

For the Doppler ultrasound, the center frequency of 2.5 MHz is chosen, and the inner

diameter of the array is determined to be 2 mm, which gives a beam width of 12.6 mm.

The diameter of the single element transducer is 6 mm. 5 MHz is chosen for the center

frequency of the M-mode imaging pulse for the optimum trade-off of acoustic output

and an axial resolution. As a result, the circular transducer with a center frequency

of 3.3 MHz and a relative bandwidth of 100% is selected such that sufficient acoustic

outputs can be generated at 2.5 MHz for the vector Doppler and 5 MHz for the M-

mode. Finally, the outer diameter of an array is determined to be 7 mm to generate

a beam width similar to the beam width produced by the single-circular transducer

as shown in Figure 3-1.

Figure 3-1 also depicts the physical dimensions of the transducer assembly relative

to the target vessel. The designed distance from each transducer to the cross-beam

point is 40 mm corresponding to the skin depth of 21.7 mm. With these specifications,

the two concentric elements probe (TransducerWorks, Central Hall, PA, USA) was
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Figure 3-2: Second probe design for widebeam insonation with rectangular apertures
for motion-tolerant ultrasound measurements used in the Valsalva maneuver study
[70] and NEWEST study.
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custom-designed and manufactured while the single-element transducer (C384-SU,

Olympus NDT, Olympus, Waltham, MA, USA) was purchased off the shelf.

The second probe design, shown in Figure 3-2, incorporates two wide rectangular

aperture ultrasound transducers in order to generate a laterally wide pressure field

pattern. Similar to the first design, the transducer in CH1 is used for the Doppler

ultrasound, while the other transducer in CH2 is also used the vector Doppler tech-

nique in addition to the M-mode. The two beam axes intersect at the cross-beam

point at the distance of 25 mm from the transducer and the skin depth of 17 mm.

To generate a wide lateral pressure field pattern, the dimension of the rectangular

aperture is determined to be 20 mm×6 mm, which is detailed in Section 5.1. The

center frequency for the Doppler is 2 MHz, while that of the imaging pulse is either 3.5

MHz or 5 MHz. The wide rectangular ultrasound transducer (Imasonic, Voray-sur-

I’Ognon, France) was custom-designed and manufactured. The second probe design

was used in the device for the Valsalva maneuver study in Chapter 6 and NEWEST

study in Chapter 7.

Plastic parts hold each transducer in pre-defined geometries as shown in Figures 3-

1 and 3-2. These plastic parts were fabricated using 3D printers. In order to eliminate

air gap between the transducers and the skin surface, a solid ultrasound gel pad was

used in addition to a commercial ultrasound gel. For the proof-of-concept study, a

commercial gel pad was sliced and fit into the plastic parts. In fact, the commercial

gel pad is produced in certain dimensions. Due to its softness, slicing the gel pad in

arbitrary dimensions is challenging. Instead, for the subsequent studies a hydrogel

pad is custom-manufactured.

Agar-based hydrogel was investigated for tissue phantom [71, 72]. It is suggested

that manufacturing agar gel is most straighforward and fast [72]. Mostly, agar solution

with a mass concentration between 1-3% was suggested. The gel production process

is briefly described following:

1. Prepare a water solution with approximately 2% agar powder.

2. Use a hot plate to heat up the solution beyond 100 ◦C, while occasionally stirring

74



to prevent clumping.

3. Once the solution becomes transparent, cool down the hot plate to about 50 ◦C,

and let the solution cool down as well, while occasionally stirring up to prevent

clumping.

4. Once the solution becomes slightly viscous, use a plastic Pasteur pipette to

gradually fill up the mold. Put a small amount of solution into the mold and

let it cool down to make sure any opening in the mold is covered.

5. Gradually fill the entire mold without big protuberance, and let it completely

cool down.

The manufactured gel pads are stored in an air-tight zip-bag to prevent it from

drying.

3.2 System Architecture

Ultrasound scanning consists of the transmit of an acoustic pulse and the receive

of echoes. For pulsed ultrasound, the same aperture is used for both the transmit and

receive in a time-interleaved manner. The received echoes are digitized and condi-

tioned for subsequent post-processing and data analysis. Since several combinations

of the pulse-echo operation are utilized in this work, the system should have program-

ming flexibility. While time gain compensation (TGC) to equalize the attenuation in

tissues is a common feature of commercial scanners, it is not considered here, as a

target vessel is usually located at a specific depth.

The proposed architecture consists of mainly five blocks: an ultrasound transceiver

(TRX), a field programmable gate array (FPGA), a microcontroller (MCU), a power

management (PM) block, and peripheral circuitries. Figure 3-3 presents the block

diagram.

The pulsed acoustic wave is transmitted by exciting the transducers with a high

voltage bipolar square pulse generated by the pulsers in the TRX. This voltage pulse
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Figure 3-3: Block diagram of the custom-designed ultrasound system.

is generated from high voltage rails, which range between ±20 to ±30V, and control

logic signals for the pulsers are fed by the FPGA. Since the transmit and receive

signal paths to the transducer are shared, transmit/receive (T/R) switch protects the

low-voltage-receive circuits during the transmit. Then, the T/R switch is closed to

hear the echoes during the receive. The receive circuitry includes low noise amplifiers

(LNAs), variable gain amplifiers (VGAs), anti-aliasing filters, high-pass filters, and

analog-to-digital converters (ADCs). The digitized signals are then transferred to the

FPGA in a serial fashion through a low voltage differential signal (LVDS) standard.

The FPGA controls digital signal processing. The serial bit streams are deseri-

alized and filtered by bandpass filters whose respective center frequencies and band-

widths are determined by the spectral characteristics of the transmitted pulse. The

bandpass filtering rejects out-of-band noise and interferences. The subsequent Hilbert

transform filters produce complex signals with in-phase and quadrature parts. Fol-

lowing this, the data multiplexer selects which data samples to save into the First In

First Out (FIFO) memory. The FIFO memory is constantly queried by the MCU for

transferring available data. The FPGA also generates the logic signals to control the
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pulsers and T/R switches operation.

The MCU establishes a primary communication link to the PC. A high-speed

USB 2.0 interface achieves a data rate higher than 10 Mbps, which is the required

data rate for this work. In addition, the MCU relays commands from the PC to

either digital-to-analog converters (DACs) for controlling the gain of the VGAs or

configuration bits in the FPGA and TRX. The communications between the off-the-

shelf chips, except the serial bit streams from the TRX to FPGA, are all through a

serial peripheral interface (SPI).

The PM blocks are divided into a high-voltage and a low-voltage generation block.

To generate the bipolar high-voltage rails, switching regulators are used to up-convert

the input DC voltage. The up-converted rails are linearly regulated. Otherwise, the

transmitted pulse amplitude can be modulated by power line noises. For the Doppler

ultrasound, due to the low echogenicity of erythrocytes, it is important to preserve

the integrity of the Doppler signal path. For the low voltages, a switching regulator

is used to down-convert the input DC voltage to an intermediate level in order to

reduce power loss originated from high dropout for some lower voltage generation.

Individual low-voltage rails are generated through linear regulators from either the

original input or the intermediate voltage.

The peripheral circuit includes crystal oscillators for clock generation for the TRX

and FPGA and the DAC.

3.3 System Implementation

The system is implemented on a printed circuit board using off-the-shelf com-

ponents, as shown in Figure 3-4. The physical dimension of the board is 14.7 cm

by 13.2 cm. The board consists of six metal layers including the top and bottom.

Ground planes and linear regulators for an analog and a digital power domain are

separated to produce clean analog supply voltages. The system is also equipped with

other communication links and data storage, such as an SD card and a USB/UART

interface directly from the FPGA. In addition, several test points and jumpers are in-
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Figure 3-4: Designed portable ultrasound scanner system on a printed circuit board.

cluded for debugging purposes. Selection of the individual components of this design

is presented in Figure 3-5.

The required voltages for the low-voltage circuits are ±5V, 3.3V, 2.5V, 1.8V, and

1.0V. The input DC voltage is chosen as 5.5V, leaving a room for the linear regulators’

dropout. 5V and 3.3V are directly generated from 5.5V. The intermediate voltage is

chosen as 3V to leave the room for 2.5V. The lower voltages are primarily generated

from 3V, but they can be directly produced from 5.5V, if needed. -5V is generated

via a linear regulator from -7V, which is converted from the input using an inverting

switching regulator.

The high-voltage rails can be self-generated or provided from external power sup-

plies. Since the highest voltages that the selected linear regulators of this design can

handle are ±32V, higher voltages should be provided externally, if necessary. The

output voltages of the switching and linear regulators in the high-voltage generation

are tunable through potentiometers.
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Figure 3-5: Implementation of the designed system with off-the-shelf chips.

In this design, the MAX2082 octal transceiver is used, which is equipped with

eight channels of electronics. This transceiver packages the pulsers, T/R switches,

and receive circuits, including amplifiers and 12-bit ADCs, altogether. The sampling

frequency of the ADC is 40 MHz in order to faithfully capture spectral contents of

the received echo. Finely sampled radio frequency (RF) signals are more useful to

estimate a sub-wavelength echo displacement when the echo-tracking techniques are

applied. Typically, signal-to-noise ratio (SNR) for the spectral Doppler is low, and

the Doppler signal presents strong clutter. Given that an expected relative ampli-

tude of the clutter to signal is between 30 and 50 dB, which is highly dependent on

measurement situations, a dynamic range of 60 dB is required to achieve 10 dB SNR

after the clutter rejection. The reported SNR of the selected transceiver ranges from

58 to 67 dB.

For the FPGA, Artix-7 from Xilinx is chosen based on the trade-offs between

complexity, power, and speed. This FPGA supports the convenient implementation of

digital finite impulse response (FIR) filters through Vivado Design Suites from Xilinx.
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The 192-taps bandpass filter and 64-taps Hilbert transform filter are synthesized.

The digital system functions in two clock domains: a main clock and a sub clock.

The two clock signals are generated from clock management blocks, which receive

source clocks from external crystal oscillators. The main clock is fed from a frame

clock of the LVDS signals. This clock controls the receive path, FIFO memory writing,

and pulse generation to perfectly synchronize the transmit and receive operation. The

FIFO memory reading and the SPI is controlled by the other clock domain, where

the FIFO memory bridges the two clock domains.

Due to the limited data rate, selected data samples are transferred to the PC. A

strobe signal, generated at the beginning of the pulse transmit, is used as a trigger

to run internal counters to measure the depth of each RF data sample. Then, the

samples at specific depths or within a certain range of depth are selected for writing

in the FIFO memory.

In the SPI communication between the MCU and FPGA, the MCU acts as a

master device. It continuously queries the FPGA to retrieve the saved data in the

FIFO memory. If valid data are retrieved, it relays a packet of data to the PC over the

USB interface. Otherwise, a pre-defined code is received by the MCU and discarded

internally.

3.4 System Characterization

3.4.1 Acoustic Characterization

This subsection describes acoustic characterization of the designed system with

various ultrasound transducers using a hydrophone (ONDA HNC-0400, Sunnyvale,

CA, USA) whose position was controlled by a 3D-translational stage. Three different

ultrasound transducers were used: a two concentric elements probe with a nominal

inner and outer diameter of 2 mm and 7 mm, respectively (manufactured by Trans-

ducerWorks), a circular aperture transducer with a diameter of 6 mm (C384-SU,

purchased from Olympus NDT), and a rectangular aperture transducer with a size of
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20 mm by 6 mm (manufactured by Imasonic). In order to conduct ultrasonography

as designed, sufficient acoustic outputs should be observed at prospective center fre-

quencies for the acoustic pulses, and desired acoustic pressure field patterns should

be generated as designed and predicted by the FIELD II simulation.

Figure 3-6 shows the measured magnitude responses of the transducers. The

center frequencies of the response for both elements in the concentric elements probe

are around 2.5 MHz, where the center frequency of C384-SU is 3 MHz. The center

frequency of the rectangular transducer is approximately 3.5 MHz. The relative

bandwidths of these transducers are 100% or higher.

Figure 3-7 shows the measured pressure field patterns compared to the simulated

patterns from the FIELD II simulation. The lateral patterns were measured at the

depth of 25 mm from the transducers. Figures 3-7(a) and (b) show a deep far-field

pattern, as expected, at 25 mm because of the small aperture size. On the other

hand, Figures 3-7(c) and (d) present a relatively focused beam because this depth

is close to the natural focus. Figures 3-7(e) and (f) show near-field patterns with

uniform intensities in a lateral dimension. These results suggest that the ultrasound

transducers connected to the designed system generate the pressure fields close to

what were desired and predicted. Small deviations from the prediction exist due to

slight mis-orientation of the transducer relative to the axes in a 3D-translational stage
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Figure 3-6: Measured magnitude responses of the ultrasound transducers.
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(c) Annular outer element, 2.5 MHz
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(d) Annular outer element, 2.5 MHz
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(e) Rectangular 2 MHz
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Figure 3-7: Pressure field patterns in a lateral and an axial dimension with different
apertures and center frequencies. The lateral patterns were measured at the depth of
25 mm. The simulated diameters for the two concentric elements probe are 2.3 mm
(inner) and 6.8 mm (outer).
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and the finite resolution of a hydrophone tip.

3.4.2 Electrical Characterization

Electrical characterization of the designed system consists of verification of in-

tegrity of the signal path, gain controls, and measurement of the high-voltage pulses.

The signal integrity was tested by applying a clean sine wave into the input to the

signal chain while the system was operated in the receive mode. Figure 3-8 shows

the spectra of ADC outputs in various input conditions. The gain of the analog front

end (AFE) is nominally set to 45 dB. Even when the input is grounded, the largest

spur is at -70 dB, originated from a spur at 1.6 MHz due to the switching regulator

that generates 3V from 5.5V. More specifically, the spur at 1.6 MHz in the 5.5V input

power supply voltage is propagated to 5V and -5V, which supply the current on the

T/R switch with a bridge diode topology. Due to its poor power supply rejection, the

spur appears at the input of the LNA. When the connector to the probe is left open,

many interference signals are injected to the input of the LNA. Figure 3-8 shows the

spectra of the ADC output when a 2.5 MHz or a 5 MHz tone are injected. In these

spectra, harmonics in addition to the interference are visible.

Figure 3-9 shows the spectra after the digital bandpass filtering. Although in-

terference appears at the input of the LNA, it is outside the signal band. Through

the bandpass filtering, the interference is suppressed below the noise floor, thereby

improving the SNR. This filtering also transforms the width of data from 12 bits to

16 bits.

The Hilbert transform filter produces the analytic signal as shown in Figure 3-10.

As a consequence, the negative frequency is suppressed by 60 dB. For the Doppler

ultrasound, the Hilbert transform is needed to preserve directional information of the

flow after down-sampling the raw RF data. On the other hand, for the M-mode,

the Hilbert transform can be implemented at the PC because no down-sampling is

performed. With this figure, the signal integrity for the M-mode is validated.

Figure 3-11 shows the spectra of the down-sampled baseband Doppler signal. The

simulated Doppler shift is 3 kHz. The typical Doppler spectrum in tissues presents
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(c) 2.5 MHz sine wave
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Figure 3-8: Spectra of the output of the ADC at various input conditions.
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Figure 3-9: Spectra of the output of the digital bandpass filter at various input
conditions.

84



−20 −10 0 10 20
−140

−120

−100

−80

−60

−40

−20

0

Frequency (MHz)

M
ag

ni
tu

de
 (

dB
F

S
)

(a) 2.5 MHz sine wave

−20 −10 0 10 20
−140

−120

−100

−80

−60

−40

−20

0

Frequency (MHz)

M
ag

ni
tu

de
 (

dB
F

S
)
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Figure 3-10: Spectra of the output of the digital Hilbert transform filter at various
input conditions.
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Figure 3-11: Spectra of the Doppler signals mimicking a 3 kHz frequency shift with
different amplitudes.

strong clutter at DC while the blood flow signals appear with a finite bandwidth

due to the velocity profile at much lower magnitudes. Since the Hilbert transform

suppresses the negative frequency by 60 dB, Figure 3-11(a) presents a tone at -3

kHz, 60 dB lower than the original tone at 3 kHz. Figure 3-11(b) shows the Doppler

spectrum with a lower amplitude. In this case, the tone at -3 kHz is buried under the

noise floor. Overall, the signal integrity for the Doppler is also validated.

The gain of the AFE is controlled by a differential voltage that is externally set by

the two DACs. Figure 3-12 shows the measured gains in comparison to the nominal
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Figure 3-12: Measured gains of the analog front end.

gains. Although it is not perfectly linear, the measured gains monotonically increase

with the nominal gain settings.

Next, the pulsers were tested. The pulser simply consists of a pull-up and a

pull-down transistors. Figure 3-13 shows the produced bipolar voltage pulses with

various load transducers. From the electrical circuit model in Subsection 2.1.3, the

piezoelectric element consists of a series resonator in parallel with a capacitor. This

capacitor is charged and discharged as the voltage across it alternates, which primarily

determines the pulse waveform shape. In detail, for example, as the load is pulled-up,

the voltage ramps up by charging the capacitor with the transistor operating like

a current source in a saturation regime. As the transistor escapes the saturation,

the voltage approaches the final value in an exponential manner with a varying time

constant as the output resistance of the transistor varies. When this capacitor is large

due to a large aperture, the slew rate is low, as shown by the comparison between

Figure 3-13(a) and (e). Such a trend is also apparent between Figure 3-13(a) and

Figure 3-13(b).

In addition, the impedance shows a peak at the anti-resonant frequency. While the

pull up or down transistor works as a current source in the saturation, the resulting

waveform shows inductive peaking at the anti-resonant frequency, which is higher

than the center frequency of the pulse. This overshoot due to the peaking quickly

fades away. Such a trend is shown in Figure 3-13. The high-voltage rails are ±30V
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(b) Outer element of the concentric elements
probe
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(c) Olympus C-384 2.5 MHz

0 1 2 3

−30

−20

−10

0

10

20

30

Time (us)

V
ol

ta
ge

 (
V

)

 

 

Transmit Voltage
Positive Logic
Negative Logic

(d) Olympus C-384 5 MHz
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(e) Rectangular transducer, Doppler pulse
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Figure 3-13: Generated high-voltage square pulses for various ultrasound transducer
loads. For (a) and (b), a two concentric elements probe was used, which was custom
manufactured with a nominal inner and outer diameter of 2 mm and 7 mm, respec-
tively. For (c) and (d), an off-the-shelf ultrasound transducer from Olympus NDT
was used. For (e) and (f) a wide rectangular ultrasound transducer with a size of 20
mm by 6 mm from Imasonic was used.
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Figure 3-14: Power breakdown of various voltage levels.

for Figure 3-13(a) to (d) and ±25V for Figure 3-13(e) and (f).

Finally, Figure 3-14 shows power breakdown of the system. Typical power con-

sumption of the system is reported between 5.5W and 6W. Since the FPGA and

MCU used in this work are for generic purposes, their power consumption, such as

1V digital (FPGA internal core) and 3.3V digital (MCU), takes a large portion of the

total power. Therefore, with the help of custom-designed digital integrated circuits,

this power consumption can be greatly reduced.

3.5 System Operation

Figure 3-15 shows an example of a complete prototype device with the second

probe design. For the proof-of-concept study in Chapter 4, the designed system is

operated in two modes: a normal mode and an angle mode. During the normal mode,

the Doppler ultrasound with the uniform insonation and the M-mode ultrasound are

simultaneously performed. The inner element of the concentric probe is activated to

transmit a three-cycle pulse for the Doppler with a pulse repetition frequency (PRF)

of 10 kHz and a center frequency of 2.5 MHz, achieving a maximum detectable velocity

of 2.36 m/s given the Doppler angle of 50◦. The transducer for CH2 transmits a three-

cycle pulse with a PRF of 250 Hz and a center frequency of 5 MHz. During the angle
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Figure 3-15: Prototype ultrasound scanner system used in the Valsalva maneuver
study and NEWEST study with the second probe design [70].

mode, the vector Doppler technique is performed. In this mode, the outer element

of the array is activated to transmit the Doppler pulse, while the transducer for CH2

transmits the same pulse at the same PRF.

For the Valsalva maneuver and the NEWEST study discussed in Chapters 6 and

7, the system is operated in a single mode while the vector Doppler is performed in

background. For the Doppler ultrasound, a 26 or 32-cycle pulse with a PRF of 5

kHz and a center frequency of 2 MHz is used to excite the ultrasound transducer,

achieving a maximally detectable velocity of 1.49 m/s given the Doppler angle of 50◦.

For the M-mode, a single cycle pulse with a PRF of 250 Hz and a center frequency

of 3.5 or 5 MHz is used.

Several practical considerations are addressed to preserve the signal integrity.

First, the pulses from each channel for the vector Doppler are transmitted in a

time-interleaved manner. The pulsed Doppler ultrasound measures the flow veloc-

ity through a change of the round-trip time over multiple pulse transmissions, while

the same aperture works for the transmit and receive. Unless the pulses are trans-

mitted in an interleaved manner, one transducer acts as a transmit aperture while
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the other may work as a receive aperture, picking up the false Doppler signal. For

example, the transducer of CH2, although perpendicularly positioned to the vessel

wall, may observe the signal with significant Doppler shifts. Therefore, the ultra-

sound pulses should be transmitted in a time-interleaved manner, assuming the flow

velocity barely changes within the time-interleaving period.

In addition, the T/R switch operation is synchronized to the highest pulse repeti-

tion frequency to mitigate artifacts. The PRF of the M-mode (250 Hz) differs that of

the Doppler (5 or 10 kHz). Due to the cross-talk in both the electrical or the physical

domain, the Doppler signals can be compromised by having erratic samples at every

20 or 40 samples. This consideration is shown effective to eliminate the erratic sam-

ples. Otherwise, the Doppler spectrum would display tones at the multiples of 250

Hz.

Finally, the cross-talk in the physical domain can occur. Although the center

frequencies for the imaging pulses (3.5 or 5 MHz) are usually outside the signal band

for the Doppler, due to the wide band characteristics of the short imaging pulse, some

acoustic energy at 2 or 2.5 MHz can be picked up by the Doppler channel at every 4

ms. Sufficient acoustic coupling not to limit the signal integrity should be maintained

to reduce the reflection at the skin boundary to mitigate the cross-talk.

3.6 Graphic User Interface

A graphic user interface (GUI), as presented in Figure 3-16, is essential for the

sonographer to correctly identify the target vessel and ensure the acquisition of high-

quality images. The GUI, modified from a previous work [73], displays the real time

Doppler spectrogram and M-mode images. In addition, several system parameters

can be controlled from the GUI. For example, the depth of the Doppler pulse gate

and the center depth of the M-mode image can be adjusted just like commercial

ultrasound scanners. Several AFE settings, including the gain and filter settings,

can also be adjusted to fully exploit the dynamic range without saturating the AFE.

Additionally, several real-time data analyses are also feasible. For instance, the spatial

90



mean flow velocity can be calculated in real-time, if needed. Furthermore, the anterior

and posterior walls can be tracked using the automated algorithm. Based on this

tracking, a volumetric flow rate and cross-sectional area can be calculated in real-

time to construct the flow-area plot and eventually to extract the local PWV. In

addition, the vector Doppler technique is run in the background to estimate the angle

of insonation. Combining all these physiological parameters, the pulsatile part of

the ABP waveform can also be calculated in real time with pulse pressures without

calibration.

Figure 3-16: Graphic user interface with real-time Doppler spectrogram and M-mode
imaging panels with several controls.
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3.7 Summary

In this chapter, the design of portable ultrasound system for application-specific

ultrasonography is detailed. The probe design with two apertures allows simultaneous

spectral Doppler and M-mode ultrasound without a need of an array probe, keeping

the electronics with a low channel count and achieving low-cost characteristics.

The electronics system is easily programmable and configurable such that the

same device can be used for various combinations of ultrasonography. The system is

shown capable of producing voltage pulses to emit the acoustic pulse and preserving

the integrity of the ultrasound echoes for the spectral Doppler and M-mode. The

produced pressure field patterns are generated as designed. Finally, the graphic user

interface provides a real time user feedback in order to acquire high quality ultrasound

images with various parameter controllability.
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Chapter 4

Proof-of-Concept Human Subject

Study

This chapter describes a clinical study conducted on nine healthy human sub-

jects to demonstrate proof-of-concept of the proposed arterial blood pressure (ABP)

waveform estimation. This study was approved by the Committee on Use of Humans

as Experimental Subjects at the Massachusetts Institute of Technology. The work

described in this chapter was published in [40].

4.1 Clinical Consideration

Prior art demonstrated that a spatial mean velocity and an arterial distension

waveforms can be estimated using a two single-element ultrasound transducers system

[39,46]. The flow velocity is estimated using pulsed Doppler ultrasound under uniform

insonation. The distension waveform is estimated from M-mode imaging with echo-

tracking. By combining these two parameters, a pressure waveform can be accurately

estimated based on the model proposed in Subsection 2.3.1 [39,46].

However, several challenges in the clinical use of this technique remain. First,

the alignment of the probe to a target vessel becomes more challenging than in a

flow phantom experiment because the vessel is hidden beneath the skin. Second,

the Doppler angle is unknown, as anatomical structures vary from person to person.
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(a) Alignment (b) Unknown Doppler angle

(c) Viscoelasticity (d) Calibration

Figure 4-1: Challenges of the clinical use of the proposed ABP waveform estimation
technique.

Third, unlike an elastic tube, the arterial wall presents viscoelasticity, as discussed

in Subsection 2.2.2. The hysteresis between the pressure and the area due to the

viscoelasticity is neglected in the proposed simple ABP waveform estimation model.

Finally, the estimation model requires calibration of either the mean or diastolic pres-

sure of the waveform while the pulse pressure can be estimated without calibration.

In order to ensure the alignment of the probe, the sonographer maneuvers the

probe to see specific features in the ultrasound images. If the probe is aligned right

on top of the vessel, the Doppler signal will be strongest and brightest with the high-

est peak systole flow velocity. However, given that the transmitted acoustic energy

94



0 5 10 15 20

−50

0

50

100

150

Time (s)

V
el

oc
ity

 (
cm

/s
)

 

 

N
or

m
al

iz
ed

 In
te

ns
ity

(a) Doppler spectrogram
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(b) M-mode image

Figure 4-2: Continuous changes of ultrasound images as the vessel tracking is being
lost.

is spread due to the uniform insonation, this criterion may not be very sensitive. In

the M-mode image, two strong echoes from the anterior and posterior wall will be

expected and maximally spaced if the probe is aligned exactly. Since the focused

beam is penetrating through the vessel, the echoes are generated strongly by specular

scattering from the vessel walls while the lumen presents low echogenicity of erythro-

cytes. In addition, the distance between the two echoes should range between 6 and

8 mm, which is a reported diameter of the common carotid artery [74] while they

are vigorously pulsating. This criterion is more sensitive to ensure the alignment of

the probe. Figure 4-2 exemplifies that the probe was initially aligned but eventually

displaced laterally to lose track of the vessel. As the probe becomes misaligned, the

Doppler signal becomes weak while the strong echoes from the vessel walls are lost in

the M-mode image.

For Doppler angle estimation, a cross-beam vector Doppler technique can be used.

This technique is discussed in detail in Section 4.2. For this proof-of-concept study,

the viscoelasticity is assumed negligible at the carotid artery [75] although it may
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introduce small errors. Finally, the diastolic pressure is calibrated to match other

measurements as diastolic and mean arterial pressure remains relatively constant

over major arteries [33,76].

4.2 Vector Doppler Technique

2
1 1

2 2

1

Figure 4-3: Schematic of a two-channel vector Doppler technique [40].

The vector Doppler technique refers to the Doppler angle estimation using multiple

Doppler signals with different angles of insonation [77]. Figure 4-3 shows a schematic

of the transducers’ position in a two-channel vector Doppler. The two acoustic beam

axes meet at the cross-beam point while the angle (α) between two axes is pre-defined.

If the velocity estimates from each channel show cosine dependency, the Doppler angle

(θ1) can be back-calculated as:

θ1 = tan−1(
1

tanα
− 1

sinα

V2

V1

) (0◦ ≤ θ1 < 180◦) (4.1)

where θi is the Doppler angle of i-th channel, and Vi is the velocity estimate of i-th

channel. In this work, α is set to 40◦.

Since the sample volume has a finite size and the flow is not a plug profile, the
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velocity estimates depend on the relative size of the sample volume and the variation

of the flow velocities inside the target vessel. Therefore, in order to attain the cosine

dependency of the velocity estimate, the identical size sample volumes from each

channel should be ideally defined at the same location. Such a condition is achieved by

the transducers transmitting the same ultrasound pulse, looking at the same sample

volume from the equal distances.

Figure 4-4 shows angle estimate errors with the various Doppler angles (θ1). Two

circular ultrasound transducers with a diameter of 6 mm and a center frequency of 2.5

MHz were used in this experiment. The flow was maintained constant. The measured

velocity for the high flow was 0.84 m/s, and 0.43 m/s for the low flow.

The figure presents a distinctive pattern. The error becomes small as the Doppler

angle deviates from 50◦. However, as the Doppler angle reaches 50◦, the error in-

creases. From Equation 4.1, the angle estimate is solely dependent on the velocity

ratio V2
V1

. Ideally, the velocity estimates should present perfect cosine dependency, but

due to high-pass clutter rejection filters, the speeds of flow are overestimated. Such

an effect is more pronounced usually in CH2 as most of the Doppler signal is con-

centrated at low frequencies. This distortion results in the inaccurate velocity ratio,

thereby causing greater errors as θ1 reaches 50◦, while θ2 reaches 90◦. Interestingly,

when the Doppler angle (θ1) is exactly 50◦, the error is minimized. Due to inherent

35 40 45 50 55 60 65
−3

−2

−1

0

1

2

3

Measured Doppler Angle (θ
1
, degree)

E
st

im
at

ed
 D

op
pl

er
 A

ng
le

 E
rr

or
 (

de
gr

ee
)

 

 

High Flow
Low Flow
Simulated

Figure 4-4: Measured and simulated Doppler angle estimate errors in the vector
Doppler technique with various flow rate conditions.
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Figure 4-5: Doppler angle estimates with the depth offsets from the targeted depth.

spectral broadening [78], the Doppler spectrum from CH2 appears symmetric around

zero frequency, producing a mean frequency shift of zero. The resulting velocity ratio

is accurately estimated as zero, producing the correct angle estimate of 50◦. This

distinctive pattern is also seen in the simulation results overlaid in Figure 4-4. It is

noteworthy that the estimate error should be zero when the Doppler angle (θ1) is 70◦

because the distortion by the clutter filters for both channels is exactly balanced to

result in the correct velocity ratio [77].

The estimate error is smaller with a high-flow setting. In this case, a smaller frac-

tion of the Doppler spectrum is affected by the clutter filters, thereby mitigating the

distortion discussed above. This result implies that the systolic flow velocity rather

than the diastolic flow velocity is preferred for accurate Doppler angle estimation.

It is shown that the Doppler angle can be estimated with the maximum error

between 1.2◦ and 3◦ depending on the actual flow velocity. However, in practical

situations, the target vessel may not necessarily lie at the cross-beam point. Then, due

to the different distances from the aperture, the size of the sample volume inside the

lumen from each transducer is different because the beam width changes with depths.

If the vessel lies beyond the expected depth, the defined sample volume by CH1 will

become larger than that of CH2, although both of them become larger than they are

originally intended. The Doppler signals are no longer acquired preferentially from

a high-flow line, thereby decreasing the velocity estimates from both channels. The
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decrease of V1 is greater, and the velocity ratio is overestimated. As a consequence,

the Doppler angle is underestimated. If the vessel lies shallower than the expected, the

Doppler angle will be overestimated because the velocity ratio is now underestimated.

Figure 4-5 shows such a trend. Still, the deviation of the velocity ratio is not significant

so that even with the 5 mm depth offset, the expected angle error due to the depth

error is roughly 0.2◦.

4.3 Clinical Study Design

4.3.1 Study Protocol

The main purpose of this study is the proof-of-concept of the proposed ABP

waveform estimation on healthy human subjects. The exclusion criteria stated known

diagnosis or history of cardiovascular diseases, usage of alcoholic beverages of sedatives

in the past 24 hours, prior issues with medical ultrasound, pregnancy, and ages below

18 years or above 60 years. The subjects were recruited verbally. After the prospective

subjects were fully briefed, the informed consent was obtained.

The estimated ABP waveform from ultrasound is compared to other blood pres-

sure measurements including a waveform at the finger using a volume clamping

method and a sphygmomanometer using an auscultatory method, which was con-

ducted by a nurse at the MIT Clinical Research Center (CRC). The finger waveform

was monitored by a Nexfin hemodynamic monitoring device (Edwards Lifesciences,

Irvine, California). The sphygmomanometer measurement was done at the contralat-

eral side to the finger waveform measurement.

The subject’s left common carotid artery was chosen for the target. The left

carotid artery is a major artery which directly branches out from the aortic arch. The

carotid artery was adequate in this study because of its dimension, proximity to the

heart, and the anatomical structure of not being branched until carotid bifurcation.

Figure 4-6 shows the example of placement of the ultrasound probe.

During the study session, the subjects were asked to lie down to eliminate hydro-
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Figure 4-6: Application of the ultrasound probe on the common carotid artery.

static pressure difference between the finger, neck, and upper arm. The finger ABP

waveform was continuously recorded while the cuff measurement was conducted ev-

ery 10 minutes. Once the probe was aligned by the operator, ultrasound images were

first captured in the angle mode for several seconds. The system was subsequently

switched to the normal mode to record simultaneous Doppler and M-mode images as

long as the alignment was maintained. The image acquisition was repeated multiple

times.

4.3.2 Signal Processing

For the Doppler angle estimation, the velocity estimates and their ratio are calcu-

lated if the velocity estimate from CH1 exceeds a certain threshold (e.g., 0.3 m/s) to

only include the high-flow velocity. Then, the Doppler angle estimate is calculated at

each time instance. Following this, these estimates are averaged to produce the final

Doppler angle estimate.

Due to the wide beam, venous flow from the jugular vein may appear in the

acquired Doppler signal. Although the arterial flow profile may contain backflow, as

expected by the Womersley’s model in Subsection 2.2.1 especially at the aortic valve
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closure, the flow velocity during the early systole is of great importance to calculate

local PWV based on the flow-area method, which is mostly positive. Therefore,

the Doppler spectral intensity beyond the noise floor in the negative frequency band

is rejected. Then, the mean frequency shift is calculated to produce the spatial

mean velocity waveform. The estimated waveform is low-pass filtered to reject high

frequency noise with a cutoff frequency of 30 Hz because 95% of the frequency contents

are contained below 12 Hz [79].

To produce the diameter waveform, the wall positions are either manually or

automatically identified using a sustain attack filter approach [65]. Then, the echo-

tracking windows are applied around the identified depths for the vessel walls. The

C3M estimator estimates the displacements of the walls between consecutive pulses

[68]. By integrating the displacements, the change of diameter waveform is estimated

with a fine spatial resolution. On top of the initial absolute diameter, the complete

diameter waveform is produced. Finally, the distension waveform is also low-pass

filtered with a cutoff frequency of 30 Hz to reduce high frequency noise.

To calculate the local PWV using the flow-area method, a reflection-free period

should be identified. First, an onset detection algorithm is applied on the distension

waveform to detect the onset of the systolic upstroke. The algorithm is comprised of

two steps: First, a candidate point is identified using the slope sum function approach

[80]. Then, the maximum acceleration point around the candidate is identified every

beat as the final onset. The same algorithm is also applied to the finger ABP waveform

for the onset detection.

From the simultaneously acquired diameter and velocity waveforms, the flow-area

loop is plotted every cardiac cycle. Since every heart beat is different, the PWV is

calculated from the average of individual PWV estimates from the noisy flow-area

plots of individual beats instead of using the ensemble averaged waveforms. The end

of the reflection-free period is determined based on the second peak in the acceleration

of the vessel walls after the identified onset.

Once the onsets for the pulsating waveforms are annotated, the estimated carotid

and measured finger waveform are first synchronized based on heart rate variability.
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(a) Doppler spectrogram
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(b) M-mode image

Figure 4-7: Example of raw ultrasound images obtained from the proof-of-concept
clinical study.

Subsequently, a delay is added to result in the highest correlation between the two

waveforms. The diastolic blood pressure of the carotid waveform is matched to the

finger ABP waveform for closer comparison of the pulsatile portion of the waveform.

The similar signal processing procedures were applied for the Valsalva maneuver

study and comparison study to an arterial-line in later chapters.

4.4 Clinical Study Results

A total of nine healthy subjects (seven male and two female subjects) participated

in this study. Figure 4-7 shows an example of the Doppler spectrogram and M-mode

images simultaneously acquired at the common carotid artery of the subjects. The

achieved SNR of the Doppler is above 8 dB. The M-mode image shows strong echoes
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Figure 4-8: Extracted spatial mean flow velocity and diameter waveforms from the
raw ultrasound images.

reflected from the anterior and posterior walls. The middle region between the two

echoes shows low echogenicity, implying that the focused beam was aligned with the

center of the artery. The estimated physiological waveforms from the raw ultrasound

images are plotted in Figure 4-8. The flow velocity and diameter waveforms show

expected quantitatve behavior with approximately 10% diameter changes relative to

the diastolic diameter.

From the physiological waveforms, the flow-area plots are constructed to extract

the local PWV. Figure 4-9 shows two examples. The loop starts from the systolic

onset and maintains a linear relationship for 40–50 ms between the flow and area

where the slope indicates the local PWV. Once the reflected pulse comes back, the

loop rotates clockwise. This is because the pressure component of the reflected wave

is added to the forward wave while the flow component is subtracted. At the aortic

valve closure, slight decrease of flow and area occurs simultaneously. Then, the flow

and area gradually return to the baseline during the diastole.

The comparison of the estimated ABP waveform to the finger waveform shows

a good agreement in Figure 4-10. In fact, both waveforms present a slow baseline

fluctuation. Natural blood pressure fluctuations are believed to be caused by mainly

three reasons: respiration, baroreflex (i.e., the spontaneous cardiovascular control

loop to maintain the central ABP at a constant level), and thermoregulation at the
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(a) S2 Flow-Area Plot
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(b) S6 Flow-Area Plot

Figure 4-9: Examples of the flow-area plots obtained from the proof-of-concept clinical
study [40].
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(a) Subject ID: S2
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(b) Subject ID: S9

Figure 4-10: Direct comparison of the estimated carotid ABP waveform to the mea-
sured finger ABP waveform from the nexfin device in a long-time scale [40].

peripheries [24]. A spectral analysis of the ABP waveform revealed that three sep-

arate bands exist for each physiological cause. The respiration corresponds to the

high frequency band above 0.25 Hz while the baroreflex is corresponding to the mid
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Figure 4-11: Instantaneous heart rate of S9 calculated from the beat-to-beat cardiac
period.

band around 0.1 Hz. Based on a period of the observed fluctuation, which is roughly

8–10s, it is likely caused by the baroreflex. In addition, Figure 4-11 supports that

an instantaneous heart rate change leads the variation of the baseline ABP, further

suggesting orchestration by the baroreflex. Figure 4-10 suggests that the ultrasound

measurement to estimate the ABP waveform is capable of tracking the slow base-

line fluctuation caused by the underlying cardiovascular control loop, which may be

important but not studied extensively yet.

Figure 4-12 shows the detailed comparison on a shorter time scale. Notable dis-

crepancies are observed during the systole. The finger ABP waveforms show much

sharper peaks than the estimated carotid waveform. Given that the finger is distal

in the arterial tree and closer to the major reflection sites, the finger ABP waveform

is expected to display a more augmented shape due to the pulse pressure amplifica-

tion discussed in Subsection 2.2.2. Hence, these discrepancies are originated from the

difference of the measurement sites.

Nevertheless, the discrepancy between the two waveforms is quantified by root

mean square error (RMSE). The summary of the estimated PWV and RMSE for

each subject is presented in Table 4.1. The standard deviation of the PWV represents

intra-subject variability from one data acquisition to the other.

Since the proposed ABP waveform estimation provides the pulsatile portion of

the waveform without calibration, the pulse pressure is compared to the other blood

pressure measurements. Figure 4-13 compares the pulse pressure estimated from the

proposed method to that of the sphygmomanometer and the finger waveform. The
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(b) Subject ID: S9

Figure 4-12: Direct comparison of the estimated carotid ABP waveform to the mea-
sured finger ABP waveform from the nexfin device in a short time scale [40].

Table 4.1: Pulse wave velocity and root mean square error of waveform comparison
in the data with highest integrity [40].

Subject ID Age PWV (m/s) RMSE (mmHg)

S1 23 4.2±0.7 N/A
S2 29 5.6±0.5 6.7
S3 26 7.1±0.7 13.2
S4 29 4.4±0.6 12.1
S5 29 6.3±1.8 4.9
S6 30 6.9±0.6 12.0
S7 26 4.9±0.5 6.4
S8 24 7.2±0.6 17.5
S9 31 5.9±0.6 7.1

error bar represents the intra-subject variability from one data acquisition to the

other. The variability of the proposed method is typically a little larger than the

other measurements. Except S4, the three measurements generally agree. The differ-

ences between the averaged estimation within individual subjects to the intra-subject
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Figure 4-13: Pulse pressure comparison of the proposed method to the sphygmo-
manometer and the finger ABP waveform. Three data sets with high integrity in
the proposed method are selected for comparison except S7 (only one data set) and
S9 (two data sets). The data integrity is evaluated based on the linearity of the
reflection-free period in the flow-area plot, the stability of a diameter waveform, and
the signal-to-noise ratio of the Doppler signal. The data set of S1 misses the Nexfin
waveform [40].

averaged sphgymomanometer measurement and the finger waveform are 1.49±11.7

mmHg and -4.92±12.9 mmHg. The difference between the sphygmomanometer and

the finger waveform is -7.09±6.46 mmHg, which is not significantly better than the

other comparisons. Still, the correlation between the sphygmomanometer and the

finger waveform is higher than the others. The subject S4 had two study sessions

which resulted in consistent under-estimation of the pulse pressure. It is suspected

that the ultrasound images were obtained at or close to the carotid bifurcation where

the fluid dynamics is not simple as the proposed model assumes. The proposed es-

timation shows modest overestimation in the subject S8. Due to the pulse pressure

amplification, the pulse pressure at the carotid is normally expected slightly lower

than the pulse pressures at the other sites. However, such a pattern is less evident

due to the relatively high variations of the proposed estimation.

This pulse pressure comparison shows the general agreement of the proposed
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method to the other measurements. Nevertheless, this plot also shows that improve-

ments can be made. In fact, it should be emphasized that neither the sphygmo-

manometer nor the finger ABP waveform are the gold standard, as they are also

non-invasive and measured at different sites.

4.5 Summary

This clinical study validates that the designed prototype device is capable of pro-

ducing the proposed ABP waveform estimation on healthy human subjects at the

common carotid artery. The device measures the spatial mean flow velocity and

diameter waveform simultaneously in addition to the Doppler angle based on the vec-

tor Doppler technique. The designed prototype was proven feasible at the common

carotid artery and convenient for a spot check at ambulatory clinical settings.

The measured physiological waveforms are used to construct the flow-area plots

to extract the vessel elasticity. As expected, the flow-area plot has a highly linear

segment, indicating the reflection-free period where the local PWV is extracted from

the slope.

The estimated ABP waveform shows the baseline fluctuation possibly caused by

the baroreflex, which is an essential part of the cardiovascular control system. How-

ever, this control system has not been extensively studied due to the lack of the

non-invasive ABP waveform measurement techniques at the central sites. This study,

using the prototype, shows the promising potential to acquire ABP waveform in am-

bulatory clinics. However, the technique leaves ample room for improvements for more

accurate and consistent estimation of the pulse pressure and the ABP waveform.
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Chapter 5

Motion-tolerant Ultrasound

Measurements

The proof-of-concept study discussed in Chapter 4 suggests that the pulse pressure

estimation has room for improvements. In addition, the results show beat-to-beat

variation of the ABP orchestrated by the cardiovascular control loop.

Further studies on this variation require continuous monitoring of the ABP wave-

form for an extended period of time. In that sense, an operator-less application of

the device is preferable. In addition, to minimize uncertainty in the ultrasound mea-

surements due to the alignment, the measurements need to be desensitized to the

misalignments. This chapter introduces motion-tolerant ultrasound measurements

for physiological waveform monitoring including arterial blood pressure (ABP) wave-

form. The content of this chapter was published in [81].

5.1 Widebeam Insonation

Typical commercial ultrasound scanners transmit and receive a focused beam

generated by a transducer array to achieve high spatial resolution. The duration of

the acquired images usually spans several seconds while the sonographer holds the

probe steady and aligned to the target. If the focused beam is sent in a fixed direction

like the M-mode, the target will be easily lost with small displacements of the probe.
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Unlike the M-mode, B-mode uses multiple focused beams to scan a wide region to

ensure coverage of the target by compromising temporal resolution (i.e., frame rate).

To regain a high frame rate, a plane wave is transmitted while the focusing is done

at digital parallel receive beamformation. This approach is recently enabled with the

help of advancement in graphical processing unit-based platforms [82]. Nevertheless,

these platforms are power hungry and unsuitable for the goal of designing a low cost

and portable system.

In this ABP waveform estimation, a high temporal resolution is required to capture

the fast traveling pulse waves. Unfortunately, the M-mode using the focused beam

faces challenges of vessel motion, a possible significant source of errors. Prior art

utilized a beam steering approach to attain reliable tracking of the middle cerebral

artery [73]. This approach continuously evaluates the quality of transcranial Doppler

signals and updates the beam direction as necessary. The prototype system with a

64-channel two-dimensional array is justified for tracking deep anatomical structures

where manual scanning is demanding. However, for superficial arteries, a system with

a low channel count may be sufficient. In addition, the smaller number of electronics

channels advances the goal of a portable, lower cost system. In this section, the use

of single-element unfocused imaging to maximize the lateral offset tolerance of the

measurements is proposed. Similar to plane wave imaging, an unfocused plane wave

with a wide beam width is transmitted. In addition, the received beam is acquired

in a plane wave manner using a single element transducer.

Doppler ultrasound

The pulsed Doppler ultrasound with uniform insonation is used to measure spatial

mean velocity. The wide beam width ensures the reception of blood flow signals with

lateral offsets. To achieve the necessary uniformity, a near-field pattern, which is

laterally uniform within the size of the aperture, is considered. Typically, the axial

pattern along the beam axis is messy especially when created by a circular aperture.

Thus, the rectangular aperture with a high aspect ratio is proposed to reduce intensity

variation while achieving sufficient axial uniformity.

An axially long sample volume is defined by transmitting a long ultrasound pulse
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(a) Doppler ultrasound (b) M-mode imaging

Figure 5-1: Beams generated by a wide rectangular ultrasound transducers for (a)
Doppler ultrasound and (b) M-mode imaging.

to completely cover the cross-section. Figure 5-1(a) illustrates such a sample volume.

Due to backscattering from adjacent tissues, the clutter strength generally increases.

Fortunately, the spectral characteristics of the clutter are distinctively separated from

the blood flow. Therefore, unless the clutter saturates the analog front end, the

clutter rejection highpass filter eliminates the clutter and preserves the Doppler signal

integrity. As a result, the accurate spatial mean velocity measurement remains intact.

M-mode Imaging

In this wide beam unfocused imaging, the echoes reflected from the vessel walls

are consistently received even with lateral offsets. Figure 5-1(b) illustrates the use

of a rectangular aperture transducer to produce the wide beam for the M-mode. In

addition, if the beam pattern is uniform, the strength of these echoes is consistent

even with offsets. However, the clutter, assumed stationary because it originates

from the stationary tissues, again increases due to backscattering from the adjacent

tissues. Unlike the Doppler ultrasound, it is challenging to eliminate the increased

clutter because of its similar spectral characteristics to the echoes of interest in the

RF domain.

It is noteworthy that a fundamental trade-off between signal-to-clutter ratio (SCR)

and the lateral beam width exists. The excessive clutter corrupting the echoes of
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Figure 5-2: Simulated contrasts of the M-mode image with the lateral misalignments
when different apertures are used.

the vessel walls may result in underestimation of the echo displacements because

the clutter is mostly stationary. Therefore, the key consideration is to extend the

beam width, which directly determines the offset tolerance, until the SCR or contrast

(i.e., relative strength between the echo of interest to clutter) reaches the minimally

acceptable level for accurate diameter waveform estimation. In fact, the expected

contrast can still be high due to the strong specular scattering from the vessel walls.

Figure 5-2 shows the simulated SCR changes as the lateral misalignments vary

using various apertures. If the focused beam, generated by the circular aperture, is

used, the highest SCR is obtained at zero offset, but the SCR quickly drops below 10

dB which is initially considered acceptable. With rectangular apertures of the widths

of 10 mm and 20 mm, the SCR at no offset is lower than that with the focused

beam, but the same level is maintained over a wide range of misalignments. From

the previous clinical study, the observed contrast is typically above 25 dB with the

circular aperture that the simulation mimics, the SCR of 10 dB can be achieved with

a 20 mm width rectangular aperture transducer. As a result, the aperture size is for

carotid imaging is chosen to be 20 mm×6 mm.

Additionally, contrast enhancement techniques can be employed to better locate

the arterial walls and place the tracking windows. Simple highpass filtering using an

FIR filter or blind source separation-based methods were introduced in prior art [83].
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Figure 5-3: Simulated pressure field intensity patterns at the depth of 25 mm in a
lateral dimension with various pulsing conditions [81].

Finally, Figure 5-3 shows that the lateral pressure field intensity patterns are

uniform in all pulsing conditions with the proposed rectangular aperture transducer

at the depth of 25 mm. The pressure field shows a small variation when the Doppler

pulse is simulated. However, this variation is insignificant compared to the variation

in the developed velocity profile. Therefore, the vessel cross-section is considered

uniformly insonated for the pulsed Doppler. If a higher frequency ultrasound pulse

such as the imaging pulses is transmitted, lateral uniformity generally improves.

5.2 Intensity Reduction Model Estimator

In the previous chapters, echo-tracking techniques such as the C3M estimator

based on cross-correlation were utilized to produce a change of diameter waveform.

As the stationary clutter increases, the echo displacements are subject to underes-

timation. This section describes an intensity reduction model (IRM) estimator to

mitigate such influences [81].

Cross-correlation based methods estimate a phase shift between RF lines obtained

from consecutive pulse transmissions. Instead, the IRM estimator focuses on intensity

reduction of a residual RF line after subtracting consecutive RF lines due to the

movement of the echo of interest. For example, if the echo from consecutive RF lines

is barely shifted due to no scatterer movement, the residual echo will have a low
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Figure 5-4: Consecutive echoes and residual echo after subtraction produced by a fast
or a slow moving scatterer cases [81].

average intensity. However, if the scatterer moves significantly, the residual echo will

have a higher average intensity. Figure 5-4 illustrates this phenomenon.

To detail the theory of operation, consider yi(t) is the RF line acquired from i-th

pulse, and zi(t) is the residual RF line after the subtraction of yi and yi+1 as:

y1(t) = g(t)ej2πf0t, y2(t) = g(t− Td)ej2πf0(t−Td)

z1(t) = y2(t)− y1(t), Td =
2v

cPRF

(5.1)

where g(t) is the envelope, f0 is the center frequency of the pulse, PRF is the pulse
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Figure 5-5: Numerically simulated performance comparison between the C3M and
the IRM estimator in various contrast environments [81].
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repetition frequency, c is the speed of sound, v is the speed of the scatterer, and Td is

the increase of round-trip time of the pulse. Then, the averaged intensity reduction

(IR) normalized to the original intensity can be formulated as [81]:

Iy1 =

∫ ∞
−∞
|y1(t)|2dt =

∫ M
f0

0

|g(t)|2dt

Iz1 =

∫ ∞
−∞
|y2(t)− y1(t)|2dt

=

∫ ∞
−∞
|g(t)|2 + |g(t− Td)|2 − 2g(t)g(t− Td) cos(2πf0Td)dt

=

∫ M
f0

0

|g(t)|2dt+

∫ M
f0

+Td

Td

|g(t− Td)|2dt

− 2 cos(2πf0Td)

∫ M
f0

Td

g(t)g(t− Td)dt

= 2

∫ M
f0

0

|g(t)|2dt− 2 cos(2πf0Td)

∫ M
f0

Td

g(t)g(t− Td)dt

IR =
Iz
Iy1
' (2− 2 cos(2πf0Td))

(5.2)

assuming the envelope g(t) is heavily concentrated and evenly distributed between Td

and M
f0

where M is the number of a pulse cycle. Therefore, the speed of the moving

scatterer can be determined as:

v =
cPRF

4πf0

cos−1(
2− IR

2
) (5.3)

To implement the IRM estimator, the high-pass filtered M-mode image is gen-

erated by subtracting the consecutive RF lines, which is equivalent to applying an

FIR filter with coefficients of [1 -1] in the time domain at every depth. Then, the

echo-tracking windows are defined around the identified wall positions to calculate

the intensity reduction. From the intensity reduction, the displacement or the wall

velocity can be calculated at each time instance, which is integrated over time to

produce the change of diameter waveform.

Figure 5-5 compares the performance of the echo-tracking methods in numerical

simulation. The simulation assumes the length of the tracking window is twice the
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pulse length. Since identification of the exact wall positions can be challenging in low

contrast environments, it is desirable to have margins to ensure that the window cap-

tures the echoes of interest. In addition, a sine wave with the same center frequency

as the pulse is assumed as the simplest stationary clutter model.

The simulation results show that on average the IRM estimator experiences less

underestimation of the echo displacement as the clutter increases. In high contrasts,

the velocity estimates from both estimators are accurate. The velocity estimates

from both estimators display increased variation as the contrast gets lower due to the

interference between the clutter and the echo of interest in random phases. However,

this effect is averaged out as the phase relation progressively changes as the echo

slides over the static clutter in the background. As a result, the average estimate

performance generally determines the distension waveform measurement accuracy.

The simulation results clearly show that the IRM estimator outperforms the C3M

estimator in low contrasts.

In fact, the intensity of the original echo is overestimated due to the contribution

from the clutter. From Equation 5.3, underestimation of the intensity reduction (IR)

leads to velocity underestimation. The amount of overestimation is a function of

the contrast and the relative length of the tracking window to the transmitted pulse

length. Thus, this overestimation can be pre-calculated and compensated for. If pre-

calculated compensation is introduced, the velocity underestimation will be further

mitigated in low contrast environments, as Figure 5-5 shows.

5.3 Adaptive Clutter Rejection for Doppler Angle

Estimation

In Section 4.2, the vector Doppler technique is discussed to estimate the Doppler

angle. This technique can also be utilized in the proposed unfocused imaging for

motion-tolerant ultrasonography. The Doppler signals are acquired using the uniform

insonation with laterally wide and axially long sample volumes. In comparison to
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Figure 5-6: Representation of two wide rectangular ultrasound transducers for the
vector Doppler technique with the uniform insonation [81].
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Figure 5-7: Block diagram of the corner velocity adjustment loop for adaptive clutter
filtering [81].

the case in which the vector Doppler signals are acquired preferentially from the

high flow, the angle estimate error with the uniform insonation increases. Since the

Doppler signals from the uniform insonation contain a greater portion of low frequency

contents, they are more distorted by the clutter rejection filters.

To limit the Doppler angle error of ±2◦, equivalent to the percentage error of

±5%, adaptive clutter filtering is proposed [81]. Adaptive filtering helps balancing

distortion by the clutter rejection filters among individual channels by iteratively

adjusting the corner velocity of the clutter filter. Equation 4.1 shows the Doppler
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angle estimate is determined solely by the velocity estimates ratio (V2
V1

). By adjusting

the corner velocity of the CH1 clutter filter, the correct velocity ratio is obtained,

thereby producing less angle errors. Figure 5-7 illustrates a feedback loop to adjust

the corner velocity. First, the Doppler signals are filtered with the same corner

velocities, producing an initial angle estimate. Based on the current estimate, the

highpass corner velocity for CH1 is increased, which distorts the velocity estimate

V1. Then, the velocity ratio is re-calculated, giving an updated angle estimate. This

procedure iterates until the angle estimate converges.

5.4 Experimental Validation

5.4.1 Flow Phantom Setup

To validate the proposed motion-tolerant ultrasonography, a flow phantom was

constructed that consists of a latex rubber tube, a diaphragm pump, and a reservoir.

The phantom circulates blood-mimicking fluid (Shelly Medical Imaging Technologies,

London, ON, Canada) [84]. The inner and outer diameters of the tube are 6.35 mm

and 12.7 mm, respectively. The experimental setup has a 3-D translational stage

to finely control the position of the ultrasound probe with a 1 mm resolution. In

addition, the rotary stage is attached to fine-tune the angle of insonation with a 1◦

resolution.

Besides the flow phantom experiment, ultrasound images on a human subject

were also collected to test the performance of the IRM estimator in low contrast

environments by using artificial clutter as well as in-vivo clutter.

The ultrasound probe consists of two wide rectangular (20 mm× 6 mm) transduc-

ers fixated by plastic parts. The transducers were custom-designed and manufactured

(Imasonic, Voray sur IOgnon, France). The center frequency of the transducer is 3.65

MHz, and the relative bandwidth is about 100%.

The supply voltage of the pump was modulated to produce pulsatile pressure and

flow. A flowmeter for water was used to measure a volumetric flow rate. Figure 5-8
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Figure 5-8: Schematic of the flow phantom setup [81].

shows a schematic diagram of the experimental setup.

5.4.2 Data Acquisition

The acoustic pulse for the Doppler ultrasound is generated by exciting the trans-

ducer with a 32-cycle square voltage pulse. The center frequency of the Doppler pulse

is 2 MHz. The pulse for the M-mode is a three cycle voltage pulse at 5 MHz. The

acoustic beam generated by the CH1 transducer nominally insonates the tube at 50◦,

and the other transducer makes perpendicular insonation. The PRFs for the Doppler

and the M-mode are 5 kHz and 250 Hz, respectively. For the M-mode on human sub-

jects, the center frequency was switched to 3.5 MHz for a narrower elevational beam

width at the target depth while a single cycle pulse is transmitted. The designed ul-

trasound scanning system, detailed in Chapter 3, was configured to accommodate the

described ultrasonography. The usage of the designed system was approved by the

Committee On the Use of Humans as Experimental Subjects at the Massachusetts

Institute of Technology.

5.4.3 Experimental Results

Flow velocity, distension waveform, and Doppler angle measurement

Figure 5-9 shows the integrated Doppler power and spatial mean velocity estimates
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Figure 5-9: (a) The change of the integrated Doppler power and (b) the spatial mean
flow velocity estimates as the gate range increases [81].

as the gate range increases, which determines the length of the sample volume. While

the center of the sample volume is fixed at the center of the tube, the integrated

Doppler power increases as the Doppler signal is received from a greater number of

scatterers. Beyond the gate range of 9 mm, the Doppler power increases insignificantly

because the tube cross-section is already completely insonated. In fact, the increase

of the Doppler power is linearly related to the coverage of the elliptical cross-section

originated from the oblique angle of insonation.

Figure 5-9(b) shows the resulting spatial mean velocity estimate. In region A and

B, the Doppler signal is preferentially acquired from the high flow lines. In region A,

due to low SNR, the velocity estimate decreases with the shorter pulse. In contrast,

the trend in region B is dominated by the effect of including lower flow lines as the

gate range expands. Nevertheless, the velocity is over-estimated. In region C, the

Doppler signal is obtained from the uniform insonation while maintaining high SNR,

thereby resulting in the correct velocity estimate. Beyond the complete cross-section

coverage at 9 mm, the velocity estimate reaches the terminal value.

Figure 5-10 presents the averaged Doppler spectra in various gate ranges. With a

gate range of 0.8 mm, the Doppler intensity is too weak while the profile accentuates

high frequencies. At 4.2 mm, the intensity increases, but the high frequency con-

tent is still overemphasized. Beyond the gate range of 9.2 mm, the Doppler spectra
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Figure 5-10: The change of the Doppler spectra as the gate range increases [81].
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Figure 5-11: Validation of the ultrasound velocimetry compared to the flowmeter
measurement while water is circulated [81].

converges, faithfully representing the velocity profile consistent with the explanation

above.

While transmitting a long ultrasound pulse, volumetric flow rate estimation is

validated in comparison to the measured flow rates in Figure 5-11. Since the flowme-

ter is designed for water, micro air bubbles were generated by agitating tap water,

which acted as primary ultrasound reflectors. Normalized root mean square error

(NRMSE) is 2.66% between two measurements, suggesting that the proposed ultra-

sound velocimetry is accurate.

The diameter change waveform estimated using the unfocused imaging is directly

compared to that from the focused beam in Figure 5-12. The NRMSE between the
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Figure 5-12: Comparison between the estimated diameter waveforms using the wide
unfocused beam and the focused beam [81].

two waveforms is calculated as 4.63%.

The Doppler angle is also estimated while the vector Doppler techniques are per-

formed using the uniform insonation achieved by the proposed unfocused imaging.

Figure 5-13(a) shows the angle estimate error in the high and low flow settings. The

angle error generally decreases when the angle is estimated at the high flow. Figure

5-13(b) shows improvement of the Doppler angle estimation thanks to the proposed

adaptive clutter filtering. As the adaptive filtering balances the effect of the clutter

filters to restore the velocity ratio, the RMSE of angle estimates is reduced from 3.0◦

to 1.3◦. The maximum estimate error is also contained within ±2◦ even with the low

flow settings.

Figure 5-14(a) presents the progression of the angle estimate error as the corner

velocity adjustment loop runs. As the corner velocity is updated, the angle estimate

error gradually decreases toward zero. Figure 5-14(b) shows the progression of the

updated corner velocity. The corner velocity of CH1 starts at 4 cm/s to a higher final

value. If the actual Doppler angle (θ1) greatly deviates from 50◦, the final corner will

velocity increase a little because the Doppler signal of CH2 is not greatly affected

either. However, if the Doppler angle is close to 50◦, the final corner velocity will be

high to match the large distortion of the Doppler signal at CH2. Especially, if the

Doppler angle is very close to 50◦, excessive filtering of the Doppler signal may break

this adjustment loop to avoid instability otherwise a new corner velocity may be set

infinite. From these results, the spatial mean flow velocity, diameter waveform, and
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Figure 5-13: (a) The Doppler angle estimate error plots with different flow rate
settings (b) The performance comparison between the fixed and adaptive clutter
filtering approach in the low flow setting [81].
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Figure 5-14: The progression of (a) the angle estimate errors and (b) the high-pass
corner velocities as the adjustment loop progresses.

Doppler angle measurements are validated under no lateral offset.

Misalignment Tolerance

Now, the estimation consistency of these parameters is tested with various lateral

offset conditions. Figure 5-15 shows the spatial mean flow velocity estimates with

lateral offsets under various flow rate conditions. The estimates are consistent within

±5% over±8 mm offsets except at±7 mm. The variation is attributed to the variation

in the lateral pressure field pattern. In that regard, the overestimation at ±7 mm is

123



−10 −5 0 5 10

0

0.1

0.2

0.3

0.4

0.5

0.6

Lateral Misalignment (mm)
S

pa
tia

l M
ea

n 
V

el
oc

ity
 E

st
im

at
e 

(m
/s

)
 

 

Low Flow
Med. Flow
High Flow

Figure 5-15: The spatial mean velocity estimates with lateral offsets [81].
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Figure 5-16: Diameter change waveforms with various lateral offsets up to ±8 mm
compared to the waveform without offset [81].

attributed to the edge effect that slightly accentuates high flow in the center of the

tube.

The diameter change waveform is also tested in various lateral offsets as shown

in Figure 5-16. The figure shows the ensemble averaged diameter change waveforms

up to ±8 mm offsets compared to the waveform at no offset. The normalized root

mean square deviation from the waveform without offset is 3.44%. Slight discrep-

ancies among the waveforms are attributed to the non-uniform lateral field pattern.

The discrepancy at the early systole may induce slight variations in the local PWV

estimation based on the flow-area method.

These results demonstrate that the spatial mean flow velocity and diameter wave-
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Figure 5-17: The PWV estimates with various lateral offsets [81].

forms can be consistently estimated regardless of the lateral offsets roughly up to the

beam width. In addition, given that the Doppler ultrasound is tolerant to the lateral

offsets, it is implied that the Doppler angle estimation is also tolerant of the lateral

offsets. In addition, the uniform insonation through unfocused imaging eliminates

the dependency of the flow velocity estimates on depth. Therefore, the Doppler angle

estimate also becomes tolerant to depth errors.

Provided the relevant physiological waveforms are consistently estimated, the

PWV estimation is also tested with the lateral offsets as Figure 5-17 shows. Each

data point is derived from five independent data sets consisting of 30 simulated car-

diac cycles. The PWV estimates show overestimation at ±7 mm. Except for these

offsets, the PWV estimates are consistent up to ±8 mm. The slight overestimation

is attributed to overestimation of the flow velocity in Figure 5-15.

Finally, the pressure waveform estimation was tested while random lateral offsets

within ±8 mm were introduced manually through the 3-D translational stage. The

Doppler spectrogram and the M-mode image show consistent pulsation patterns in

spite of lateral motions as shown in Figure 5-18. The M-mode image clearly shows

the echoes from the inner boundaries of the anterior and posterior walls. The PWV

of the tube is calculated from the moving average of PWV estimates for the past

24 simulated cardiac cycles to reduce variability. The estimated pressure waveform

shows the consistent pulsatile pressure changes and pulsation patterns. Although 24
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Figure 5-18: (a) Doppler spectrogram, (b) M-mode image, and (c) the estimated
pressure waveform with random lateral motions confined up to ±8mm under the
plane wave imaging in the flow phantom experiment [81].

cardiac cycles are used to average the PWV estimates, a greater number of cardiac

cycles can be used to further reduce the variability in the PWV estimate. On the

other hand, a smaller number of cycles should be used if the elasticity change with

a shorter time scale, possibly caused by smooth muscle contraction, is to be tracked.

Figure 5-18 shows that the pressure waveform can be reliably estimated despite the

random lateral motion and misalignment.

Evaluation of IRM estimator

Previous experimental results were obtained from the flow phantom in which no

clutter from the adjacent tissues was simulated. The IRM estimator is further tested

for accurate distension waveform estimation with low contrast settings.

First, various contrast levels are simulated by adding artificial clutter with vari-

ous amplitudes and patterns to the high contrast M-mode images acquired using the
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focused beam. This synthetic clutter is generated by bandpass filtering random noise

with the frequency response similar to the spectral characteristics of the transmitted

pulse. The distension waveform obtained from the original high contrast image is con-

sidered a reference waveform, and the accuracy of the estimated distension waveform

with the artificial clutter is quantified using the NRMSE.

Figure 5-19 shows the performance comparison between the C3M and IRM estima-

tor. Both echo-tracking methods result in accurate distension waveform estimation in

high contrasts. In low contrasts, the IRM estimator outperforms the C3M estimator,

resulting in the smaller NRMSE. With the help of the pre-calculated compensation,

the NRMSE of the IRM estimator further decreases. These results show that by using

the IRM estimator, the distension waveform can be more accurately estimated within

the NRMSE of 5% when the contrast is as low as 5 dB.

Finally, the feasibility of the IRM estimator is tested in the presence of in vivo

clutter. Figure 5-20 compares the pulsatile diameter change of the IRM estimator

on the M-mode image obtained from the unfocused imaging technique to a reference

method. The reference method uses high contrast M-mode images using the focused

beam and makes the diameter waveform estimation using the C3M estimator. The

width of the bar represents the time duration of the acquired ultrasound images, and

the error bar represents beat-to-beat variations. The estimated pulsatile diameter
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Figure 5-19: Accuracy comparison of the estimated diameter waveform between the
C3M estimator and the IRM estimator under various simulated clutter environments
[81].
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Figure 5-20: Comparison of pulsatile diameter changes in a cardiac cycle of the pro-
posed method using the IRM estimator under plane wave imaging to the reference
method using the focused beam and the C3M estimator [81].

change from the proposed method is 0.6 mm on average, which is within a physio-

logical range. The diameter changes between two methods are comparable as can be

seen in Figure 5-20.

5.5 Summary

In this chapter, the motion-tolerant unfocused imaging with the widebeam in-

sonation demonstrates that the Doppler ultrasound and M-mode imaging can be

performed to acquire physiological parameters such as a flow velocity and diameter

waveform with a wide range of lateral offsets. The estimated parameters are vali-

dated compared to the other reference measurements, showing insignificant errors.

Given that ultrasonography is a viable imaging modality to measure hemodynamics

parameters, this demonstration suggests continuous monitoring of hemodynamics for

an extended period of time with a low-cost and portable ultrasound scanning device.

The proposed adaptive clutter filtering also helps mitigate the angle estimate error

in the vector Doppler technique. Although the improvement is demonstrated while

the vector Doppler ultrasound was performed under the uniform insonation, it can

also be applicable more generally to cases with the focused beam.

Finally, the proposed IRM estimator is validated as useful in the simulated and

real low-contrast environments with synthetic and in-vivo clutter, respectively.
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Chapter 6

Human Subject Validation during

Valsalva Maneuver

This chapter describes a human subject validation study of the designed system

under hemodynamic stress. The hemodynamic stress was imposed through the Val-

salva maneuver performed by participating subjects. This study was approved by the

Committee on the Use of Humans as Experimental Subjects at the Massachusetts

Institute of Technology.

This chapter first discusses the background on the physiology of the Valsalva

maneuver followed by study protocol details. Study results are presented, and their

implications are summarized in the last section. The content of this chapter was

published in [70].

6.1 Valsalva Maneuver Physiology

The Valsalva maneuver is a forced expiratory effort against a closed airway, and it

is a well-established maneuver to diagnose heart problems or autonomic nervous sys-

tem deficiencies [85]. During the maneuver, abdominal muscles push the diaphragm

upward to build intrathoracic pressure, as shown in Figure 6-1. Quantitatively, if a

manometer were used, the maneuver would require airway pressure of approximately

40 mmHg maintained over ten to thirty seconds.
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Figure 6-1: Illustration of the intrathoracic pressure changes during the Valsalva
maneuver.

One of the clinical use cases of this maneuver is a bubble study during echocardio-

gram to detect significant opening in the atrial septum, called patent foreman ovale.

While a four-chambers view ultrasound image is being obtained, agitated saline water

containing microbubbles is injected intravenously, which first appears as bright dots

in the right heart in the images. Shortly after the injection, the Valsalva maneuver is

performed to increase the pressure in the right heart to open the foreman ovale. Nor-

mally, these bubbles are filtered by pulmonary capillaries so that no bubble appears

at the left atrium. However, if the foreman ovale is significant, it acts as a shortcut

for the bubbles to bypass pulmonary circulation and appear in the left atrium.

In fact, cardiovascular responses during the maneuver are orchestrated by an auto-

nomic nervous control. These responses are primarily triggered by neural signals from

baroreceptors, although additional contributions originate from pulmonary stretch re-

ceptors and chemoreceptors due to the increase of carbon dioxide [85]. The direct

ramifications of the Valsalva maneuver are decreased preload (i.e., left ventricular end

diastole volume) and reduced venous return caused by increased resistance in vena

cavas. Due to the decrease of cardiac output and eventually blood pressure, baroreflex

modulates the heart rate as a compensatory mechanism. In detail, the cardiovascular
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Figure 6-2: Hemodynamics changes during the Valsalva maneuver [85].

responses are divided into four phases: Phases I, II, III, and IV, as shown in Figure

6-2.

Phase I refers to the onset of the Valsalva strain when a slight increase of mean

arterial pressure (MAP) occurs due to the sudden increase of intrathoracic pressure.

Phase II refers to the continued strain phase. At the early phase II, the decrease

of preload causes a reduction of stroke volume (i.e., blood volume ejected per beat),

thus dropping pulse pressure (PP). In addition, the impeded venous return due to

the occluded vena cavas reduces cardiac output, thereby dropping MAP. As a com-

pensatory mechanism, heart rate increases. As the strain continues, sympathetic

activities cause the increase of systemic resistance through vasoconstriction and the

heart’s contractility to compensate the decreased MAP and PP. Phase III refers to

the onset of the strain release when MAP immediately drops because the intratho-

racic pressure decreases to normal. Phase IV is defined as a continued recovery phase

when cardiac preload returns to normal and reduced venous return is restored. Due to

the remaining sympathetic activities, ejection fraction (i.e., the ratio of ejected blood

volume to the preload) remains slightly elevated at the beginning [85]. Because of

this, PP and MAP may overshoot initially, but they gradually return to the baseline.

In addition to the well-known hemodynamics responses, the morphology change

of the ABP waveform was also reported [86]. The measured aortic pressure waveform
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showed that the late systolic peak that was present in the control phase gradually

became absent during the Valsalva strain. This peak reappeared after releasing the

strain. Based on decomposing the ABP waveform into a forward and a backward

traveling reflected wave, the reflected wave was shown to be significantly reduced

during the Valsalva strain, thus not contributing to augmenting PP at the late systole.

A subsequent study suggested that renal artery branching produces non-negligible

local reflection, and it was implicated that a transmural pressure drop throughout the

intrathoracic aorta helps improve matching at this reflection site, thereby reducing

the wave reflection [87].

6.2 Clinical Study Design

The main purpose of the human subject validation during the Valsalva maneu-

ver is to demonstrate that the designed device using the motion-tolerant ultrasound

measurement can reliably track the changes of hemodynamics parameters during the

Valsalva maneuver. Due to the impeded venous return, an internal jugular vein ad-

jacent to the common carotid artery expands during the Valsalva strain, pushing the

artery to a different location. Therefore, motion and misalignment tolerance of ultra-

sound measurements to reliably acquire a spatial mean flow velocity and a distension

waveform during the Valsalva maneuver is essential.

Only healthy human subjects who reported no known diagnosis of cardiovascular

diseases participated in this study. The same inclusion and exclusion criteria as

specified in the proof-of-concept study discussed in Section 4.3 were applied. The

study session consisted of an entry questionnaire, an ultrasound image recording with

eight to nine repetitions, and an exit questionnaire. The image recording consisted of

36 seconds of rest to establish the baseline and 25 seconds of the Valsalva maneuver,

followed by 43 seconds of recovery.

For the entire duration, the subjects wore an assembled ultrasound probe as shown

in Figure 6-3. The probe was primarily secured by two rubber bands wrapped around

the neck. Two pads at the end of the bands intended to distribute tension to mit-
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Figure 6-3: An example of an operator-less application of the second probe design
secured by two rubber bands [70].

igate discomforts. Occasionally, the probe was manually held by the operator to

enhance acoustic coupling and image qualities. In addition, a sphygmomanometer

measurement using an automated monitor was conducted in the middle of ultrasound

recordings on the left upper arm. The volume clamping type device, a Nexfin hemo-

dynamic monitoring device (Edwards Lifesciences, Irvine, CA, USA), was used to

monitor the finger ABP waveform at the contralateral side. Similar signal processing

was conducted to analyze the ultrasound images as in Subsection 4.3.2

6.3 Clinical Study Results

Table 6.1: Ages of the subjects and their estimated pulse wave velocities (PWVs) in
the Valsalva maneuver study [70].

Subject ID Age PWV (m/s)

S1 27 6.8±0.7
S2 31 7.6±0.8
S3 27 6.3±1.0
S4 24 6.5±1.3
S5 24 7.8±0.9
S6 27 7.3±0.7
S7 31 8.8±0.3
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Figure 6-4: Pulse pressure (PP) and mean arterial pressure (MAP) changes during
various phases in the Valsalva maneuver. MAPs between the carotid and the finger
are assumed to differ by only hydrostatic pressure difference [70].

Table 6.1 summarizes the basic information of the study subjects. Seven healthy

human subjects who reported no history of cardiovascular diseases participated in the

study session.

Figure 6-4 presents the observed changes of PP among various subjects. During

the control, PPs measured at the finger and estimated at the carotid artery remain

mostly unchanged or present mild modulation by respiration. Through the baroreflex,

the instantaneous pulse rate is also modulated by respiration, as shown in Figure 6-5.
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Figure 6-5: Instantaneous pulse rates during various phases in the Valsalva maneuver
measured from a distension waveform of the finger and the carotid [70].

At the onset of the Valsalva strain, due to the decreased preload, PP drops, in-

dicating the decrease of stroke volume assuming total arterial compliance remains

unchanged. In response, the pulse rate increases to compensate cardiac output. At

the late strain phase, the compensatory increase of vasomotor tones and the heart’s

contractility may occur, partially restoring PP and MAP. A slight discrepancy be-

tween the finger and carotid PP is sometimes observed as shown in Figure 6-4(b) and

(c).
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The elevated sympathetic activities continue during the early recovery phase.

However, due to the restored preload, stroke volume and PP overshoot, as evidenced

in the finger PP. However, the estimated carotid PP does not necessarily track such

a trend. In fact, the aortic PP also presented an overshoot, as reported in prior

art [88]. On one hand, this discrepancy may be attributed to the limitation of the

echo-tracking to reliably produce a distension waveform which can be challenging if

the movement of underlying structure is significant between different phases in the

Valsalva maneuver. On the other hand, the discrepancy may be attributed to the

different degrees of PP augmentation between at the finger and the carotid under the

vasoconstriction. The augmentation due to vasoconstriction is much more dramatic

at the peripheral site than at the central site because of the difference between time

alignment of a forward traveling and a reflected pulse wave for each site. Due to the

overshoot of MAP and PP, the pulse rate presents an undershoot. During the late

recovery, both the pulse rate and blood pressures are stabilized to the baseline, and

the discrepancy between the two PPs gradually decreases.

The morphology of the ABP waveform also changes during the Valsalva maneuver,

as reported in prior research [86,87]. The representative estimated ABP waveforms in

different phases are presented in Figure 6-6. These waveforms are produced by taking

ensemble averages of the estimated waveform synchronized to the identified systolic

onset of each heart beat. During the strain phase, a dicrotic notch (i.e., a small dip

in the pressure and flow waveforms caused by aortic valve closure) is significantly

depressed, which is quantified by a parameter, referred to here as a depression index.

The depression index is defined by the ratio of relative heights of the dicrotic notch

to the peak during the diastole as presented in Figure 6-6. The waveform during the

early recovery phase presents a pronounced late systole peak, while the waveforms

during the control and the late recovery do not usually present such a pronounced

peak.

In fact, the depression of the dicrotic notch implicated a reduction of the reflected

pulse wave in the aorta [87]. The pressure at the aortic arch is seen as a source of

pressure which generates a forward traveling pulse wave at the inlet of the common
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Figure 6-6: Ensemble averaged estimated ABP waveform at the carotid in various
phases in the Valsalva maneuver. The depression index is defined as relative heights
of the dicrotic notch and a peak during diastole from the baseline [70].

carotid artery. The previous study showed that during the Valsalva maneuver, the

local reflection at the renal branching in the thoracic aorta was reduced. Usually,

the reflected pressure wave obscures a sharp dip in the forward wave. During the

Valsalva maneuver, the reduction of the wave reflection unveils this sharp dip, re-

sulting in the depression of the dicrotic notch in the estimated ABP waveform. On

the contrary, the stronger reflected wave not only almost obscures the dicrotic notch

but also creates significant PP augmentation in the late systole at the aortic arch,

which was typically evidenced in the carotid ABP waveform, especially during the

early recovery. Therefore, the pronounced late systolic peak may imply the increase

of pulse reflection in general, possibly rooted from the vasoconstriction.

Figures 6-4 and 6-5 show the baroreflex in response to the change of ABP. It is

noteworthy that the baroreceptor responds to both static and pulsatile stress although

Figure 6-7 only plots the instantaneous pulse rate with the measured PP at the

finger and the estimated carotid PP at the carotid artery. Due to the delay in the

ABP control feedback loop, a delay is added that results in the highest correlation.

The figures show strong negative correlations between the PPs and the pulse rate as

expected.
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Figure 6-7: Baroreceptor sensitivity curve displaying the instantaneous pulse rate with
PP (a) estimated at the carotid and (b) measured at the finger. A delay, determined to
result in the highest correlation, is added to account for the delay in the cardiovascular
control loop.

Figure 6-8 shows the comparison of PP between the estimation at the carotid

artery to the other measurements including an automated cuff measurement and the

finger waveform during the control phase. The PP estimation error in comparison

to the finger waveform among all qualified image acquisitions is 3.98±15.59 mmHg,

which is calculated from individual ultrasound recordings, not from intra-subject

averaged values.

The proposed method shows higher standard deviations in the PP estimation than

the other measurements. This variation is mainly attributed to the variation of the

PWV estimation, and there are mainly two reasons: First, the local PWV estimation

has variation due to stochastic nature of the Doppler signal. Since the spatial mean

flow velocity waveform presents noise-like variation, the local PWV estimation based

on the flow-area method displays the variation. An independent experiment showed

that individual PWV estimates have the standard deviation of roughly 20% of the

average of the PWV estimates. As the number of cardiac cycles to calculate the

mean PWV increases, the standard deviation of the average of PWV, which is used

to represent the vessel elasticity for the duration of the entire ultrasound image,

decreases. Second, the ultrasound measurements can have minor dependency on the
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Figure 6-8: Pulse pressure (PP) comparison between the estimation at the carotid
to an automated cuff measurement and a finger waveform during the stable control
phase. Ultrasound images with a contrast more than 8 dB and the Doppler signal-
to-noise ratio (SNR) more than 8 dB are included.

orientation of the probe relative to the target vessel because of the directionality of

the ultrasound beam while the other measurements are inherently not. As a result,

different probe alignments, such as a twist angle of the probe, can cause the variations

in the measured physiological waveforms especially given that the accurate alignment

is only visually inspected from the real-time ultrasound images, not highly sensitive.

On the contrary, the cuff placement for the brachial and finger ABP measurement

remained unchanged for the duration of the session. Therefore, if the longer duration

of the image were used (e.g., more than 30 s for the initial control phase before

this Valsalva maneuver), the variability would decrease. In addition, more consistent

placement of the probe relative to the vessel would be possible through automated

image quality evaluation algorithms.

The continuous monitoring capability of the change of PP is quantified by corre-

lation coefficients between the estimated carotid PP and the finger PP for all four

phases. Figure 6-9 shows the statistics of the correlation coefficients among the seven

subjects. In most cases, positive correlations are obtained while some subjects, such

as S3, S4, and S6, result in small values. These low values are attributed to the sub-
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Figure 6-9: Correlation coefficients between the estimated carotid PP and the mea-
sured finger PP over all phases of the Valsalva maneuver [70].

S1 S2 S3 S4 S5 S6 S7
0

0.2

0.4

0.6

0.8

1

Subject ID

A
bs

ol
ut

e 
B

ar
or

ef
le

x 
C

or
re

la
tio

n

 

 

Carotid
Finger

Figure 6-10: Baroreceptor sensitivity correlation coefficients among the seven sub-
jects.

jects being unable to create a significant and correct Valsalva strain, such that only

small changes of PP are observed. The correlation coefficient is more prone to being

penalized when the measured variable changes a little. It is noteworthy that S3 and

S6 are female subjects who may have been unable to create sufficient increase of in-

trathoracic pressure. In addition, the discrepancies in the late strain phase and early

recovery phase certainly hinder perfect correlation. Nevertheless, the estimated PP
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Figure 6-11: Depression index comparison between the control phase and the strain
phase among the seven subjects [70].

is shown to correlate to the PP at the finger, demonstrating PP tracking capability

of the designed device during the entire Valsalva maneuver.

While the correlation coefficients attempt to quantify the direct correlation be-

tween the PPs, the correlation to the instantaneous pulse rate can also indirectly sup-

port that the estimation tracks the change of PP which naturally triggers the change

of the pulse rate. Given that the baroreflex is dependent on both static (MAP) and

pulsatile (PP) stress, a two variables linear regression model is assumed to calculate

baroreflex sensitivity correlation coefficients. Figure 6-10 presents the absolute value

of the baroreflex correlation coefficients, which display high values. For subjects S3,

S4, and S6, their coefficients are relatively lower than the others due to the suspected

lower degree of the Valsalva strain.

Finally, the morphology change of the ABP waveform quantified by the depression

index is presented in Figure 6-11. Except for subjects S3, S4, and S6, the depression

of the dicrotic notch is quantified as statistically significant during the strain phase in

the carotid waveform, implicating a clear change of the ABP waveform shape. This

figure may also support that the degree of the Valsalva strain created by subjects S3,

S4, and S6 is lower than the others.

From this Valsalva maneuver study, it is demonstrated that the proposed proto-
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type device is capable of tracking hemodynamics changes during the Valsalva maneu-

ver, such as the change of PP and the morphology of the ABP waveform.

6.4 Summary

In this chapter, the Valsalva maneuver study and its results are detailed to demon-

strate the feasibility of the designed prototype in estimating the ABP waveform un-

der hemodynamic stress. Thanks to the motion-tolerant ultrasound measurements

described in Chapter 5, the spatial mean flow velocity and arterial pulsation can be

reliably monitored even with possible displacements of the carotid artery due to the

expansion of the adjacent jugular vein. In addition, the estimated ABP waveform

shows qualitatively the expected hemodynamics changes which are also evidenced by

the ABP waveform continuously monitored at the finger, such as the reduced PP

as well as the morphology changes. Alongside the initial proof-of-concept study in

Chapter 4, this study shows that this non-invasive ABP waveform estimation device

using ultrasound can be useful for tracking the hemodynamics changes.
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Chapter 7

Human Subject Validation with

Comparison to Arterial Line

This chapter describes a human subject validation study wherein a designed pro-

totype system was evaluated in comparison to the gold standard arterial-line (A-line)

arterial blood pressure (ABP) waveform measurement at the radial artery. This clini-

cal study, named the Non-invasive Evaluation of an arterial pressure WavEform uSing

ulTrasound (NEWEST) trial, was approved by the institutional review board at the

Boston Medical Center, and the Committee on the Use of Humans as Experimental

Subjects at the Massachusetts Institute of Technology ceded its right to review.

This chapter first introduces techniques to estimate a central ABP waveform from

a peripheral ABP waveform. Since the designed system estimates the ABP waveform

at the carotid, measurement site mismatch is an expected source for discrepancy.

In that sense, these techniques can be useful in largely eliminating this concern as

a carotid pulse contour is similar to an aortic contour [57]. The study design and

results are presented herein, followed by the summary.

7.1 Transfer Function Techniques

As mentioned in Chapter 1, several studies showed that the central ABP is more

closely associated with the cardiovascular diseases [10, 11]. Unfortunately, cardiac
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(a) Generalized transfer function (b) Adaptive transfer function

Figure 7-1: Illustration of transfer function techniques to translate a peripheral (ra-
dial) ABP waveform to a central (aortic) waveform.

catheterization including a coronary arteriogram is the only method available to ac-

quire central ABP in clinical settings, and the procedure is not suited for continuous

monitoring. Although the A-line is considered the gold standard for a full waveform,

it provides a radial ABP trace. Given the shape of the ABP waveform progressively

changes along an artery tree, as discussed in Subsection 2.2.2, the radial trace, al-

though useful for the purpose of continuous monitoring, may have limited clinical

significance in prognostic and diagnostic applications.

Because of these progressive changes, several studies have introduced models to

estimate the central ABP from the peripheral ABP waveform from the A-line or

non-invasive methods, including vascular unloading (i.e., volume clamping method)

and arterial tonometry [12–14, 89, 90]. These efforts are mainly categorized into two

groups: generalized transfer function and adaptive transfer function.

7.1.1 Generalized Transfer Function

A generalized transfer function (GTF) approach produces an arbitrary transfer

function which, indeed, translates the central waveform to the peripheral wave-

form [12, 91]. This transfer function was calculated from a direct comparison of

spectral contents of simultaneously acquired central and peripheral ABP waveforms

over numerous patients [12,89,90].
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Usually, the magnitude response of this transfer function typically presents a peak

of around 4 to 5 Hz [91]. A high frequency content in the central ABP waveform is

accentuated through this transfer function to create a peripheral waveform with a

sharper systolic peak. Once the transfer function is constructed, the inverse of the

transfer function is used to translate the peripheral to central waveform as shown

in Figure 7-1(a). In fact, the inverse of the transfer function is not causal because

the peripheral waveform is delayed by a pulse transit time. To implement this, a

filter is constructed to have a frequency response corresponding to the inverse of the

established transfer function in addition to an extra group delay to make it causal.

Then, the peripheral ABP waveform is filtered by this filter to estimate a delayed

version of the central waveform. The delayed version is subsequently advanced by the

added group delay to correctly estimate the central ABP waveform.

Although the GTF approach basically rewinds the progressive amplification of

pulse pressure, it is often criticized due to neglecting person-specific variations in the

population-averaged transfer function.

7.1.2 Adaptive Transfer Function

Because of this criticism, an adaptive transfer function (ATF) technique was in-

troduced to incorporate variations between individual persons [13,14]. This technique

assumes an arterial tube-load model that encapsulates pulse wave propagation and

wave reflection at the distal beds.

The ATF technique is mainly characterized by a reflection coefficient at the termi-

nal load and a pulse transit time between the central and the peripheral sites. Figure

7-1(b) shows the tube-load model with an elastic tube with negligible resistance termi-

nated by a terminal load impedance. In this model, a peripheral (e.g., radial artery)

ABP waveform originates from the summation of a forward and a reflected pressure

wave without a misalignment of time. On the contrary, the central waveform origi-

nates from the summation of the two traveling waves but with an appropriate pulse

transit time (Td) advance and delay, respectively. The forward and backward travel-

ing waves are mathematically acquired by decomposing the peripheral ABP waveform
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Figure 7-2: Illustration of an arterial tube-load model and a simplified single tube-
load model for the whole arterial system assumed in the adaptive transfer function
approach.

based on the reflection coefficient (Γ). This intuition can be formulated as:

Pcentral = Pf (t+ Td) + Pb(t− Td)

Pperipheral = Pf (t) + Pb(t)

Γ =
Pb(f)

Pf (f)
= −Qb(f)

Qf (f)
= | Γ0

1 + j f
fc

|

Qcentral = Qf (t+ Td) +Qb(t− Td)

Qperipheral = Qf (t) +Qb(t)

ZC =
Pf (t)

Qf (t)
= −Pb(t)

Qb(t)

(7.1)

where Pf and Pb are the forward and backward traveling pressure waves, respectively;

Qf and Qb are the forward and backward traveling flow waves, respectively; Γ0 and

fc are an asymptotic reflection coefficient at DC, and a lowpass corner frequency, re-

spectively; and ZC is the characteristic impedance. Γ0, fc, and Td are the parameters

that characterize the estimation process. In prior research, the reflection coefficient

was assumed to present one-pole characteristics [13] to roughly match the observed

frequency dependency in the global reflection coefficient [54]. This frequency depen-
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dency can be understood in two-fold: First, the load impedance presents a minor ca-

pacitive component due to compliance at the arterioles, as shown in load impedances

of individual branches in Figure 7-2. Second, the reflected backward wave seen at the

central site displays dispersion due to the summation of individual reflected waves

with different round trip times from different terminal branches. Therefore, when a

simplified single tube-load model, assumed in the ATF approach, is used, the ter-

minal load is modeled with a three element windkessel model to have the reflection

coefficient with a single pole characteristic in Figure 7-2.

However, the direct measurement of these parameters is challenging. Instead,

these parameters are estimated based on several assumptions often justified by well-

established observations. For example, the estimated aortic flow waveform (Qcentral)

should present the lowest variation during the diastole because no significant flow

occurs after the aortic valve closure. Based on this criterion, a frequency dependent

reflection coefficient can be determined [13]. In addition, the estimated central ABP

waveform should present an exponential decay during the diastole, as predicted by the

two-element Windkessel model discussed in Subsection 2.2.1, when most of the pulse

wave dies out. Based on this criterion, the pulse transit time can be determined [14].

Once these model parameters are identified, the adaptive transfer function can be

constructed as follows:

Pcentral(f) =
ej2πfTd + Γe−j2πfTd

1 + Γ
Pperipheral(f)

Qcentral(f) =
ej2πfTd − Γe−j2πfTd

ZC(1 + Γ)
Pperipheral(f)

(7.2)

The ATF technique allows for the estimation of person-specific parameters. How-

ever, the transfer function only has the specific form as shown in Equation 7.2, having

a lower degree of freedom than the GTF approach. In addition, this model drastically

simplifies an entire arterial tree into the single elastic tube with the terminal load.

The mathematically estimated central ABP waveforms using the GTF and ATF

applied on the radial ABP waveform are also compared to the estimated ABP wave-
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form at the carotid artery using ultrasound in the study results.

7.2 Clinical Study Design

The main purpose of the NEWEST study is to demonstrate the viability of the

proposed ABP waveform estimation in comparison to the A-line measurement, con-

ducted in intensive care settings. The study was conducted in collaboration to the

team at the Boston Medical Center.

Prior to the study session, the informed consent was obtained from prospective

subjects. The inclusion criteria were an age of older than 18 years and patients

presenting with an arterial line in intensive care units. Furthermore, only patients

who were able to consent in English were included. Several exclusion criteria were

specified such as pregnancy, inability to access the neck or upper arms, inability to lie

down, and known issues with medical ultrasound, and/or hemodynamic instability as

evaluated by the attending physician.

The study session began with the acquisition of ultrasound images on the left

carotid artery using a commercial scanner (CX-50, Philips Healthcare, Andover, MA,

USA) by a study team clinician. A vascular probe (L12-5) was used to image the

carotid artery while the scanner was configured in carotid vascular preset. One long-

axis and two short-axis (proximal and distal sites) B-mode images were acquired in

addition to the spectral Doppler image for four images in total. The A-line trace at

the radial artery was continuously monitored and recorded for the entire duration of

the session by a data acquisition cart. Following the acquisition using a commercial

scanner, the designed investigational device acquired ultrasound images after the

Table 7.1: Ages of the subjects, estimated pulse wave velocities (PWVs), and the
number of eligible beats for data analysis in NEWEST trial.

Subject ID Age PWV (m/s) Number of Beats

S1 68 4.8±0.3 185
S2 66 4.5±0.6 55
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clinician maneuvered the probe to align. The total duration of the study session was

limited to 45 minutes.

7.3 Clinical Study Results

Table 7.1 summarizes the demographics, pulse wave velocities estimated, and the

number of eligible beats for data analysis over the subjects. Two subjects who un-

derwent an open heart surgery while presenting the A-line participated in this study.

7.3.1 Ultrasound Images and Physiological Waveforms

Ultrasound images captured by the commercial scanner give basic information

about anatomical structures of the subject and possible plaque formation evidenced by

severely turbulent flow. The images were not used for actively guiding the placement

of the probe from the designed investigational device. Figure 7-3 shows example

images from the subject S1. This figure shows that the carotid blood flow has no

(a) Long axis (b) Spectral Doppler

(c) Short axis, Proximal (d) Short axis, Distal

Figure 7-3: Ultrasound images captured by a commercial ultrasound scanner.
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(a) Doppler Spectrogram, CH1 - Insonating nominally at 50◦
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(b) Doppler Spectrogram, CH2 - Insonating nominally at 90◦
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(c) M-mode image

Figure 7-4: Ultrasound images captured by the investigational prototype device shown
in Figure 3-15. The Doppler signals are not angle corrected. The Doppler signal from
CH1 shows a strong flow signal. The Doppler signal from CH2 presents symmetric
spectrum around zero frequency due to its perpendicular insonation. The green traces
in the M-mode image indicates the locations of the echo-tracking windows where the
blue traces are resulting displacement traces of the wall movements.

turbulent flow although the short axis view at the distal site, close to the bifurcation,

may indicate mild plaque formation. The inner diameter of this subject’s carotid

artery is estimated to be roughly 10 mm to 11 mm.
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Typical ultrasound images acquired using the designed prototype system are

shown in Figure 7-4. Some artifacts in the Doppler spectrogram were pre-processed,

such as horizontal lines caused by an epicardial wire temporarily placed inside the

post-operative subjects. In addition, the signals in the negative frequency band were

removed as only the arterial flow matters. Other than these, similar signal processing

is conducted as in Subsection 4.3.2

The Doppler spectrogram before the Doppler angle correction from channel 1

(CH1) in the second probe design, discussed in Section 3.1, clearly displays pulsation

of blood flow. Although a heart beat looks fairly regular in Figure 7-4, the other

subject’s data often present ectopic beats and occasionally prolonged cardiac cycles.

Figure 7-4(b) shows the Doppler intensity is symmetric around zero frequency since

the transducer for CH2 perpendicularly insonates the target vessel. By combining

these two Doppler signals, the Doppler angle is estimated through the vector Doppler

technique to ensure proper angle correction in the calculated flow velocity waveform.

The M-mode clearly shows pulsation of the carotid artery while clutter is visible due

to the nature of wide-beam insonation. After identifying the depths for the anterior

and posterior walls (green traces), the echo-tracking windows are defined to finely

track the movement of the walls (blue traces), as shown in Figure 7-4(c).

With the angle correction, the spatial mean flow velocity and the diameter wave-

form are calculated as shown in Figure 7-5. The diameter waveform presents a roughly

10% pulsatile diameter change to the baseline. The flow velocity waveform displays

a sharp systolic upstroke. Systolic onsets are identified based on the maximum ac-

celeration point in every cardiac cycle, which is the same criterion as that which was

used in the previous clinical studies.

7.3.2 Parameter Estimation in Transfer Function Techniques

For the GTF approach, the transfer function is adopted from published prior

research [91]. For the ATF approach, the optimization processes are conducted to de-

termine the reflection coefficient and the pulse transit time. A grid search is conducted

on the DC reflection coefficient (Γ0) and the pole (fc) of the frequency dependent re-
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(b) Diameter waveform

Figure 7-5: Estimated spatial mean flow velocity and distension waveforms from the
raw ultrasound images acquired by the designed prototype system.

flection coefficient (Γ). A pair of Γ0 and fc values that results in the lowest diastolic

flow waveform variation are selected. In addition, the pulse transit time that results

in the lowest root mean square deviation from the exponential fit on the estimated

central ABP waveform during diastole is selected.

7.3.3 Waveform Comparison

The estimated ABP waveform using the proposed method in this thesis is directly

compared to both the A-line trace at the radial artery and the estimated central ABP

waveforms using the transfer function techniques (i.e., GTF and ATF). Delays are

added appropriately to synchronize all waveforms at the beat-to-beat level. The first

four beats are used for calibration purposes to match mean arterial pressure (MAP)

between all waveforms, taking out hydrostatic pressure difference, as MAP remains
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constant over major arteries due to negligible flow resistance [33,76].

Across all subjects, the A-line traces present a much sharper systolic peak than

the estimated carotid waveform using ultrasound as presented in Figure 7-6. This

is mainly due to the pulse pressure (PP) amplification, as expected. The estimated

central ABP waveforms from the GTF and ATF, present more rounded systolic peaks,

and their PPs are comparable to PP of the estimated carotid ABP waveform using

ultrasound as presented in Figure 7-7. Nevertheless, the amplitudes of the carotid

ABP waveform are, in general, smaller than those of other waveforms.

Root mean square error (RMSE) and a correlation coefficient are used to quantify

the overall agreement between the estimated carotid waveform and the other wave-

forms. Figure 7-8(a) shows that the RMSE is higher when compared to the A-line

where the RMSEs are lower versus the estimated central ABP waveforms using the
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(b) Subject ID: S2

Figure 7-6: Comparisons of the estimated carotid ABP waveform using the proposed
method to the A-line trace at the radial artery.
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(b) Subject ID: S2

Figure 7-7: Comparisons of the estimated carotid ABP waveform using the pro-
posed method to the estimated central waveforms using a generalized transfer func-
tion (GTF) and an adaptive transfer function (ATF).
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(b) Correlation coefficient

Figure 7-8: Overall agreement of the estimated carotid ABP waveform using ultra-
sound to the radial trace (A-line) and the estimated central waveforms from the GTF
and ATF techniques, quantified by RMSE and correlation coefficients.
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(c)

Figure 7-9: Statistics of systolic, diastolic, and pulse pressure estimation performance
of the proposed method in comparison to the radial ABP (A-line) and the estimated
central ABP from the GTF and ATF techniques

GTF and ATF. Figure 7-8(b) shows that the correlation coefficient usually increases

when compared to the estimated central waveforms using the GTF and ATF.

The blood pressure estimation errors, presented in Figure 7-9(a) and (b), imply

that the proposed method tested in this study underestimates systolic blood pressure

and slightly overestimates diastolic blood pressure. As a result, the PP is underesti-

mated in comparison to the other references. It is worth mentioning that, although

the A-line trace is more accurate than the other non-invasive methods, such as arterial

tonometry or the volume clamping method, it measures the radial ABP trace rather

than the carotid trace. At the same time, the estimated central waveforms attempt to

account for the site-mismatch, which is an expected source of error, even though they
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are based on mathematical models. Therefore, the PP discrepancy is likely to be less

than what is presented in comparison to the A-line. The data of subject S2 presented

a higher standard deviation partly because the estimated diamter waveform shows

large baseline fluctuation due to relatively poor image quality, which hinders reliable

diameter estimation with the stable baseline.

Several factors may contribute to the underestimation of the PP. First, underes-

timation of the pulse wave velocity can lead to the underestimation of the PP. For

example, minor wave reflection with a positive coefficient at the carotid bifurcation

may contribute to the underestimation of the pulse wave velocity as it causes a flow-

area loop to rotate clockwise earlier. In that case, it lowers the slope and obscures the

end of a reflection-free period, making the pulse wave velocity estimation challeng-

ing. Given that atherosclerotic plaque is more developed with aging, the minor local

reflection could be a possibility for the slight underestimation of PP. Figure 7-3(d)

indicates the possibility of mild plaque formed close to the carotid sinus. In addi-

tion, the distension waveform, due to the viscoelasticity, may not preserve a sharp

systolic peak, potentially lowering the amplitude of the estimated ABP waveform in

the proposed method using ultrasound.

In addition to the physiological sources of error, remaining uncertainties in the

ultrasound measurement could potentially increase error and variation in the blood

pressure estimation. For example, non-circular cross-section of the vessel may produce

an error in the area measurement solely based on the diameter. Figure 7-3(d) shows

that, at the distal site, the cross-section presents minor eccentricity, as the common

carotid artery bifurcates into the internal and external carotid arteries. If the probe

insonates the distal site, the cross-sectional area may potentially be mis-calculated

depending on the orientation of the ultrasound beam. The other uncertainty includes

the twist angle between the probe and the target artery. The twist angle within 15◦,

which should be ideally 0◦, can lead to the 5% change of the flow velocity. In ad-

dition, if the target vessel is placed at the edge of the lateral pressure field pattern,

the flow velocity can also be over-estimated roughly by 7%. Visual inspection on the

displayed ultrasound images were not very sensitive to control these sources of uncer-
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tainty. These are expected to be more tightly regulated based on more sophisticated

algorithms to decide the alignment of the ultrasound probe.

7.4 Summary

In this chapter, non-invasive evaluation of the carotid ABP waveform using ultra-

sound is compared to the radial ABP waveform obtained from the A-line measurement

and the estimated central waveforms using the transfer function based approaches.

Expected discrepancies in the systole are observed when directly compared to the ra-

dial trace. When compared to the estimated central waveforms using the mathemat-

ical models of GTF and ATF, the pulse pressure estimation error drops significantly.

Nevertheless, the estimated PP using the proposed method underestimates over all

subjects.

This study demonstrates that the estimation of the ABP waveform using the

designed system is consistent with the clinically well-accepted A-line measurement.

Subsequent studies can improve the accuracy of the PP estimation by removing po-

tential sources of error in the pulse wave velocity estimation.
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Chapter 8

Conclusions

8.1 Summary of Contributions

Arterial blood pressure (ABP) has been a key hemodynamics parameter in eval-

uating systemic circulation. ABP not only contains predictive values for adverse

outcomes of cardiovascular diseases [10] but it also directly indicates the pathophys-

iologic states, potentially leading to heart failure and vascular diseases. Due to its

convenience, a sphygmomanometer measurement at the upper arm, either using an

auscultatory or an oscillometric method, has been used to measure systolic and dias-

tolic blood pressures while an arterial-line (A-line) at the radial or femoral artery is

only justified for continuous monitoring of a full waveform in intensive care settings

due to its invasiveness and associated complications.

In addition, central ABP has been shown to have more clinical significance than

the peripheral one [10] from the sphygmomanometer and A-line. Not only does

central ABP directly exerts mechanical stress on essential organs, such as the brain,

kidney, and heart, but it is also the target variable that the cardiovascular control

loop actively regulates to maintain adequate perfusion to all downstream organs and

tissues through smooth muscle contractions in individual branches.

Finally, recent studies concentrated on extracting clinically significant but yet to

be discovered prognostic predictors or diagnostic indicators by closely investigating

a pulse wave through pulse wave analysis, which has been hampered due to the
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invasive nature of the A-line in a large scale population study [17, 18]. In addition,

novel diagnostic opportunities may be available by understanding the variabilities in

ABP waveform, similar to the study in heart rate variability, potentially enabled by

continuous monitoring [23].

In this context, this thesis work aimed to develop a low-cost ultrasound scanning

system that embodies a non-invasive method of measuring a central arterial pressure

waveform in real-time. By using ultrasound, local arterial compliance, represented by

a pulse wave velocity, and arterial pulsation are continuously monitored in real-time

with a fine temporal resolution to estimate the full ABP waveform non-invasively.

Along this line, the contributions of this thesis work are summarized as follows:

• The design of a programmable low-cost ultrasound scanning system is presented

and validated with electrical and acoustic characterization in Chapter 3.

• Continuous monitoring of local arterial compliance, pulsation, and the ABP

waveform at the common carotid artery, one of the surrogate central sites based

on the similar pulse contour between the aorta and the carotid, was shown

feasible by using the designed system through the proof-of-concept study in

Chapter 4.

• A motion and misalignment tolerant ultrasonography strategy on measuring

blood flow velocity and diameter waveform is proposed and validated in Chap-

ters 5 and 6 to potentially extend monitoring duration significantly, thus reach-

ing the aim of real-time and continuous monitoring.

• The proposed non-invasive evaluation of the arterial pressure waveform using

ultrasound is validated in more clinically relevant settings, such as a simulated

stress test under the Valsalva maneuver, presented in Chapter 6, and intensive

care settings, which is briefly discussed in Chapter 7.

8.2 Future Works

Several future directions following this thesis work are suggested below:
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• Refinement of the ultrasonography strategy for enhancing motion and misalign-

ment tolerance

The motion tolerant ultrasonography introduced in Chapter 5 achieves lat-

eral and vertical motion tolerance. The clutter filtering imaging process im-

proves visualization of the echoes from the arterial walls in low-contrast M-mode

images. The introduced IRM estimator mitigates the effect of stationary clutter

on the distension waveform estimation.

Further imaging processing to completely separate the echoes of interest

from added clutter from adjacent tissues can ensure the reliability of the dis-

tension waveform measurement, regardless of the contrast in raw ultrasound

images. Due to similar spectral characteristics of the echo of interest and the

clutter, the separation is not straightforward, unlike the clutter filtering in the

Doppler spectrogram. Because the origins of the echoes and the clutter are dif-

ferent, they can potentially be separated completely in other base signal spaces.

In addition, the intensities of the echoes from the vessel walls are found

highly sensitive on the angle of insonation due to the nature of specular scatter-

ing, and they are maximized at perpendicular insonation. By using a 1-D array

with a minimal channel count, perpendicular insonation on the vessel walls for

the M-mode can be ensured even with a limited beam steering capability within

a few degrees.

• Improvement on the system design for more wearability and user compliance

Currently, the designed system is suited for an extended period of real-

time monitoring but not for truly continuous monitoring. Several obstacles

complicate such a goal, including secure placement of the probe, secure acous-

tic coupling for an extended period of time, and a reduced form factor and

power consumption. A patch-type ultrasound probe enabled by capacitive or

piezoelectric micro-machined ultrasonic transducer (cMUT or pMUT) technolo-

gies may enable more secure placement, thereby enhancing user compliance. In

addition, non-drying hydrogel or other acoustic coupling materials can be used
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to maintain good coupling for an extended period of time. Finally, miniaturiza-

tion of the electronics system design through higher level of integration would

be certainly necessary to reduce power consumption and the form factor for

continuous operation of the device with a limited battery capacity.

• Further validation of biomechanics model for ABP waveform estimation

The ABP waveform estimation model in this work only incorporates the

first order effect in a linear biomechanics model. However, several second or-

der effects are well-known, such as viscoelasticity, pressure-dependent elasticity

change, and the effects of surrounding tissues. These considerations can be

incorporated to further refine the estimation model.

In addition, although frequent calibration of the baseline pressure is as-

sumed unnecessary because a central elastic artery is believed to be negligibly

modulated by smooth muscle tones, this assumption has not been completely

verified. While the estimation model provides independent estimation of pulse

pressure, the ABP waveform with a correct mean arterial pressure is certainly

more clinically meaningful. Further works to investigate the required frequency

of calibration to maintain accuracy of the estimated mean arterial pressure could

certainly follow.

As suggested, numerous improvements and extensive validations are still required.

With the suggested future works, the electrically power efficient and mechanically

sophisticated system can be designed. In addition, refined vascular mechanics model

can improve the accuracy of the ABP waveform estimation. In conclusion, this thesis

work clearly demonstrates a great potential for a portable low-cost ultrasound system

for the non-invasive evaluation of a central arterial pressure waveform possibly in more

clinically relevant settings.
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