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Abstract
In this thesis we study simple, randomized algorithms from a dual perspective. The first part of the work considers how randomized methods can be used to accelerate the solution of core problems in numerical linear algebra. In particular, we give a randomized low-rank approximation algorithm for positive semidefinite matrices that runs in sublinear time, significantly improving upon what is possible with traditional deterministic methods. We also discuss lower bounds on low-rank approximation and spectral summarization problems that attempt to explain the importance of randomization and approximation in accelerating linear algebraic computation.

The second part of the work considers how the theory of randomized algorithms can be used more generally as a tool to understand how complexity emerges from low-level stochastic behavior in biological systems. We study population density-estimation in ant colonies, which is a key primitive in social decision-making and task allocation. We define a basic computational model and show how agents in this model can estimate their density using a simple random-walk-based algorithm. We also consider simple randomized algorithms for computational primitives in spiking neural networks, focusing on fast winner-take-all networks.
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Chapter 1

Introduction

It is well understood that randomness is a powerful computational tool. Randomization seems to aid in the solution of many problems, from important questions related to complexity theory like polynomial identity testing [Sax09], to basic communication complexity problems like equality testing [ES02], to fundamental graph problems like cut and flow approximation [BK96, She13]. In numerical linear algebra and data analysis, randomization is used to initialize iterative eigenvector algorithms [KW92, MM15], to seed clustering algorithms [AV07], to rapidly summarize inputs to accelerate computation [Sar06, CW13, NN13, MM13], and in stochastic optimization algorithms, like stochastic gradient descent, which are the methods of choice for training complex models like deep neural networks [LBH15].

In these applications and many others, randomized algorithms can give much faster, lower memory, and lower communication solutions than deterministic methods, sometimes with a provable gap. Aside from improvements in these traditional complexity measures, randomized algorithms also often seem to come with other advantages in both theory and in practical applications. They can aggressively trade approximation for efficiency and are often robust to noise and perturbations. They often take simple and inexpensive ‘local’ steps that access a small portion of the input. For this reason, they can often be naturally adapted to low-memory streaming or distributed environments. Finally, randomized methods can often be rigorously analyzed as probabilistic processes, giving provable runtime and approximation guarantees for worst-case inputs.
1.1 A Dual View of Randomized Computation

Throughout my Ph.D. I have explored randomized computation from two different perspectives:

1. An engineering perspective – how can we use randomization and approximation to design faster algorithms? In particular I have focused on basic problems in computational linear algebra and data analysis like linear regression [CLM+15, FMMS16], low-rank matrix approximation [MM15, GHJ+16, CMM17, MW17b], clustering [CEM+15], kernel learning [MM17, AKM+17], and spectral summarization [MNS+18]. We have employed randomization to give significant speedups over traditional algorithms, such as iterative and direct methods in numerical linear algebra, both in terms of theoretical runtime bounds and practical performance.

2. A scientific perspective – how can the analysis of randomized algorithms be used to study systems in which complexity emerges from low-level stochastic behavior? In particular I have focused on biological systems, including social insect colonies and spiking neural networks. We model these systems as computational processes and attempt to understand how their behaviors are driven by randomized interactions between many simple, distributed ‘processors’. Our research builds on work studying a wide variety of biological phenomena from a computational viewpoint, including bird flocks [Cha09], cellular differentiation [AAB+11], evolution [LPDF08], and optimization by slime molds [BMV12].

In this thesis, we highlight four sets of results, two that study fast randomized algorithms for linear algebraic problems and two that study randomized computation in biological systems.

• In Chapter 2 we study random sampling algorithms for fast low-rank approximation of positive semidefinite (PSD) matrices. We show that random sampling can give sublinear time algorithms for general PSD matrices, going significantly beyond what is possible with both traditional deterministic methods and random-projection-based methods.

• In Chapter 3 we prove lower bounds that attempt to explain the importance of randomization and approximation in accelerating linear algebraic computation. In particular, we show that approximation seems to be necessary to give fast algorithms for a number of important problems including determinant, trace
inverse, nuclear norm, and trace exponential computation. We also show that existing randomized algorithms for low-rank kernel matrix approximation are near-optimal, barring a breakthrough in fast matrix multiplication.

- In Chapter 4 we study how ant colonies estimate population density, a quantity used for a variety of social decision making, task allocation, and optimization tasks. We show how population density can be estimated using a simple algorithm based on tracking the number of times that ants encounter each other while random walking on a two-dimensional surface. We discuss applications of related algorithms beyond biology, including to random-crawl-based network size estimation.

- In Chapter 5 we study computation in stochastic spiking neural networks, and, in particular, consider the complexity of the classic winner-take-all symmetry breaking problem. We show that this problem can be solved efficiently using a very simple two-auxiliary neuron network that employs a random-competition-based strategy. We also give lower bounds demonstrating the near-optimality of this network, along with constructions that trade off a larger network size for a faster convergence time.

We conclude each chapter with a review of future directions and open questions. The landscape of randomized methods for numerical linear algebra, optimization, learning, and estimation is still wide open, and there is significant potential to use randomness to give faster algorithms for fundamental problems. In the area of biological computation, our work represents a few preliminary steps. There are many modifications to the simple models we consider that are worth studying and many computational problems solved by biological systems that we have not yet considered.

1.2 This Thesis

We now give an overview of the contents of each chapter of this thesis.

1.2.1 Sublinear Time Low-Rank Approximation

In Chapter 2 we highlight an application of random sampling methods to the problem of computing a low-rank approximation of a positive semidefinite (PSD) matrix, initially published in [MW17b]. Positive semidefinite matrices comprise an important
class of matrices, including, for example, covariance matrices, graph Laplacians, and Gram matrices (in particular, kernel matrices).

We demonstrate that, by approximating a PSD matrix with a small random subset of columns and rows sampled according to their ridge leverage scores, a near-optimal low-rank approximation can be computed in sublinear time. Specifically, computing a rank-\(k\) approximation to an \(n \times n\) PSD matrix achieving error within a \((1 + \epsilon)\) factor of the optimal can be done in \(\tilde{O}(n \cdot \text{poly}(k/\epsilon))\) time, even though the matrix may have up to \(n^2\) nonzero entries. Our result represents a significant improvement from what is possible with traditional deterministic methods for low-rank approximation, which require \(\Omega(n^3)\) time\(^1\) and other randomized methods, like random projection, which require \(\Omega(\text{nnz}(A))\) time [CW13], where \(\text{nnz}(A)\) denotes the number of nonzero entries in \(A\), and may be \(\Omega(n^2)\) for dense inputs.

Our sublinear time algorithm starts with the observation that any PSD matrix \(A\) can be written as \(B^T B\) for some matrix \(B\). That is, the entries of \(A\) correspond to the pairwise dot products between the columns of \(B\). This simple fact places a number of geometric constraints on these entries, which can be leveraged to achieve sublinear time low-rank approximation.

We can implicitly take advantage of these constraints by viewing \(A\) as allowing us to compute any dot product \(b_i^T b_j\) in just \(O(1)\) time (by reading \(a_{ij}\)), as opposed to \(O(n)\) time if we were given \(b_i\) and \(b_j\). A number of sampling approaches are known that compute a near-optimal rank-\(k\) approximation to \(B\) by first randomly selecting a subset of \(\text{poly}(k, 1/\epsilon)\) columns that, with good probability, spans a near-optimal rank-\(k\) approximation [DV06, DMM06b, AGR16]. This approximation can then be found by computing the dot product between all other columns in \(B\) and the subset, requiring \(O(n \cdot \text{poly}(k, 1/\epsilon))\) dot products overall – which translates to \(n \cdot \text{poly}(k, 1/\epsilon)\) accesses to \(A\). Thus, we can compute a near-optimal low-rank approximation to \(B\) with a sublinear number of accesses to \(A\). This low-rank approximation can in turn be used to find a near-optimal low-rank approximation to \(A\) itself, although with a loss in approximation quality. Overall this approach yields a sublinear time algorithm for low-rank approximation of \(A\) accessing \(n^{3/2} \cdot \text{poly}(k, 1/\epsilon)\) entries.

To achieve our final runtime of \(\tilde{O}(n \cdot \text{poly}(k/\epsilon))\), we take a different but related approach, sampling the rows and columns of \(A\) with probabilities proportional to their ridge leverage scores. The ridge leverage scores are a natural measure of row and column importance for a broad range of linear algebraic problems, including low-rank

---

\(^1\)These methods can be sped up to \(\Theta(n^\omega)\) time, where \(\omega < 2.373\) is the exponent of fast matrix multiplication [Wil12, LG14].
approximation [Sat06, DMM06a, AM15b, CMM17]. One can prove that sampling the rows or columns of a matrix by these scores yields a small matrix that preserves significant information about the original input. Specifically, computing a low-rank approximation of the sampled input gives a near-optimal low-rank approximation to the full matrix.

While computing these leverage scores exactly is difficult, they can be approximated efficiently via very simple iterative sampling methods, that we introduce in [CLM+15, CMM17, MM17]. In particular, it is possible to approximate the ridge leverage scores of $B$ with $B^T B = A$ using just $\tilde{O}(nk)$ accesses to $A$ [MM17]. We can further show that $B$'s scores coarsely approximate those of $A$ itself. Thus, sampling a small subset of $A$'s rows and columns according to these scores yields a submatrix from which we can compute a near-optimal low-rank approximation to $A$.

Our work on fast leverage score approximation algorithms initially sought to obtain sampling-based alternatives to sparse random projections [CW13, NN13, MM13], which give algorithms for low-rank approximation and linear regression running in $O(\text{nnz}(A))$ time. We matched this state-of-the-art with sampling methods in [CLM+15, CMM17]. As the result of this chapter highlights, in many cases, our sampling methods not only match, but can go significantly beyond what is achievable with random projection methods, which require $\Omega(n^2)$ time for low-rank approximation of dense PSD matrices. Beyond this example, leverage score based methods have been used in applications ranging from approximate kernel methods [MM17], to $\ell_p$ norm regression [CP15], to fast system solvers [KLP+16, KS16], to second order optimization [ABH16, LHLS17], and matrix completion [WZZ14]. We believe that they will be even more broadly useful in future work on randomized methods for linear algebraic computation and beyond.

### 1.2.2 Lower Bounds for Linear Algebraic Computation

The result on PSD matrix approximation that we present in Chapter 2 is just one example of how randomization and approximation can be used to give significantly faster algorithms for basic linear algebraic problems. This algorithmic work raises the obvious question of what further progress is possible. What are the optimal runtimes for basic problems like low-rank approximation and linear regression? How important are randomization and approximation in achieving these runtimes? In Chapter 3 we attempt to understand specifically why approximation seems to be so important in designing these faster algorithms.
We begin by presenting conditional lower bounds, initially published in [MNS+18], on approximation algorithms for a number of important functions of an input matrix $A \in \mathbb{R}^{n \times n}$, including the determinant $\det(A)$, the trace inverse $\text{tr}(A^{-1})$, the trace exponential $\text{tr}(\exp(A))$, the Schatten $p$-norm $\|A\|_p^p$ for any $p \neq 2$, and the matrix leverage scores. We demonstrate a tradeoff between runtime and approximation quality for all these problems.

First, we show that many of these quantities can be coarsely approximated very quickly (faster than the best known algorithms for matrix multiplication) via randomized methods. In contrast, we show that any algorithm (deterministic or randomized) for approximating the above quantities to sufficiently high accuracy can be used as a black box to give exact triangle detection in general graphs, and via a further reduction of [WW10], exact $n \times n$ Boolean matrix multiplication. This reduction implies that fast algorithms for computing these quantities to high accuracy can give fast algorithms for matrix multiplication.\footnote{Our reductions are deterministic and show that, if the spectral sum algorithm succeeds with probability $1 - \delta$, it yields a triangle detection algorithm also succeeding with probability $1 - \delta$.}

This result explains a recurring pattern in linear algebraic computation: if highly accurate computation is required, the only known algorithms for solving most problems are what are known as \textit{direct methods}. Such methods include, for example, Gaussian elimination, Cholesky decomposition, and Householder orthogonalization. They typically require $\Omega(n^3)$ time. They can also typically be sped up to $\Theta(n^\omega)$ time, where $\omega < 2.373$ is the exponent of fast matrix multiplication [Wil12, LG14], but no further.\footnote{See Section 1.3 for a formal definition of $\omega$.} In contrast, fast, typically randomized, methods typically give relatively coarse approximation guarantees (i.e., they have a poly$(1/\epsilon)$ runtime dependence to achieve $1 \pm \epsilon$ approximation to the above quantities). Our bounds show that this coarse approximation is in some sense required for any fast algorithm.

In the second part of Chapter 3 we present conditional lower bounds, initially published in [MW17a], which show that, given $A \in \mathbb{R}^{n \times d}$, computing a near-optimal rank-$k$ approximation to $A^TA$ or a number of other \textit{kernel matrices} based off $A$ cannot be done in $o(\text{nnz}(A) \cdot k)^4$ time without obtaining faster algorithms for general \textit{rectangular matrix multiplication}. This lower bound matches, up to logarithmic factors, an upper bound which follows from the results of Chapter 2. Again, our conditional lower bound is a step in understanding the inherent complexity of solving\footnote{Here and throughout, \text{nnz}(A) denotes the number of nonzero entries in $A$. I.e., the time required to read all of $A$ if stored in a sparse matrix format. See Section 1.3 for a general overview of linear algebraic notation.}
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these problems.

We conclude the chapter by discussing a number of potential directions in which to extend our results and open questions which we believe are important in establishing a more comprehensive understanding of the complexity of linear algebraic computation and the importance of randomized and approximate computation in this field.

1.2.3 Ant Colony Density Estimation

In Chapter 4 we shift to studying computation in ant colonies using the tools of randomized algorithm analysis, covering work initially published in [MSL17].

Distributed computation by social insects, including ants, termites, and bumblebees has long fascinated computer scientists. Ant colony optimization [DB11], for example, is a set of optimization techniques that employ distributed, randomized search, initial inspired by ant colony behavior. Recently, significant work in the theoretical computer science and distributed systems communities has focused on studying ant colonies from an algorithmic perspective, considering tasks such as foraging, task-allocation, and collective decision making, which are solved by these colonies [FKLS12, FK13, CDLN14, LLNR14, GMRL15, Rad17].

In this chapter we focus on the primitive of population density-estimation by ant colonies. Many ant species employ distributed population density estimation in applications ranging from quorum sensing [Pra05], to task allocation [Gor99], to appraisal of enemy colony strength [Ada90]. It has been shown that ants estimate density by tracking encounter rates – the higher the population density, the more often the ants bump into each other during a given time period [Pra05, GPT93].

We model encounter-rate-based density estimation as a simple randomized algorithm. $n$ agents walk independently and randomly around a two-dimensional grid graph with $A$ locations. The agents have no communication aside from the ability to detect if, in a given time step, they are located in the same position as another agent (i.e., they can detect collisions with other agents). The agents' compute the encounter rate $\frac{\text{# collisions}}{t}$ at time $t$ and use this as an estimate for the population density $d \triangleq \frac{n}{A}$.

We show that, despite dependencies inherent in the fact that nearby agents may collide repeatedly (and, worse, cannot recognize when this happens), the encounter rate gives a good estimate of the density. Specifically, after $\tilde{O} \left( \frac{\log(1/\delta)}{d^2 \epsilon^2} \right)$, each agent will have an estimate $\tilde{d} \in (1 \pm \epsilon)d$ with probability at least $1 - \delta$. Surprisingly, this bound nearly matches what is possible if the agents are able to obtain independent
samples of coin flips equal to $1$ with probability $d$ and $0$ otherwise.

From a biological perspective, our work helps shed light on how ants and other social insects can obtain relatively accurate density estimates via encounter rates. It has been shown that such estimates, for example, can be used in fast consensus algorithms used for deciding between multiple candidate nests in the house-hunting process of *Temnothorax* ants [GMRL15, Rad17].

From a technical perspective, our analysis provides new tools for understanding complex dependencies in the collision probabilities of multiple random walks. We bound the strength of these dependencies using *local mixing properties* of the underlying graph. Using these properties, we extend our results beyond the two-dimensional grid to more general graphs. We show how an ant-inspired algorithm based on random walk encounter rates can be applied to estimate the number of nodes in large networks using link queries [KLS11]. We also discuss preliminary results on density estimation for robot swarms and outline future directions for research, both in studying random-walk based algorithms employed by ants, and in applying ideas from these algorithms to computational problems.

### 1.2.4 Computation in Spiking Neural Networks

In Chapter 5 we consider randomized computation in one of the most fascinating and difficult to understand biological systems – networks of spiking neurons like those found in the human brain. Our aim is to study basic neural primitives, such as pattern recognition, learning, and synchronization in these networks, from an algorithmic perspective. We hope to design networks solving these problems and to identify trade-offs between runtime (convergence time of the network to an appropriately defined valid output), network complexity (e.g., the number of auxiliary neurons outside of input and output neurons used in the network), and success probability or approximation quality. We also hope to build an understanding of general network design patterns and stochastic convergence behavior. Ideally, our work can eventually be used to make biologically relevant conclusions about neural computation.

We start by defining a simple but biologically-inspired model of spiking neural networks. We model each neuron as a stochastic threshold gate, which spikes at a given discrete time $t$ with a probability determined by the behavior of its neighbors at time $t - 1$. The spiking of *excitatory* neighbors at time $t - 1$ increases the neuron’s membrane potential at time $t$, while the spiking of *inhibitory* neighbors decreases this potential. The probability of spiking at time $t$ is given by a monotonically increasing
function of this potential, e.g., by the sigmoidal function $\frac{1}{1+e^{-x}}$.

With our model in place, we consider solving the important winner-take-all (WTA) problem, in which a single output is selected from a set of firing outputs, with the non-selected outputs being suppressed. WTA resembles leader election in distributed computing and is believed to underlie many neural mechanisms, including those for visual attention [KUB87, LKB99, IK01] and competitive learning [Now89, KK94, GL09].

We present a WTA network in our basic model of computation that uses just two auxiliary inhibitor neurons to implement a competitive scheme based on the well-studied idea of lateral inhibition. We show that this network converges to a valid WTA output configuration with probability $\geq 1-\delta$ in $O(\log n \cdot \log(1/\delta))$ rounds, where $n$ is the number of possibly firing inputs. To complement this result we prove two lower bounds. First, we show that any network with less than two auxiliary neurons cannot solve the WTA problem in any meaningful parameter regime. Specifically, such a network cannot stabilize to a valid output state for significantly longer than the time required to converge to such a state. We also show, under some additional restrictions on the network structure, that no two-inhibitor network can improve upon the convergence time achieved by our network by more than a $\log \log n$ factor. These lower bounds help clarify the dual roles of inhibitory neurons in driving convergence to and ensuring stability of a valid configuration in fast WTA networks.

We conclude by showing that faster convergence can be achieved by employing more inhibitors and a small amount of state at each neuron used to record recent firing history. The larger number of inhibitors are used to induce multiple levels of inhibition which drive convergence at an appropriate rate depending on the number of firing outputs at a given time step.

We discuss a large number of open directions, including studying WTA for more general 'non-binary' input classes, using WTA within networks solving higher level computational processes, and extending our work to related symmetry breaking problems. We more broadly discuss future directions in the theoretical exploration of computation in spiking neural networks from an algorithmic perspective, including connections to the randomized algorithms for linear algebraic computation presented in the first two chapters of the thesis.

1.3 Notation and Preliminaries

In this section we lay out notation that will be used throughout the thesis. Additional notation will be defined in the specific sections where it is used.
1.3.1 General Notation

We first define a few general conventions that we will use throughout the thesis.

- For any positive integer \( n \) let \([n]\) denote the set \( \{1, \ldots, n\} \).
- Let \( f(x) = \tilde{O}(g(x)) \) denote that there exists some constant \( c \) such that \( f(x) = O(g(x) \cdot \log^c g(x)) \).
- Let \( f(x) = \text{poly}(g(x)) \) denote that there exists some constant \( c \) and some degree-\( c \) polynomial \( p \) such that \( f(x) = O(p(g(x))) \).

1.3.2 Matrix and Vector Notation

We next define matrix and vector notation, along with a number of basic matrix functions and properties.

Basic Notation

- Matrices and vectors are represented by bold face symbols with matrices represented by capital letters and vectors by lowercase letters, e.g., \( M \in \mathbb{R}^{n \times d} \), \( x \in \mathbb{R}^n \).
- For any \( M \in \mathbb{R}^{n \times d} \), let \( m_i \in \mathbb{R}^d \) denote its \( i^{th} \) row.
- For any \( M \in \mathbb{R}^{n \times d} \), let \( M_{i,j} \) denote the entry in the \( i^{th} \) row and \( j^{th} \) column of \( M \).
- For any \( M \in \mathbb{R}^{n \times d} \), let \( M^T \in \mathbb{R}^{d \times n} \) denote its transpose.
- We typically think of a vector \( x \in \mathbb{R}^n \) as a matrix with a single column and \( n \) rows. Let \( x^T \in \mathbb{R}^{1 \times n} \) denote the transpose of \( x \), which is a matrix with a single row.
- Let \( I_{n \times n} \) denote the \( n \times n \) identity matrix. When its dimension is clear from context we will drop the subscript.
- Let \( 0_{n \times d} \) denote the \( n \times d \) all zeros matrix. When its dimension is clear from context we will drop the subscript.
- Let \( e_i \in \mathbb{R}^n \) denote the standard basis vector, with a 1 at position \( i \) and zeros elsewhere.
Matrix Properties

- For any $M \in \mathbb{R}^{n \times d}$, let $\text{nnz}(M)$ denote the number of nonzero entries in $M$. I.e., the time required to read all of $M$ if stored in a sparse matrix format. For any vector $x \in \mathbb{R}^n$, let $\text{nnz}(x)$ similarly denote the number of nonzero entries in $x$.

- For any square $M \in \mathbb{R}^{n \times n}$, let $\text{tr}(M)$ denote its trace, the sum of $M$'s diagonal entries. It is well known that, letting $\lambda_1(M), \ldots, \lambda_n(M) \in \mathbb{C}$ denote $M$'s eigenvalues,
  \[ \text{tr}(M) = \sum_{i=1}^{n} \lambda_i(M). \]

- For any $M \in \mathbb{R}^{n \times d}$, the Frobenius norm is given by:
  \[ \|M\|_F \overset{\text{def}}{=} \left( \sum_{i=1}^{n} \sum_{j=1}^{d} M_{i,j}^2 \right)^{1/2}. \]

Correspondingly, for $x \in \mathbb{R}^n$ the $\ell_2$ norm is given by $\|x\|_2 \overset{\text{def}}{=} \left( \sum_{i=1}^{n} x_i^2 \right)^{1/2}$.

Orthonormal and Projection Matrices

- $Q \in \mathbb{R}^{n \times d}$ is said to be an orthonormal matrix if it contains orthonormal columns. Equivalently, if $Q^TQ = I_{d \times d}$.

- $P \in \mathbb{R}^{n \times n}$ is an orthogonal projection matrix if and only if $P^2 = P$ and $P = P^T$. Any such matrix can be written as $P = QQ^T$ where $Q \in \mathbb{R}^{n \times \text{rank}(P)}$ is an orthonormal matrix.

Singular Value Decomposition

- For any $M \in \mathbb{R}^{n \times d}$, using a singular value decomposition (SVD), it is possible to write $M = U\Sigma V^T$, where $U \in \mathbb{R}^{n \times \text{rank}(M)}$ and $V \in \mathbb{R}^{d \times \text{rank}(M)}$ have orthonormal columns (the left and right singular vectors of $M$), and $\Sigma \in \mathbb{R}^{n \times n}$ is a positive diagonal matrix containing the singular values of $M$:
  \[ \sigma_1(M) \geq \sigma_2(M) \geq \ldots \geq \sigma_{\text{rank}(M)}(M). \]

- The squared Frobenius norm (defined above) is is equal to the sum of squared
singular values of $M$:
\[
\|M\|_F^2 = \sum_{i=1}^{n} \sum_{j=1}^{d} M^2_{i,j} = \sum_{i=1}^{\text{rank}(M)} \sigma_i^2(M).
\]

- The spectral norm of $M$ is defined as $\|M\|_2 \overset{\text{def}}{=} \sigma_1(M)$.
- The Moore-Penrose pseudoinverse of $M$ is given by $M^+ = V \Sigma^{-1} U^T$. If $M$ is square and invertible $M^+ = M^{-1}$.

Positive Semidefinite Matrices

- A symmetric matrix $M \in \mathbb{R}^{n \times n}$ is said to be positive semidefinite (PSD) if, for all $x \in \mathbb{R}^n$, $x^T M x \geq 0$.
- If $M \in \mathbb{R}^{n \times n}$, all eigenvalues $\lambda_1(M) \geq \lambda_2(M) \geq \ldots \geq \lambda_n(M)$ are nonnegative. Additionally, its eigenvalues are equal to its singular values: $\lambda_i(M) = \sigma_i(M)$. Its singular value decomposition is simultaneously an eigendecomposition and can be written $M = U \Sigma U^T$.
- For any symmetric $M \in \mathbb{R}^{n \times n}$ we write $M \succeq 0$ to denote that $M$ is PSD. For any symmetric $M, N \in \mathbb{R}^{n \times n}$ we write $M \succeq N$ to denote that $M - N$ is PSD. $\succeq$ induces a partial ordering on matrices called the *Loewner ordering*.

Fast Matrix Multiplication

- As is standard, we let $\omega$ denote the greatest value such that multiplying two $n \times n$ matrices together requires $\Omega(n^\omega)$ time in general. It is known that $2 \leq \omega < 2.373$. Further, the upper bound on $\omega$ is via the construction of an algorithm that runs in $O(n^{2.373})$ time [Wil12, LG14].
- We let $\bar{\omega}$ denote the least value for which there is a known algorithm that runs in $O(n^{\bar{\omega}})$ time. Currently $\bar{\omega} < 2.373$ [Wil12, LG14]. We will often state algorithmic runtimes in terms of $\bar{\omega}$. For example we may say that an algorithm runs in $O(nk^{\bar{\omega}-1})$ time, where $n, k \in \mathbb{Z}$ are parameters of the input. This should be interpreted as stating that, if the current best algorithm for multiplying two $n \times n$ matrices is improved (and hence $\bar{\omega}$ decreases), then the runtime of our algorithm is correspondingly improved.
Chapter 2

Sublinear Time Low-Rank Approximation of PSD Matrices

In this chapter we show how to compute a near-optimal low-rank approximation to any positive semidefinite (PSD) matrix in sublinear time. Specifically, we give a randomized algorithm that, for any PSD $A \in \mathbb{R}^{n \times n}$, rank parameter $k \in \mathbb{Z}_{\geq 1}$ and accuracy parameter $\epsilon > 0$, outputs with good probability a rank-$k$ matrix $B \in \mathbb{R}^{n \times n}$, in factored form, for which

$$
\|A - B\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2,
$$

where $A_k$ is the best rank-$k$ approximation to $A$ (formally defined in Section 2.1.1). The algorithm runs in $	ilde{O}(n \cdot \text{poly}(k/\epsilon))$ time.\(^1\)

When $k$ and $1/\epsilon$ are not too large compared to the number of nonzero entries in $A$, the algorithm does not need to read all entries of the matrix. Hence, this result significantly improves upon previous $\Omega(\text{nnz}(A))$ time algorithms based on oblivious subspace embeddings [CW13, NN13, MM13], and bypasses an $\Omega(\text{nnz}(A))$ time lower bound for general matrices.\(^2\) We prove a sample complexity lower bound for low-rank approximation of PSD matrices, showing that our algorithm is close to optimal. Finally, we extend our techniques to give sublinear time algorithms for low-rank approximation of $A$ in the (often stronger) spectral norm metric $\|A - B\|_2$ and for ridge regression on PSD matrices.

The results presented in this chapter were originally published in [MW17b] and

---

\(^1\)For simplicity, we hide in this runtime, and throughout the introduction of this Chapter dependencies on the failure probability $\delta$, which are never worse than $\text{poly}(1/\delta)$.

\(^2\)Recall that $\text{nnz}(A)$ refers to the number of nonzero entries in $A$ – the time required to read the full input. See Section 1.3 for an overview of notation.
represent a significant achievement in a line of work initiated in [CLM+15] and extended in [CMM17, MM17]. Our initial goal for this work was to develop simple and efficient methods for approximating the leverage scores of a matrix. This led to sampling-based algorithms matching state-of-the-art input sparsity time algorithms given by random projection methods [CW13, NN13, MM13] and iterative sampling methods combined with random projection [LMP13]. Beyond matching these methods, as highlighted in this chapter, sampling methods have allowed us to push beyond prior techniques in a number of applications, including PSD matrix low-rank approximation. The interested reader may also see Christopher Musco’s Ph.D. thesis [Mus18], which highlights the efficient leverage score approximation algorithms developed in [CLM+15, CMM17, MM17], along with their applications to kernel methods in machine learning.

Remark: The results of [MW17b] presented in this chapter were developed in collaboration with David Woodruff. David originally wrote up the details of the query complexity lower bound presented in Section 2.7; the presentation has been minorly modified in this thesis.

2.1 Background and Introduction to Results

Low-rank matrix approximation is a fundamental technique in numerical linear algebra. A low-rank approximation of a matrix can reveal underlying low-dimensional structure, can provide a compact way of storing a matrix in factored form, and can be quickly applied to a vector to approximate multiplication with the input matrix. Countless applications include clustering [DFK+04, FSS13, LBKW14, CEM+15], data-mining [AFK+01], information retrieval [PRTV00], learning mixtures of distributions [AM05, KSV08], recommendation systems [DKR02], topic modeling [Hof03], and web search [AFKM01, Kle99].

One of the most well-studied versions of the problem is to compute a near-optimal low-rank approximation with respect to the Frobenius norm.

Problem 2.1.1 (Near-Optimal Low-Rank Approximation). Given any $A \in \mathbb{R}^{n \times d}$, rank parameter $k \in \mathbb{Z}_{\geq 1}$, and accuracy parameter $\epsilon \geq 0$, output $M \in \mathbb{R}^{n \times k}$, $N \in \mathbb{R}^{d \times k}$ such that, letting $B = MN^T$,

$$\|A - B\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2,$$

where $A_k = \arg\min_{\text{rank-}k} B \|A - B\|_F$. 

26
Note that since \( \mathbf{B} = \mathbf{M}
abla^T \) where \( \mathbf{M}, \mathbf{N} \) each have just \( k \) columns, \( \mathbf{B} \) is rank-\( k \). Further, any rank-\( k \) matrix can be represented in this way. Since \( \mathbf{B} \) itself may have up to \( n^2 \) nonzero entries, outputting \( \mathbf{B} \) directly would take \( \Omega(n^2) \) time and storing \( \mathbf{B} \) would take \( \Omega(n^2) \) space. Thus, outputting a compact factorization \( \mathbf{M}
abla^T = \mathbf{B} \) as in Problem 2.1.1 is typically desired (and, as we will see, can be done much more efficiently, in \( o(n^2) \) time).

A factorization of \( \mathbf{A}_k \) can be computed exactly using the singular value decomposition – it is the projection of \( \mathbf{A} \) onto the span of its top-\( k \) singular vectors. Thus, using an SVD we can solve Problem 2.1.1 deterministically, with \( \epsilon = 0 \). Unfortunately, computing a full SVD requires \( \Omega(n^3) \) time in practice and \( \Omega(n^\omega) \) time in theory, where \( \omega < 2.373 \) is the greatest lower bound on the exponent of fast matrix multiplication.\(^3\)

In seminal work, Frieze, Kannan, and Vempala [F'KVO'04] and Achlioptas and McSherry [AM07] show that using randomization and approximation, much faster runtimes are possible. Specifically, [F'KVO'04] gives an algorithm that, assuming access to the row norms of \( \mathbf{A} \), outputs rank-\( k \) \( \mathbf{B} \), in factored form, such that with good probability,

\[
\|\mathbf{A} - \mathbf{B}\|_F^2 \leq \|\mathbf{A} - \mathbf{A}_k\|_F^2 + \epsilon\|\mathbf{A}\|_F^2.
\]

The algorithm runs in just \( n \cdot \text{poly}(k/\epsilon) \) time. However \( \Omega(\text{nnz}(\mathbf{A})) \) additional time is required to compute the row norms.\(^4\) Further, the guarantee achieved can be significantly weaker than (2.1), since the error is of the form \( \epsilon\|\mathbf{A}\|_F^2 \) rather than \( \epsilon\|\mathbf{A} - \mathbf{A}_k\|_F^2 \). Note that \( \|\mathbf{A} - \mathbf{A}_k\|_F^2 \ll \|\mathbf{A}\|_F^2 \) exactly when \( \mathbf{A} \) is well-approximated by a rank-\( k \) matrix. Related additive error algorithms with additional assumptions were given for tensors in [SWZ16].

Sarlós [Sar06] showed how to solve Problem 2.1.1 with constant probability of success using random projection in \( \tilde{O}(\text{nnz}(\mathbf{A}) \cdot k/\epsilon) + n \cdot \text{poly}(k/\epsilon) \) time. This was improved by Clarkson and Woodruff [CW13] who achieved \( O(\text{nnz}(\mathbf{A})) + n \cdot \text{poly}(k/\epsilon) \) time by replacing the dense random projections used by Sarlós with very sparse random projections that can be applied to \( \mathbf{A} \) in \( O(\text{nnz}(\mathbf{A})) \) time. See also work by Bourgain, Dirksen, and Nelson [BDN15], Cohen [Coh16], Meng and Mahoney [MM13], and Nelson and Nguyen [NN13], which further improved the degree in the \( \text{poly}(k/\epsilon) \) term. For a survey, see [Woo14].

In the special case that \( \mathbf{A} \) is rank-\( k \) and so \( \|\mathbf{A} - \mathbf{A}_k\|_F^2 = 0 \), Problem 2.1.1 is equivalent to the well studied low-rank matrix completion problem [CR09]. Much

---

\(^3\)See Section 1.3 for a formal definition of \( \omega \) and relatedly, the quantity \( \tilde{\omega} \).

\(^4\)Recall that \( \text{nnz}(\mathbf{A}) \) denotes the number of nonzero entries in \( \mathbf{A} \). See Section 1.3 for definitions of other linear algebraic notation.
attention has focused on completing \textit{incoherent} low-rank matrices, whose singular directions are represented uniformly throughout the rows and columns and hence can be identified via uniform sampling and without fully accessing the matrix. Under incoherence (and often condition number) assumptions, a number of methods are able to complete a rank-\(k\) matrix in \(\tilde{O}(n \cdot \text{poly}(k))\) time \cite{JNS13, Har14}. Work by Pan et al. has also shown how to achieve such runtimes for the low-rank approximation of random matrices, which are incoherent with high probability \cite{PLSZ17}.

For general matrices, without incoherence, it is not hard to see that \(\Omega(\text{nnz}(A))\) is a time lower bound: if one does not read a constant fraction of entries of \(A\), with constant probability one can miss an entry much larger than all others, which needs to be included in the low-rank approximation.

### 2.1.1 Low-rank Approximation of PSD Matrices

An important class of matrices for which low-rank approximation is often applied is the set of positive semidefinite (PSD) matrices. These are symmetric matrices with all non-negative eigenvalues.\(^5\) They arise for example as covariance matrices, graph Laplacians, Gram matrices (in particular, kernel matrices – see Chapter 3, Section 3.3 for a detailed discussion), and random dot product models \cite{YS07}. In the multidimensional scaling literature, low-rank approximation of PSD matrices in the Frobenius norm error metric (Problem 2.1.1) corresponds to the standard ‘strain minimization’ problem \cite{Dav91, CC00}. Completion of low-rank, or nearly low-rank (i.e., when \(\|A - A_k\|_F^2 \approx 0\)), PSD matrices from few entries is important in applications such as quantum state tomography \cite{GLF+10} and global positioning using local distances \cite{SY05, YH38}.

Due to its importance, a vast literature studies low-rank approximation of PSD matrices \cite{DM05, ZTK08, KMT09, BW09, LKL10, GM13, WZ13, DLWZ14, WLZ16, TYUC16, LJS16, MM17, CW17a}. However, known algorithms either run in at least \(\Omega(\text{nnz}(A))\) time (which can also be achieved using sketching algorithms for general matrices), do not achieve the relative-error guarantee of Problem 2.1.1, or require strong incoherence assumptions.\(^6\) See Table 2.1 for an overview of prior work on PSD matrix low-rank approximation.

---

\(^{5}\)See Section 1.3 for an introduction to PSD matrices and there basic properties.

\(^{6}\)Many of these algorithms satisfy the additional constraint that the low-rank approximation \(B\) is PSD. In the notation of Problem 2.1.1, this is equivalent to requiring that \(M = N\). This is also now known to be possible in \(O(\text{nnz}(A))\) time using sketching algorithms for general matrices \cite{CW17a}.
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Figure 2-1: Low-rank approximation of a general matrix $A$ requires $\Omega(\text{nnz}(A))$ time to find a potentially randomly placed large off-diagonal entry, which must also be large in any good low-rank approximation. This lower bound does not hold for PSD $A$, since each off-diagonal entry is bounded by the maximum of its two corresponding diagonal entries. So any single large entry can be found in $O(n)$ time by reading $A$'s diagonal.

At the same time, the simple $\Omega(\text{nnz}(A))$ time lower bound for general matrices does not hold in the PSD case. Positive semidefiniteness ensures that for all $i, j$:

$$|A_{i,j}| \leq \sqrt{A_{i,i} \cdot A_{j,j}} \leq \max(A_{i,i}, A_{j,j}).$$

This is easy to see by checking that if $A_{i,j} > \sqrt{A_{i,i} \cdot A_{j,j}}$, then $x_{i,j}^T A x_{i,j} < 0$ where $x_{i,j} \in \mathbb{R}^n$ has a 1 at position $i$, a -1 and position $j$, and zeros elsewhere. This would contradict positive semidefiniteness, which requires that $x^T A x \geq 0$ for all $x \in \mathbb{R}^n$.

So, 'hiding' a large entry in $A$ requires creating a corresponding large diagonal entry. By reading the $n$ diagonal elements, an algorithm can avoid being tricked by this approach. While far from an algorithm, this argument raises the possibility that improved, possibly sublinear, runtimes could be possible for PSD matrices. See Figure 2-1 for an illustration of the above argument.

2.1.2 Our Contributions

We give the first sublinear time relative-error low-rank approximation algorithm for PSD matrices. Our algorithm solves Problem 2.1.1 with probability $\geq 1 - \delta$ for any $\delta > 0$. For $\delta = \Theta(1)$, it reads only $nk \cdot \text{poly}(\log n/\epsilon)$ entries of $A$ and runs in $nk^{\tilde{\omega}-1} \cdot \text{poly}(\log n/\epsilon)$ time, where $\tilde{\omega}$ is the current smallest known exponent of matrix multiplication (Theorem 2.5.1).\(^7\) We critically exploit the intuition discussed

\(^7\)See Section 1.3 for a formal definition of $\tilde{\omega}$, and the related quantity $\omega$, which is the largest possible lower bound on the exponent of matrix multiplication. Currently $\tilde{\omega} < 2.373$ [L.G14].
in Section 2.1.1 that large off-diagonal entries cannot 'hide' in PSD matrices, but surprisingly, we require no assumptions on \( A \) aside from its positive semidefiniteness, such as incoherence or bounded condition number. As discussed, our algorithm is based on random row and column sampling using fast ridge leverage score sampling routines.

We complement our algorithm with an \( \Omega(nk/\epsilon) \) time lower bound. The lower bound is information-theoretic, showing that any algorithm that reads fewer than this number of entries in the input PSD matrix cannot solve Problem 2.1.1 with probability \( \geq 2/3 \). Since our algorithm reads only \( nk \cdot \text{poly}(\log n/\epsilon) \) entries of \( A \), this is nearly optimal for constant \( \epsilon \). We note that the actual time complexity of our algorithm is slower by a factor of \( k^{2-2} \).

Finally, we show that our techniques can be extended to compute \( M, N \in \mathbb{R}^{n \times k} \) such that \( B = MN^T \) satisfies, with good probability, the spectral norm guarantee:

\[
\|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 + \frac{\epsilon}{k}\|A - A_k\|_F^2. \tag{2.2}
\]

Our algorithm uses just \( nk^2 \cdot \text{poly}(\log n/\epsilon) \) accesses to \( A \) and \( nk^2 \cdot \text{poly}(\log n/\epsilon) \) time (Theorem 2.6.3).

The guarantee of (2.2) can be stronger than (2.1) when \( \|A - A_k\|_2^2 \) is large compared to \( \|A - A_k\|_F^2 \), and is important in many applications. For example, we use this result to solve the ridge regression problem \( \min_{x \in \mathbb{R}^n} \|Ax - y\|_2^2 + \lambda\|x\|_2^2 \) up to \( (1 + \epsilon) \) relative error in \( \tilde{O} \left( \frac{n s^2 \epsilon}{\lambda^2} \right) \) time, where \( s = \text{tr}((A^2 + \lambda I)^{-1} A^2) \) is the statistical dimension of the problem (see Theorem 2.6.7). Typically \( s \ll n \), so our runtime is sublinear and improves significantly on existing input-sparsity time results [ACW16]. For a summary of our results and comparison to prior work see, Table 2.1.

### 2.1.3 Algorithm Overview

We start with a general overview of our algorithmic approach.

**Low-Rank Approximation via Column Subset Selection**

The starting point for our approach is the fundamental fact that any matrix \( A \) contains a subset of \( O(k/\epsilon) \) columns, call them \( C \), that span a relative-error rank-\( k \) approximation to \( A \) [DRVW06, DV06, DMM06b, GS12b]. Formally:

\[\|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 + \frac{\epsilon}{k}\|A - A_k\|_F^2. \]

---

8Recall (see Section 1.3) that the spectral norm of any matrix \( M \in \mathbb{R}^{n \times d} \) is defined to be the top singular value \( \|M\|_2 = \sigma_1(M) \).

9Note that this bound is stated incorrectly as \( \|A - B\|_F \leq \|A - A_k\|_F + \epsilon \sum_{i=1}^n (A_{ii})^2 \) in [DM05].
Table 2.1: Comparison of our results to prior work on low-rank approximation of PSD matrices. For simplicity, all stated runtimes are the required runtime to achieve the shown bound with failure probability \( \delta = 1/100 \). \( \|M\|_1 = \sum_{i=1}^{n} \sigma_i(M) \) denotes the nuclear norm of matrix \( M \). \( \bar{\omega} \) denotes the lowest known exponent of fast matrix multiplication (see Section 1.3 for a formal definition). Currently \( \bar{\omega} \approx 2.373 \) [LG14].

The cited results all output \( B \) (in factored form), which is itself PSD. In Theorem 2.5.7 we show how to modify our algorithm to satisfy this condition, and run in \( nk^{\bar{\omega}} \cdot \text{poly}(\log n/\epsilon) \) time. The table shows results that do not require incoherence assumptions on \( A \). For general PSD matrices, all known incoherence based results (see e.g., [CitGM13]) degrade to \( \Omega(n^k) \) runtime. Additionally, as discussed, any general low-rank approximation algorithm can be applied to PSD matrices, with state-of-the-art approaches running in input-sparsity time [CW13, MM13, NN13]. [CW17b] extends these results to the case where the output \( B \) is restricted to be PSD. [TYUC16] does the same but outputs \( B \) with rank \( 2k \). For a more in depth discussion of bounds obtained in prior work, see Section 2.1.4.

**Theorem 2.1.2** (Theorem 1.2 of [GS12b]). For any \( A \in \mathbb{R}^{n \times d} \) and any \( k \in \mathbb{Z}^{\geq 1} \), letting \( m = \min([k/\epsilon] + k - 1, d) \), there is some \( C \in \mathbb{R}^{n \times m} \) whose columns are a subset of the columns of \( A \) such that, there exists rank-\( k \) \( X \in \mathbb{R}^{d \times m} \) with:

\[
\|A - CX^T\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2. \quad (2.3)
\]

Computing the best low-rank approximation to \( A \) using an SVD requires access to all \( \Theta(n^2) \) dot products between the columns of the \( A \). However, given \( C \), just \( n \cdot O(k/\epsilon) \) dot products are needed – to project the remaining columns of the matrix to the span of the subset and compute \( X \) satisfying (2.3).

Additionally, a subset of size \( \text{poly}(k/\epsilon) \) can be identified with good probability using an intuitive approach known as adaptive sampling [DV06]: columns are iteratively added to the subset, with each new column being sampled with probability proportional to its norm outside the column span of the current subset. Formally,
column \( a_i \) is selected with probability \( \frac{\|a_i - P_C a_i \|_F^2}{\|A - P_C A\|_F^2} \) where \( P_C \) is the projection onto the current subset \( C \). Computing these sampling probabilities requires knowing the norm of each \( a_i \) along with its dot product with each column currently in \( C \). So, overall this approach gives a relative-error low-rank approximation using just \( n \cdot \text{poly}(k/\epsilon) \) dot products between columns of \( A \).

The above observation is surprising – not only does every matrix contain a small column subset witnessing a near-optimal low-rank approximation, but also, such a witness can be found using significantly less information about the column span of the matrix than is required by a full SVD, via a simple random sampling approach.

**Sublinear Time Low-Rank Approximation of \( A^{1/2} \)**

This fact is not immediately algorithmically useful, as computing the required dot products takes \( \text{nnz}(A) \cdot \text{poly}(k/\epsilon) \) time. However, given PSD \( A \), we can write the singular value decomposition \( A = U \Sigma U^T \) where \( \Sigma \) is a non-negative diagonal matrix of singular values, and let \( A^{1/2} = U \Sigma^{1/2} U^T \) be the matrix square root of \( A \). Since \( A^{1/2}A^{1/2} = A \), the entry \( A_{i,j} \) is just the dot product between the \( i^{th} \) and \( j^{th} \) columns of \( A^{1/2} \). So with \( A \) in hand, the dot products have been ‘precomputed’ and the above approach yields a low-rank approximation algorithm for \( A^{1/2} \) running in just \( n \cdot \text{poly}(k/\epsilon) \) time. Note that, aligning with our initial intuition that reading the diagonal entries of \( A \) is necessary to avoid the \( \text{nnz}(A) \) time lower bound for general matrices, the diagonal entries of \( A \) are the column norms of \( A^{1/2} \), and hence their values are critical to computing the adaptive sampling probabilities.

By the above argument, given PSD \( A \), we can compute in \( n \cdot \text{poly}(k/\epsilon) \) time a rank-\( k \) orthogonal projection matrix \( P \in \mathbb{R}^{n \times n} \) (in factored form) for which:

\[
\|A^{1/2} - A^{1/2}P\|_F^2 \leq (1 + \epsilon)\|A^{1/2} - A_k^{1/2}\|_F^2.
\]

This approach can be implemented using adaptive sampling [DV06], sublinear time volume sampling [AGR16], or as we show in [MM17], recursive *ridge leverage score sampling*. The ridge leverage scores are a natural interpolation between adaptive sampling and the widely studied leverage scores, which, as we will see, have a number of additional algorithmically useful properties. As discussed in [MM17], the guarantee for \( A^{1/2} \) is useful for a number of kernel learning methods such as kernel ridge regression. However, it is very different from the final goal of Problem 2.1.1. In fact, it is possible to show that projecting to \( P \) can yield an *arbitrarily bad* low-rank approximation to \( A \) itself (see Section 2.8).
Boosting to a True Low-Rank Approximation Using Ridge Leverage Scores

We note that, since \( P \) is constructed via column selection methods, it is possible to efficiently compute a factorization of \( A^{1/2}PA^{1/2} \) (see Section 2.8). Further, this matrix gives a near-optimal low-rank approximation of \( A \) if we use error parameter \( \epsilon' = \epsilon/\sqrt{n} \) (again, see Section 2.8 for details). This approach gives a first sublinear time algorithm, but it is significantly suboptimal. Namely, it requires reading \( \tilde{O}(nk/\epsilon') = \tilde{O}(n^{3/2}k/\epsilon) \) entries of \( A \) and takes \( n^{1.69} \cdot \text{poly}(k/\epsilon) \) time using \( O(n^\omega) \) time \( n \times n \) matrix multiplication for \( \omega \approx 2.373 \) \cite{LG14}.

To improve the dependence on \( n \), we will develop a better understanding of how to select columns and rows of \( A \) using ridge leverage score sampling. We start by proving that the ridge leverage scores of \( A^{1/2} \) are within a factor of \( O(\sqrt{n/k}) \) of the ridge leverage scores of \( A \) (see Section 2.3 for a definition of these scores). By this bound, if we sample columns of \( A \) using approximations to the ridge leverage scores of \( A^{1/2} \) multiplied by \( O(\sqrt{n/k}) \) (these scores are computable efficiently via our algorithm developed in \cite{MM17}), we obtain, with high probability, a sample of \( \tilde{O}(\sqrt{n/k} \cdot k/\epsilon^2) \) columns that is a projection-cost-preserving sketch (PCP) of \( A \). We introduced the notion of a PCP in \cite{CEM+15}. Formally:

**Definition 2.1.3** (Projection-cost-preserving sketch). \( C \in \mathbb{R}^{n \times d} \) is an \((\epsilon, k)\)-PCP of \( A \in \mathbb{R}^{n \times n} \) if for all rank-\( k \) projection matrices \( P \in \mathbb{R}^{n \times n} \):

\[
(1 - \epsilon)\|A - PA\|_F^2 \leq \|C - PC\|_F^2 \leq (1 + \epsilon)\|A - PA\|_F^2. \tag{2.4}
\]

One important property of an \((\epsilon, k)\)-PCP is that good low-rank approximations to \( C \) translate to good low-rank approximations of \( A \). More precisely, if \( U \) is an \( n \times k \) matrix with orthonormal columns for which \( \|C - UU^T C\|_F^2 \leq (1 + \epsilon)\|C - C_k\|_F^2 \), then:

\[
\|A - UU^T A\|_F^2 \leq \frac{(1 + \epsilon)^2}{(1 - \epsilon)} \|A - A_k\|_F^2.
\]

Letting \( C \) be the \( n \times \tilde{O}(\sqrt{nk}/\epsilon^2) \) submatrix of \( A \) that we sample via ridge leverage scores, we can apply an \( O(n\text{nnz}(C)) \) time algorithm to compute a subspace \( U \in \mathbb{R}^{n \times k} \) whose columns span a near-optimal low-rank approximation of \( C \), and hence of \( A \) by the \((\epsilon, k)\)-PCP property. Using standard sampling techniques, we can approximately project the columns of \( A \) to \( U \), producing our final solution. This gives time complexity \( O(n\text{nnz}(C)) = n^{3/2} \cdot \text{poly}(k/\epsilon) \), improving slightly upon our first approach.
Achieving a Near-Optimal Runtime

To reduce the time to linear in \( n \), we must further reduce the size of \( C \) by sampling a small subset of its rows, which themselves form a PCP of \( C \). To find these rows, we cannot afford to use random projection techniques, which would take at least \( \Omega(nz(C)) \) time, nor can we use our previous method for providing \( O(\sqrt{n/k}) \) overestimates to the ridge leverage scores, since \( C \) is no longer PSD. In fact, the row ridge leverage scores of \( C \) can be arbitrarily large compared to those of \( A^{1/2} \).

The key idea to getting around this issue is that, since \( C \) is a column PCP of \( A \), projecting its columns onto \( A \)'s top singular vectors gives a near-optimal low-rank approximation of \( C \). Further, we can show that the ridge leverage scores of \( A^{1/2} \) (appropriately scaled) upper bound the standard leverage scores of this low-rank approximation. Sampling by these leverage scores is not enough to give a PCP guarantee like that of Definition 2.1.3 — they ignore the entire component of \( C \) not falling in the span of \( A \)'s top singular vectors and so may significantly distort projection costs over the matrix. Further, it is unclear how to estimate even the row norms of \( C \), or its Frobenius norm, with \( n \cdot \text{poly}(k/e) \) samples, which are necessary to implement any kind of adaptive sampling approach.

Fortunately, using that sampling at least preserves the matrix in expectation, along with a few other properties of the ridge leverage scores of \( A^{1/2} \), we show that, with good probability, sampling \( \tilde{O}(\sqrt{n}k/\text{poly}(e)) \) rows of \( C \) by these scores yields a subset of rows \( R \) satisfying a slightly weaker PCP property:

**Definition 2.1.4 (Projection-cost-preserving sketch with additive error).** \( R \in \mathbb{R}^{n' \times d} \) is an \((\epsilon, \Delta, k)\)-PCP of \( C \in \mathbb{R}^{n \times d} \) if for all rank-\( k \) projection matrices \( P \in \mathbb{R}^{d \times d} \):

\[
(1 - \epsilon)\|C - CP\|^2_F \leq \|R - RP\|^2_F + E \leq (1 + \epsilon)\|C - CP\|^2_F,
\]

where \( E \) is a fixed value, independent of \( P \), with \( |E| \leq \Delta \cdot \|C - C_k\|^2_F \) for some \( \Delta \).

We prove that \( R \) obtained by sampling \( \tilde{O}(\sqrt{n}k/\text{poly}(e)) \) rows of \( C \) by the ridge leverage scores of \( A^{1/2} \) is an \((\epsilon, O(1), k)\)-PCP of \( C \) with good probability. Thus, since the same \( E \) error applies to all projections \( P \), and since it is at most a constant times the true optimum, a near-optimal low-rank approximation for \( R \) still translates to a near-optimal approximation for \( C \).

At this point \( R \) is a \( \tilde{O}(\sqrt{n}k/\text{poly}(e)) \times \tilde{O}(\sqrt{n}k/\text{poly}(e)) \) matrix, and we can run any \( O(nz(R)) \) time algorithm to find a good low-rank factorization to it. Specifically,
we can compute $E, F \in \mathbb{R}^{k \times \tilde{O}(\sqrt{nk}/\text{poly}(\epsilon))}$ such that:

$$\|R - EF^T\|_F^2 \leq (1 + \epsilon)\|R_k\|_F^2.$$ 

Since $R$ is a $(\epsilon, O(1), k)$-PCP for $C$, by regressing the rows of $C$ to the span of $F$, we can obtain a near-optimal low-rank approximation to $C$. We can solve this multi-response regression approximately in sublinear time via standard sampling techniques. Approximately regressing $A$ to the span of this approximation using similar techniques yields our final result. The total runtime is dominated by the input-sparsity low-rank approximation of $R$ requiring $O(\text{nnz}(R)) = \tilde{O}(nk/\text{poly}(\epsilon))$ time. We give an illustration of the above approach in Figure 2-2.

To improve $\epsilon$ dependencies in our final runtime, achieving sample complexity $\tilde{O}\left(\frac{nk}{\epsilon^2}\right)$, we modify this approach somewhat, showing that $R$ actually satisfies a stronger spectral norm PCP property for $C$ with good probability. This property lets us find $Z \in \mathbb{R}^{d \times k}$ with $\|C - CZZ^T\|_F^2 \leq \frac{\epsilon}{k}\|A - A_k\|_F^2$, from which, through a series of approximate regression steps, we can extract a low-rank approximation to $A$ solving Problem 2.1.1 with good probability. This stronger spectral guarantee also lies at the core of our extensions to near-optimal spectral norm low-rank approximation (Theorem 2.6.3), ridge regression (Theorem 2.6.7), and low-rank approximation where
the output is restricted to be PSD (Theorem 2.5.7).

2.1.4 Some Further Intuition on Error Guarantees

Observe that in computing a low-rank approximation of $A$, we read just $\tilde{O}(n \cdot \text{poly}(k/\epsilon))$ entries of the matrix, which is, up to lower order terms, the same number of entries (corresponding to column dot products of $A^{1/2}$) that we accessed to compute a low-rank approximation of $A^{1/2}$ in our description above. However, these sets of entries are very different. While low-rank approximation of $A^{1/2}$ looks at an $n \times \text{poly}(k/\epsilon)$ sized submatrix of $A$ together with the diagonal entries, our algorithm considers a carefully chosen $\sqrt{n}k \cdot \text{poly}(\log n/\epsilon) \times \sqrt{n}k \cdot \text{poly}(\log n/\epsilon)$ submatrix together with the diagonal entries, which gives significantly more information about the spectrum of $A$.

As a simple example, consider $A$ with top eigenvalue $\lambda_1 = \sqrt{n}$, and $\lambda_i = 1$ for $i = 2, \ldots, n$. $\|A^{1/2}\|_F^2 = \sum_{i=1}^{n} \lambda_i = \sqrt{n} + n - 1$ while $\|A^{1/2} - A_1^{1/2}\|_F^2 = \sum_{i=2}^{n} \lambda_i = n - 1$. So, $A^{1/2}$ has no good rank-1 approximation. Unless we set $\epsilon = O(1/\sqrt{n})$, a low-rank approximation algorithm for $A^{1/2}$ can learn nothing about $\lambda_1$ and still be near-optimal. In contrast, $\|A\|_F^2 = \sum_{i=1}^{n} \lambda_i^2 = 2n - 1$ and $\|A - A_1\|_F^2 = \sum_{i=2}^{n} \lambda_i^2 = n - 1$. So, even with $\epsilon = 1/2$, any rank-1 approximation algorithm for $A$ must identify the presence of $\lambda_1$ and project this direction off the matrix. In this sense, our algorithm is able to obtain a much more accurate picture of $A$’s spectrum.

With incoherence assumptions, prior work on PSD low-rank approximation [GM13] obtains the bound $\|A - B\|_1 \leq (1 + \epsilon)\|A - A_k\|_1$ in sublinear time, where $\|M\|_1 = \sum_{i=1}^{n} \sigma_i(M)$ is the nuclear norm of $M$. Recent work ([AGR16] in combination with [BW09]) gives $\|A - B\|_F \leq (k + 1)\|A - A_k\|_1$ without the incoherence assumption. These nuclear norm bounds are closely related to approximation bounds for $A^{1/2}$ and it is not hard to see that neither require $\lambda_1$ to be detected in the example above, and so in this sense are weaker than our Frobenius norm bound.

A natural question if even stronger bounds are possible. Can we compute $B$ with:

$$\|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 \tag{2.5}$$

in sublinear time? We partially answer this question in Theorem 2.6.3. We show that in $\tilde{O}(nk^\omega \cdot \text{poly}(\log n/\epsilon))$ time, we can find $B$, in factored form, satisfying (2.2),

$$\|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 + \frac{\epsilon}{k}\|A - A_k\|_F^2.$$
with good probability. Significantly improving the above bound seems difficult: it is easy to see that computing \( B \) (in factored form) that satisfies the relative error spectral norm guarantee of \((2.5)\) requires \( \Omega(n^2) \) time. Consider a random input \( A \) that is equal to the identity except with \( A_{i,j} = A_{j,i} = 1 \) for some uniform random pair \((i, j)\). Finding \((i, j)\) requires \( \Omega(n^2) \) queries to \( A \). However, it is necessary to achieve a relative error spectral norm guarantee with \( c < 3 \) since \( \|A\|_2^2 = 4 \) while \( \|A - A_1\|_2^2 = 1 \) where \( A_1 \) is all zeros with ones at its \((i,i)\), \((j,j)\), \((i,j)\), and \((j,i)\) entries.

A similar argument shows that relative error low-rank approximation in higher Schatten-\( p \) norms, i.e., \( \|A - B\|_p^p \) for \( p > 2 \) requires superlinear dependence on \( n \) (where \( \|M\|_p^p = \sum_{i=1}^n \sigma_i^p(M) \)). We can set \( A \) to be the identity but with an all ones block on a uniform random subset of \( n^{1/p} \) indices. This block has associated eigenvalue \( \lambda_1 = n^{1/p} \) and so, since all other \((n - n^{1/p})\) eigenvalues of \( A \) are 1, \( \|A\|_p^p = \Theta(n) \), and the block must be recovered to give a relative error approximation to \( \|A - A_1\|_p^p \). However, as the block is placed uniformly at random and contains just \( n^{2/p} \) entries, finding even a single entry requires \( \Omega(n^2 - 2/p) \) queries to \( A \) — superlinear for \( p > 2 \).

### 2.1.5 Road Map

We present our results as follows. Aside from some of the background results presented in Section 2.2, all results were originally published in \([MW17b]\).

**Section 2.2: Ridge Leverage Scores.** We introduce the ridge leverage scores, our prior results on approximating them quickly \([CMM17, MM]\), and approximation guarantees that hold for ridge leverage score sampling.

**Section 2.3: Column Sampling.** We show that the ridge leverage scores of \( A \) are within an \( O(\sqrt{n/k}) \) factor of those of \( A^{1/2} \), letting us use the fast ridge leverage score sampling algorithm of \([MM17]\) to sample \( C \), a subset of \( \tilde{O}(\sqrt{n k}/\epsilon^2) \) columns of \( A \) that form a PCP of the matrix.

**Section 2.4: Row Sampling.** We discuss how to further accelerate our algorithm by sampling rows from \( C \) to obtain a PCP, letting us to achieve linear in \( n \) runtime.

**Section 2.5: Full Algorithm.** We use the primitives in the previous sections along with standard approximate regression techniques to give our full sublinear time low-rank approximation algorithm.

**Section 2.6: Spectral Norm Bounds.** We modify the algorithm of Section 2.5 to give the tighter spectral norm approximation of \((2.2)\) and discuss applications to sublinear time ridge regression.
Section 2.7: Lower Bounds. We show that our algorithm is nearly optimal – any relative error low-rank approximation algorithm must read \( \Omega(nk/\epsilon) \) entries of \( A \).

Section 2.8: Simple Sublinear Time Algorithm. We demonstrate that a low-rank approximation for \( A^{1/2} \) does not directly yield one for \( A \), but that a simple approach can be used to convert a low-rank approximation to \( A^{1/2} \) to a near-optimal one for \( A \) in \( n^{1.69} \cdot \text{poly}(k/\epsilon) \) time.

### 2.2 Ridge Leverage Score Sampling

Our main algorithmic tool will be ridge leverage score sampling, which is used to identify a small subset of columns of \( A \) that span a good low-rank approximation of the matrix. In this section we give a general introduction to and some basic results on the ridge leverage scores, drawing on our work in [CMM11, MM17, MW17b]. The results here constitute a general (but very incomplete) overview of sampling methods for randomized linear algebra, useful beyond just the work presented in this chapter.

In Section 2.2.1 we define the ridge leverage scores and the related standard leverage scores and give a few basic properties of these scores that we use throughout our analysis. In Section 2.2.2 we prove that sampling the rows or columns of a matrix by their (ridge) leverage scores yield, with good probability, an approximation to the matrix that can be used, e.g., to approximately solve fundamental low-rank approximation and regression problems. Finally, in Section 2.2.3 we discuss efficient computation of these scores.

#### 2.2.1 Leverage Score Definitions and Basic Properties

We first introduce the ridge leverage scores and some of their basic properties. Beyond low-rank approximation, the ridge leverage scores have been used in algorithms for a number of problems including ordinary least squares regression [LMP13], ridge regression [AM15a], and graph sparsification [KLM+17]. In the general form they are given by:

**Definition 2.2.1 (Ridge Leverage Scores).** For any \( A \in \mathbb{R}^{n \times d} \) and ridge parameter \( \lambda \geq 0 \), letting \( a_i \in \mathbb{R}^n \) be the \( i \)th column of \( A \), the \( i \)th \( \lambda \) column ridge leverage score of \( A \) is:

\[
\tau_{i,\lambda}(A) = a_i^T (AA^T + \lambda I)^+ a_i.
\]
Recall that for any matrix \( M \), \( M^+ \) denotes its Moore-Penrose pseudoinverse (see Section 1.3).Unless \( \lambda = 0 \) and \( A \) is singular, all of \((AA^T + \lambda I)\)'s eigenvalues are positive and \((AA^T + \lambda I)^+ = (AA^T + \lambda I)^{-1}\). Note that we define the ridge leverage scores for \( A \)'s columns. However, ridge leverages scores can be defined for \( A \)'s rows as well: as the corresponding column ridge leverage scores of \( A^T \).

For low-rank approximation, we set the ridge parameter \( \lambda \) appropriately, giving us the rank-\( k \) ridge leverage scores:

**Definition 2.2.2** (Rank-\( k \) Ridge Leverage Scores). For any \( A \in \mathbb{R}^{n \times d} \), letting \( a_i \in \mathbb{R}^n \) be the \( i \)th column of \( A \), the \( i \)th rank-\( k \) column ridge leverage score of \( A \) is given by \( \tau_i^k(A) = \tau_{i,\lambda}(A) \) (Definition 2.2.1) with \( \lambda = \frac{\|A-A_k\|_F^2}{k} \).

Above \( I \) is the \( n \times n \) identity matrix. It is not hard to check that \( 0 < \tau_i^k(A) < 1 \) for all \( i \). Since we use these scores as sampling probabilities, it is critical that the sum of scores, and hence the size of the subsets we sample, is not too large. We have the following bound:

**Lemma 2.2.3** (Sum of Ridge Leverage Scores). For any \( A \in \mathbb{R}^{n \times d} \) and any \( k \),

\[
\sum_{i=1}^{d} \tau_i^k(A) \leq 2k.
\]

**Proof.** We rewrite Definition 2.2.2 using \( A \)'s singular value decomposition \( A = U\Sigma V^T \).

\[
\tau_i(A) = a_i^T \left( U\Sigma^2 U^T + \frac{\|A-A_k\|_F^2}{k}UU^T \right)^{-1} a_i = a_i^T (U\bar{\Sigma}U^T) a_i,
\]

where \( \bar{\Sigma} \) is the diagonal matrix with \( \bar{\Sigma}_{i,i} = \frac{1}{\bar{\sigma}_i^2(A) + \frac{\|A-A_k\|_F^2}{k}} \). We then have:

\[
\sum_{i=1}^{n} \tau_i(A) = \text{tr} \left( AA^TU\bar{\Sigma}U^T A \right) = \text{tr} \left( \Sigma \bar{\Sigma} \Sigma V^T \right) = \text{tr}(\Sigma^2 \bar{\Sigma}). \tag{2.6}
\]

\( \Sigma \) and \( \bar{\Sigma} \) are diagonal and we can compute:

\[
(\Sigma^2 \bar{\Sigma})_{i,i} = \frac{\sigma_i^2(A)}{\frac{\|A-A_k\|_F^2}{k}} \tag{2.7}
\]
For $i \leq k$ we simply upper bound $(2.7)$ by 1. Combined with $(2.6)$ we have:

$$
\sum_{i=1}^{n} \tau_i(A) = \text{tr}(\Sigma^2 \hat{\Sigma})
\leq k + \sum_{i=k+1}^{n} \frac{\sigma_i^2(A)}{\sigma_i^2(A) + \frac{\|A - A_k\|_F^2}{k}}
\leq k + k \sum_{i=k+1}^{n} \frac{\sigma_i^2(A)}{\|A - A_k\|_F^2}
= 2k.
$$

The ridge leverage scores are a generalization of the standard leverage scores of $A$, which are defined as:

**Definition 2.2.4 (Standard Leverage Scores – see e.g., [Woo14]).** For any $A \in \mathbb{R}^{n \times d}$, letting $a_i \in \mathbb{R}^n$ be the $i^{th}$ column of $A$, the $i^{th}$ column leverage score of $A$ is:

$$
\ell_i(A) = a_i^T (AA^T)^+ a_i.
$$

By writing $A = U \Sigma V^T$ in its SVD, one can see that standard leverage scores are just the squared column norms of $V^T$, and sum to rank($A$), which for $A \in \mathbb{R}^{n \times d}$ may be as large as $\min(n, d)$. Sampling columns with probabilities proportional to their leverage scores yields what is known as a spectral approximation to $A$ – formally defined in Lemma 2.2.6, via a matrix Chernoff bound.

In the ridge leverage scores, the addition of the weighted identity (or ‘ridge’) $\lambda I$, ‘dampens’ contributions from smaller singular directions of $A$, decreasing the sum of the scores and allowing us to sample fewer columns. At the same time, it introduces error dependent on the size of $\lambda$. In Definition 2.80 we set $\lambda = \frac{\|A - A_k\|_F^2}{k}$, which ultimately gives an approximation to $A$ from which it is possible to output a near-optimal low-rank approximation to the original matrix.

Before giving the above mentioned sampling results, we formally show that the standard leverage scores of $A$ are upper bounded by the row norms of any orthonormal matrix spanning $A$’s rows. If the span of the orthogonal matrix is equal to the span of $A$’s rows, this inequality becomes an equality.

**Lemma 2.2.5.** For any $A \in \mathbb{R}^{n \times d}$, let $Z \in \mathbb{R}^{d \times d'}$ have orthonormal columns that span the rows of $A$. Then, for all $i \in [d]$, the $i^{th}$ column leverage score of $A$ (Definition
2.2.4) is bounded by:

$$\ell_i(A) \leq \|z_i\|_2^2,$$

where $z_i$ is the $i^{th}$ row of $Z$. If the column span of $Z$ is equal to the row span of $A$ then $\ell_i(A) = \|z_i\|_2^2$.

**Proof.** Write the singular value decomposition $A = U\Sigma V^T$ and recall that $e_i$ denotes the $i^{th}$ standard basis vector, with a 1 at position $i$ and zeros elsewhere. We have:

$$\ell_i(A) = e_i^T A^T (AA^T)^+ A e_i$$

$$= e_i^T \Sigma U^T (U\Sigma^{-1}U^T) \Sigma V^T e_i$$

$$= e_i^T V^T e_i$$

$$= \|v_i\|_2^2. \tag{2.8}$$

where $v_i$ is the $i^{th}$ row of $V$. Now, the columns of $V$ fall within the row span of $A$ and so are spanned by the columns of $Z$. So we can write $V = ZZ^T V$, which gives:

$$\|v_i\|_2^2 = e_i^T V^T V e_i = e_i ZZ^T V V^T ZZ^T e_i$$

$$\leq e_i ZZ^T ZZ^T e_i$$

$$= e_i ZIZ^T e_i$$

$$= \|z_i\|_2^2.$$ 

Combined with (2.8) this gives $\ell_i(A) \leq \|z_i\|_2^2$, and hence the lemma. If the column span of $Z$ is equal to the row span of $A$, then above we in fact have $\|v_i\|_2^2 = \|z_i\|_2^2$, giving $\ell_i(A) = \|z_i\|_2^2$ in this case. \hfill \Box

### 2.2.2 Approximation Bounds

We now prove basic matrix approximation results that hold when sampling rows or columns using both the standard leverage scores and ridge leverage scores. We start by proving general spectral approximation bounds that directly bound the degree to which a matrix is approximated after sampling. We then prove more specialized approximation bounds, which show that after leverage score sampling, the sampled matrix can be used in place of the original matrix to approximately solve low-rank approximation and regression problems.
Spectral Approximation Bounds

We first prove what are known as spectral approximation bounds, or subspace embedding bounds (see, e.g. [Sar06, SS08, CW17b]). These bounds show that, after sampling the columns of a matrix $A$ using probabilities proportional to their leverage scores, the norm of $x^T A$ is approximately preserved for all $x \in \mathbb{R}^n$. The more columns sampled, the higher accuracy the approximation will be.

We first show a spectral approximation bound for standard leverage score sampling, via the application of a matrix Chernoff bound [Tro15]. This type of bound is standard – see e.g. [DMM06a, LMP13, CLM15].

**Lemma 2.2.6 (Leverage Score Sampling Spectral Approximation).** For any $A \in \mathbb{R}^{n \times d}$ and $i \in [d]$, let $\bar{\ell}_i \geq \ell_i(A)$ be an overestimate for $A$'s $i$th column leverage score (Definition 2.2.4. Let $p_i = \frac{\bar{\ell}_i}{\sum_i \bar{\ell}_i}$ and for any $\epsilon, \delta \in (0, 1/2]$, $t \geq \frac{32 \log \text{rank}(A) / \delta}{\epsilon^2} \sum_i \bar{\ell}_i$. Construct $C$ by sampling $t$ columns of $A$, each independently set to $\frac{1}{\sqrt{p_i}} a_i$ with probability $p_i$. Then, with probability $1 - \delta$:

$$ (1 - \epsilon)CCT \preceq AA^T \preceq (1 + \epsilon)CCT. $$

(2.9)

Recall that for $M, N \in \mathbb{R}^{n \times n}$, $M \succeq N$ indicates that $M - N$ is PSD (see Section 1.3.) Thus, (2.9) implies that, for any $x \in \mathbb{R}^n$:

$$ x^T (AA^T - (1 - \epsilon)CCT)x \geq 0 $$
$$ x^T AA^T x \geq (1 - \epsilon)x^T CC^T x $$
$$ \|x^T A\|_2^2 \geq (1 - \epsilon)\|x^T C\|_2^2. $$

Similarly, it gives $(1 + \epsilon)\|x^T C\|_2^2 \geq \|x^T A\|_2^2$. Thus, we can interpret (2.9) as showing that $C$ can be used to approximate the norm of $x^T A$ up to $(1 \pm \epsilon)$ error, for any $x \in \mathbb{R}^n$.

We prove Lemma 2.2.6 using standard techniques for showing matrix concentration results.

**Proof of Lemma 2.2.6.** Write the singular value decomposition $A = U \Sigma V^T$. By (2.8) we have $\ell_i(A) = \|v_i\|_2^2$ where $v_i$ is the $i$th row of $V$.

Let $Y = \Sigma^{-1} U^T (CC^T - AA^T) \Sigma^{-1}$ and for $j \in [t]$, define a set of independent and identically distributed random variables $X_1, ..., X_t$ by:

$$ X_j = \frac{1}{t} \cdot \Sigma^{-1} U^T \left( \frac{1}{p_i} a_i a_i^T - AA^T \right) \Sigma^{-1} $$
with probability $p_i$. 42
We can rewrite the random variable $Y$ as:

$$Y = \sum_{j=1}^{t} \left[ \Sigma^{-1} U^T \left( c_j c_j^T - \frac{1}{t} A A^T \right) U \Sigma^{-1} \right] = \sum_{j=1}^{t} [X_j].$$

We have $\mathbb{E}[X_j] = \sum_{i=1}^{d} p_i \left[ \frac{1}{p_i} a_i a_i^T - A A^T \right] = 0$, which gives $\mathbb{E}[Y] = 0$. We have the following claim:

**Claim 2.2.7.** If $\|Y\|_2 \leq \epsilon/2$ then $(1 - \epsilon) C C^T \succeq A A^T \succeq (1 + \epsilon) C C^T$.

**Proof.** $\|Y\|_2 \leq \epsilon/2$ can be equivalently written as

$$-\frac{\epsilon}{2} I \preceq Y \preceq \frac{\epsilon}{2} I.$$

Writing $C C^T - A A^T = U \Sigma Y \Sigma U$ we can thus bound:

$$-\frac{\epsilon}{2} U \Sigma Y \Sigma U \preceq C C^T - A A^T \preceq \frac{\epsilon}{2} U \Sigma Y \Sigma U.$$

Noting that $U \Sigma Y \Sigma U = A A^T$ we thus have:

$$(1 - \epsilon/2) A A^T \preceq C C^T \preceq (1 + \epsilon/2) A A^T$$

which gives

$$\frac{1}{1 + \epsilon/2} C C^T \preceq A A^T \preceq \frac{1}{1 - \epsilon/2} C C^T.$$

The claim follows since for any $\epsilon \in (0, 1]$, $\frac{1}{1 + \epsilon/2} \geq 1 - \epsilon$ and $\frac{1}{1 - \epsilon/2} \leq 1 + \epsilon$. \qed

By Claim 2.2.7, to prove Lemma 2.2.6, it suffices to show that $\|Y\|_2 \leq \epsilon/2$ with probability $\geq 1 - \delta$. We prove this bound using a matrix Bernstein inequality from [Tol15]. Applying this bound requires upper bounds on the spectral norm of each $X_j$ and on the variance of $Y$. We first prove a key property of the leverage scores:

**Lemma 2.2.8.** For any $A \in \mathbb{R}^{n \times d}$ and any $i \in [n]$, $\frac{1}{\ell_i(A)} \cdot a_i a_i^T \preceq A A^T$.

**Proof.** Let $(A A^T)^{+/2} = U \Sigma^{-1} U^T$. Any vector $x \in \mathbb{R}^d$ that is in $A$'s column span can be written as $A z$ for some $z \in \mathbb{R}^d$ in $A$'s row span, which is equal to the row span of $V^T$. We can thus write $x = A V w = U \Sigma$ for some $w \in \mathbb{R}^{\text{rank}(A)}$. Setting $y = U \Sigma^2$
we can thus write:

\[ x = (AA^T)^{+/2}y = U\Sigma^{-1}U^T\Sigma^2w = U\Sigma w. \]  \hfill (2.10)

Using (2.10) we can write for any \( x \) in \( A \)'s column span:

\[
x^T (a_i a_i^T) x = y^T (AA^T)^{+/2} a_i a_i^T (AA^T)^{+/2} y \\
\leq \ell_i(A) \|y\|_2^2
\]  \hfill (2.11)

since \((AA^T)^{+/2} a_i a_i^T (AA^T)^{+/2}\) is rank-1 and so has maximum eigenvalue

\[ \text{tr}\left( (AA^T)^{+/2} a_i a_i^T (AA^T)^{+/2} \right) = a_i^T (AA^T)^{+} a_i = \ell_i(A) \]

by the cyclic property of trace. Further,

\[
x^T AA^T x = y^T (AA^T)^{+/2} AA^T (AA^T)^{+/2} y = \|y\|_2^2.
\]

Combined with (2.11) this gives us, for any \( x \) in the column span of \( A \):

\[
\frac{1}{\ell_i(A)} \cdot x^T (a_i a_i^T) x \leq x^T AA^T x.
\]  \hfill (2.12)

For any \( x \in \mathbb{R}^n \) not in the column span of \( A \), we can write \( x = Px + (I - P)x \) where \( P \) is the projection to this span. We then have:

\[
x^T (a_i a_i^T) x = x^T P (a_i a_i^T) P x + 0
\]

and

\[
x^T AA^T x = x^T PAA^T P x + 0.
\]

The lemma follows by applying (2.12) to \( Px \), which is in the column span of \( A \). \( \square \)

Using Lemma 2.2.8 we can prove:

**Claim 2.2.9.** For all \( j \in [t], \|X_j\|_2 \leq \frac{\varepsilon^2}{32\log(\text{rank}(A)/\delta)} \) with probability 1.

**Proof.** Lemma 2.2.8 gives:

\[
\frac{1}{\ell_i(A)} \cdot \Sigma^{-1}U^T a_i a_i^T U \Sigma^{-1} \preceq \Sigma^{-1} U^T A A^T U \Sigma^{-1} = I.
\]
And so, using the assumption that for all $i$, $\ell_i \geq \ell_i(A)$ and that $t \geq \frac{32\log(\text{rank}(A)/\delta)}{\epsilon^2}$:

$$0 \leq \frac{1}{tp_i} \sum_{i} \Sigma^{-1} U^T a_i a_i^T U \Sigma^{-1} \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} \sum_{i} \ell_i \Sigma^{-1} U^T a_i a_i^T U \Sigma^{-1} \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I.$$  

(2.13)

Additionally,

$$0 \leq \frac{1}{t} \Sigma^{-1} U^T A A^T U \Sigma^{-1} \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I,$$

(2.14)

using that $\sum_{i} \ell_i \geq 1$ since $\sum_{i} \ell_i \geq \sum_{i} \ell_i(A) = \text{rank}(A)$. Recalling that

$$X_j = \frac{1}{t} \cdot \Sigma^{-1} U^T \left( \frac{1}{p_i} a_i a_i^T - A A^T \right) U \Sigma^{-1} \text{ with probability } p_i,$$

we have via (2.13) and (2.14), with probability 1:

$$- \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I \leq X_j \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I.$$

Or equivalently, $\|X_j\|_2 \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I$, which gives the claim.  

We next bound the variance of $Y$.

**Claim 2.2.10.** $\mathbb{E}[Y^2] \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I$.

**Proof.** The proof is a simple but tedious calculation:

$$\mathbb{E}[Y^2] = t \cdot \mathbb{E}[X_j^2] = \frac{1}{t} \sum_i p_i \cdot \left( \frac{1}{p_i^2} \Sigma^{-1} U^T a_i a_i^T U \Sigma^{-2} U^T a_i a_i^T U \Sigma^{-1} - 2 \frac{1}{p_i} \Sigma^{-1} U^T a_i a_i^T U \Sigma^{-2} A A^T U \Sigma^{-1} + \Sigma^{-1} U A A^T U \Sigma^{-2} A A^T U \Sigma^{-1} \right)$$

$$\leq \frac{1}{t} \sum_i \left[ \sum_{i} \ell_i \cdot \ell_i(A) \cdot \Sigma^{-1} U a_i a_i^T U \Sigma^{-1} \right] - \frac{1}{t} \Sigma^{-1} U A A^T U \Sigma^{-1}$$

$$\leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} \Sigma^{-1} U ^T A A^T U \Sigma^{-1} \leq \frac{\epsilon^2}{32 \log(\text{rank}(A)/\delta)} I.$$

(2.15)

We can plug the bounds of Claims 2.2.9 and 2.2.10 into Theorem 7.3.1 of [Tro15],
to give for $\epsilon, \delta \in (0, 1/2]$:

$$
P \left[ \|Y\|_2 \geq \epsilon/2 \right] \leq 4 \cdot \text{rank}(A) \cdot e^{-\left(\frac{\epsilon^2/8}{32 \log(\text{rank}(A)/\delta)^{(1+\epsilon)/\delta}}\right)}
$$

$$
\leq 4 \cdot \text{rank}(A) \cdot e^{-\frac{48}{13} \log(\text{rank}(A)/\delta)}
$$

$$
\leq \delta.
$$

The last bound follows from the fact that

$$
\log(4 \cdot \text{rank}(A)/\delta) = \log(4) + \log(\text{rank}(A)/\delta)
$$

$$
\leq 3 \log(\text{rank}(A)/\delta)
$$

$$
< \frac{48}{13} \log(\text{rank}(A)/\delta)
$$

since $\text{rank}(A)/\delta \geq 2$ by the restriction that $\delta \leq 1/2$. This gives the Lemma by Claim 2.2.7.

Lemma 2.2.6 also gives an easy Corollary for the approximation obtained when sampling with ridge leverage scores. In comparison to Lemma 2.2.6 this approximation is weaker – since it included an additive $\epsilon \mathbf{I}$ term. However, as discussed, since the sum of ridge leverage scores is smaller than the sum of standard leverage scores, this approximation requires sampling fewer columns. Bounds similar to Corollary 2.2.11 have also appeared, for example, in [AM15b, CMM17, AKM17].

**Corollary 2.2.11 (Ridge Leverage Scores Sampling Spectral Approximation).** For any $A \in \mathbb{R}^{n \times d}$, for all $i \in [d]$, let $\tilde{\tau}_i^\lambda$ be an overestimate for $A$’s $i^{th}$ $\lambda$ column ridge leverage score (Definition 2.2.1). Let $p_i = \frac{\tilde{\tau}_i^\lambda}{\sum_i \tilde{\tau}_i^\lambda}$ and for any $\epsilon, \delta \in (0, 1/2]$, $t \geq \frac{32 \log(\text{rank}(A)/\delta)}{\epsilon^2} \sum_i \tilde{\tau}_i^\lambda$. Construct $C$ by sampling $t$ columns of $A$, each set to $\frac{1}{\sqrt{ep_i}}A_i$ with probability $p_i$. With probability $\geq 1 - \delta$:

$$
(1 - \epsilon)CC^T - \epsilon \lambda \mathbf{I} \preceq AA^T \preceq (1 + \epsilon)CC^T + \epsilon \lambda \mathbf{I}.
$$

**Proof.** We can instantiate Lemma 2.2.6 with $[A, \sqrt{\lambda} \mathbf{I}]$ setting $\tilde{\ell}_i = \tilde{\tau}_i^\lambda$. We simply fix the columns of the identity to appear in our sample. All calculations go through, and with probability $\geq 1 - \delta$:

$$
(1 - \epsilon)[C, \sqrt{\lambda} \mathbf{I}][C, \sqrt{\lambda} \mathbf{I}]^T \preceq [A, \sqrt{\lambda} \mathbf{I}][A, \sqrt{\lambda} \mathbf{I}]^T \preceq (1 + \epsilon)[C, \sqrt{\lambda} \mathbf{I}][C, \sqrt{\lambda} \mathbf{I}]^T,
$$

which gives the desired bound if we subtract $\lambda \mathbf{I}$ from all sides. \qed
We note that it is possible to tighten Corollary 2.2.11. The rank\( (A) \) term in the log can be replaced by \( \sum_i \tau_i^k \), which, for example, for the rank-\( k \) ridge leverage scores of Definition 2.2.2 is bounded by \( 2k \) by Lemma 2.2.3. However, in the applications of this chapter, this stronger bound will not be necessary. See Theorem 5 of [CMM17] for a proof of the stronger bound.

Approximation Bounds for Regression and Low-Rank Approximation

Using the basic spectral approximation bounds of Lemma 2.2.6 and Corollary 2.2.11, it is possible to show that sampling by a matrix’s (ridge) leverage scores gives a sketch of this matrix that can be used to approximately solve a number of fundamental low-rank approximation and regression problems.

For low-rank approximation, using the slight strengthening of Corollary 2.2.11 that we prove in [CMM17], it is possible to show that sampling by the rank-\( k \) ridge leverage scores yields a projection-cost-preserving sketch (PCP) of \( A \) (Definition 2.1.3):

**Lemma 2.2.12** (Theorem 6 of [CMM17]). For any \( A \in \mathbb{R}^{n \times d} \), for all \( i \in [d] \), let \( \tilde{\tau}_i^k \geq \tau_i^k(A) \) be an overestimate for \( A \)'s \( i \)th rank-\( k \) ridge leverage score (Definition 2.2.2). Let \( p_i = \frac{\tilde{\tau}_i^k}{\sum_i \tilde{\tau}_i^k} \) and for any \( \epsilon, \delta \in (0, 1/2] \), \( \epsilon \geq \frac{c \log(k/\delta)}{\tilde{\tau}_i^k} \), \( \sum_i \tilde{\tau}_i^k \) for sufficiently large constant \( c \). Construct \( C \) by sampling \( t \) columns of \( A \), each independently set to \( \frac{1}{\sqrt{p_i}} a_i \) with probability \( p_i \). Then with probability \( \geq 1 - \delta \), \( C \) as an \((\epsilon, k)\)-PCP of \( A \) (Definition 2.1.3).

We do not prove Lemma 2.2.12 here, although its proof follows a similar pattern to the proofs of Lemmas 2.4.1 and 2.4.3, which we present in Section 2.4.

Since the distance \( \|A - PA\|_F^2 \) from \( A \) to any rank-\( k \) projection of \( A \) is preserved by \( C \), any near-optimal low-rank approximation of \( C \) yields a near-optimal low-rank approximation of \( A \). Further, \( C \) is much smaller than \( A \), so such a low-rank approximation can be computed quickly. Specifically, if each \( \tilde{\tau}_i^k \) is an \( O(1) \) approximation to \( \tau_i^k(A) \), then by Lemma 2.2.3, \( \sum_i \tau_i^k(A) \leq 2k \) so \( \sum_i \tilde{\tau}_i = O(k) \) and \( C \) has just \( t = \tilde{O}(k/\epsilon^2) \) columns.

In addition to Lemma 2.2.12 we make use of a well known result on approximate regression via leverage score sampling, which we state and reprove here for completeness. See Theorem 38 of [CW13] and [DMM08] for earlier work showing similar results. In this result and throughout the rest of the chapter we write a subset of rows or columns of a matrix as the product of that matrix and a weighted sampling matrix defined below:
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Definition 2.2.13 (Sampling Matrix). A weighted sampling matrix \( S \in \mathbb{R}^{n \times d} \) is any matrix with each row a scalar multiple of one of the standard basis vectors \( e_1, \ldots, e_n \).

We have:

Lemma 2.2.14 (Approximate Regression Via Leverage Score Sampling). For any \( A \in \mathbb{R}^{n \times d} \) and \( Y \in \mathbb{R}^{n \times d'} \), for all \( i \in [n] \) let \( \ell_i(A) \) be an overestimate for \( A \)'s \( i \)th row leverage score (Definition 2.2.4). Let \( p_i = \frac{\ell_i}{\sum \ell_i} \) and for \( \epsilon, \delta \in (0, 1/2] \), let \( t = c (\log(\text{rank}(A)) + \frac{1}{\delta \epsilon}) \cdot \sum_i \ell_i \) for some sufficiently large constant \( c \). Let \( S \in \mathbb{R}^{n \times t} \) be the sampling matrix whose \( i \)th column is set independently to \( \frac{1}{\sqrt{t p_i}} e_i \) with probability \( p_i \). Then with probability \( \geq 1 - \delta \), letting

\[
\tilde{X} = \arg \min_{X \in \mathbb{R}^{d \times d'}} \| S^T AX - S^T Y \|_F^2,
\]

we have:

\[
\| A \tilde{X} - Y \|_F^2 \leq (1 + \epsilon) \min_{X \in \mathbb{R}^{d \times d'}} \| AX - Y \|_F^2.
\]

Proof. We first note that we can assume without loss of generality that \( A \) has orthonormal columns. This is because if the lemma holds for \( A \) with orthonormal columns, for general \( A \), we can consider an orthonormal span \( U \in \mathbb{R}^{n \times \text{rank}(A)} \) for the columns of \( A \). We can write \( AX = UZ \) for some \( Z \in \mathbb{R}^{\text{rank}(A) \times d'} \) and have

\[
\tilde{Z} = \arg \min_{X \in \mathbb{R}^{\text{rank}(A) \times d'}} \| S^T UX - S^T Y \|_F^2.
\]

Further, by Lemma 2.2.5, the leverage scores of \( U \) are equal to those of \( A \) and so, with probability \( \geq 1 - \delta \), we have:

\[
\| U \tilde{Z} - Y \|_F^2 \leq (1 + \epsilon) \min_{X \in \mathbb{R}^{\text{rank}(A) \times d'}} \| UX - Y \|_F^2. \tag{2.16}
\]

Again since \( U \) spans the columns of \( A \) we have:

\[
\min_{X \in \mathbb{R}^{\text{rank}(A) \times d'}} \| UX - Y \|_F^2 = \min_{X \in \mathbb{R}^{d \times d'}} \| AX - Y \|_F^2.
\]

So (2.16) combined with the fact that \( U \tilde{Z} = A \tilde{X} \) gives:

\[
\| A \tilde{X} - Y \|_F^2 \leq (1 + \epsilon) \min_{X \in \mathbb{R}^{d \times d'}} \| AX - Y \|_F^2,
\]
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which gives the lemma.

**Proof for Orthonormal A.** Thus, we prove the lemma for $A$ with orthonormal columns. Let $X^* = \arg \min_{X \in \mathbb{R}^{d \times d'}} \|AX - Y\|_F^2$. We first have:

**Claim 2.2.15.** With probability $\geq 1 - \delta$, both:

1. $\frac{1}{2} A^T S S^T A \preceq A^T A \preceq \frac{3}{2} A^T S S^T A$.

2. $\|A^T S S^T (Y - AX)\|_F \leq \sqrt{\epsilon/2} \|Y - AX^*\|_F$.

*Proof.* Since $\tilde{\ell}_i \geq \ell_i(A)$ and since $t \geq c \log(\text{rank}(A)/\delta) \cdot \sum_i \tilde{\ell}_i$, by Lemma 2.2.6, if $c$ is set large enough, the first bound holds with probability $\geq 1 - \delta/2$. To prove the second bound, we apply a standard approximate matrix multiplication result. We reprove this result here for completeness.

**Lemma 2.2.16 (Approximate Matrix Multiplication, based on [DKM06]).** Given $M \in \mathbb{R}^{n \times d}$ and $N \in \mathbb{R}^{p \times d}$ with columns $m_i$ and $n_i$ respectively, for $i \in [d]$ let $\tilde{\gamma}_i \geq \|m_i\|_2^2$ be an overestimate for the $i^{th}$ squared column norm of $M$. Let $p_i = \frac{\tilde{\gamma}_i}{\sum_i \tilde{\gamma}_i}$, and $t$ satisfy $t \geq \frac{1}{\delta \epsilon^2} \cdot \sum_i \tilde{\gamma}_i$. Construct weighted sampling matrix $S \in \mathbb{R}^{d \times t}$, whose $j^{th}$ column is set to $\frac{1}{\sqrt{p_i}} e_i$, with probability $p_i$. Then, with probability $\geq 1 - \delta$,

$$\|MN^T - MSS^T N^T\|_F \leq \epsilon \|N\|_F.$$

*Proof.* We will bound $\mathbb{E} \left[ \|MN^T - MSS^T N^T\|_F^2 \right]$ and then apply Markov’s inequality to give the theorem. Applying Lemma 4 of [DKM06] we have:

$$\mathbb{E} \left[ \|MN^T - MSS^T N^T\|_F^2 \right] = \sum_{i=1}^n \frac{\|m_i\|_2^2 \|n_i\|_2^2}{tp_i} - \frac{1}{t} \|MN^T\|_F^2 \leq \sum_{i=1}^n \frac{\|m_i\|_2^2 \|n_i\|_2^2}{\frac{1}{\delta \epsilon^2} \cdot \tilde{\gamma}_i},$$

which by the assumption that for all $i \in [d]$, $\tilde{\gamma}_i \geq \|m_i\|_2^2$ gives:

$$\mathbb{E} \left[ \|MN^T - MSS^T N^T\|_F^2 \right] \leq \delta \epsilon^2 \|N\|_F^2.$$

Thus, by Markov's inequality, with probability $\geq 1 - \delta$,

$$\|MN^T - MSS^T N^T\|_F^2 \leq \epsilon^2 \|N\|_F^2$$

and so $\|MN^T - MSS^T N^T\|_F \leq \epsilon \|N\|_F$, giving the lemma. \qed
Since $A$ is orthonormal, by Lemma 2.2.5 we have $\ell_i(A) = \|a_i\|_2^2$, where $a_i$ is the $i^{th}$ row of $A$. Thus by Lemma 2.2.16, since $t \geq \frac{\epsilon}{\delta \varepsilon} \cdot \sum_i \bar{\ell}_i$, if $c$ is large enough, with probability $\geq 1 - \delta/2$,
\[
\|A^T S S^T (A^T X^* - Y) - A^T (A X^* - Y)\|_F \leq \sqrt{\epsilon/2} \|Y - A X^*\|_F.
\]
This gives the second bound of Claim 2.2.15 after noting that
\[
\]
By a union bound, both the first and second bounds hold with probability $\geq 1 - \delta$, completing the claim. \hfill \Box

Now, since $A$ has orthonormal columns, $X^* = A^T Y$. We can write $A \tilde{X} - Y = (A X^* - Y) + A (\tilde{X} - X^*)$. $(A X^* - Y) = (A A^T - I) A$ and so has columns orthogonal to the column span of $A$. So by Pythagorean theorem:
\[
\|A \tilde{X} - Y\|_F^2 = \|A X^* - Y\|_F^2 + \|A (\tilde{X} - X^*)\|_F^2.
\]
Thus to show the lemma, it suffices to prove that
\[
\|A (\tilde{X} - X^*)\|_F^2 \leq \epsilon \|A X^* - Y\|_F^2. \tag{2.17}
\]
Since $A$ has orthonormal columns we have $\|A (\tilde{X} - X^*)\|_F^2 = \|\tilde{X} - X^*\|_F^2$. Further, by conclusion (1) of Claim 2.2.15, since $A^T A = I$, we have $I \preceq \frac{3}{2} A^T S S^T A$. This gives:
\[
\|A (\tilde{X} - X^*)\|_F^2 \leq \frac{3}{2} \cdot \|A^T S S^T A (\tilde{X} - X^*)\|_F^2. \tag{2.18}
\]
Since $\tilde{X} = \arg\min_{X \in \mathbb{R}^{d \times d}} \|S^T A X - S^T Y\|_F^2$, the columns of $S^T Y - S^T A \tilde{X}$ are orthogonal to the columns of $S^T A$. Thus we can write:
\[
\|A^T S S^T A (\tilde{X} - X^*)\|_F^2 = \|A^T S (S^T A \tilde{X} - S^T Y + S^T Y - S^T A X^*)\|_F^2
= \|A^T S (S^T Y - S^T A X^*)\|_F^2
= \|A^T S S^T (Y - A X^*)\|_F^2.
\]
By conclusion (2) of 2.2.15 we have $\|A^T S S^T (Y - A X^*)\|_F^2 \leq \frac{5}{2} \|Y - A X^*\|_F^2$. Comp-
bined with (2.18) this gives:
\[ \|A(\tilde{X} - X^*)\|_F^2 \leq \frac{3}{2} \cdot \frac{\varepsilon}{2} \|Y - AX^*\|_F^2 \leq \varepsilon \|Y - AX^*\|_F^2, \]
which gives (2.17) and thus completes the lemma.

2.2.3 Fast Ridge Leverage Score Approximation

With Lemma 2.2.12 established, the difficulty remains in computing the approximate leverage scores. To do this, we use our main result from [MM17], which applies to computing the leverage scores of \( A^{1/2} \) for any PSD \( A \). Recall that letting the SVD of \( A \) be \( A = U\Sigma U^T \), we define \( A^{1/2} = U\Sigma^{1/2}U^T \).

**Lemma 2.2.17** (Corollary of Theorem 20 of [MM17]). There is an algorithm that given any PSD matrix \( A \in \mathbb{R}^{n \times n} \), \( k \in \mathbb{Z}^+ \), and \( \delta \in (0, 1/2] \) runs in \( O(n(k \log(k/\delta))^{\omega-1}) \) time, accesses \( O(nk \log(k/\delta)) \) entries of \( A \), and returns for each \( i \in [n] \), \( \tilde{r}_i^k(A^{1/2}) \) such that with probability \( \geq 1 - \delta \), for all \( i \):

\[ \tilde{r}_i^k(A^{1/2}) \leq r_i^k(A^{1/2}) \leq 3r_i^k(A^{1/2}). \]

**Proof.** In Theorem 20 of [MM17] we show that by using a recursive ridge leverage score sampling algorithm, it is possible to return (with probability \( \geq 1 - \delta \)) a sampling matrix \( S \in \mathbb{R}^{n \times s} \) with \( s = O(k \log(k/\delta)) \) such that, letting \( \lambda = \frac{1}{k} \|A^{1/2} - A^{1/2}_k\|_F^2 \):

\[ \frac{1}{2} (A + \lambda I) \preceq (A^{1/2}SS^TA^{1/2} + \lambda I) \preceq \frac{3}{2} (A + \lambda I). \]

(2.19)

If we set \( \tilde{r}_i^k(A^{1/2}) = 2 \cdot x_i^T (A^{1/2}SS^TA^{1/2} + \lambda I) \), where \( x_i \) is the \( i \)-th column of \( A^{1/2} \) we have the desired bound. Of course, we cannot directly compute this value without factoring \( A \) to form \( A^{1/2} \). However, as we show in Lemma 6 of [MM17], for \( \lambda > 0 \):

\[ x_i^T (A^{1/2}SS^TA^{1/2} + \lambda I) = \left( A - AS(S^TAS + \lambda I)^{-1}S^TA \right)_{i,i}. \]

(2.20)

Computing \( (S^TAS + \lambda I)^{-1} \) requires \( O(s^2) = O((k \log(k/\delta))^2) \) accesses to \( A \) and \( O(s^2) = O((k \log(k/\delta))^2) \) time. Computing all \( n \) diagonal entries of \( AS(S^TAS + \lambda I)^{-1}S^TA \).
A)-STA then requires $O(nk \log(k/\delta))$ accesses to $A$ and $O(n(k \log(k/\delta))^{\omega-1})$ time. With these entries in hand we can simply subtract from the diagonal entries of $A$ and rescale to give the final leverage score approximation. Critically, this calculation always reads all diagonal entries of $A$, allowing it to identify rows containing large off-diagonal entries and skirt the $nnz(A)$ time lower bound for general matrices.

Note that the stated runtime in [MM17] for outputting $S$ is $\tilde{O}(nk)$ accesses to $A$ (kernel evaluations in the language of [MM17]) and $\tilde{O}(nk^2)$ runtime. However this runtime is improved to $\tilde{O}(nk^{\omega-1})$ using fast matrix multiplication. 2

2.3 Column Sampling

To apply Lemmas 2.2.12 and 2.2.17 to low-rank approximation of $A$, we now show that the ridge leverage scores of $A^{1/2}$ coarsely upper bound those of $A$. As shown in Corollary 2.3.3, we can then sample columns of $A$ by these scores to obtain an $(\epsilon, k)$-PCP $C$, which can be further sampled to efficiently obtain a near-optimal low-rank approximation of $A$. We note that the idea of simultaneously sampling rows and columns from $A$ to form an approximation is analogous to existing work on CUR matrix approximation [DMM08, MD09] and Nyström approximation of positive semidefinite matrices [WS01, GM13].

Lemma 2.3.1 (Ridge Leverage Score Bound). For any PSD matrix $A \in \mathbb{R}^{n \times n}$ and any $k \leq n$:

$$\tau_i^k(A) \leq 2\sqrt{\frac{n}{k}} \cdot \tau_i^k(A^{1/2}).$$

Proof. We write $A^{1/2}$ in its singular value decomposition $A^{1/2} = U\Sigma^{1/2}U^T$. Letting $x_i$ denote the $i^{th}$ column of $A^{1/2}$ we have:

$$\tau_i^k(A^{1/2}) = x_i^T \left( A + \frac{\|A^{1/2} - A_k^{1/2}\|_F^2}{k} I \right)^{-1} x_i$$

$$= x_i^T U\Sigma U^T x_i,$$  (2.21)
where $\hat{\Sigma}_{i,i} \overset{\text{def}}{=} \frac{1}{\sigma_i(A)^2 + \frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A)}$. We can similarly write:

$$\tau_i^k(A) = a_i^T \left( A^2 + \frac{\|A - A_k\|^2_F}{k} I \right)^{-1} a_i$$

$$= x_i^T A^{1/2} \left( A^2 + \frac{\|A - A_k\|^2_F}{k} I \right)^{-1} A^{1/2} x_i$$

$$= x_i^T \hat{U} \hat{\Sigma} U^T x_i,$$

(2.22)

where $\hat{\Sigma}_{i,i} \overset{\text{def}}{=} \frac{\sigma_i(A)}{\sigma_i(A)^2 + \frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A)^2}$. We have:

**Claim 2.3.2.** If $\hat{\Sigma} \preceq 2 \sqrt{\frac{n}{k}} \cdot \hat{\Sigma}$ then for all $i$, $\tau_i^k(A) \leq 2 \sqrt{\frac{n}{k}} \cdot \tau_i^k(A^{1/2})$.

**Proof.** $\hat{\Sigma} \preceq 2 \sqrt{\frac{n}{k}} \cdot \hat{\Sigma}$ gives that for any $x \in \mathbb{R}^{\text{rank}(A)}$,

$$x^T \hat{\Sigma} x \leq 2 \sqrt{\frac{n}{k}} \cdot x^T \hat{\Sigma} x.$$

For any $i$, setting $x = U^T x_i$ and applying (2.21) and (2.22) then gives

$$\tau_i^k(A) \leq 2 \sqrt{\frac{n}{k}} \cdot \tau_i^k(A^{1/2}).$$

$\square$

By Claim 2.3.2 it just remains to show $\hat{\Sigma} \preceq 2 \sqrt{\frac{n}{k}} \cdot \hat{\Sigma}$ to give the lemma. Specifically we must show, for all $i$, $\hat{\Sigma}_{i,i} \preceq 2 \sqrt{\frac{n}{k}} \cdot \hat{\Sigma}_{i,i}$. After cross-multiplying, this is equivalent to:

$$\sigma_i(A)^2 + \frac{1}{k} \cdot \sigma_i(A) \cdot \sum_{j=k+1}^{n} \sigma_j(A) \leq 2 \sqrt{\frac{n}{k}} \left( \sigma_i(A)^2 + \frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A)^2 \right).$$

(2.23)

We show (2.23) for every $i$ by considering two cases:

**Case 1:** First consider the relatively large singular values. Say we have $\frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A) \leq \sqrt{\frac{n}{k}} \cdot \sigma_i(A)$. Then:

$$\sigma_i(A)^2 + \frac{1}{k} \cdot \sigma_i(A) \cdot \sum_{j=k+1}^{n} \sigma_j(A) \leq \left( 1 + \sqrt{\frac{n}{k}} \right) \sigma_i(A)^2,$$

which gives (2.23) since $\left( 1 + \sqrt{\frac{n}{k}} \right) \geq 2$. 
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Case 2: Next consider small singular values with $\frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A) \geq \sqrt{\frac{\pi}{k}} \cdot \sigma_i(A)$. In this case:

$$\sigma_i(A)^2 + \frac{1}{k} \cdot \sigma_i(A) \cdot \sum_{j=k+1}^{n} \sigma_j(A) \leq \sigma_i(A)^2 + \frac{1}{\sqrt{n} \cdot k^{3/2}} \left( \sum_{j=k+1}^{n} \sigma_j(A) \right)^2$$

$$\leq \sigma_i(A)^2 + \frac{1}{\sqrt{n} \cdot k^{3/2}} \cdot n \sum_{j=k+1}^{n} \sigma_j(A)^2$$

(Norm bound: $\| \cdot \|_1^2 \leq n \cdot \| \cdot \|_2^2$)

$$\leq \sqrt{\frac{n}{k}} \left( \sigma_i(A)^2 + \frac{1}{k} \sum_{j=k+1}^{n} \sigma_j(A)^2 \right),$$

which gives (2.23), completing the proof.

Combining Lemmas 2.2.3, 2.2.12, 2.2.17, 2.3.1 we have our first column sampling result for PSD matrices.

**Corollary 2.3.3** (Fast PSD Ridge Leverage Score Sampling). There is an algorithm that given any PSD matrix $A \in \mathbb{R}^{n \times n}$, $k \in \mathbb{Z}_{\geq 1}$, and $\epsilon, \delta \in (0, 1/2]$, runs in $\tilde{O}(nk^{\omega-1})$ time, accesses $\tilde{O}(nk)$ entries of $A$, and with probability $\geq 1 - \delta$ outputs a weighted sampling matrix $S_1 \in \mathbb{R}^{n \times \tilde{O}(\frac{\sqrt{k}}{\epsilon^2})}$ such that $C = AS_1$ is an $(\epsilon, k)$-PCP of $A$.

**Proof.** By Lemma 2.2.17 we can compute constant factor approximations to the ridge leverage scores of $A^{1/2}$ in time $\tilde{O}(nk^{\omega-1})$. Applying Lemma 2.3.1, if we scale these scores up by $2\sqrt{n/k}$ they will be overestimates of the ridge leverage scores of $A$. If we set $t = c \cdot \frac{\log(k/\delta)}{\epsilon^2} \cdot \sum \tau_i$ for sufficiently large $c$, and generate $S_1 \in \mathbb{R}^{n \times t}$ by sampling $t$ columns of $A$ with probabilities proportional to these estimated scores, by Lemma 2.2.12, $AS_1$ will be an $(\epsilon,k)$-PCP of $A$ with probability $\geq 1 - \delta$. By Lemma 2.2.3, $\sum_{i=1}^{n} \tau_i(A^{1/2}) \leq 2k$. So we have $t = \tilde{O}(\sum \tau_i / \epsilon^2) = \tilde{O}(\sqrt{nk}/\epsilon^2)$. $\square$

Forming $AS_1$ requires reading just $\tilde{O}(n^{3/2} \sqrt{k}/\epsilon^2)$ entries of $A$. At this point, we could employ any input sparsity time algorithm to find a near-optimal rank-$k$ projection $P$ for approximating $AS_1$ in $O(mnz(AS_1)) + n \cdot poly(k/\epsilon) = n^{3/2} \cdot poly(k/\epsilon)$ time. This would in turn yield a near-optimal low-rank approximation of $A$. However, as we will see in the next section, by further sampling the rows of $AS_1$, we can significantly improve the $n$ dependence in this runtime.
2.4 Row Sampling

To achieve near linear dependence on $n$, our algorithm will sample roughly $\sqrt{n/k}$ rows from $A S_1$, producing an even smaller matrix $S_2^T A S_1$ that we can afford to fully read and from which we can form a near-optimal low-rank approximation to $A S_1$ and consequently to $A$ (since $A S_1$ will be an $(\epsilon, k)$-PCP of $A$ with high probability).

However, sampling rows from $A S_1$ is challenging: we cannot employ input sparsity time methods as we cannot afford to read the full matrix — it has dimensions $n \times \tilde{\Theta}\left(\frac{n\sqrt{n}}{\epsilon^2}\right)$ and so contains up to $\Omega(n^{3/2})$ nonzero entries. Further, since $A S_1$ is no longer PSD, we cannot apply the same approach we used for $A$, approximating the ridge leverage scores with those of $A^{1/2}$ (which can be computed very efficiently via Lemma 2.2.17).

2.4.1 Approximating the Ridge Leverage Scores of $A S_1$

Rewriting the formula for the rank-$k$ ridge leverage scores of $A S_1$ (Definition 2.2.2) using the SVD $A S_1 = U \Sigma V^T$ (and transposing $A S_1$ to give row instead of column scores) we see that the row rank-$k$ ridge leverage scores are the diagonal entries of:

$$A S_1 \left(S_1^T A^T A S_1 + \frac{\|A S_1 - (A S_1)_k\|_F^2}{k} I \right)^+ S_1^T A^T = U \tilde{\Sigma} U^T,$$

where $\tilde{\Sigma}$ is the diagonal matrix with:

$$\tilde{\Sigma}_{i,i} = \frac{\sigma_i(A S_1)^2}{\sigma_i(A S_1)^2 + \frac{\|A S_1 - (A S_1)_k\|_F^2}{k}}.$$

We can see from this computation that the row ridge leverage scores depend only on the column span $U$ of $A S_1$ and its singular value spectrum. Since $A S_1$ is a column PCP of $A$ this gives hope that the two matrices have similar row ridge leverage scores, both of which can be approximated using the leverage scores of $A^{1/2}$.

Unfortunately, this is not the case. It is possible to have rows in $A S_1$ with ridge leverage scores significantly higher than in $A$. Thus, even if we knew the ridge leverage scores of $A$, we would have to scale them up significantly to sample from $A S_1$. As an example, consider $A$ with relatively uniform rank-$k$ ridge leverage scores: $\tau_i^k(A) \approx k/n$ for all $i$. When a column is selected to be included in $A S_1$ in the sampling scheme of Lemma 2.2.12 it will be reweighted by roughly a factor of $\sqrt{n/k}$. Now, append a large number of rows to $A$ each with very small norm and just a
containing single non-zero entry. These rows will have little effect on the ridge leverage scores if their norms are small enough. However, if the column corresponding to the nonzero in a row is selected, the row will appear in $A S_i$ with $\sqrt{n/k}$ times the weight that it appears in $A$, and its ridge leverage score will be roughly a factor $n/k$ times higher.

### 2.4.2 Projection-Cost-Preserving Row Sampling

Fortunately, while we cannot approximate the row ridge leverage scores of $A S_1$, we are still able to show that sampling the rows of $A S_1$ by the rank-$k'$ leverage scores of $A^{1/2}$ scaled up by a $\sqrt{n/k'}$ factor for $k' = O(k/\epsilon)$ yields a row PCP for this matrix (of the form introduced in Definition 2.1.4). Our proof works not with the ridge scores of $A S_1$ but with the standard leverage scores of a near-optimal low-rank approximation to this matrix—specifically the approximation given by projecting onto the top singular vectors of $A$.

Note that our bound does not show that the rank-$k'$ leverage scores of $A^{1/2}$ actually approximate any the rank-$k$ ridge leverage scores of $A S_1$. However, we can still show the needed PCP property, which gives error in the Frobenius norm distance from any rank-$k$ projection, of the form in Definition 2.1.4.

**Lemma 2.4.1 (Frobenius Row PCP).** For any PSD $A \in \mathbb{R}^{n \times n}$ and $\epsilon, \delta \in (0, 1/2]$ let $k' = [ck/\epsilon]$ and for all $i \in [n]$ let $\tilde{\tau}_i^k(A^{1/2}) \geq \tau_i^{k'}(A^{1/2})$ be an overestimate for the $i$th rank-$k'$ ridge leverage score of $A^{1/2}$. Let $\tilde{\ell}_i = \sqrt{\frac{16n}{k'}} \cdot \tilde{\tau}_i^{k'}(A^{1/2})$, $p_i = \frac{\tilde{\ell}_i}{\sum_i \tilde{\ell}_i}$, and $t \geq \frac{c' \log n}{\delta \epsilon^2} \sum_i \tilde{\ell}_i$. Construct weighted sampling matrices $S_1, S_2 \in \mathbb{R}^{n \times t}$ each whose $j$th column is set to $\frac{1}{\sqrt{p_i}} e_i$ with probability $p_i$.

For sufficiently large constants $c, c'$, with probability $\geq 1 - \delta$, we have:

- $A S_1$ is an $(\epsilon, k)$-PCP of $A$ (Definition 2.1.3).

- $\tilde{A} = S_1^T A S_1$ is an $(\epsilon, 18/\delta, k)$-PCP (Definition 2.1.4) of $A S_1$.

By Lemma 2.2.3, the sum of rank-$k'$ ridge leverage scores can be bounded by

$$\sum_i \tau_i^{k'}(A^{1/2}) = O(k/\epsilon). \quad (2.24)$$
So if each $\tilde{\tau}_i^{k'}(A^{1/2})$ is a constant factor approximation to $\tau_i^{k'}(A^{1/2})$, we can set:

$$t = \frac{c' \log n}{\delta \epsilon^2} \cdot \sum_i \tilde{\ell}_i$$

$$= \frac{c' \log n}{\delta \epsilon^2} \cdot \sum_i \left( \sqrt{\frac{16n\epsilon}{k}} \tilde{\tau}_i^{k'}(A^{1/2}) \right)$$

$$= O \left( \frac{\log n}{\delta \epsilon^{1.5}} \cdot \sqrt{\frac{n}{k}} \cdot \sum_i \tau_i^{k'}(A^{1/2}) \right)$$

$$= O \left( \frac{\sqrt{n} \log n}{\delta \epsilon^{2.5}} \right), \quad (2.25)$$

where the last step follows from plugging in (2.24).

Fixing $\delta = \Theta(1)$, by applying an input sparsity time low-rank approximation algorithm to $\tilde{A}$ (which by (2.25) has dimensions $\tilde{O}(\sqrt{n k}/\epsilon^{2.5}) \times \tilde{O}(\sqrt{n k}/\epsilon^{2.5})$ and so has just $\tilde{O}(\frac{n k}{\epsilon^5})$ entries) we can find a near-optimal low-rank approximation of $A^S_1$, and thus for $A$ in $n \cdot \text{poly}(k/\epsilon)$ time. However, in our final algorithm, we take a somewhat different approach. We are able to show that using appropriate sampling probabilities, we can in fact sample $\tilde{A}$ that is a projection-cost-preserving sketch of $A^S_1$ for spectral norm error. As we will see, recovering a near-optimal spectral norm low-rank approximation to $A^S_1$ suffices to recover a near-optimal Frobenius norm approximation to $A$, and allows us to improve $\epsilon$ dependencies in our final runtime. We first define this notation of projection-cost-preservation:

**Definition 2.4.2** (Spectral Norm Projection-Cost-Preserving Sketch). $R \in \mathbb{R}^{n' \times d}$ is an $(\epsilon, \alpha, k)$-spectral PCP of $C \in \mathbb{R}^{n \times d}$ if for all rank-$k$ projection matrices $P \in \mathbb{R}^{d \times d}$:

$$(1 - \epsilon)\|C - CP\|_2^2 - \alpha \leq \|R - RP\|_2^2 \leq (1 + \epsilon)\|C - CP\|_F^2 + \alpha.$$

We then give show that sampling using the $k' = O(k/\epsilon)$ ridge leverage scores of $A^{1/2}$ yield such a spectral PCP of $A^S_1$ with good probability.

**Lemma 2.4.3** (Spectral Norm Row PCP). For any PSD $A \in \mathbb{R}^{n \times n}$, and $\epsilon, \delta \in (0, 1/2]$ let $k' = \lceil c k/\epsilon^2 \rceil$ and for all $i \in [n]$ let $\tilde{\tau}_i^{k'}(A^{1/2}) \geq \tau_i^{k'}(A^{1/2})$ be an overestimate for the $i^{th}$ rank-$k'$ ridge leverage score of $A^{1/2}$. Let $\tilde{\ell}_i = \sqrt{\frac{16n\epsilon}{k'}} \cdot \tilde{\tau}_i^{k'}(A^{1/2})$, $p_i = \frac{i}{\sum_i \tilde{\ell}_i}$, and $t \geq \frac{c' \log(n/\delta)}{\epsilon^2} \cdot \sum_i \tilde{\ell}_i$. Construct weighted sampling matrices $S_1, S_2 \in \mathbb{R}^{n \times t}$, each whose $j^{th}$ column is set to $\frac{1}{\sqrt{p_j}}e_i$ with probability $p_i$.

For sufficiently large constants $c, c'$, with probability $\geq 1 - \delta$, $\tilde{A} = S_2^T A S_1$ is an $(\epsilon, \alpha, k)$-spectral PCP of $A^S_1$ with $\alpha = \frac{\epsilon}{k}\|A - A_k\|_F^2$.  
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In Lemma 2.4.3, \( k' = O(k/\epsilon^2) \), so again applying Lemma 2.2.3, the sum of rank-\( k' \) ridge leverage scores is bounded by

\[
\sum_i \tilde{\tau}_i^{k'}(A^{1/2}) = O(k/\epsilon^2). \tag{2.26}
\]

Note that if each \( \tilde{\tau}_i^{k'}(A^{1/2}) \) is a constant factor approximation to \( \tau_i^{k'}(A^{1/2}) \), we can use sample size:

\[
t = \frac{c' \log(n/\delta)}{\epsilon^2} \cdot \sum_i \tilde{\xi}_i
\]

\[
= \frac{c' \log(n/\delta)}{\epsilon^2} \cdot \sum_i \left( 4\epsilon \sqrt{\frac{n}{k}} \cdot \tilde{\tau}_i^{k'}(A^{1/2}) \right)
\]

\[
= \frac{c' \log(n/\delta)}{\epsilon^2} \cdot \sum_i \left( 4\epsilon \sqrt{\frac{n}{k}} \cdot \tilde{\tau}_i^{k'}(A^{1/2}) \right)
\]

\[
= O \left( \frac{\sqrt{n}k \log(n/\delta)}{\epsilon^3} \right),
\]

where the last step follows from plugging in (2.26).

### 2.4.3 Spectral Norm Projection-Cost-Preservation

In this section we prove Lemma 2.4.3. In Section 2.4.4 we prove Lemma 2.4.1 using similar techniques. Both proofs are similar to proofs of projection-cost-preservation that we gave in [CEM+15] and [CMM17], e.g., the proof of Lemma 2.2.12. However, we must deal with some complications since we are not sampling using approximations to the actual ridge leverage scores of \( AS_1 \).

**Proof of Lemma 2.4.3.** For conciseness write \( C \overset{\text{def}}{=} AS_1 \) and write the singular value decomposition \( A = U\Sigma U^T \). We first show a claim that allows us to reduce proving the desired PCP property to showing a straightforward approximation bound between \( \tilde{A} \) and \( C \).

**Claim 2.4.4.** If for all rank-\( k \) orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \)

\[
\| (I - P)(\tilde{A}^T\tilde{A} - C^TC)(I - P) \|_2 \leq \epsilon \| C(I - P) \|_2^2 + \frac{\epsilon}{k} \| A - A_k \|_F^2 \tag{2.27}
\]

then \( \tilde{A} \) is an \((\epsilon, \alpha, k)\)-spectral PCP of \( C = AS_1 \) with \( \alpha = \frac{\epsilon}{k} \| A - A_k \|_F^2 \).
Proof. Applying the triangle inequality we have:

$$
\|\tilde{A}(I - P)\|^2_2 = \|(I - P)\tilde{A}^T\tilde{A}(I - P)\|_2 \\
= \|(I - P)[C^TC + (\tilde{A}^T\tilde{A} - C^TC)](I - P)\|_2 \\
\leq \|C(I - P)\|^2_2 + \|(I - P)(\tilde{A}^T\tilde{A} - C^TC)(I - P)\|_2.
$$

Symmetrically we have:

$$
\|\tilde{A}(I - P)\|^2_2 \geq \|C(I - P)\|^2_2 - \|(I - P)(\tilde{A}^T\tilde{A} - C^TC)(I - P)\|_2.
$$

Thus, if (2.27) holds,

$$
\|\tilde{A}(I - P)\|^2_2 \leq (1 + \epsilon)\|C(I - P)\|^2_2 + \frac{\epsilon}{k}\|A - A_k\|^2_F \tag{2.28}
$$

and

$$
\|\tilde{A}(I - P)\|^2_2 \geq (1 - \epsilon)\|C(I - P)\|^2_2 - \frac{\epsilon}{k}\|A - A_k\|^2_F. \tag{2.29}
$$

Together, (2.28) and (2.29) give that $\tilde{A}$ is an $(\epsilon, \alpha, k)$-spectral PCP of $C = AS_1$ with $\alpha = \frac{\epsilon}{k}\|A - A_k\|^2_F$ by Definition 2.4.2, giving the claim.

With Claim 2.4.4 in place, to prove the lemma, it suffices to show that (2.27) holds for all rank-$k$ projection matrices with probability $\geq 1 - \delta$. We will in fact show a stronger statement – that (2.27) holds for all projection matrices, with rank up to $n$. However, we do not need this stronger result in our final application of the lemma.

Let $m$ be the largest index with $\sigma_m(A)^2 \geq \frac{\epsilon^2}{k}\|A - A_k\|^2_F$ (and let $m = 0$ if no such singular value exists). Let $U_H \in \mathbb{R}^{n \times m}$ contain the top $m$ 'head' singular vectors of $A$ (the first $m$ columns of $U$ and let $U_T \in \mathbb{R}^{\text{rank}(A) - m}$ contain the remaining 'tail' singular vectors (the last $\text{rank}(A) - m$ columns of $U$). Let $C_H = U_HU_H^T C$ and $C_T = U_TU_T^T C$. $C_H$ is the projection of $C$ onto $A$'s top singular vectors. $C_T$ is correspondingly the projection onto $A$'s bottom singular vectors. Further, since the column span of $C$ is a subset of that of $A$ we have:

$$
C_H + C_T = C.
$$
Applying the triangle inequality we can bound the left hand side of (2.27) by:

\[ 
\|(I - P)(\tilde{A}^T \tilde{A} - C^T C)(I - P)\|_2 \leq \|(I - P)(C_H^T S_2 S_2^T C_H - C_H^T C_H)(I - P)\|_2 \\
+ \|(I - P)(C_H^T S_2 S_2^T C_T - C_H^T C_T)(I - P)\|_2 \\
+ 2\|(I - P)C_H^T S_2 S_2^T C_T(I - P)\|_2. 
\]  

(2.30)

We bound each of the terms in the above sum separately. Specifically we show:

Claim 2.4.5 (Head Term). With probability \( \geq 1 - \delta/4 \), for all orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[ 
\|(I - P)(C_H^T S_2 S_2^T C_H - C_H^T C_H)(I - P)\|_2 \leq \epsilon \|C(I - P)\|_2^2. 
\]

- Claim 2.4.6 (Tail Term). With probability \( \geq 1 - \delta/4 \), for all orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[ 
\|(I - P)(C_H^T S_2 S_2^T C_T - C_H^T C_T)(I - P)\|_2 \leq \frac{13\epsilon^2}{k} \|A - A_k\|_F^2. 
\]

Claim 2.4.7 (Cross Term). With probability \( \geq 1 - \delta/2 \), for all orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[ 
\|(I - P)C_H^T S_2 S_2^T C_T(I - P)\|_2 \leq \frac{10\epsilon}{k} \|A - A_k\|_F^2 + 4\epsilon \|C(I - P)\|_F^2. 
\]

Combining these three bounds, after adjusting constant factors on \( \epsilon \) by making the constants \( c \) and \( c' \) in the rank parameter \( k' \) and sample size \( t \) large enough, will give that (2.27) holds with probability \( \geq 1 - \delta \) and thus the lemma via Claim 2.4.4. For the remainder of the proof we thus fix \( c = 1 \) so \( k' = \lceil k/\epsilon^2 \rceil \).

**Head Term:**

We start by proving Claim 2.4.5. We first show that the ridge scores of \( A^{1/2} \) upper bound the row norms of \( U_H \) (which by Lemma 2.2.5 are equal to its leverage scores since it has orthonormal columns) and therefore the leverage scores of \( C_H \), since its columns lie within the column span of \( U_H \).

**Claim 2.4.8.** For any \( p \) with \( \sigma_p(A)^2 \geq \frac{1}{k} \|A - A_k\|_F^2 \):

\[ 
\sqrt{\frac{16n}{k}} \cdot \tau_i^k(A^{1/2}) \geq \|(U_p)_i\|_2^2, 
\]  

(2.31)
where \( U_p \in \mathbb{R}^{n \times p} \) has columns equal to the top \( p \) singular vectors of \( A \) (the first \( p \) columns of \( U \)) and \((U_p)_i\) is its \( i \)th row.

**Proof.** If \( p = 0 \) and so \( U_p \) contains no singular vectors, (2.31) is true vacuously since all row norms are 0 and all leverage scores are \( \geq 0 \). Otherwise we write:

\[
\tau^k_i(A) = a_i^T \left( A^2 + \frac{\|A - \Lambda_k\|_F^2}{k} I \right)^{-1} a_i
\]

\[
= e_i^T U \hat{\Sigma} U^T e_i,
\]

where \( \hat{\Sigma} \) is a diagonal matrix with \( \hat{\Sigma}_{j,j} = \frac{\sigma_j(A)^2}{\sigma_j(A)^2 + \frac{\|A - \Lambda_k\|_F^2}{k}} \). We can then write:

\[
\tau^k_i(A) = \sum_{j=1}^n U_{i,j}^2 \cdot \hat{\Sigma}_{j,j}
\]

\[
\geq \sum_{j=1}^p U_{i,j}^2 \cdot \hat{\Sigma}_{j,j}
\]

\[
\geq \sum_{j=1}^p \left( U_{i,j}^2 \cdot \frac{\sigma_j(A)^2}{2 \sigma_j(A)^2} \right) \quad \text{(By assumption, } \sigma_j(A)^2 \geq \sigma_p(A)^2 \geq \frac{1}{k} \|A - \Lambda_k\|_F^2 \text{)}
\]

\[
\geq \frac{1}{2} \sum_{j=1}^m U_{i,j}^2 = \frac{1}{2} \|(U_p)_i\|_2^2.
\]

This gives the claim since by Lemma 2.3.1 \( \tau^k_i(A) \leq 2 \sqrt{\frac{n}{k}} \hat{\tau}^k_i(A^{1/2}) \) so

\[
\|(U_p)_i\|_2^2 \leq 2 \tau^k_i(A) \leq 4 \sqrt{\frac{n}{k}} \hat{\tau}^k_i(A^{1/2}).
\]

\[\square\]

With Claim 2.4.8 in place we can now prove our head term bound, Claim 2.4.5.

**Proof of Claim 2.4.5.** We apply Lemma 2.4.8 with \( k' = \lceil k/\epsilon^2 \rceil \). Recall that we chose \( m \) such that \( \sigma_m(A)^2 \geq \frac{\epsilon^2}{k} \|A - \Lambda_k\|_F^2 \) and so \( \sigma_m^2(A) \geq \frac{1}{k} \|A - \Lambda_k\|_F^2 \). Additionally, we set in the statement of Lemma 2.4.3, \( \ell_i = \sqrt{\frac{16n}{k'}} \cdot \tilde{\tau}^k_i(A^{1/2}) \). So Claim 2.4.8 gives:

\[
\ell_i = \sqrt{\frac{16n}{k'}} \cdot \tilde{\tau}^k_i(A^{1/2}) \geq \|(U_m)_i\|_2^2 = \|(U_H)_i\|_2^2.
\]

(2.32)

As shown in Lemma 2.2.5, since \( C_H \) is spanned by the columns of \( U_H \), its row leverage scores are upper bounded by the row norms of \( U_H \). Formally:
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Corollary 2.4.9. \( \ell_i(C_H) \leq \|(U_H)_i\|_2^2 \).

Corollary 2.4.9 combined with (2.32) gives \( \tilde{\ell}_i \geq \ell_i(C_H) \). Further, \( t \geq \frac{c' \log(n/\delta)}{\epsilon^2} \). \( \sum_i \tilde{\ell}_i \) so if we set \( c' \) large enough, we have by the matrix Chernoff bound of Lemma 2.2.6, with probability \( \geq 1 - \delta/4 \):

\[
(1 - \epsilon)C_H^T C_H \preceq C_H^T S_2 S_2^T C_H \prec (1 + \epsilon)C_H^T C_H. 
\]

(2.33)

This in turn gives that for any \( P \in \mathbb{R}^{\times n} \),

\[
\|(I - P)(C_H^T S_2 S_2^T C_H - C_H^T C_H)(I - P)\|_2 \leq \epsilon \|(I - P)C_H^T C_H(I - P)\|_2 \\
= \epsilon \|C_H(I - P)\|_2^2 \\
\leq \epsilon \|C(I - P)\|_2^2, \quad (2.34)
\]

yielding Claim 2.4.5

Note that while \( C_H \) is a random variable that depends on the choice of the column sampling matrix \( S_1 \), Claim 2.4.5 holds for any \( S_1 \).

Tail Term:

We next prove the tail bound of Claim 2.4.6.

Proof of Claim 2.4.6. We can loosely bound via the triangle inequality and the fact that for any projection matrix \( P \), \( \|I - P\|_2 \leq 1 \):

\[
\|(I - P)(C_H^T S_2 S_2^T C_T - C_T^T C_T)(I - P)\|_2 \leq \|C_H^T S_2 S_2^T C_T - C_T^T C_T\|_2 \\
\leq \|S_2 C_T\|_2^2 + \|C_T\|_2^2. \quad (2.35)
\]

Since \( k' = \lceil k/\epsilon^2 \rceil \), recalling that we let \( x_i \) denote the \( i^{th} \) column of \( A^{1/2} \):

\[
\tilde{\ell}_i = \sqrt{\frac{16n}{k'}} \cdot \tau_i k' (A^{1/2}) = \sqrt{\frac{16n}{k'}} x_i^T \left( A + \frac{\|A^{1/2} - A_{k'}^{1/2}\|_F^2}{k'} \right)^+ x_i \\
\geq x_i^T \left( A + \frac{\|A^{1/2} - A_{k'}^{1/2}\|_F^2}{\sqrt{n k'}} \right)^+ x_i \\
= \tau_i \lambda (A^{1/2})
\]

for \( \lambda = \frac{\|A^{1/2} - A_{k'}^{1/2}\|_F^2}{\sqrt{n k'}} \leq \frac{\epsilon \|A^{1/2} - A_{k'}^{1/2}\|_F^2}{\sqrt{n k'}} \) by Definition 2.2.1. Thus for \( S = S_1 \) or \( S = S_2 \), for sufficiently large \( c' \) in our sample size \( t \geq \frac{c' \log(n/\delta)}{\epsilon^2} \cdot \sum_i \tilde{\ell}_i \), by the ridge leverage
score matrix Chernoff bound of Corollary 2.2.11, with probability \( \geq 1 - \delta/4 \),

\[
(1 - \epsilon)A^{1/2}SS^T A^{1/2} - \frac{\epsilon\|A^{1/2} - A_k^{1/2}\|_F^2}{\sqrt{nk}} \preceq A \preceq (1 + \epsilon)A^{1/2}SS^T A^{1/2} + \frac{\epsilon\|A^{1/2} - A_k^{1/2}\|_F^2}{\sqrt{nk}}.
\]

If (2.36) holds, which occurs with probability \( \geq 1 - \delta/4 \), we have:

\[
s^2_1(S^T A^{1/2}(I - U_T U_T^T)) \leq (1 + \epsilon)s^2_1(A^{1/2}(I - U_T U_T^T)) + \frac{\epsilon\|A^{1/2} - A_k^{1/2}\|_F^2}{\sqrt{nk}}
\]

and so,

\[
\|S_2^T C_T\|_2^2 = \|S_2^T (I - U_T U_T^T)A S_1\|_2^2 \\
\leq s^2_1(S^T A^{1/2}(I - U_T U_T^T)) \cdot s^2_1((I - U_T U_T^T)A^{1/2}S_1) \\
\leq 2(1 + \epsilon)^2 s^2_1(A^{1/2}(I - U_T U_T^T)^T) + \frac{2\epsilon^2\|A^{1/2} - A_k^{1/2}\|_F^4}{nk} \\
\leq 8\|A(I - U_T U_T^T)\|_2^2 + \frac{2\epsilon^2\|A - A_k\|_F^2}{k} \\
\leq \frac{10\epsilon^2\|A - A_k\|_F^2}{k}.
\]

The first bound is via submultiplicativity of the spectral norm. The second is via the arithmetic-geometric mean inequality. The third follows from the fact that \( \|A^{1/2} - A_k^{1/2}\|_F^2 \leq n\|A - A_k\|_F^2 \) by an \( \ell_1/\ell_2 \) bound and the last follows from the fact that \( \|A(I - U_T U_T^T)\|_2^2 \leq \frac{\epsilon^2\|A - A_k\|_F^2}{k} \) by our choice of \( m \) and hence of \( U_H \) and \( U_T \). Similarly:

\[
\|C_T\|_2^2 = s^2_1((I - U_T U_T^T)A S_1) \\
\leq s^2_1(S^T A^{1/2}(I - U_T U_T^T)) \cdot s^2_1(A^{1/2}(I - U_T U_T^T)) \\
\leq (1 + \epsilon)s^2_1(A^{1/2}(I - U_T U_T^T)) + \frac{\epsilon\|A^{1/2} - A_k^{1/2}\|_F^2}{\sqrt{nk}} \cdot s^2_1(A^{1/2}(I - U_T U_T^T)) \\
\leq \frac{3\epsilon^2\|A - A_k\|_F^2}{k}.
\]

Overall, plugging (2.37) and (2.38) back into (2.35) gives, for every projection matrix \( P \in \mathbb{R}^{n \times n} \):

\[
\|(I - P)(C_T^T S_2 S_2^T C_T - C_T^T C_T)(I - P)\|_2 \leq \frac{13\epsilon^2}{k} \|A - A_k\|_F^2.
\]

This bound holds as long as (2.36) does, which happens with probability \( \geq 1 - \delta/4 \),
yielding the claim.

**Cross Term:**

We finally prove our cross term bound, Claim 2.4.7.

**Proof of Claim 2.4.7.** By submultiplicativity of the spectral norm:

\[
\|(I - P)C_T^T S_2 S_2^T C_H(1 - P)\|_2 \leq \|C_T^T S_2\|_2 \cdot \|S_2^T C_H(1 - P)\|_2. \tag{2.40}
\]

As shown above for our tail bound, if (2.36) holds (which happens with probability \(\geq 1 - \delta/4\)), \(\|C_T^T S_2\|_2 \leq \sqrt{16c^2 \|A - A_k\|_F^2}\). Further, if (2.33) holds, which also happens with probability \(\geq 1 - \delta/4\), then for any \(P \in \mathbb{R}^{n \times n}\),

\[
\|S_2^T C_H(1 - P)\|_2 \leq (1 + \epsilon)\|C_H(1 - P)\|_2.
\]

Plugging these bounds back into (2.40), with probability \(\geq 1 - \delta/2\):

\[
\|(I - P)C_T^T S_2 S_2^T C_H(1 - P)\|_2 \leq \frac{10c^2}{k} \|A - A_k\|_F \cdot (1 + \epsilon)\|C_H(1 - P)\|_2 \\
\leq \frac{10c}{k} \|A - A_k\|_F^2 + 4\epsilon \|C(I - P)\|_F^2, \tag{2.41}
\]

where the last bound follows form the arithmetic-geometric mean inequality.

**Completing the proof of Lemma 2.4.3:**

With Claims 2.4.5, 2.4.6, and 2.4.7 in place, by a union bound, with probability \(\geq 1 - \delta\), using the decomposition of (2.30) we have:

\[
\|(I - P)(\tilde{A}^T - C^T C)(I - P)\|_2 \leq \|C(I - P)(C_T^T S_2 S_2^T C_H - C_T^T C_H)(I - P)\|_2 \\
+ \|(I - P)(C_T^T S_2 S_2^T C_T - C_T^T C_T)(I - P)\|_2 \\
+ 2\|\|C(I - P)(C_T^T S_2 S_2^T C_T - C_T^T C_T)\|_2 \\
\leq \epsilon \|C(I - P)\|_2^2 + \frac{13c^2}{k} \|A - A_k\|_F^2 + \frac{20c}{k} \|A - A_k\|_F^2 + 8\epsilon \|C(I - P)\|_F^2 \\
\leq 9\epsilon \|C(I - P)\|_2^2 + \frac{33c}{k} \|A - A_k\|_F^2.
\]

By Claim 2.4.4 this gives that \(\tilde{A}\) is a \((33c, \alpha, k)\)-spectral PCP of \(C = AS_1\) with \(\alpha = \frac{33c}{k} \|A - A_k\|_F^2\). This gives Lemma 2.4.3 after adjusting constants on \(\epsilon\) by setting \(c, c'\) in the lemma statement sufficiently large.
2.4.4 Frobenius Norm Projection-Cost-Preservation

We now prove Lemma 2.4.1, showing that, with probability \( \geq 1 - \delta/8 \), \( A S_1 \) is an \((\epsilon, k)\)-PCP of \( A \) (Definition 2.1.3) and in turn \( S^T_2 A S_1 \) is an \((\epsilon, 18/\delta, k)\)-PCP of \( A S_1 \) (Definition 2.1.4). The proof is quite similar to that of Lemma 2.4.3.

Proof of Lemma 2.4.1. Again denote \( C = A S_1 \) and write the singular value decomposition \( A = U \Sigma U^T \). Let \( m \) be the largest index with \( \sigma_m(A)^2 \geq \frac{\epsilon}{k} \| A - A_k \|_F^2 \). Let \( U_H \in \mathbb{R}^{n \times m} \) contain the top \( m \) singular of \( A \) (the first \( m \) columns of \( U \) and let \( U_T \in \mathbb{R}^{n \times \text{rank}(A) - m} \) contain the remaining ‘tail’ singular vectors. Let \( C_H = U_H U_H^T C \) and \( C_T = U_T U_T^T C \) and note that \( C_H + C_T = C \). Again, throughout the proof we fix \( c = 1 \) so \( k' = \lceil k/\epsilon \rceil \). We prove the result up to constant factors on \( \epsilon \), which we can then remove by setting \( c, c' \) large enough.

We first claim that \( A S_1 \) is an \((\epsilon, k)\)-PCP of \( A \).

Claim 2.4.10. With probability \( \geq 1 - \delta/8 \), \( C = A S_1 \) is an \((\epsilon, k)\)-PCP of \( A \) (Definition 2.1.3).

Proof. \( \tilde{\ell}_i = \sqrt{\frac{16n}{k'}} \tau_i^{k'}(A^{1/2}) \). By the assumption that \( \tau_i^{k'}(A^{1/2}) \geq \tau_i^{k'}(A^{1/2}) \) for all \( i \) and Lemma 2.3.1 this gives, for all \( i \)

\[
\tilde{\ell}_i \geq \sqrt{\frac{16n}{k'}} \tau_i^{k'}(A^{1/2}) \geq \tau_i^{k'}(A) \geq \tau_i^{k}(A).
\]

By Lemma 2.2.12, since \( S_1 \) samples \( t \geq \frac{c' \log n}{\delta} \sum_i \tilde{\ell}_i \) columns, if \( c' \) is large enough, with probability \( \geq 1 - \delta/8 \), \( C = A S_1 \) is an \((\epsilon, k)\)-PCP of \( A \).

We also use the following bound, which holds if \( C \) is an \((\epsilon, k)\)-PCP of \( A \).

Claim 2.4.11. If \( C \) is an \((\epsilon, k)\)-PCP of \( A \) then:

1. \( \| A - A_k \|_F^2 \leq (1 + 2\epsilon) \| C - C_k \|_F^2 \).
2. \( \| C_T \|_F^2 \leq (1 + 7\epsilon) \| C - C_k \|_F^2 \).

Proof. We prove the two conclusions of the claim separately.

Conclusion 1: Letting \( Z \in \mathbb{R}^{n \times k} \) contain as its columns \( C \)'s top \( k \) singular vectors, we have from Definition 2.1.3:

\[
\| (I - ZZ^T) A \|_F^2 \leq \frac{1}{1 - \epsilon} \| (I - ZZ^T) C \|_F^2 \leq (1 + 2\epsilon) \| C - C_k \|_F^2.
\]
for $\epsilon \in (0, 1/2]$. The conclusion follows since $\|A - A_k\|_F^2 \leq \|(I - ZZ^T)A\|_F^2$ since $A_k$ is the best rank-$k$ approximation to $A$.

**Conclusion 2:** Recall that $m$ is set to the largest index with $\sigma_m(A)^2 \geq \frac{\epsilon}{k} \|A - A_k\|_F^2$. Consider first the case in which $m \geq k$. In this case:

$$\|A - UHU^T A\|_F^2 = \|A - A_m\|_F^2 \leq \|A - A_k\|_F^2. \tag{2.42}$$

Next consider the case in which $m < k$. In this case, by definition, $\sigma_m(A)^2 \leq \frac{\epsilon}{k} \|A - A_k\|_F^2$,

$$\|A - UHU^T A\|_F^2 = \|A - A_m\|_F^2 \leq \|A - A_k\|_F^2 + (k - m) \sigma_m(A)^2$$

$$\leq (1 + \epsilon) \|A - A_k\|_F^2. \tag{2.43}$$

Using Definition 2.1.3 we have since $UHU^T$ is a rank-$k$ projection matrix:

$$\|C_T\|_F^2 = \|C - C_H\|_F^2 = \|C - UHU^T C\|_F^2$$

$$\leq (1 + \epsilon) \|A - UHU^T A\|_F^2$$

$$\leq (1 + \epsilon)^2 \|A - A_k\|_F^2. \tag{2.44}$$

where the last bound follows from (2.42) and (2.43) Let $Z \in \mathbb{R}^{n \times k}$ contain as its columns $C$’s top $k$ singular vectors. Again using Definition 2.1.3 and (2.44) we have:

$$\|C_T\|_F^2 \leq (1 + \epsilon) \|A - A_k\|_F^2$$

$$\leq (1 + \epsilon)^2 \|(I - ZZ^T)A\|_F^2$$

$$\leq \frac{(1 + \epsilon)^2}{1 - \epsilon} \|(I - ZZ^T)C\|_F^2$$

$$\leq (1 + 7\epsilon) \|C - C_k\|_F^2 \tag{2.45}$$

for $\epsilon \in (0, 1/2]$. This completes the claim. \qed

We next show that $S_2^T AS_1$ is a PCP for $C = AS_1$ with high probability. By the Pythagorean theorem:

$$\|C(I - P)\|_F^2 = \|C_H(I - P)\|_F^2 + \|C_T(I - P)\|_F^2.$$
Expanding using the identity \( \|M\|_F^2 = \text{tr}(M^T M) \) we can write

\[
\|\tilde{A}(I - P)\|_F^2 = \|S_H^T C_H (I - P)\|_F^2 + \|S_T^T C_T (I - P)\|_F^2 \\
+ 2 \text{tr} \left((I - P)C_H^T S_H S_T^T C_T (I - P)\right). \tag{2.46}
\]

As in the proof of Lemma 2.4.3 we bound each of the terms in (2.46) separately. Specifically we show:

**Claim 2.4.12 (Head Term).** With probability \( \geq 1 - \delta/8 \), for all rank-\( k \) orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[
(1 - \epsilon)\|C_H (I - P)\|_F^2 \leq \|S_H^T C_H (I - P)\|_F^2 \leq (1 + \epsilon)\|C_H (I - P)\|_F^2.
\]

**Claim 2.4.13 (Tail Term).** With probability \( \geq 1 - \delta/2 \), there is some fixed \( E \) with \( |E| \leq 18/\delta \cdot \|C - C_k\|_F^2 \) such that, for all rank-\( k \) projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[
\|C_T (I - P)\|_F^2 - 40\epsilon\|C - C_k\|_F^2 \leq \|S_T^T C_T (I - P)\|_F^2 + E \leq \|C_T (I - P)\|_F^2 + 40\epsilon\|C - C_k\|_F^2.
\]

**Claim 2.4.14 (Cross Term).** With probability \( \geq 1 - \delta/4 \), for all rank-\( k \) orthogonal projection matrices \( P \in \mathbb{R}^{n \times n} \),

\[
|\text{tr} \left((I - P)C_H^T S_H S_T^T C_T (I - P)\right)| \leq 5\epsilon\|C (I - P)\|_F^2.
\]

**Head Term:**

**Proof of Claim 2.4.12.** By Claim 2.4.8 applied to \( k^* = \lceil k/\epsilon \rceil \), since by definition \( \sigma_m(A)^2 \geq \frac{2}{k}\|A - A_k\|_F^2 \geq \frac{1}{k^*}\|A - A_k\|_F^2 \):

\[
\tilde{\ell}_i = \sqrt{\frac{16n \epsilon}{k}} \cdot \tilde{\tau}_i (A^{1/2}) \\
\geq \sqrt{\frac{16n}{k^*}} \cdot \tau_i (A^{1/2}) \\
\geq \| (U_H)_{i1}\|_2^2. \tag{2.47}
\]

Further, by Corollary 2.4.9 since \( U_H \) is an orthonormal matrix that spans the columns of \( C_H \) we have \( \ell_i(C_H) \leq \|(U_H)_{i1}\|_2^2 \) for all \( i \). Thus \( \tilde{\ell}_i \geq \ell_i(C_H) \) for all \( i \). Since \( t \geq \frac{c' \log n}{\delta \epsilon^2} \cdot \sum_i \tilde{\ell}_i \), if we set \( c' \) large enough, by the matrix Chernoff bound of Lemma

67
2.2.6, with probability $\geq 1 - \delta/8$:

$$(1 - \epsilon)C_H^T C_H \preceq C_H^T S_2^T S_2^T C_H \prec (1 + \epsilon)C_H^T C_H.$$ 

This gives, for every $P \in \mathbb{R}^{n \times n}$:

$$(1 - \epsilon)\|C_H(I - P)\|_F^2 \leq \|S_2^T C_H(I - P)\|_F^2 \leq (1 + \epsilon)\|C_H(I - P)\|_F^2,$$

yielding the claim. \qed

Tail Term:

**Proof of Claim 2.4.13.** To prove the claim we need to show that, with probability $\geq 1 - \delta/2$, there is some fixed $E$ with $|E| \leq 18/\delta \cdot \|C - C_k\|_F^2$ such that, for all rank-$k$ orthogonal projection matrices $P \in \mathbb{R}^{n \times n}$,

$$\|C_T(I - P)\|_F^2 - 40\epsilon\|C - C_k\|_F^2 \leq \|S_2^T C_T(I - P)\|_F^2 + E \leq \|C_T(I - P)\|_F^2 + 40\epsilon\|C - C_k\|_F^2.$$ 

We again split using Pythagorean theorem,

$$\|S_2^T C_T(I - P)\|_F^2 = \|S_2^T C_T\|_F^2 - \|S_2^T C_T P\|_F^2.$$ 

(2.48)

We set $E = \|C_T\|_F^2 - \|S_2^T C_T\|_F^2$. We have

$$\mathbb{E}[\|S_2^T C_T\|_F^2] = \|C_T\|_F^2 \leq (1 + 7\epsilon)\|C - C_k\|_F^2,$$

where the last bound follows from Claim 2.4.11 if $C$ is an $(\epsilon, k)$-PCP for $A$. Thus by a Markov bound, with probability $\geq 1 - \delta/4$,

$$|E| \leq \frac{4}{\delta} \cdot (1 + 7\epsilon)\|C - C_k\|_F^2 \leq \frac{18}{\delta}\|C - C_k\|_F^2,$$

since $\epsilon \in (0, 1/2]$. Additionally, we have, with probability $\geq 1 - \delta/8$,

$$\|C_T\|^2 \leq \frac{10\epsilon}{k}\|A - A_k\|_F^2 \text{ and } \|S_2^T C_T\|_F^2 \leq \frac{10\epsilon}{k}\|A - A_k\|_F^2$$

by an identical argument to that used for Claim 2.4.6. This gives, for every rank-$k$
projection $P$:

$$
\|S_2^T C_T P\|_F^2 - \|C_T P\|_F^2 \leq k(\|S_2^T C_T\|_F^2 + \|C_T\|_F^2)
\leq 20 \epsilon \|A - A_k\|_F^2
\leq 40 \epsilon \|C - C_k\|_F^2,
$$  \hspace{1cm} (2.49)

where the last bound follows from conclusion (1) of Claim 2.4.11 if $C$ is an $(\epsilon, k)$-PCP of $A$. Overall, union bounding over the probability that $|E| \leq \frac{18}{\delta} \|C - C_k\|_F^2$, that $C$ is an $(\epsilon, k)$-PCP for $A$, and that (2.49), we have with probability $\geq 1 - \delta/2$, for all rank-$k$ projection matrices $P$:

$$
\|S_2^T C_T (I - P)\|_F^2 = \|S_2^T C_T\|_F^2 - \|S_2^T C_T P\|_F^2
= \|C_T\|_F^2 - E - \|C_T P\|_F^2 - (\|S_2^T C_T P\|_F^2 - \|C_T P\|_F^2)
= \|C_T (I - P)\|_F^2 - E - (\|S_2^T C_T P\|_F^2 - \|C_T P\|_F^2).
$$

Applying (2.49) then yields the claim.

\[\Box\]

Cross Term:

**Proof of Claim 2.4.14.** We want to show that, with probability $\geq 1 - \delta/4$, for all rank-$k$ orthogonal projection matrices $P \in \mathbb{R}^{n \times n}$,

$$
|\text{tr} ((I - P) C_H^T S_2 S_2^T C_T (I - P))| \leq 2 \epsilon \|C(I - P)\|_F^2.
$$  \hspace{1cm} (2.50)

We can write:

$$
|\text{tr} ((I - P) C_H^T S_2 S_2^T C_H (I - P))| = |\text{tr} (C_H^T S_2 S_2^T C_H (I - P))|
= |\text{tr} (C_H^T S_2 S_2^T C_H (C^T C)^+ (C^T C)(I - P))|
$$

where the first step follows from the cyclic property of trace and the fact that $(I - P) = (I - P)^2$ since $P$ is a projection matrix. The second step follows from inserting $(C^T C)^+ (C^T C)$, which is the projection onto the row span of $C$ has no effect as the rows of $C_H = U_H U_H^T C$ already lie in this span. $\langle M, N \rangle = \text{tr}(M(C^T C)^+ N^T)$ is a semi-inner product since $C^T C$ is positive semidefinite, so by Cauchy-Schwarz:

$$
|\text{tr} ((I - P) C_H^T S_2 S_2^T C_H (I - P))| \leq \|C_H^T S_2 S_2^T C_H (C^T C)^{+/2}\|_F \cdot \|C(I - P)\|_F.
$$  \hspace{1cm} (2.51)
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Using the singular value decomposition $\mathbf{C} = \mathbf{XSY}^T$, we can rewrite (2.51) as:

$$\left| \text{tr} \left( \mathbf{C}^T \mathbf{S}_2^T \mathbf{S}_2 \mathbf{C}_H (\mathbf{I} - \mathbf{P}) \right) \right| \leq \| \mathbf{C}^T \mathbf{S}_2^T \mathbf{U}_H \mathbf{U}_H^T \mathbf{X} \|_F \cdot \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F$$

$$\leq \| \mathbf{C}^T \mathbf{S}_2^T \mathbf{U}_H \|_F \cdot \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F. \quad (2.52)$$

As shown in (2.47) in the proof of Claim 2.4.12, $\tilde{\ell}_i \geq \| (\mathbf{U}_H)_i \|_2^2$. Further, $t \geq \frac{\sigma'}{\delta^2}$. If $c'$ is large enough, then applying the approximate matrix multiplication result of Lemma 2.2.16, with probability $\geq 1 - \delta/8$:

$$\| \mathbf{C}^T \mathbf{S}_2^T \mathbf{U}_H \|_F \leq \epsilon \| \mathbf{C}_T \|_F.$$

Plugging this bound into (2.51) and (2.52) we have, with probability $\geq 1 - \delta/8$,

$$\left| \text{tr} \left( (\mathbf{I} - \mathbf{P}) \mathbf{C}^T \mathbf{S}_2^T \mathbf{S}_2 \mathbf{C}_H (\mathbf{I} - \mathbf{P}) \right) \right| \leq \epsilon \| \mathbf{C}_T \|_F \cdot \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F.$$

Further, since by Claim 2.4.10, with probability $\geq 1 - \delta/8$, $\mathbf{C} = \mathbf{A} \mathbf{S}_1$ is an $(\epsilon, k)$-PCP of $\mathbf{A}$, using conclusion (2) of Claim 2.4.11, for any rank-$k$ $\mathbf{P}$,

$$\| \mathbf{C}_T \|_F \leq (1 + 7\epsilon) \| \mathbf{C} - \mathbf{C}_k \|_F$$

$$\leq (1 + 7\epsilon) \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F.$$

Via a union bound, we thus have that with probability $\geq 1 - \delta/4$:

$$\left| \text{tr} \left( (\mathbf{I} - \mathbf{P}) \mathbf{C}^T \mathbf{S}_2^T \mathbf{S}_2 \mathbf{C}_H (\mathbf{I} - \mathbf{P}) \right) \right| \leq \epsilon (1 + 7\epsilon) \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F^2$$

$$\leq 5\epsilon \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F^2,$$

for $\epsilon \in (0, 1/2]$, which completes the claim.

\[ \square \]

**Completing the Proof of Lemma 2.4.1:**

We now complete the lemma using Claims 2.4.10, 2.4.12, 2.4.13, and 2.4.14. Via a union bound, with probability $\geq 1 - \delta$, the bounds in all claims hold. We thus have using (2.46), for $E$ with $|E| \leq 18/\delta \| \mathbf{C} - \mathbf{C}_k \|_F^2$:

$$\| \tilde{\mathbf{A}}(\mathbf{I} - \mathbf{P}) \|_F^2 = \| \mathbf{S}_2^T \mathbf{C}_H (\mathbf{I} - \mathbf{P}) \|_F^2 + \| \mathbf{S}_2^T \mathbf{C}_T (\mathbf{I} - \mathbf{P}) \|_F^2$$

$$+ 2 \text{tr} \left( (\mathbf{I} - \mathbf{P}) \mathbf{C}^T \mathbf{S}_2^T \mathbf{S}_2 \mathbf{C}_T (\mathbf{I} - \mathbf{P}) \right)$$

$$\leq (1 + \epsilon) \| \mathbf{C}_H (\mathbf{I} - \mathbf{P}) \|_F^2 + \| \mathbf{C}_T (\mathbf{I} - \mathbf{P}) \|_F^2 + 40\epsilon \| \mathbf{C} - \mathbf{C}_k \|_F^2 + 10\epsilon \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F^2$$

$$\leq (1 + 51\epsilon) \| \mathbf{C}(\mathbf{I} - \mathbf{P}) \|_F^2 + E.$$
Similarly,
\[
\|\tilde{A}(I - P)\|_F^2 \geq (1 - \epsilon)\|CH(I - P)\|_F^2 + \|CT(I - P)\|_F^2 + E - 40\epsilon\|C - C_k\|_F^2 - 10\epsilon\|C(I - P)\|_F^2 \\
\geq (1 - 51\epsilon)\|C(I - P)\|_F^2 + E.
\]
This gives the lemma by adjusting constants on \(\epsilon\) by making \(c\) and \(c'\) large enough.  

\section{2.5 Full Low-Rank Approximation Algorithm}

We are finally ready to give our main algorithm for relative error low-rank approximation of PSD matrices in \(\tilde{O}(n \\text{poly}(k/\epsilon))\) time, Algorithm 1. In Section 2.5.1 we give pseudocode for and an analysis of the basic algorithm. In Section 2.5.2 we show how this algorithm can be modified to satisfy the stronger requirement that the outputted low-rank approximation is itself PSD. This requirement is often desired in applications, such as in kernel methods in machine learning [DM05, GM13].

\subsection{2.5.1 Basic Algorithm}

For constants \(c, c'\), we set\( k_1 \equiv \lceil ck/\epsilon \rceil \) and estimate the both the rank-\(k\) and rank-\(c'k_1\) ridge leverage scores of \(A^{1/2}\) using the algorithm of Lemma 2.2.17 (Step 1). If \(c, c'\) are sufficiently large, sampling by the sum of these scores (Steps 2-3) ensures that \(AS_1\) is an \((\epsilon, k)\)-PCP for \(A\) and simultaneously, by applying Lemmas 2.4.1 and 2.4.3 that \(\tilde{A} = S_2^TAS_1\) is a row PCP in both spectral and Frobenius norm with rank \(k_1\) and error \(\epsilon = 1/2\) for \(AS_1\).

In conjunction, these guarantees ensure that we can apply an input sparsity time algorithm to \(\tilde{A}\) (Step 4) to find a rank-\(k_1\) \(Z \in \mathbb{R}^{d \times k_1}\) satisfying:
\[
\|AS_1 - AS_1ZZ^T\|_2^2 = O\left(\|AS_1 - (AS_1)_{k_1}\|_2^2 + \frac{1}{k_1}\|A - A_k\|_F^2\right) \\
= O\left(\frac{\epsilon}{k}\|A - A_k\|_F^2\right),
\]
where the final bound holds since \(k_1 = \Theta(k/\epsilon)\). It is not hard to show that, due to this strong spectral norm bound, projecting \(AS_1\) to \(Z\) and taking the best rank-\(k\) approximation in the span gives a near-optimal Frobenius norm low-rank approximation to \(AS_1\) and hence \(A\) since \(AS_1\) is an \((\epsilon, k)\)-PCP of \(A\).

We still cannot afford to read \(AS_1\) in its entirety, so we employ a number of standard leverage score sampling techniques to perform this projection approximately.
In Step 5, we sample $\tilde{O}(k/\epsilon^2)$ columns of $AS_1$ using the leverage scores of $Z$ (its row norms since it is an orthonormal matrix) to form $AS_1S_3$. We argue that there is a good rank-$k$ approximation to $AS_1$ lying in both the column span of $AS_1S_3$ and the row span of $Z^T$. In Step 6 we find a near-optimal such approximation by further sampling $\tilde{O}(k/\epsilon^4)$ rows $AS_1$ by the leverage scores of $AS_1S_3$ (the row norms of $V$, an orthonormal basis for its span), and computing the best rank-$k$ approximation to the sampled matrix falling in the column span of $AS_1S_3$ and the row span of $Z^T$.

Finally, in Step 7 we approximately project $A$ itself to the span of this rank-$k$ approximation by first sampling by the leverage scores of the approximation (the row norms of $M$) and projecting.

The main result of this section bounds the runtime and approximation guarantees of Algorithm 1:

**Theorem 2.5.1 (Sublinear Time Low-Rank Approximation).** Given any PSD $A \in \mathbb{R}^{n \times n}$, for sufficiently large constants $c, c', c_1, c_2, c_3, c_4, c_5$, for any $k \in \mathbb{Z}^{\geq 1}$ and $\epsilon, \delta \in (0, 1/2]$, Algorithm 1 accesses $O\left(\frac{n k \log^2(n)}{\delta^2 \epsilon^{2(\omega-1)}} + \sqrt{n k^{1.5}} \cdot \log n \cdot \log k \cdot \text{poly}(1/\epsilon, 1/\delta)\right)$ entries of $A$, runs in

$$\tilde{O}\left(\frac{nk^{1.5}}{\delta^2 \epsilon^{2(\omega-1)}} + \sqrt{n k^{1.5}} \cdot \text{poly}(1/\epsilon, 1/\delta)\right)$$

time, and with probability $\geq 1 - \delta$ outputs $M, N \in \mathbb{R}^{n \times k}$ with:

$$\|A - MN^T\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.$$
Algorithm 1 PSD Low-Rank Approximation

1. Let $k_1 = [ck/\epsilon]$. Compute, with probability $\geq 1 - \delta/5$, using the algorithm of Lemma 2.2.17, $	ilde{\tau}_i^k(A^{1/2})$ and $\tilde{\tau}_i^{c^2k_1}(A^{1/2})$ satisfying for all $i \in [n]$:

- $\tilde{\tau}_i^k(A^{1/2}) \leq \tilde{\tau}_i^k(A^{1/2}) \leq 3 \tilde{\tau}_i^k(A^{1/2})$.
- $\tilde{\tau}_i^{c^2k_1}(A^{1/2}) \leq \tilde{\tau}_i^{c^2k_1}(A^{1/2}) \leq 3 \tilde{\tau}_i^{c^2k_1}(A^{1/2})$.

2. Set $\ell_i^{(1)} = \sqrt{k_1 \tilde{\tau}_i^k(A^{1/2}) + \sqrt{\frac{n}{k_1} \tilde{\tau}_i^{c^2k_1}(A^{1/2})}}$ and $\ell_i^{(2)} = \sqrt[k_1]{\frac{n}{k_1} \tilde{\tau}_i^{c^2k_1}(A^{1/2})}$. Set $p_i^{(1)} = \frac{\ell_i^{(1)}}{\sum_i \ell_i^{(1)}}$ and $p_i^{(2)} = \frac{\ell_i^{(2)}}{\sum_i \ell_i^{(2)}}$.

3. Set $t_1 = c_1 \log \frac{n}{\delta \epsilon^2} \sum_i p_i^{(1)}$ and $t_2 = c_2 \log \frac{n}{\delta} \sum_i p_i^{(2)}$. Sample $S_1 \in \mathbb{R}^{n \times t_1}$ whose $j$th column is set to $\frac{1}{\sqrt{t_1 p_i^{(1)}}} e_i$ with probability $p_i^{(1)}$. Sample $S_2 \in \mathbb{R}^{n \times t_2}$ analogously using $p_i^{(2)}$.

4. Let $\tilde{A} = S_2^T A S_1$, and use an input sparsity time algorithm [CW13] to compute orthonormal $Z \in \mathbb{R}^{t_1 \times k_1}$ satisfying, with probability $\geq 1 - \delta/5$ the spectral guarantee:

$$\|\tilde{A} - \tilde{A} Z Z^T\|_F^2 \leq 2 \|\tilde{A} - \tilde{A}_{k_1}\|_2^2 + \frac{\delta}{k_1} \|\tilde{A} - \tilde{A}_{k_1}\|_F^2.$$

5. Let $t_3 = c_3 \left( \frac{k \log (k/\epsilon)}{\epsilon} + \frac{k}{\delta \epsilon^2} \right)$, set $p_i^{(3)} = \frac{\|z_i\|_2^2}{\|Z\|_F^2}$, and sample $S_3 \in \mathbb{R}^{t_1 \times t_3}$ where the $j$th column is set to $\frac{1}{\sqrt{t_3 p_i^{(3)}}} e_i$ with probability $p_i^{(3)}$. Compute $V \in \mathbb{R}^{n \times t_3}$ which is an orthonormal basis for the column span of $A S_1 S_3$.

6. Let $p_i^{(4)} = \frac{\|v_i\|_2^2}{\|V\|_F^2}$ and $t_4 = c_4 \left( \frac{t_3 \log t_3}{\epsilon^2} + \frac{t_3}{\delta \epsilon^2} \right)$. Sample $S_4 \in \mathbb{R}^{n \times t_4}$ where the $j$th column is set to $\frac{1}{\sqrt{t_4 p_i^{(4)}}} e_i$ with probability $p_i^{(4)}$. Compute $W \in \mathbb{R}^{t_3 \times t_1}$ satisfying:

$$W = \arg\min_{\|W\|_F^2 = k} \|S_4^T A S_1 S_3 W Z^T - S_4^T A S_1\|_F^2.$$

7. Compute an orthonormal basis $M \in \mathbb{R}^{n \times k}$ for the column span of $A S_1 S_3 W$. Let $t_5 = c_5 (k \log k + \frac{k}{\delta \epsilon^2})$, set $p_i^{(5)} = \frac{\|m_i\|_2^2}{\|M\|_F^2}$. Sample $S_5 \in \mathbb{R}^{n \times t_5}$ where the $j$th column is set of $\frac{1}{\sqrt{t_5 p_i^{(5)}}} e_i$ with probability $p_i^{(5)}$. Solve:

$$N = \arg\min_{N \in \mathbb{R}^{n \times k}} \|S_5^T M N Z^T - S_5^T A\|_F^2.$$

8. Return $M, N \in \mathbb{R}^{n \times k}$.
The proof of Theorem 2.5.1 breaks down into a number of steps. We first show:

**Lemma 2.5.2.** For sufficiently large constants \( c', c_1, c_2 \), with probability \( \geq 1 - \delta/5 \),

1. \( \mathbf{A}^* \) is an \((\varepsilon, k)\)-PCP of \( \mathbf{A} \) (Definition 2.1.3).

2. \( \tilde{\mathbf{A}} = \mathbf{S}_1^T \mathbf{A}^* \) is a \((1/2, c_6/\delta, k_1)\)-PCP of \( \mathbf{A}^* \) (Definition 2.1.4) for some constant \( c_6 \).

3. \( \tilde{\mathbf{A}} = \mathbf{S}_2^T \mathbf{A}^* \) is a \((1/2, \alpha, k_1)\)-spectral PCP of \( \mathbf{A} \) with \( \alpha = \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \) (Definition 2.4.2).

**Proof.** We prove that each of the three conclusions holds with probability \( \geq 1 - \delta/15 \), giving the lemma via a union bound.

**Conclusion 1.** In Step 3 of Algorithm 1, \( \mathbf{S}_1 \) is sampled using probabilities proportional to the scores

\[
\ell_i^{(1)} = \sqrt{\frac{n}{k_i}} \tau_i^{k \mathbf{A}^{1/2}} + \sqrt{\frac{n c_2}{k_1}} \tau_i^{c_1 k_1 \mathbf{A}^{1/2}}.
\]

It contains \( t_1 = \frac{c_1 \log n}{k_i} \sum \ell_i^{(1)} \) columns.

Applying Lemma 2.3.1, we have that for all \( i \), \( \ell_i^{(1)} \geq \frac{\tau_i^{k \mathbf{A}}}{2} \). Thus, for sufficiently large \( c_1 \), with probability \( \geq 1 - \delta/15 \), \( \mathbf{A}^* \) is an \((\varepsilon, k)\)-PCP of \( \mathbf{A} \).

**Conclusion 2.** Letting \( k' = c' k_1 \), we have by (2.53), for all \( i \), \( \ell_i^{(1)} \geq c' \cdot \sqrt{\frac{n}{k_i}} \tau_i^{k' \mathbf{A}^{1/2}} \).

If we define \( \bar{\ell}_i^{(1)} = \frac{1}{\tau_i} \ell_i^{(1)} \) we have \( \bar{\ell}_i^{(1)} = \Omega \left( \sqrt{\frac{n}{k_i}} \tau_i^{k' \mathbf{A}^{1/2}} \right) \) and \( t_1 = \frac{c_1 \log n}{k_i} \sum \bar{\ell}_i^{(1)} \).

Similarly,

\[
\ell_i^{(2)} = \sqrt{\frac{n}{k_i}} \tau_i^{c_1 k_1 \mathbf{A}^{1/2}} = \Omega \left( \sqrt{\frac{n}{k_i}} \tau_i^{c_1 k_1 \mathbf{A}^{1/2}} \right)
\]

and \( t_2 = \frac{c_2 \log n}{k_i} \sum \ell_i^{(2)} \). In combination, by Lemma 2.4.1, if \( c, c_1, c_2 \) are set large enough, with probability \( \geq 1 - \delta/15 \), \( \tilde{\mathbf{A}} = \mathbf{S}_1^T \mathbf{A}^* \) is a \((1/2, c_6/\delta, k_1)\)-PCP of \( \mathbf{A}^* \) for some constant \( c_6 \).

**Conclusion 3.** Again letting \( k' = c' k_1 \) and \( \bar{\ell}_i^{(1)} = \frac{1}{\tau_i} \ell_i^{(1)} \), \( \bar{\ell}_i^{(1)} = \Omega \left( \sqrt{\frac{n}{k_i}} \tau_i^{k' \mathbf{A}^{1/2}} \right) \) and \( \ell_i^{(2)} = \Omega \left( \sqrt{\frac{n}{k_i}} \tau_i^{k' \mathbf{A}^{1/2}} \right) \). We also have \( t_1 = \frac{c_1 \log n}{k_i} \sum \bar{\ell}_i^{(1)} \) and \( t_2 = \frac{c_2 \log n}{k_i} \sum \ell_i^{(2)} \), so if \( c', c_1, c_2 \) are set large enough, by Lemma 2.4.3, with probability \( \geq 1 - \delta/15 \), \( \tilde{\mathbf{A}} \) is a \((1/2, \alpha, k_1)\)-spectral PCP of \( \mathbf{A} \) with \( \alpha = \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \). \qed

We can use the PCP properties shown in Lemma 2.5.2 to show:
Lemma 2.5.3. For sufficiently large constants $c, c', c_1, c_2$, with probability $\geq 1 - 2\delta/5$, all bounds of Lemma 2.5.2 hold and further, Steps 1-4 of Algorithm 1 produce orthonormal $Z \in \mathbb{R}^{t_1 \times k_1}$ satisfying:

$$\|AS_1 - AS_1 ZZ^T\|_2^2 \leq \frac{c}{k}\|A - A_k\|_F^2.$$  

Proof. With probability $\geq 1 - \delta/5$, all three conclusions of Lemma 2.5.2 hold. Let $V_{k_1}$ contain the top $k_1$ row singular vectors of $AS_1$ so $(AS_1)_{k_1} = AS_1 V_{k_1} V_{k_1}^T$. By conclusion (2), for some constant $c_6$:

$$\|\tilde{A} - \tilde{A}_{k_1}\|_F^2 \leq \|\tilde{A} - \tilde{A} V_{k_1} V_{k_1}^T\|_F^2$$

$$\leq \frac{3}{2}\|AS_1 - (AS_1)_{k_1}\|_F^2 - E$$

$$\leq (3/2 + c_6/\delta)\|AS_1 - (AS_1)_{k_1}\|_F^2. \quad (2.55)$$

By conclusion (1), $AS_1$ is an $(\epsilon, k)$-PCP of $A$, which gives:

Claim 2.5.4. If $AS_1$ is an $(\epsilon, k)$-PCP of $A$ then:

$$\|AS_1 - (AS_1)_k\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.$$  

Proof. Letting $Z$ contain as its columns $A$'s top $k$ left singular vectors,

$$\|AS_1 - (AS_1)_k\|_F^2 \leq \|AS_1 - ZZ^T AS_1\|_F^2$$

$$\leq (1 + \epsilon)\|A - ZZ^T A\|_F^2$$

$$= (1 + \epsilon)\|A - A_k\|_F^2,$$

which gives the claim.  

Combining Claim 2.5.4 with (2.55) we have:

$$\|\tilde{A} - \tilde{A}_{k_1}\|_F^2 \leq (3/2 + c_6/\delta)\|AS_1 - (AS_1)_{k_1}\|_F^2$$

$$\leq (3/2 + c_6/\delta)\|AS_1 - (AS_1)_k\|_F^2$$

$$\leq (3/2 + c_6/\delta)(1 + \epsilon)\|A - A_k\|_F^2. \quad (2.56)$$

Further, via conclusion (3) of Lemma 2.5.2, for any rank-$k_1$ orthogonal projection
matrix \( P \in \mathbb{R}^{n \times n} \):

\[
\frac{1}{2} \| \mathbf{A} \mathbf{S}_1 (\mathbf{I} - P) \|_2^2 - \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2 \leq \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2 \leq \frac{3}{2} \| \mathbf{A} \|_F^2 + \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

(2.57)

By (2.57), letting \( \mathbf{V}_{k_1} \) contain the top \( k_1 \) row singular vectors of \( \mathbf{A} \mathbf{S}_1 \):

\[
\| \mathbf{A} - \mathbf{A}_{k_1} \|_2^2 \leq \| \mathbf{A} - \mathbf{A} \mathbf{V}_{k_1} \mathbf{V}_{k_1}^T \|_2^2
\]

\[
\leq \frac{3}{2} \| \mathbf{A} \mathbf{S}_1 - (\mathbf{A} \mathbf{S}_1)_{k_1} \|_2^2 + \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2
\]

\[
\leq \frac{3\epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2,
\]

(2.58)

where the final bound follows because if we set \( c \geq 2 \), \( k_1 \geq \lfloor 2k/\epsilon \rfloor \) so

\[
\| \mathbf{A} \mathbf{S}_1 - (\mathbf{A} \mathbf{S}_1)_{k_1} \|_2^2 \leq \frac{\epsilon}{k} \| \mathbf{A} \mathbf{S}_1 - (\mathbf{A} \mathbf{S}_1)_{k_1} \|_F^2 \leq \frac{(1+\epsilon) \cdot \epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

by Claim 2.5.4. For \( \epsilon \in (0, 1/2] \) this gives:

\[
\frac{3}{2} \| \mathbf{A} \mathbf{S}_1 - (\mathbf{A} \mathbf{S}_1)_{k_1} \|_2^2 + \frac{1}{2k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2 \leq \left( \frac{3(1+\epsilon)}{2} + \frac{1}{2} \right) \cdot \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2 \leq \frac{3\epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

With (2.56) and (2.58) in place, applying (2.57) again, if we compute \( \mathbf{Z} \in \mathbb{R}^{t_1 \times k_1} \) satisfying the guarantee of Step 4 with probability \( \geq 1 - \delta/5 \), then via a union bound, with probability \( \geq 1 - 2\delta/5 \):

\[
\| \mathbf{A} \mathbf{S}_1 - \mathbf{A} \mathbf{S}_1 \mathbf{Z} \mathbf{Z}^T \|_2^2 \leq 2\| \mathbf{A} - \mathbf{A} \mathbf{Z} \mathbf{Z}^T \|_2^2 + \frac{1}{k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

\[
\leq 4\| \mathbf{A} - \mathbf{A}_{k_1} \|_2^2 + \frac{2}{\delta} \cdot \frac{2}{k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2 + \frac{1}{k_1} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

(By the guarantee on \( \mathbf{Z} \) in Step 4)

\[
\leq (3 + \delta \cdot (3/2 + c_6/\delta))(1 + \epsilon) + 1 \cdot \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2
\]

\[
\leq (2c_6 + 7) \cdot \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_{k_1} \|_F^2.
\]

The lemma follows after adjusting constants on \( \epsilon \) by making \( c, c', c_1 \) and \( c_2 \) sufficiently large.

\[\square\]

Lemma 2.5.3 ensures that the rank-\( k \) matrix \( \mathbf{W} \) computed in Step 6 gives a near-optimal low-rank approximation of \( \mathbf{A} \mathbf{S}_1 \). Specifically:
Lemma 2.5.5. With probability $\geq 1 - 4\delta/5$, all bounds of Lemma 2.5.2 and 2.5.3 hold and further, for sufficiently large $c, c', c_1, c_2, c_3, c_4$, Step 5 of Algorithm 1 produces $W$ such that, letting $M \in \mathbb{R}^{n \times k}$ be an orthonormal basis for the column span of $A S_1 S_3 W$:

$$
\|A S_1 - M M^T A S_1\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.
$$

Proof. We first consider the optimization problem:

$$
T^* = \arg \min_{T | \text{rank}(T)=k} \|T Z^T - A S_1\|_F^2.
$$

We have, by Lemma 2.5.3, with probability $\geq 1 - 2\delta/5$:

$$
\|T^* Z^T - A S_1\|_F^2 \leq \|(A S_1)_k Z Z^T - A S_1\|_F^2
= \|[(A S_1) - (A S_1)_k] + (A S_1)_k (I - Z Z^T)\|_F^2
\leq \|A S_1 - (A S_1)_k\|_F^2 + \|(A S_1)_k (I - Z Z^T)\|_F^2
\leq \|A S_1 - (A S_1)_k\|_F^2 + \epsilon\|A - A_k\|_F^2
\leq (1 + 2\epsilon)\|A - A_k\|_F^2,
$$

(2.59)

where the second to last step uses that $\|A S_1 (I - Z Z^T)\|_2^2 \leq \frac{\epsilon}{k}\|A - A_k\|_F^2$ by Lemma 2.5.3 and the last step uses that $\|A S_1 - (A S_1)_k\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2$, which follows from conclusion (1) of Lemma 2.5.2 ($A S_1$ is an $(\epsilon, k)$-PCP of $A$) and Claim 2.5.4.

Note that since it is rank-$k$ we can write $T^* = Y^* N^*$ where $Y^* \in \mathbb{R}^{n \times k}$ and $N^* \in \mathbb{R}^{k \times k_1}$ has orthonormal rows (spanning the rows of $T^*$). $Y^*$ is the solution to the unconstrained low-rank approximation problem:

$$
Y^* = \arg \min_{Y \in \mathbb{R}^{n \times k}} \|Y N^* Z^T - A S_1\|_F^2.
$$

Since both $N^*$ and $Z^T$ (for $Z$ computed in Step 4) have orthonormal rows, so does $N^* Z^T$. so its column norms are its leverage scores. $S_3$ is sampled using the column norms of $Z^T$, which upper bound those of $N^* Z^T$. Since $\|Z\|_F^2 = k_1 = \lceil c k / \epsilon \rceil$ and since $\text{rank}(N^* Z^T) \leq \text{rank}(Z) = k_1 = \lceil c k / \epsilon \rceil$, we have

$$
t_3 = \Omega \left( \frac{\|Z\|_F^2}{\delta \cdot \epsilon} \cdot \log(\text{rank}(N^* Z^T)) + \frac{\|Z\|_F^2}{\delta \cdot \epsilon} \right).
$$
Thus, by the approximate regression result of Lemma 2.2.14 if we set:

\[ \hat{Y} = \arg \min_{Y \in \mathbb{R}^{n \times k}} \| Y^* Z^T S_3 - A S_1 S_3 \|_F^2 \]

if the constant \( c_3 \) is large enough, with probability \( \geq 1 - \delta/5 \):

\[ \| \hat{Y} N^* Z^T - A S_1 \|_F^2 \leq (1 + \epsilon) \| Y^* N^* Z^T - A S_1 \|_F^2. \]  \hspace{1cm} (2.60)

Given \( N^* \), \( \hat{Y} \) can be computed in closed form as \( \hat{Y} = A S_1 S_3 (N^* Z^T S_3)^+ \), which is in the column span of \( A S_1 S_3 \). Thus (2.60) demonstrates that, with probability \( \geq 1 - 3\delta/5 \) there is some rank-\( k \) \( T \) in this span satisfying

\[ \| T Z^T - A S_1 \|_F^2 \leq (1 + \epsilon) \| T^* Z^T - A S_1 \|_F^2 \leq (1 + 4\epsilon) \| A - A_k \|_F^2 \]

by (2.59) and a union bound over the probability that (2.59) and (2.60) hold. Thus if we compute

\[ W^* = \arg \min_{W: \text{rank}(W) = k} \| A S_1 S_3 W Z^T - A S_1 \|_F^2 \]

then we have with probability \( \geq 1 - \delta/5 \):

\[ \| A S_1 S_3 W^* Z^T - A S_1 \|_F^2 \leq (1 + 4\epsilon) \| A - A_k \|_F^2. \]  \hspace{1cm} (2.61)

We compute \( W^* \) approximately in Step 6 by sampling the rows of \( A S_1 S_3 \) by their leverage scores. By Lemma 2.2.5, these are given by the row norms of the orthonormal basis \( V \) as computed in Step 5 and sampled with to obtain \( S_4 \) in Step 6.

We claim:

Claim 2.5.6. For

\[ \tilde{W} = \arg \min_{W: \text{rank}(W) = k} \| S_4^T A S_1 S_3 W Z^T - S_4^T A S_1 \|_F^2, \]

with probability \( \geq 1 - \delta/5 \),

\[ \| A S_1 S_3 WZ^T - A S_1 \|_F^2 \leq (1 + \epsilon) \| A S_1 S_3 W^* Z^T - A S_1 \|_F^2. \]

Proof. For any \( W \), by the Pythagorean theorem, since \( V \) spans \( A S_1 S_3 \),

\[ \| A S_1 S_3 W Z^T - A S_1 \|_F^2 = \| A S_1 S_3 W Z^T - VV^T A S_1 \|_F^2 + \| (I - VV^T) A S_1 \|_F^2. \]  \hspace{1cm} (2.62)
Similarly
\[
\|S_4^T AS_1 S_3 W Z T - S_4^T AS_1\|^2_F = \|S_4^T AS_1 S_3 W Z T - S_4^T V V^T AS_1\|^2_F + \|S_4^T (I - V V^T) AS_1\|^2_F \\
+ 2 \text{tr} (\langle Z W^T S_3^T S_1^T A^T - S_1^T A^T V V^T \rangle S_4 S_4^T (I - V V^T) AS_1) .
\]
(2.63)

For the first term, since \(S_4\) is sampled via the leverage scores of \(AS_1 S_3\) and \(t_4 = c_4 \left( \frac{t_3 \log t_3}{\epsilon^2} + \frac{t_3}{\delta^2} \right)\), by Lemma 2.2.6, if \(c_4\) is sufficiently large, \(S_4\) gives a subspace embedding for the column span of \(AS_1 S_3\) with probability \(\geq 1 - \delta/10\). That is,
\[
\|S_4^T AS_1 S_3 W Z T - S_4^T V V^T AS_1\|^2_F \in (1 \pm \epsilon)\|AS_1 S_3 W Z T - V V^T AS_1\|^2_F .
\]
(2.64)

For the cross term, again since \(V\) spans the columns of \(AS_1 S_3\) we have:
\[
\text{tr} (\langle Z W^T S_3^T S_1^T A^T - S_1^T A^T V V^T \rangle S_4 S_4^T (I - V V^T) AS_1) \\
= \text{tr} (\langle Z W^T S_3^T S_1^T A^T - S_1^T A^T V V^T \rangle V V^T S_4 S_4^T (I - V V^T) AS_1) \\
\leq \|AS_3 W Z T - AS_1\|_F \cdot \|V V^T S_4 S_4^T (I - V V^T) AS_1\|_F \\
\leq \|AS_3 W Z T - AS_1\|_F \cdot \epsilon \|AS_1 S_3 W Z T - AS_1\|_F ,
\]
where the last bound holds with probability \(\geq 1 - \delta/10\) if \(c_4\) is set large enough by the approximate matrix multiplication result of Lemma 2.2.16. We can bound
\[
\|AS_3 W Z T - AS_1\|_F \leq \|AS_1 S_3 W^* Z T - AS_1\|_F \leq \|AS_1 S_3 W Z T - AS_1\|_F
\]
and so overall, with probability \(\geq 1 - \delta/10\):
\[
\text{tr} (\langle Z W^T S_3^T S_1^T A^T - S_1^T A^T V V^T \rangle S_4 S_4^T (I - V V^T) AS_1) \leq \epsilon \|AS_1 S_3 W Z T - AS_1\|^2_F .
\]
(2.65)

Combining (2.62), (2.63), (2.64), and (2.65), with probability \(\geq 1 - \delta/5\) for all \(W\),
\[
\|S_4^T AS_1 S_3 W Z T - S_4^T AS_1\|^2_F \in (1 \pm 3 \epsilon)\|AS_1 S_3 W Z T - AS_1\|^2_F + \Delta,
\]
where \(\Delta = \|S_1^T (I - V V^T) AS_1\|^2_F - \|I - V V^T) AS_1\|^2_F\) is fixed independent of \(W\).

Thus, since \(\tilde{W} = S_4^T AS_1 S_3 W Z T - S_4^T AS_1\|_F^2\), with probability \(\geq 1 - \delta/5\),
\[
\|AS_1 S_3 \tilde{W} Z T - AS_1\|^2_F \leq \frac{1 + 3 \epsilon}{(1 - 3 \epsilon)} \|AS_1 S_3 W^* Z T - AS_1\|^2_F ,
\]
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which gives the claim after adjusting constants on $\epsilon$ by making $c_4$ sufficiently large.

Combining Claim 2.5.6 with (2.61) gives that, with probability $\geq 1 - 4\delta/5$:

$$\|AS_1S_3\tilde{W}Z^T - AS_1\|^2_F \leq (1 + \epsilon)(1 + 4\epsilon)\|A - A_k\|^2_F.$$  

Further, since $M \in \mathbb{R}^{n \times k}$ is an orthonormal span of $AS_1S_3W$,

$$\|AS_1 - MM^TAS_1\|_F^2 \leq \|AS_1 - AS_1S_3\tilde{W}Z^T\|_F^2 \leq (1 + \epsilon)(1 + 4\epsilon)\|A - A_k\|^2_F.$$  

This gives the lemma after adjusting constants on $\epsilon$ by making $c, c', c_1, c_2, c_3, c_4$ large enough.

We finally can prove our main theorem, showing the correctness and runtime of Algorithm 1.

Proof of Theorem 2.5.1. We first show the correctness of the algorithm with high probability. We then discuss its runtime.

Correctness

With probability $\geq 1 - 4\delta/5$ all bounds of Lemmas 2.5.2, 2.5.3 and 2.5.5 hold. By the bound of Lemma 2.5.5, and conclusion (1) of Lemma 2.5.2 (that $AS_1$ is an $(\epsilon, k)$-PCP of $A$),

$$\|A - MM^T A\|^2_F \leq \frac{1 + \epsilon}{1 - \epsilon} \|A - A_k\|^2_F.$$  

In Step 7 we sample $c_5 (k \log k + \frac{k}{\delta \epsilon})$ rows of $M$ by their standard leverage scores (their row norms) and so by the approximate regression result of Lemma 2.2.14, if $c_5$ is set large enough, have with probability $\geq 1 - \delta/5$:

$$\|MN^T - A\|^2_F \leq (1 + \epsilon) \min_{Y \in \mathbb{R}^{n \times k}} \|MY^T - A\|^2_F$$

$$= (1 + \epsilon)\|A - MM^T A\|^2_F$$

$$\leq \frac{(1 + \epsilon)^2}{1 - \epsilon} \|A - A_k\|^2_F.$$  

After adjusting constants on $\epsilon$ by setting $c, c', c_1, c_2, c_3, c_4, c_5$ large enough, and union bounding, with probability $\geq 1 - \delta$, $\|MN^T - A\|^2_F \leq (1 + \epsilon)\|A - A_k\|^2_F$, which gives the correctness of the algorithm.
Runtime and Query Complexity

It just remains to discuss Algorithm 1's runtime and query complexity. We begin with the query complexity:

- In Step 1 computing the leverage score approximations requires $O(n k_1 \log(k_1/\delta)) = O\left(\frac{nk \log(k/(6\delta))}{\varepsilon} \right)$ accesses to $A$ by Lemma 2.2.17.

- In Step 4 forming $\tilde{A} = S_2^T A S_1$ requires accessing $t_1 \cdot t_2 = O\left(\frac{nk \log^2 n}{\delta^2 \varepsilon^{2.5}} \right)$ entries of $A$.

- In Step 5, forming $A S_1 S_3$ requires accessing $n \cdot t_3 = O\left(\frac{nk \log(k/\varepsilon)}{\varepsilon} + \frac{nk}{\delta \varepsilon^2} \right)$ entries of $A$.

- In Step 6, forming $S_4^T A S_1$ requires $t_1 \cdot t_4$ accesses to $A$. We have

$$t_4 = O\left(\frac{t_3 \log t_3}{\varepsilon^2} + \frac{t_3}{\delta \cdot \varepsilon^2} \right) = O\left(\frac{k \log(k/\varepsilon)}{\delta^2 \varepsilon^2} \right)$$

and so $t_1 \cdot t_4 = O\left(\frac{\sqrt{nk^{1.5} \log(k/\varepsilon) \log n}}{\delta^2 \varepsilon^6} \right)$. When $n$ is large compared to $k$, $1/\varepsilon$, and $1/\delta$ this term will be dominated by our linear in $n$ terms.

- In Step 7, forming $S_5^T A$ requires $n \cdot t_5 = O\left(nk \log k + \frac{nk}{\delta \varepsilon} \right)$ accesses to $A$.

Overall the access complexity is dominated by the accesses in Step 4 and potentially Step 6, giving us total access complexity

$$O\left(\frac{n \cdot k \log^2(n)}{\delta^2 \varepsilon^{2.5}} + \sqrt{nk^{1.5}} \cdot \log n \cdot \log k \cdot \text{poly}(1/\varepsilon, 1/\delta) \right).$$

We next consider time complexity:

- In Step 1, computing the leverage score approximations requires

$$O(n(k_1 \log(k_1/\delta)))^{\tilde{\omega}^{-1}} = \tilde{O}\left(\frac{nk^{\tilde{\omega}^{-1}}}{\varepsilon^{\tilde{\omega}^{-1}}} \right)$$

time by Lemma 2.2.17.

- In Step 4, computing $Z$ can be done using an input sparsity time algorithm for spectral norm error with rank $k_1$ and error parameter $\varepsilon' = \Theta(\delta)$. By Theorem 27 of [CEM+15] or using input sparsity time ridge leverage score sampling
in conjunction with the spectral norm PCP result of Lemma 2.6.2, the total runtime required is:

\[ O(\text{nnz}(\tilde{A}))+\tilde{O}\left(\sqrt{n}k^{\omega-1} \cdot \text{poly}(1/\epsilon, 1/\delta)\right) = O\left(\frac{nk\log^2(n)}{\delta^2 \cdot \epsilon^2 \cdot \delta} + \sqrt{n}k^{\omega-1} \cdot \text{poly}(1/\epsilon, 1/\delta)\right). \]

- In Step 5, \( V \) can be computed in \( O(nt_3^{\omega-1}) = \tilde{O}\left(\frac{nk^{\omega-1}}{\delta^{\omega-1} \cdot \epsilon^{1 - 2(\omega-1)}}\right) \) time.

- In Step 6, we can compute \( W \) by first multiplying \( S_3^T A S_1 \) by \( Z \) and then multiplying by \( (S_3^T A S_1 S_3)^+ \) and taking the best rank-\( k \) approximation of the result. The total runtime is

\[ \tilde{O}\left(t_1 \cdot k^{\omega-1} + k^{\omega}\right) \cdot \text{poly}(1/\epsilon, 1/\delta) = \tilde{O}(\sqrt{n}k^{\omega-5}) \cdot \text{poly}(1/\epsilon, 1/\delta). \]

- In Step 7 we can compute \( M \) by first computing a \( t_3 \times k \) span of the column space of \( W \), multiplying this by \( A S_3 S_3 \), and then taking an orthonormal basis for the result. This requires total time

\[ \tilde{O}(k^{\omega} \cdot \text{poly}(1/\epsilon, 1/\delta)) + O\left(\frac{nk^{\omega-1}}{\epsilon} \cdot \text{poly}(1/\epsilon, 1/\delta)\right). \]

The final regression problem can be solved by forming the pseudoinverse of \( S_5^T M \) in \( O\left(k^{\omega} (\log k + \frac{1}{\delta \epsilon})\right) \) time and applying it to \( S_5^T A \) in \( O\left(nk^{\omega-1} (\log k + \frac{1}{\delta \epsilon})\right) \) time.

Overall our runtime cost with linear dependence on \( n \) is dominated by the costs of Steps 4 and 5, which we can upper bound by

\[ \tilde{O}\left(\frac{nk^{\omega-1}}{\delta^2 \epsilon^{2(\omega-1)}}\right). \]

We additionally must add the \( \tilde{O}(\sqrt{n}k^{\omega-5}) \cdot \text{poly}(1/\epsilon, 1/\delta) \) term from Step 6, which only dominates if \( n \) is relatively small. This completes the proof of the theorem. \( \square \)

### 2.5.2 Outputting a PSD Matrix

In many applications it is desirable that the low-rank approximation to \( A \) is also symmetric and positive semidefinite. This is equivalent to restricting \( M = N \) in Problem 2.1.1.
It is not hard to see that a modification to Algorithm 1 can satisfy this constraint also in $\tilde{O}(n \text{poly}(k/\epsilon))$ time. The upshot is:

**Theorem 2.5.7** (Sublinear Time Low-Rank Approximation – PSD Output). There is an algorithm that given any PSD $A \in \mathbb{R}^{n \times n}$, $k \in \mathbb{Z}_{\geq 1}$, and $\epsilon, \delta \in (0, 1/2]$ accesses $\tilde{O} \left( \frac{nk^2}{\delta^2 \epsilon^2} + \frac{nk}{\delta^2 \epsilon^3} \right)$ entries of $A$, runs in

$$\tilde{O} \left( \frac{nk^\omega}{\delta^\omega \epsilon^2} + \frac{nk^{\omega-1}}{(\delta^2 \epsilon^3)^{(\omega-1)}} + (\sqrt{n}k^{\omega-1} + k^{\omega+1}) \cdot \text{poly}(1/\epsilon, 1/\delta) \right)$$

time, and with probability $\geq 1 - \delta$ outputs $M \in \mathbb{R}^{n \times k}$ with:

$$\|A - MM^T\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.$$  

We start with the following lemma, which shows that, if we have a good low-rank subspace for approximating $A$ in the spectral norm (computable using Theorem 2.6.3), then we can quickly find a near-optimal PSD low-rank approximation:

**Lemma 2.5.8.** Given PSD $A \in \mathbb{R}^{n \times n}$, $k \in \mathbb{Z}_{\geq 1}$, $\epsilon, \delta \in (0, 1/2]$, and orthonormal $Z \in \mathbb{R}^{n \times m}$ with $\|A - AZZ^T\|_2^2 \leq \frac{\epsilon}{k} \|A - A_k\|_F^2$, there is an algorithm that accesses $O \left( \frac{nm \log m}{\delta \epsilon^2} \right)$ entries of $A$, runs in $\tilde{O} \left( \frac{nm^{\omega-1}}{(\delta \epsilon \epsilon)^{(\omega-1)}} \right)$ time, and outputs $M \in \mathbb{R}^{n \times k}$ that with probability $\geq 1 - \delta$ satisfies, for some fixed constant $c$:

$$\|A - MM^T\|_F^2 \leq (1 + c\epsilon)\|A - A_k\|_F^2.$$  

**Proof.** By Lemma 10 of [CW17a], there exists some fixed constant $c$ such that, for any orthonormal $Z \in \mathbb{R}^{n \times m}$ with $\|A - AZZ^T\|_2^2 \leq \frac{\epsilon}{k} \|A - A_k\|_F^2$,

$$\min_{X : \text{rank}(X) = k, X \succeq 0} \|A - ZXX^T\|_F^2 \leq (1 + c\epsilon)\|A - A_k\|_F^2.$$  

(2.66)

As in Algorithm 1 we can find a near-optimal $X$ with good probability by further sampling $Z$ using its leverage scores. $W$ will sample $t_1 = c_1 \left( \frac{m \log m}{\delta \epsilon^2} \right)$ rows of $Z$ by their leverage scores (their norms since $Z$ is orthonormal) to form $S_1 \in \mathbb{R}^{n \times t_1}$. By Theorem 39 of [CW13], since $t_1 = \Omega \left( \frac{\log m}{\delta \epsilon^2} + \frac{1}{\delta \epsilon^3} \right)$ if $c_1$ is set large enough, with probability $\geq 1 - \delta/4$ we will have an affine embedding of $Z$. Specifically, letting $B^* = \arg \min_B \|A - ZB\|_F^2$ and $E^* = A - ZB^*$, for any $B$ we have with probability
\[ \|S_1^T A - S_1 Z B\|_F^2 + \left(\|E^*\|_F^2 - \|S_1^T E^*\|_F^2\right) \in \left[ (1 - \epsilon)\|A - Z B\|_F^2, (1 + \epsilon)\|A - Z B\|_F^2 \right]. \]

(2.67)

Note that this is similar to the embedding property used in the proof of Theorem 2.5.1 to show that \( W \) computed in Step 6 of Algorithm 1 gave a near-optimal low-rank approximation to \( A S_1 \).

By a Markov bound, since \( E \|S_1^T E^*\|_F^2 = \|E^*\|_F^2 \), with probability \( \geq 1 - \delta/4 \),

\[ \|E^*\|_F^2 - \|S_1^T E^*\|_F^2 \leq \frac{4}{\delta} \|E^*\|_F^2 = O(1/\delta) \cdot \|A - A_k\|_F^2, \]

(2.68)

where the last bound follows from (2.66). Together, (2.67) and (2.68) guarantee that a \((1 + \epsilon \delta)\) approximation to the sketched problem gives a \((1 + O(\epsilon))\) approximation to the original. That is, with probability \( \geq 1 - \delta/2 \) (union bounding over the probabilities of (2.67) and (2.68) holding) for any PSD \( \tilde{X} \) with rank(\( \tilde{X} \)) = \( k \), and

\[ \|S_1^T A - S_1 Z X Z^T\|_F^2 \leq (1 + \epsilon \delta) \min_{X: \text{rank}(X) = k, X \succeq 0} \|S_1^T A - S_1 Z X Z^T\|_F^2. \]

(2.69)

we have

\[ \|A - Z \tilde{X} X^T\|_F^2 \leq (1 + O(\epsilon))\|A - A_k\|_F^2. \]

(2.70)

Thus we must show how to efficiently compute \( \tilde{X} \) satisfying 2.69. Following [CW17a], we write \( S_1^T Z \) in its SVD \( S_1^T Z = U_z \Sigma_z V_z^T \). Since \( S_1 Z X Z^T \) falls in the column span of \( S_1^T Z \) and the row span of \( Z^T \), we write \( \Delta \overset{\text{def}}{=} \| (I - U_z U_z^T) S_1^T A \|_F^2 + \| U_z U_z^T S_1^T A (I - Z Z^T) \|_F^2 \) and by Pythagorean theorem have for any \( X \):

\[ \|S_1^T A - S_1 Z X Z^T\|_F^2 = \|U_z U_z^T S_1 A Z Z^T - U_z \Sigma_z V_z^T X Z^T\|_F^2 + \Delta \]
\[ = \|U_z^T S_1^T A Z - \Sigma_z V_z^T X\|_F^2 + \Delta \]
\[ = \|\Sigma_z V_z^T (V_z \Sigma_z^{-1} U_z^T S_1^T A Z - X)\|_F^2 + \Delta. \]

(2.71)

Since \( S_1 \) is sampled via \( Z \)'s leverage scores, and since \( t_1 = c_1 \left( \frac{m \log m / \delta}{\delta z^2 z_1^2} \right) \), if \( c_1 \) is set large enough, then with probability \( \geq 1 - \delta/4 \):

\[ (1 - \delta \epsilon) I \preceq S_1^T Z \preceq (1 + \delta \epsilon) I \]

and so with probability \( \geq 1 - 3\delta/4 \), union bounding with the probability (2.71) holds,
we have for any $X$:

\[
\| S^T_1 A - S_1 Z X Z^T \|_F^2 \in (1 \pm \epsilon) \| V^T_2 \Sigma_2^{-1} U^T_2 S^T_1 A Z - X \|_F^2 + \Delta. \tag{2.72}
\]

Finally, following [CW17a], letting $B = V^T_2 \Sigma_2^{-1} U^T_2 S^T_1 A Z$, we can compute

\[
\tilde{X} = \arg \min_{X: X \succeq 0, \text{rank}(X) = k} \| B - X \|_F^2 = (B/2 + B^T/2)_{k,+}
\]

where $N_{k,+}$ has all but the top $k$ positive eigenvalues of $N$ set to 0. By (2.72) and (2.70):

\[
\| A - Z \tilde{X} Z^T \|_F^2 \leq (1 + O(\epsilon)) \| A - A_k \|_F^2.
\]

Thus, if we output $M = Z \tilde{X}^{1/2}$, we have $\| A - M M^T \|_F^2 \leq (1 + O(\epsilon)) \| A - A_k \|_F^2$, which gives the requires bound.

Overall, the above algorithm requires accessing $O \left( \frac{nm \log m / \delta}{\delta^2 \epsilon} \right)$ entries of $A$ (the entries of $A S_1$) and has runtime $\tilde{O} \left( \frac{nm^{2-\epsilon}}{(\delta^2 \epsilon)^{\omega(1)}} \right)$ giving the lemma.

Theorem 2.5.7 follows directly from Lemma 2.5.8:

Proof of Theorem 2.5.7. We can obtain $Z$ with rank $m = \Theta(k/\epsilon)$ that, with probability $\geq 1 - \delta/2$, satisfies:

\[
\| A - A Z Z^T \|_F^2 = O \left( \frac{\epsilon}{k} \right) \| A - A_k \|_F^2.
\]

by applying Theorem 2.6.3 (proven in Section 2.6) with rank $k' = \Theta(k/\epsilon)$ and error parameter $\epsilon' = \Theta(1)$. This requires accessing $O \left( \frac{nk \log^2 k}{\delta^2 \epsilon} + \frac{nk^2}{\delta^2 \epsilon^2} \right)$ entries of $A$, along with $\tilde{O} \left( \frac{nk^{2-\epsilon}}{\delta^2 \epsilon^2} + \frac{nk^2}{\delta^2 \epsilon^2} + (\sqrt{n} k^{2-\epsilon} + k^{2+1}) \cdot \text{poly}(1/\epsilon, 1/\delta) \right)$ runtime.

Applying Lemma 2.5.8 with error $\Theta(\epsilon)$ and failure probability $\delta/2$ then gives the theorem via a union bound. This requires $\tilde{O} \left( \frac{nk \log k / (\delta \epsilon)}{\delta^2 \epsilon^3} \right)$ accesses to $A$, along with $\tilde{O} \left( \frac{nk^{2-\epsilon}}{(\delta^2 \epsilon)^{\omega(1)}} \right)$ runtime. Overall, the algorithm requires $\tilde{O} \left( \frac{nk^{2-\epsilon}}{\delta^2 \epsilon^2} + \frac{nk^2}{\delta^2 \epsilon^2} \right)$ accesses to $A$ and $\tilde{O} \left( \frac{nk^{2-\epsilon}}{\delta^2 \epsilon^2} + \frac{nk^{2-\epsilon}}{(\delta^2 \epsilon^2)^{\omega(1)}} + (\sqrt{n} k^{2-\epsilon} + k^{2+1}) \cdot \text{poly}(1/\epsilon, 1/\delta) \right)$ runtime.

2.6 Spectral Norm Error Bounds

In this section we show how to modify Algorithm 1 to solve the following spectral norm low-rank approximation problem for PSD $A$:
Problem 2.6.1 (Near-Optimal Low-Rank Approximation – Spectral Norm). Given any \( A \in \mathbb{R}^{n \times d} \), rank parameter \( k \in \mathbb{Z}^{\geq 1} \), and accuracy parameter \( \epsilon \geq 0 \), output \( M \in \mathbb{R}^{n \times k} \), \( N \in \mathbb{R}^{d \times k} \) such that, letting \( B = MN^T \),

\[
\|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 + \frac{\epsilon}{k}\|A - A_k\|_F^2, \tag{2.73}
\]

where \( A_k = \arg\min_{\text{rank-}k} B \|A - B\|_2 = \arg\min_{\text{rank-}k} B \|A - B\|_F \).

This can be significantly stronger than the Frobenius guarantee of Problem 2.1.1 when \( \|A - A_k\|_F^2 \) is large, and, for example is critical in our application to ridge regression, discussed in Section 2.6.3.

2.6.1 Algorithmic Approach

It is not hard to see that since additive error in the Frobenius norm upper bounds additive error in the spectral norm (see e.g. Theorem 3.4 of [Gu14]) that for \( B \) satisfying the Frobenius norm guarantee of Problem 2.1.1, \( \|A - B\|_2^2 \leq (1 + \epsilon)\|A - A_k\|_2^2 \), we immediately have the spectral bound \( \|A - B\|_2 \leq \|A - A_k\|_2 + \epsilon\|A - A_k\|_F \). Thus, we can solve Problem 2.6.1 simply by running Algorithm 1 with error parameter \( \epsilon/k \). However, this approach is suboptimal. Applying Theorem 2.5.1, our query complexity would be \( \Omega\left(\frac{n k^{1.5} \log^2 n}{\delta^2 \epsilon^2 k}\right) \). We improve this \( k \) dependence significantly in Algorithm 2. Since Problem 2.6.1 is often applied (see for example Section 2.6.3) with \( k' = k/\epsilon \) and \( \epsilon = \Theta(1) \) to give \( \|A - B\|_2^2 \leq O\left(\frac{\epsilon}{k}\|A - A_k\|_2^2\right) \), optimizing the dependence on \( k \) is especially important.

We first give an extension of the projection-cost-preserving sketch result of Lemma 2.2.12 to the spectral norm case. This lemma provides the column sampling analog to Lemma 2.4.3.

Lemma 2.6.2 (Spectral Norm PCP). For any \( A \in \mathbb{R}^{n \times d} \), for all \( i \in [d] \), let \( \tilde{\tau}_i^k(A) \) be an overestimate for the \( i \)-th rank-\( k \) ridge leverage score. Let \( p_i = \frac{\tilde{\tau}_i^k}{\sqrt{z_i^k}} \) and \( t = \frac{c \log(k/\delta)}{\epsilon^2} \sum_i \tilde{\tau}_i^k \) for any \( \epsilon, \delta \in (0, 1/2] \) and sufficiently large constant \( c \). Construct \( C \) by sampling \( t \) columns of \( A \), each set to \( \frac{1}{\sqrt{p_i}} a_i \) with probability \( p_i \). With probability \( \geq 1 - \delta \), \( C \) is an \((\epsilon, \alpha, k)\)-spectral PCP of \( A \) for \( \alpha = \frac{\epsilon}{k}\|A - A_k\|_2^2 \) (Definition 2.4.2). That is, for any orthogonal projection \( P \in \mathbb{R}^{n \times n} \),

\[
(1 - \epsilon)\|A - PA\|_2^2 - \frac{\epsilon}{k}\|A - A_k\|_F^2 \leq \|C - PC\|_2^2 \leq (1 + \epsilon)\|A - PA\|_2^2 + \frac{\epsilon}{k}\|A - A_k\|_F^2.
\]

Proof. The lemma follows rather directly from Corollary 2.2.11. If \( c \) is set large enough, with probability \( \geq 1 - \delta \), sampling by the rank-\( k \) ridge leverage scores gives
\[ (1 - \epsilon)CC^T - \frac{\epsilon}{k} \|A - A_k\|_F^2 I \preceq AA^T \preceq (1 + \epsilon)CC^T + \frac{\epsilon}{k} \|A - A_k\|_F^2 I. \] (2.74)

We can write for any \( M \), \( \|M\|_2^2 = \max_{x: \|x\|_2 = 1} x^TMx. \) When \( \|x\|_2^2 = 1 \), \( \|(I - P)x\|_2^2 \leq 1 \) so by (2.74) we have for any unit norm \( x \):

\[
x^T(I - P)CC^T(I - P)x \leq x^T(I - P)AA^T(I - P)x + \frac{\epsilon}{k} \|A - A_k\|_F^2
\]

\[
\leq \|A - PA\|_2^2 + \frac{\epsilon}{k} \|A - A_k\|_F^2,
\]

which gives \( \|C - PC\|_2^2 \leq \frac{1}{1-\epsilon} \|A - PA\|_2^2 + \frac{\epsilon}{(1-\epsilon)k} \|A - A_k\|_F^2. \) Similarly we have:

\[
x^T(I - P)AA^T(I - P)x \leq (1 + \epsilon)x^T(I - P)CC^T(I - P)x + \frac{\epsilon}{k} \|A - A_k\|_F^2
\]

\[
\leq (1 + \epsilon)\|C - PC\|_2^2 + \frac{\epsilon}{k} \|A - A_k\|_F^2,
\]

which gives \( \frac{1}{1+\epsilon} \|A - PA\|_2^2 - \frac{\epsilon}{(1+\epsilon)k} \|A - A_k\|_F^2 \leq \|C - PC\|_2^2. \) The lemma follows from combining these upper and lower bounds after adjusting constant factors on \( \epsilon \) (by making \( c \) large enough).

\[ \square \]

### 2.6.2 Basic Algorithm

We now use Lemma 2.6.2, along with its row sampling counterpart, Lemma 2.4.3, to give an algorithm (Algorithm 2) for computing a near-optimal spectral norm low-rank approximation to \( A \).

In Steps 1-3 we sample both rows and columns of \( A \) via the rank-\( \Theta(k/\epsilon^2) \) ridge leverage scores of \( A^{1/2} \), ensuring with high probability that \( AS_1 \) is an \((\epsilon, \alpha, k)\)-spectral PCP of \( A \) with \( \alpha = \frac{\epsilon}{k} \|A - A_k\|_F^2 \) and that \( A \) is in turn an \((\epsilon, \alpha, k)\)-spectral row PCP of \( AS_1 \). Thus, if we compute (using an input sparsity time algorithm) a span \( Z \) that gives a near-optimal spectral norm low-rank approximation to \( A \) (Step 3), this span will also be nearly optimal for \( AS_1 \). Since we cannot afford to fully read \( AS_1 \), we approximately project it to \( Z \) by further sampling its columns using \( Z \)'s leverage scores (Step 4). We use leverage score sampling again in Step 5 to approximately project \( A \) to the span of the result. This yields our final approximation, using the fact that \( AS_1 \) is a spectral PCP for \( A \).
Algorithm 2 PSD Low-Rank Approximation – Spectral Error

1. Let \( k_1 = \lceil c k/e^2 \rceil \). Compute, with probability \( \geq 1 - \delta/5 \) using the algorithm of Lemma 2.2.17, \( \tau_{k_1}^i \) satisfying for all \( i \in [n] \):
   \[
   \tau_{k_1}^i(A^{1/2}) \leq \tau_{k_1}^i(A^{1/2}) \leq 3\tau_{k_1}^i(A^{1/2}).
   \]

2. Set \( \ell_i^{(1)} = 4\epsilon \sqrt{k_i \tau_{k_1}^i(A^{1/2})} \). Set \( p_i^{(1)} = \frac{\ell_i^{(1)}}{\sum_{i} \ell_i^{(1)}} \) and \( t_i = c_i \log n \sum_{i} \ell_i^{(1)} \). Sample \( S_1, S_2 \in \mathbb{R}^{n \times t_1} \) each whose \( j^{th} \) column is set to \( \frac{1}{\sqrt{p_i^{(1)}}} e_i \) with probability \( p_i^{(1)} \).

3. Let \( \tilde{A} = S_2^T A S_1 \), and use an input sparsity time algorithm to compute orthonormal \( Z \in \mathbb{R}^{t_1 \times k} \) satisfying with probability \( \geq 1 - \delta/5 \) both:
   \[
   \| \tilde{A} - \tilde{A} Z Z^T \|_F^2 \leq (1 + \delta) \| \tilde{A} - \tilde{A}_k \|_F^2,
   \]
   \[
   \| \tilde{A} - \tilde{A} Z Z^T \|_2^2 \leq (1 + \epsilon) \| \tilde{A} - \tilde{A}_k \|_2^2 + \frac{\epsilon}{k} \| \tilde{A} - \tilde{A}_k \|_2^2.
   \]

4. Let \( t_3 = c_3 \left( k \log k + \frac{k^2}{\delta \epsilon} \right) \), set \( p_i^{(3)} = \frac{\|z_i\|_2^2}{\|z_i\|_F^2} \), and sample \( S_3 \in \mathbb{R}^{t_1 \times t_3} \) where the \( j^{th} \) column is set to \( \frac{1}{\sqrt{p_i^{(3)}}} e_i \) with probability \( p_i^{(3)} \). Solve:
   \[
   W = \arg \min_{W \in \mathbb{R}^{n \times k}} \| A S_1 S_3 - W Z Z^T S_3 \|_F^2.
   \]

5. Compute an orthonormal basis \( M \in \mathbb{R}^{n \times k} \) for the column span of \( W \). Let \( t_4 = c_4 \left( k \log k + \frac{k^2}{\delta \epsilon} \right) \), set \( p_i^{(4)} = \frac{\|m_i\|_2^2}{\|m_i\|_F^2} \), and sample \( S_4 \in \mathbb{R}^{n \times t_4} \) where the \( j^{th} \) column is set to \( \frac{1}{\sqrt{p_i^{(4)}}} e_i \) with probability \( p_i^{(4)} \). Solve:
   \[
   N = \arg \min_{N \in \mathbb{R}^{n \times k}} \| S_4^T M N^T - S_4^T A \|_F^2.
   \]

6. Return \( M, N \in \mathbb{R}^{n \times k} \).

Theorem 2.6.3 (Sublinear Time Low-Rank Approximation – Spectral Norm Error).

Given any PSD \( A \in \mathbb{R}^{n \times n} \), for sufficiently large constants \( c, c_1, c_2, c_3, c_4 \), for any \( k \in \mathbb{Z}^+ \) and \( \epsilon, \delta \in (0, 1] \), Algorithm 2 accesses \( O(\frac{n k \log^2 n}{\delta^2 \epsilon^6} + \frac{n k^2}{\delta \epsilon}) \) entries of \( A \), runs in
\[
\tilde{O} \left( \frac{n k \log^2 n}{\delta \epsilon} + \frac{n k}{\delta^2 \epsilon^6} + \left( \sqrt{n k^{\omega - 1} + k^{\omega + 1}} \right) \cdot \text{poly}(1/\epsilon, 1/\delta) \right)
\]
time and with probability \( \geq 1 - \delta \) outputs \( \mathbf{M}, \mathbf{N} \in \mathbb{R}^{n \times k} \) with:

\[
\| \mathbf{A} - \mathbf{M} \mathbf{N}^T \|_2^2 \leq (1 + \epsilon) \| \mathbf{A} - \mathbf{A}_k \|_2^2 + \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2.
\]

**Proof.** We begin with the following claim, which shows that \( \mathbf{A}_1 \) and \( \mathbf{A} \) satisfy both spectral and Frobenius norm PCP bounds.

**Claim 2.6.4.** With probability \( \geq 1 - 3\delta/5 \) we simultaneously have:

- \( \mathbf{A}_1 \) is an \((\epsilon, \alpha, k)\)-spectral PCP of \( \mathbf{A} \) with \( \alpha = \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \).
- \( \mathbf{A} \) is an \((\epsilon, \alpha, k)\)-spectral row PCP of \( \mathbf{A}_1 \) with \( \alpha = \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \).
- \( \mathbf{A}_1 \) is an \((\epsilon, k)\)-PCP of \( \mathbf{A} \).
- \( \mathbf{A} \) is an \((\epsilon, c_5/\delta, k)\)-PCP for \( \mathbf{A}_1 \) for some constant \( c_5 \).

**Proof.** Let \( \ell_i^{(1)} = 4\epsilon \sqrt{\frac{n}{k}} e^{k_1} (A^{1/2}) \), which by Lemma 2.3.1 is within a constant factor of upper bounding the rank \( k_1 = \lceil c k / \epsilon^2 \rceil \) ridge leverage scores of \( \mathbf{A} \). As long as \( c \geq 1 \), these scores upper bound the rank-\( k \) ridge leverage scores. So by Lemma 2.6.2, if \( c_1 \) is set large enough, with probability \( \geq 1 - \delta/5 \), \( \mathbf{A}_1 \) is an \((\epsilon, \alpha, k)\)-spectral PCP of \( \mathbf{A} \) with \( \alpha = \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \). Additionally, by Lemma 2.4.3, with probability \( \geq 1 - \delta/5 \), \( \mathbf{A} \) is an \((\epsilon, \alpha, k)\)-spectral row PCP of \( \mathbf{A}_1 \) with \( \alpha = \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \).

By Lemma 2.4.1, since \( t_1 = \frac{c_1 \log n}{\delta \epsilon^2} \sum_i \ell_i^{(1)} \), if \( c_1 \) is set large enough, with probability \( \geq 1 - \delta/5 \) we have simultaneously that \( \mathbf{A}_1 \) is an \((\epsilon, k_1)\)-PCP of \( \mathbf{A} \) and that \( \mathbf{A} \) is an \((\epsilon, c_5/\delta, k_1)\)-PCP for \( \mathbf{A}_1 \) for some constant \( c_5 \). These bounds immediately give that \( \mathbf{A}_1 \) is an \((\epsilon, k)\)-PCP for \( \mathbf{A} \) and \( \mathbf{A} \) is an \((\epsilon, c_6/\delta, k)\)-PCP for \( \mathbf{A}_1 \). The claim follows via a union bound.

Assuming the bounds of Claim 2.6.4 hold, from bound (3) and (4) we have:

\[
\| \mathbf{A} - \mathbf{A}_k \|_F^2 \leq c_6 \| \mathbf{A} - \mathbf{A}_k \|_F^2,
\]

for some constant \( c_6 \). Overall, with probability \( \geq 1 - 3\delta/5 \) both the above Frobenius norm PCP bounds as well as the spectral PCP bounds hold. By (2.75), assuming that \( \mathbf{A} \) is in fact an \((\epsilon, \alpha, k)\)-spectral PCP of \( \mathbf{A}_1 \) with \( \alpha = \frac{\epsilon}{k} \| \mathbf{A} - \mathbf{A}_k \|_F^2 \), for \( \mathbf{Z} \) computed
in Step 3 of Algorithm 2 we have:

\[
\|\mathbf{AS}_1 - \mathbf{AS}_1 \mathbf{ZZ}^T\|_2^2 \leq \frac{(1+\epsilon)}{(1-\epsilon)} \left( \|\mathbf{\bar{A}} - \mathbf{\bar{A}}_k\|_2^2 + \frac{\epsilon}{k} \|\mathbf{\bar{A}} - \mathbf{\bar{A}}_k\|_F^2 \right) + \frac{\epsilon}{k(1-\epsilon)} \|\mathbf{A} - \mathbf{A}_k\|_F^2
\]

\[
\leq (1 + 3\epsilon)\|\mathbf{\bar{A}} - \mathbf{\bar{A}}_k\|_2^2 + \frac{(3c_6 + 2)\epsilon}{k} \|\mathbf{A} - \mathbf{A}_k\|_F^2
\]

\[
\leq (1 + 3\epsilon)(1 + \epsilon)\|\mathbf{AS}_1 - (\mathbf{AS}_1)_k\|_2^2 + \frac{(3c_6 + 2 + 1)\epsilon}{k} \|\mathbf{A} - \mathbf{A}_k\|_F^2,
\]

where we use that \(\epsilon \leq 1/2\).

Now, by the approximate regression result of Lemma 2.2.14, since \(\mathbf{S}_3\) is sampled by the leverage scores of \(\mathbf{Z}\), and since \(t_3 = c_3 \left( k \log k + \frac{k}{\delta c'} \right)\) for \(\epsilon' = \epsilon/k\), if \(c_3\) is set large enough, for \(\mathbf{W}\) computed in Step 4, with probability \(\geq 1 - \delta/5\):

\[
\|\mathbf{AS}_1 - \mathbf{WZ}^T\|_F^2 \leq \left( 1 + \frac{\epsilon}{k} \right) \|\mathbf{AS}_1 - \mathbf{AS}_1 \mathbf{ZZ}^T\|_F^2. \tag{2.77}
\]

This Frobenius norm bound also implies a spectral norm bound. Specifically, we can write:

\[
\|\mathbf{AS}_1 - \mathbf{WZ}^T\|_F^2 = \|\mathbf{AS}_1 \mathbf{ZZ}^T - \mathbf{WZ}^T\|_F^2 + \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_F^2
\]

so by (2.77) we must have \(\|\mathbf{AS}_1 \mathbf{ZZ}^T - \mathbf{WZ}^T\|_F^2 \leq \frac{\epsilon}{k} \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_F^2\). This gives:

\[
\|\mathbf{AS}_1 - \mathbf{WZ}^T\|_2^2 \leq \|\mathbf{AS}_1 \mathbf{ZZ}^T - \mathbf{WZ}^T\|_2^2 + \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_2^2
\]

\[
\leq \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_2^2 + \|\mathbf{AS}_1 \mathbf{ZZ}^T - \mathbf{WZ}^T\|_F^2
\]

\[
\leq \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_2^2 + \frac{\epsilon}{k} \|\mathbf{AS}_1 (\mathbf{I} - \mathbf{ZZ}^T)\|_F^2. \tag{2.78}
\]

Note that by the Frobenius norm guarantee required in Step 3, (2.75), and the fact that \(\mathbf{\bar{A}}\) is an \((\epsilon, c_5/\delta, k)\) PCP for \(\mathbf{AS}_1\),

\[
\|\mathbf{AS}_1 - \mathbf{AS}_1 \mathbf{ZZ}^T\|_F^2 = O(\|\mathbf{A} - \mathbf{A}_k\|_F^2).
\]

Combined with (2.75) and (2.78) the above implies that for \(\mathbf{M}\) spanning the columns of \(\mathbf{W}\),

\[
\|\mathbf{AS}_1 - \mathbf{MM}^T\mathbf{AS}_1\|_2^2 \leq \|\mathbf{AS}_1 - \mathbf{WZ}^T\|_2^2
\]

\[
\leq (1 + O(\epsilon))\|\mathbf{AS}_1 - (\mathbf{AS}_1)_k\|_2^2 + O\left( \frac{\epsilon}{k} \right) \|\mathbf{A} - \mathbf{A}_k\|_F^2.
\]
Assuming that $AS_1$ is in fact an $(\epsilon, \alpha, k)$-spectral PCP for $A$ with $\alpha = \frac{\epsilon}{k} \|A - A_k\|_F^2$ we also have

$$\|A - MM^T A\|_2^2 \leq (1 + O(\epsilon))\|A - A_k\|_2^2 + O\left(\frac{\epsilon}{k}\right) \|A - A_k\|_F^2. \quad (2.79)$$

Union bounding over the probability that Claim 2.6.4 holds ($\geq 1 - 3\delta/5$) and that (2.77) holds ($\geq 1 - \delta/5$), (2.79) holds with probability $\geq 1 - 4\delta/5$.

Finally, we apply an identical approximate regression argument for $N$ computed in Step 5 to show that, with probability $\geq 1 - \delta/5$, assuming that (2.79) holds,

$$\|A - MN^T\|_2^2 \leq (1 + \epsilon)\|A - MM^T A\|_2^2 + \frac{\epsilon}{k} \|A - MM^T A\|_F^2$$

$$= (1 + O(\epsilon))\|A - A_k\|_2^2 + O\left(\frac{\epsilon}{k}\right) \|A - A_k\|_F^2.$$

By a union bound, this holds with probability $\geq 1 - \delta$. Adjusting constants on $\epsilon$ by making $c, c_1, c_2, c_3, c_4$ large enough yields the final bound.

**Runtime and Sample Complexity**

It just remains to discuss runtime and sample complexity.

Step 1 requires accessing $O\left(\frac{nk\log(k/\delta)}{\epsilon^2}\right)$ entries of $A$ by Lemma 2.2.17. Constructing $S_2^T AS_1$ in Step 3 requires reading $t_1^2 = O\left(\frac{nk\log^2 n}{\delta^2 \epsilon^2}\right)$ entries of $A$. Constructing $AS_1 S_3$ in Step 4 and $AS_4$ in Step 5 both require reading $O\left(nk\log k + \frac{nk^2}{\delta \epsilon}\right)$ entries.

For runtime, computing $Z$ in Step 3 requires $O(nnz(\tilde{A})) + \tilde{O}(\sqrt{nk^{\omega-1}} \cdot \text{poly}(1/\epsilon, 1/\delta))$ time using an input sparsity time algorithm (e.g., by Theorem 27 of [CEM+15] or using input sparsity time ridge leverage score sampling [CMM17] in conjunction with the spectral PCP result of Lemma 2.6.2). Computing $M$ in Step 4 and $N$ in Step 5 both require computing the pseudoinverse of a $k \times O\left(k \log k + \frac{k^2}{\delta \epsilon}\right)$ matrix, which takes $\tilde{O}(k^{\omega+1} \cdot \text{poly}(1/\epsilon, 1/\delta))$ time, and then applying this to an $n \times O\left(k \log k + \frac{k^2}{\delta \epsilon}\right)$ matrix, which requires $\tilde{O}\left(\frac{nk^\omega}{\delta \epsilon}\right)$ time. \(\square\)

**2.6.3 Sublinear Time Ridge Regression**

We now demonstrate how Theorem 2.6.3 can be leveraged to give a sublinear time, relative error algorithm for approximately solving the following ridge regression problem for PSD $A$:
Problem 2.6.5 (Ridge Regression). Given any $A \in \mathbb{R}^{n \times d}$, $y \in \mathbb{R}^n$, regularization parameter $\lambda \geq 0$, and error parameter $\epsilon \geq 0$, compute $\tilde{x}$ satisfying:

$$\|A\tilde{x} - y\|_2^2 + \lambda\|	ilde{x}\|_2^2 \leq (1 + \epsilon) \cdot \min_{x \in \mathbb{R}^n} \|Ax - y\|_2^2 + \lambda\|x\|_2^2. \quad (2.80)$$

We begin with a lemma showing that for PSD $A$, any approximation to $A$ with small spectral norm error can be used to approximately solve (2.80) up to relative error.

Lemma 2.6.6 (Ridge Regression via Spectral Norm Low-Rank Approximation). For any PSD $A \in \mathbb{R}^{n \times n}$, $y \in \mathbb{R}^n$, regularization parameter $\lambda \geq 0$ and $B$ with $\|A - B\|_2^2 \leq \epsilon^2 \lambda$, let $\tilde{x} \in \mathbb{R}^n$ be any vector satisfying:

$$\|B\tilde{x} - y\|_2^2 + \lambda\|	ilde{x}\|_2^2 \leq (1 + \alpha) \cdot \min_{x \in \mathbb{R}^n} \|Bx - y\|_2^2 + \lambda\|x\|_2^2.$$ 

Then:

$$\|A\tilde{x} - y\|_2^2 + \lambda\|	ilde{x}\|_2^2 \leq (1 + \alpha)(1 + 5\epsilon) \min_{x \in \mathbb{R}^n} \|Ax - y\|_2^2 + \lambda\|x\|_2^2.$$

Proof. For any $x \in \mathbb{R}^n$ we have:

$$\|Bx - y\|_2^2 + \lambda\|x\|_2^2 = \|Ax - y\|_2^2 + \|(B - A)x\|_2^2 + 2x^T(B - A)^T(Ax - y) + \lambda\|x\|_2^2.$$

By the requirement that $\|A - B\|_2^2 \leq \epsilon^2 \lambda$, we have $\|(B - A)x\|_2^2 \leq \epsilon^2 \lambda\|x\|_2^2$ and further:

$$|2x^T(B - A)^T(Ax - y)| \leq 2\|(A - B)x\|_2\|Ax - y\|_2 \leq 2\epsilon\sqrt{\lambda}\|x\|_2\|Ax - y\|_2 \leq \epsilon \left(\|Ax - y\|_2^2 + \lambda\|x\|_2^2\right).$$

So for any $x \in \mathbb{R}^n$,

$$\|Bx - y\|_2^2 + \lambda\|x\|_2^2 \leq [(1 - 2\epsilon)\left(\|Ax - y\|_2^2 + \lambda\|x\|_2^2\right), (1 + 2\epsilon)\left(\|Ax - y\|_2^2 + \lambda\|x\|_2^2\)],$$

which gives the lemma since any nearly optimal $\tilde{x}$ for the ridge regression problem on $B$ will also be nearly optimal for $A$. \qed

Combining Lemma 2.6.6 with Theorem 2.6.3 gives the following:
Theorem 2.6.7 (Sublinear Time Ridge Regression). Given any PSD $A \in \mathbb{R}^{n \times n}$, regularization parameter $\lambda \geq 0$, $y \in \mathbb{R}^n$, $\epsilon, \delta \in (0, 1/2]$ and upper bound $\tilde{s}_\lambda$ on the statistical dimension $s_\lambda \text{def} = \text{tr}((A^2 + \lambda I)^{-1} A^2)$, there is an algorithm accessing $\tilde{O}\left(\frac{n s^\alpha_\lambda}{\delta \epsilon^2} + \frac{n s^\alpha_\lambda}{\delta^2 \epsilon^2} + (\sqrt{n} s^{\alpha - 1}_\lambda + s^{\alpha + 1}_\lambda) \cdot \text{poly}(1/\epsilon, 1/\delta)\right)$ entries of $A$ and running in $\tilde{O}\left(\frac{n s^\alpha_\lambda}{\delta \epsilon^2} + \frac{n s^\alpha_\lambda}{2 \delta^2 \epsilon^2} + (\sqrt{n} s^{\alpha - 1}_\lambda + s^{\alpha + 1}_\lambda) \cdot \text{poly}(1/\epsilon, 1/\delta)\right)$ time, that outputs $\tilde{x}$ satisfying with probability $\geq 1 - \delta$:

$$\|A \tilde{x} - y\|_2^2 + \lambda \|\tilde{x}\|_2^2 \leq (1 + \epsilon) \cdot \min_{x \in \mathbb{R}^n} \|A x - y\|_2^2 + \lambda \|x\|_2^2.$$ 

When $\tilde{s}_\lambda \ll n$ as is often the case, the above significantly improves upon state-of-the-art input sparsity time runtimes for general matrices [ACW16].

Proof. Let $k = \frac{c \tilde{s}_\lambda}{\epsilon^2}$ for sufficiently large constant $c$. We have:

$$s_\lambda = \sum_{i=1}^n \frac{\sigma_i^2(A)}{\sigma_i^2(A) + \lambda} \geq \sum_{i: \sigma_i^2(A) \geq \epsilon^2 \lambda} \frac{\sigma_i^2(A)}{(1 + 1/\epsilon^2) \sigma_i^2(A)} \geq \frac{\epsilon^2}{2} \cdot |\{ i : \sigma_i^2(A) \geq \epsilon^2 \lambda \}|.$$ 

So $|\{ i : \sigma_i^2(A) \geq \epsilon^2 \lambda \}| \leq \frac{2 s_\lambda}{\epsilon^2}$ and for large enough $c$ and $k = \frac{c \tilde{s}_\lambda}{\epsilon^2} \geq \frac{c s_\lambda}{\epsilon^2}$ we have $\|A - A_k\|_2^2 \leq \frac{c s_\lambda}{2}$ and can run Algorithm 2 with error parameter $\epsilon = \Theta(1)$ and failure probability $1 - \delta$ to find $M, N \in \mathbb{R}^{n \times k}$ with $\|A - MN^T\|_2^2 \leq \epsilon^2 \lambda$. We can then apply Lemma 2.6.6 - solving $\tilde{x} = \min_{x \in \mathbb{R}^n} \|MN^T x - y\|_2^2 + \lambda \|x\|_2^2$ exactly using an SVD in $O(n k^{\alpha - 1})$ time. $\tilde{x}$ will be a $(1 + O(\epsilon))$ approximate solution for $A$, which, after adjusting constants on $\epsilon$, gives the lemma. The runtime follows from Theorem 2.6.3 with $k = c \tilde{s}_\lambda/\epsilon^2$ and $\epsilon' = \Theta(1)$. The $O(nk^{\alpha - 1})$ regression cost is dominated by the cost of computing the low-rank approximation. \hfill \Box

Note that Theorem 2.6.7 ensures that if the $k \geq \frac{c \tilde{s}_\lambda}{\epsilon^2}$ for some constant $c$, $\tilde{x}$ is a good approximation to the ridge regression problem. Setting $k$ properly requires some knowledge of an upper bound $\tilde{s}_\lambda$ on $s_\lambda$. A constant factor approximation to $s_\lambda$ can be computed in $\tilde{O}(n^{3/2} \cdot \text{poly}(s_\lambda))$ time using, for example a column PCP as given by Lemma 2.2.12 and binary searching for an appropriate $k$ value.

An interesting open question is if $s_\lambda$ be be approximated more quickly - specifically with linear dependence on $n$. This question is closely related to if it is possible to estimate the cost $\|A - A_k\|_F^2$ in $\tilde{O}(n \cdot \text{poly}(k))$ for PSD $A$, which surprisingly is also open.
2.7 Query Lower Bound

We now present our lower bound on the number of accesses to $A$ required to compute a near-optimal low-rank approximation, matching the query complexity of Algorithm 2.5.1 up to a $\tilde{O}(1/\epsilon^{1.5})$ factor.

**Theorem 2.7.1.** Assume that $k, \epsilon$ are such that $nk/\epsilon = o(n^2)$. Consider any (possibly randomized) algorithm $A$ that, given any PSD $A \in \mathbb{R}^{n \times n}$, outputs a $(1 + \epsilon)$-approximate rank-$k$ approximation to $A$ in the Frobenius norm (Problem 2.1.1) with probability at least $2/3$. Then there must be some input $A$ of which $A$ reads at least $\Omega(nk/\epsilon)$ positions in expectation (over $A$'s random coin flips).

2.7.1 Lower Bound Approach

The idea behind Theorem 2.7.1 is to apply Yao's minimax principle [Yao'77], proving a lower bound for randomized algorithms on worst-case inputs via a lower bound for deterministic algorithms on some input distribution (a 'hard input distribution'). Specifically, we will draw the input $A$ from a distribution over binary matrices. $A$ has all 1's on its diagonal, along with $k$ randomly positioned (non-contiguous) blocks of all 1's, each of size $\sqrt{2en/k} \times \sqrt{2en/k}$. In other words, $A$ is the adjacency matrix (plus identity) of a graph with $k$ cliques of size $\sqrt{2en/k}$, placed on random subsets of the vertices, with all other vertices isolated.

It is easy to see that every $A$ chosen from the above distribution is PSD since applying a permutation yields a block diagonal matrix, each of whose blocks is a PSD matrix (either a single 1 entry or a rank-1 all 1’s block). Additionally, for every $A$ chosen from the distribution, the optimal rank-$k$ approximation to $A$ projects off each of the $k$ blocks, achieving Frobenius norm error $\|A - A_k\|_F^2 = n - k\sqrt{2en/k} \approx n$. To match this up to a $1 + \epsilon$ factor, any near-optimal rank-$k$ approximation must at least capture a constant fraction of the Frobenius norm mass in the blocks since this mass is $k \cdot 2en/k = 2en$.

Doing so requires identifying at least a constant fraction of the blocks. However, since block positions are chosen uniformly at random, and since the diagonal entries of $A$ are identical and so convey no information about the positions, to identify a single block, any algorithm essentially must read arbitrary off-diagonal entries until it finds a 1. There are $\approx n^2$ off-diagonal entries with just $2en$ of them 1’s, so identifying a first block requires $\Omega(n/\epsilon)$ queries to $A$ in expectation (over the random choice of $A$). Since the vast majority of vertices are isolated and not contained within a block,
finding this first block does little to make finding future blocks easier. So overall, the algorithm must make \( \Omega(nk/\epsilon) \) queries in expectation to find a constant fraction of the \( k \) blocks and output a near-optimal low-rank approximation with good probability.

While the above intuition is the key idea behind the lower bound, a rigorous proof requires a number of additional steps and modifications, detailed in the remainder of this section. In Section 2.7.2 we introduce the notion of a primitive approximation to a matrix, which we will employ in our lower bound for low-rank approximation. In Section 2.7.3 we show that any deterministic low-rank approximation algorithm that succeeds with good probability on the input distribution described above can be used to give an algorithm that computes a primitive approximation with good probability on a matrix drawn from a related input distribution (Lemma 2.7.8). This reduction yields a lower bound for deterministic low-rank approximation algorithms (Theorem 2.7.11), which gives Theorem 2.7.1 after an application of Yao's principle.

2.7.2 Primitive Approximation

We first define the notion of an \( \epsilon \)-primitive approximation to a matrix and establish some basic properties of these approximations.

**Definition 2.7.2 (\( \epsilon \)-primitive Approximation).** A matrix \( A' \in \mathbb{R}^{m \times m} \) is said to be \( \epsilon \)-primitive for \( A \in \mathbb{R}^{m \times m} \) if the squared Frobenius norm of \( A - A' \), restricted to its off-diagonal entries is \( \leq \epsilon m \). Note that \( A' \) is allowed to have any rank.

We also define a distribution on matrices with a randomly placed block of all one entries. We will later use this distribution to construct a 'hard input distribution' for deterministic low-rank approximation algorithms.

**Definition 2.7.3 (Random Block Matrix).** For any \( m, \epsilon \) with \( m/\epsilon \leq m^2 \), let \( \mu(m, \epsilon) \) be the distribution on \( A \in \mathbb{R}^{m \times m} \) defined as follows. We choose a uniformly random subset \( S \) of \([m]\) where \( |S| = \sqrt{16\epsilon m} \), where we assume for simplicity that \( |S| \) is an integer. We generate a random matrix \( A \) by setting for each \( i \neq j \in S \), \( A_{i,j} = 1 \). We then set \( A_{i,i} = 1 \) for all \( i \) and set all remaining entries of \( A \) to equal 0.

Note that we associate a random subset \( S \) with the sampling of a matrix \( A \) according to \( \mu(m, \epsilon) \). It is clear that any \( A \) in the support of \( \mu(m, \epsilon) \) is PSD. This is since any \( A \) in the support of \( \mu(m, \epsilon) \), after a permutation, is composed of an \( |S| \times |S| \) all ones block and an \((m - |S|) \times (m - |S|)\) identity.

If \( A' \) is \( \epsilon \)-primitive for \( A \) in the support of \( \mu(m, \epsilon) \), it approximates \( A \) up to error \( \epsilon m \) on its off-diagonal entries. Let \( R \) denote the set of off-diagonal entries of \( A \)
restricted to the intersection of the rows and columns indexed by $S$. The error on the entries of $R$ is at most $\epsilon m$. Further, restricted to these entries, $A$ is an all ones matrix. Thus, on the entries of $R$, both $A$ and $A'$ look far from an identity matrix. Formally, we show:

**Lemma 2.7.4.** If $A' \in \mathbb{R}^{m \times m}$ is $\epsilon$-primitive for an $A \in \mathbb{R}^{m \times m}$ in the support of $\mu(m, \epsilon)$, then $A'$ is not $\epsilon$-primitive for $I$.

*Proof.* By definition, any $\epsilon$-primitive matrix $A'$ for $A$ has squared Frobenius norm restricted to $A$'s off-diagonal entries of $\leq \epsilon m$. Let $R$ denote the set of off-diagonal entries in the intersection of the rows and columns of $A$ indexed by $S$. Assuming $|S| \geq 4$, which follows from the assumption in Definition 2.7.3 that $m/\epsilon \leq m^2$, $|R| = |S|^2 - S \geq 12\epsilon m$.

Restricted to the entries in $R$, $A$ is an all ones matrix. Thus, on at least $8\epsilon m$ of these entries $A'$ must have value at least $1/2$. Otherwise it would have greater than $|R| - 4\epsilon m \geq 4\epsilon m$ entries with value $\leq 1/2$ and so squared Frobenius norm error on $A$'s off-diagonal entries greater than $\frac{1}{2^2} \cdot 4\epsilon m \geq \epsilon m$, contradicting the assumption that it is $\epsilon$-primitive for $A$.

Restricted to the entries in $R$, the identity matrix is all zero. Thus, $A'$ has Frobenius norm error on these entries at least $\frac{1}{2^2} \cdot 8\epsilon m \geq 2\epsilon m$. Thus $A'$ is not $\epsilon$-primitive for $I$, giving the lemma. \qed

Consider $A$ drawn from $\mu(m, \epsilon)$ with probability $1/2$ and set to $I$ with probability $1/2$. By Lemma 2.7.4, any (possibly randomized) algorithm $A$ that returns an $\epsilon$-primitive approximation to $A$ with good probability can be used to distinguish with good probability whether $A$ is in the support of $\mu(m, \epsilon)$ or $A = I$. This is because, by Lemma 2.7.4, the output of such an algorithm can only be correct either for some $A$ in the support of $\mu(m, \epsilon)$ or for the identity. We first define the distribution over matrices to which this result applies:

**Definition 2.7.5.** For any $m, \epsilon$ with $m/\epsilon \leq m^2$, let $\gamma(m, \epsilon)$ be the distribution on $A \in \mathbb{R}^{m \times m}$ defined as follows. With probability $1/2$ draw $A$ from $\mu(m, \epsilon)$ (Definition 2.7.3). Otherwise, draw $A$ from $\nu(m)$, which is the distribution whose support is only the $m \times m$ identity matrix.

Note that, as with $\mu(m, \epsilon)$, we associate a random subset $S$ with $|S| = \sqrt{16\epsilon m}$ with the sampling of a matrix $A$ according to $\gamma(m, \epsilon)$. $S$ is not used in the construction of $A$ in the case that it is drawn from $\nu(m)$. 
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Formally, since $A$ can distinguish whether $A$ is in the support of $\mu(m, \epsilon)$ or $\nu(m)$ (i.e., $A = I$) with good probability we can prove that the distribution of $A$'s access pattern (over randomness in the input and possible randomization in the algorithm) is significantly different when it is given input $A$ drawn from $\mu(m, \epsilon)$ than when it is given $A$ drawn from $\nu(m)$. Recall for distributions $\alpha$ and $\beta$ supported on elements $s$ of a finite set $S$, that the total variation distance $D_{TV}(\alpha, \beta) = \sum_{s \in S} |\alpha(s) - \beta(s)|$, where $\alpha(s)$ is the probability of $s$ in distribution $\alpha$.

**Corollary 2.7.6.** Suppose that a (possibly randomized) algorithm $A$, with probability at least $7/12$ over its random coin flips and random input $A \in \mathbb{R}^{n \times n}$ drawn from $\gamma(m, \epsilon)$, outputs an $\epsilon$-primitive matrix for $A$. Further, suppose that $A$ reads at most $r$ positions of $A$, possibly adaptively.\(^1\) Let $S$ be a random variable indicating the list of positions read and their corresponding values.\(^2\) Let $L(\mu)$ denote the distribution of $S$ conditioned on $A \sim \mu(m, \epsilon)$, and let $L(\nu)$ denote the distribution of $S$ conditioned on $A \sim \nu(m)$.\(^3\) Then

$$D_{TV}(L(\mu), L(\nu)) > 1/6.$$ 

**Proof.** By Lemma 2.7.4, if algorithm $A$ succeeds then its output can be used to decide if $A \sim \mu(m, \epsilon)$ or if $A \sim \nu(m)$. The success probability of any such algorithm is well-known (see, e.g., Proposition 2.58 of [BY02]) to be at most $1/2 + D_{TV}(L(\mu), L(\nu))/2$. Making this quantity at least $7/12$ and solving for $D_{TV}(L(\mu), L(\nu))$ proves the corollary. \(\square\)

### 2.7.3 Lower Bound for Low-Rank Approximation

We now give a reduction, showing that any deterministic relative error $k$-rank approximation algorithm that succeeds with good probability on the hard input distribution described in Section 2.7.1 can be used to compute an $\epsilon$-primitive approximation to $A$ that is drawn from $\gamma(n/(2k), \epsilon)$ with good probability. We first formally define this input distribution.

**Definition 2.7.7** (Hard Input Distribution – Low-Rank Approximation). Suppose $2nk/\epsilon \leq n^2$. Let $\gamma_0$ be the distribution on $A \in \mathbb{R}^{n \times n}$ determined as follows. We draw a uniformly random subset $S$ of $[n]$ where $|S| = n/2$, where we assume for simplicity

---

\(^1\)That is, for any input $A$, in any random execution, $A$ reads at most $r$ entries of $A$.

\(^2\)This is determined by the random input $A$ and the random choices of $A$. Since $A$ reads at most $r$ positions of any input, we always have $|S| \leq r$.

\(^3\)Here and throughout, we let $A \sim \mu(m, \epsilon)$ denote the event that, when $A$ is drawn from the distribution $\gamma(m, \epsilon)$ (Definition 2.7.5), which is a mixture of the distributions $\mu(m, \epsilon)$ and $\nu(m)$, that $A$ is drawn from $\mu(m, \epsilon)$. $A \sim \nu(m)$ denotes the analogous event for $\nu(m)$. 
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that \(|S|\) is an integer. We further partition \(S\) into \(k\) subsets \(S^1, S^2, \ldots, S^k\) chosen uniformly at random. For all \(\ell \in [k]\), \(|S^\ell| = n/(2k)\), which we also assume to be an integer.

Letting \(A^\ell\) denote the entries of \(A\) restricted to the intersection of the rows and columns indexed by \(S^\ell\), we independently draw each \(A^\ell\) from \(\gamma(n/(2k), \epsilon)\) (Definition 2.7.5).\(^{14}\) We then set \(A_{i,i} = 1\) for all \(i\) and set all remaining entries of \(A\) to equal 0.

Our reduction from \(\epsilon\)-primitive approximation to low-rank approximation is as follows:

**Lemma 2.7.8** (Reduction from Primitive Approximation to Low-Rank Approximation). Suppose that \(nk/\epsilon = o(n^2)\) and that \(A\) is a deterministic algorithm that, with probability \(\geq 2/3\) on random input \(A \in \mathbb{R}^{n \times n}\) drawn from \(\gamma_b\), outputs a \((1 + \epsilon/26)\)-approximate rank-\(k\) approximation to \(A\). Further suppose \(A\) reads at most \(r\) positions of \(A\), possibly adaptively.

Then there is a randomized algorithm \(B\) that, with probability \(\geq 7/12\) over its random coin flips and random input \(B\) drawn from \(\gamma(n/(2k), \epsilon)\), outputs an \(\epsilon\)-primitive matrix for \(B\). Further, letting \(L(\mu), L(\nu)\) be as defined in Corollary 2.7.6 for \(B\),

\[
D_{TV}(L(\mu), L(\nu)) \leq \frac{2er}{nk}.
\]

**Proof.** Consider a randomized algorithm \(B\) that, given \(B\) drawn from \(\gamma(n/(2k), \epsilon)\) generates a random matrix \(A^{n \times n}\) drawn from \(\gamma_b\) as follows. Choose a uniformly random subset \(S\) of \([n]\) with \(|S| = n/2\). Partition \(S\) into \(k\) subsets \(S^1, S^2, \ldots, S^k\) chosen uniformly at random. Note that for \(\ell \in [k]\), \(|S^\ell| = n/(2k)\). Letting \(A^\ell\) denote the entries of \(A\) restricted to the intersection of the rows and columns indexed by \(S^\ell\), set \(A^1 = B\), and for \(\ell = 2, \ldots, k\) independently draw \(A^\ell\) from \(\gamma(n/(2k), \epsilon)\). Set \(A_{i,i} = 1\) for all \(i\) and set all remaining entries of \(A\) equal to 0.

After generating \(A, B\) then applies \(A\) to \(A\) to compute a rank-\(k\) approximation \(A'\). \(B\) then outputs \((A')^1\), the \(n/(2k) \times n/(2k)\) submatrix of \(A'\) corresponding to the intersection of the rows and columns indexed by \(S^1\). We have the following:

**Claim 2.7.9.** With probability \(\geq 7/12\) over the random choices of \(B\) and over the random input \(B\) drawn from \(\gamma(n/(2k), \epsilon)\), \((A')^1\) is \(\epsilon\)-primitive for \(B\).

**Proof.** It is clear that \(A\) generated by \(B\) is distributed according to \(\gamma_b\) (Definition 2.7.7). By construction, for any \(A \sim \gamma_b\) there is a rank-\(k\) approximation of cost

\(^{14}\)By the assumption that \(2nk/\epsilon \leq n^2\) we have \(\frac{n}{2k\epsilon} \leq \left(\frac{n}{2k}\right)^2\) and so this is a valid setting of the parameters for \(\gamma(m, \epsilon)\).
at most $n$; indeed this follows by choosing the best rank-1 solution for each $A^t$. Consequently if $A$ succeeds on $A'$, then its output $A'$ satisfies $\|A - A'\|_F^2 \le n + \epsilon n/26$.

Note that $A$ has $A_{i,i} = 1$ for all $i \in [n]$. So the squared Frobenius norm cost of any rank-$k$ approximation restricted to the diagonal is at least $n - k$. Let $c_\ell$ be the squared Frobenius norm cost of $A'$ restricted to the off diagonal entries in $A^\ell$. Note that $c_\ell$ is a random variable. Then,

$$n - k + \sum_{\ell=1}^k c_\ell \le ||A' - A||_F^2 \le n + \epsilon n/26.$$ 

By averaging for at least a $11/12$ fraction of the blocks $i$,

$$c_i \le 12 + 12\epsilon n/(26k) \le 13\epsilon n/(26k) < \epsilon n/(2k),$$

assuming $\epsilon n/(26k) \ge 8$, which holds if $\epsilon n/k = \omega(1)$, which follows from our assumption that $nk/\epsilon = o(n^2)$.

It follows by symmetry of $\gamma_\delta$ with respect to the $k$ blocks that with probability at least $11/12$, if $A$ succeeds on $A$, $c_1 \le \epsilon n/(2k)$. This gives that $(A')^1$ is $\epsilon$-primitive (Definition 2.7.2) for $A^1 = B$. This yields the claim after applying a union bound, since $A$ succeeds with probability at least $2/3$ on $A$. \hfill $\Box$

It remains to bound the total variation distance between $B$’s access pattern when $B \sim \mu(n/(2k), \epsilon)$ and when $B \sim \nu(n/(2k))$. We have:

**Claim 2.7.10.** For the algorithm $B$ defined above

$$D_{TV}(L(\mu), L(\nu)) \le \frac{2\epsilon r}{nk}.$$ 

**Proof.** Let $W$ denote the random variable that encompasses $B$’s random choices in choosing the indices in $S^2, ..., S^k$ and in setting the entries in $A^2, ..., A^k$. Let $\Omega$ denote the set of all possible values of $W$. Let $S$ denote the random subset with $|S| = \sqrt{n/(2k)} \cdot \epsilon$ associated with the drawing of $B$ from $\gamma(n/(2k), \epsilon)$ (see Definition 2.7.5). Let $\bar{S}$ denote the set of off-diagonal entries of $A$ in the intersection of the rows and columns indexed by $S$.

If $B \sim \mu(n/(2k), \epsilon)$ then all entries of $\bar{S}$ are 1. If $B \sim \nu(n/(2k))$ then $B = I$ and so all entries of $\bar{S}$ are 0. Outside of the entries in $\bar{S}$, the entries of $B$ are identical in the two cases that $B \sim \mu(n/(2k), \epsilon)$ and $B \sim \nu(n/(2k))$ (in particular, they are all 0 off the diagonal and 1 on the diagonal).
So, for any \( w \in \Omega \), conditioned on \( \mathcal{W} = w \), all entries outside \( \tilde{S} \) are fixed. Further conditioned on \( \mathcal{B} \sim \nu(n/(2k)) \), all entries in \( \tilde{S} \) are 0. So all entries of \( \mathcal{A} \) are fixed and \( \mathcal{A} \) always reads the same sequence of entries \((i_{w,1}, j_{w,1}), \ldots, (i_{w,r}, j_{w,r})\).

Further, for any \( w \in \Omega \), conditioned on \( \mathcal{W} = w \), \( \tilde{S} \) is a uniform random subset of \( R = [n] \setminus (S^2 \cup \ldots \cup S^k) \). \(|R| = n - (k - 1) \cdot n/(2k) \geq n/2 \). So, for any \( \ell \in [r] \) we have:

\[
\mathbb{P}[(i_{w,\ell}, j_{w,\ell}) \in \tilde{S} | \mathcal{W} = w] \leq \frac{|\tilde{S}|}{|R|^2} \leq \frac{|S|^2}{n^2/4} \leq \frac{2\epsilon}{nk}.
\]

By a union bound, letting \( \mathcal{E} \) be the event that \( \mathcal{A} \) reads \((i_{w,1}, j_{w,1}), \ldots, (i_{w,r}, j_{w,r})\) and does not read any entry of \( \tilde{S} \) in its \( r \) accesses to \( \mathcal{A} \) we have for any \( w \in \Omega \):

\[
\mathbb{P}[\mathcal{E} | \mathcal{W} = w] \geq 1 - \frac{2\epsilon r}{nk}.
\]

Thus, for any \( w \in \Omega \), regardless of whether \( \mathcal{B} \sim \nu(n/(2k)) \) or \( \mathcal{B} \sim \mu(n/(2k), \epsilon) \), \( \mathcal{A} \) has access pattern \((i_{w,1}, j_{w,1}), \ldots, (i_{w,r}, j_{w,r})\) to \( \mathcal{A} \) with probability \( \geq 1 - \frac{2\epsilon r}{nk} \). Correspondingly, \( \mathcal{B} \) has a fixed access pattern to \( \mathcal{B} \) with probability \( \geq 1 - \frac{2\epsilon r}{nk} \). Thus,

\[
D_{TV}(L(\mu), L(\nu)) \leq \frac{2\epsilon r}{nk}
\]

yielding the claim. \( \square \)

In combination Claims 2.7.9 and 2.7.10 give Lemma 2.7.8. \( \square \)

We can now use Lemma 2.7.8 to argue that if a deterministic low-rank approximation algorithm succeeding with good probability on a random input drawn from \( \gamma_b \) accesses too few entries, then it can be used to give a primitive approximation algorithm violating Corollary 2.7.6. We then prove our main lower bound, Theorem 2.7.1, by applying Yao's minimax principle.

**Theorem 2.7.11** (Lower Bound for Deterministic Algorithms). Assume that \( n, k, \epsilon \) are such that \( nk/\epsilon = o(n^2) \). Consider any deterministic algorithm \( \mathcal{A} \) that, given random input \( \mathcal{A} \) drawn from \( \gamma_b \), outputs a \((1 + \epsilon)\)-approximate rank-\( k \) approximation to \( \mathcal{A} \) in the Frobenius norm (Problem 2.1.1) with probability at least \( 2/3 \). Further, suppose \( \mathcal{A} \) reads at most \( r \) positions of \( \mathcal{A} \), possibly adaptively. Then \( r = \Omega(nk/\epsilon) \).

**Proof.** Assume towards a contradiction that \( r = o(nk/\epsilon) \). Then applying Lemma 2.7.8, \( \mathcal{A} \) can be used to give a randomized algorithm \( \mathcal{B} \) that with probability \( \geq 7/12 \) over its random coin flips and random input \( \mathcal{B} \in n/(2k) \times n/(2k) \) drawn from \( \gamma(n/(2k), \epsilon) \), outputs an \( \epsilon \)-primitive matrix for \( \mathcal{B} \). Further, letting \( L(\mu), L(\nu) \) be
as defined in Corollary 2.7.6 for $B$, by Lemma 2.7.8, $D_{TV}(L(\mu), L(\nu)) \leq \frac{2\epsilon r}{nk}$. For $r = o(nk/\epsilon)$, $\frac{2\epsilon r}{nk} = o(1)$, contradicting Corollary 2.7.6, and giving the theorem. \hfill $\square$

We finally restate and prove our main lower bound.

**Theorem 2.7.1 (Lower Bound for Randomized Algorithms).** Assume that $n, k, \epsilon$ are such that $nk/\epsilon = o(n^2)$. Consider any (possibly randomized) algorithm $A$ that, given any PSD $A \in \mathbb{R}^{n \times n}$, outputs a $(1 + \epsilon)$-approximate rank-$k$ approximation to $A$ in the Frobenius norm (Problem 2.1.1) with probability at least $2/3$. Then there must be some input $A$ on which $A$ reads $\Omega(nk/\epsilon)$ positions in expectation (over $A$'s random coin flips).

**Proof.** This follows directly from applying Yao’s minimax principle ([Yao77], Theorem 3) to Theorem 2.7.11. \hfill $\square$

## 2.8 Low-Rank Approximation of $A$ via $A^{1/2}$

In this section we discuss computing a low-rank approximation of PSD $A$ using a low-rank approximation for the matrix square root $A^{1/2}$. We demonstrate that, while naively, a near-optimal low-rank approximation for $A^{1/2}$ can be arbitrarily bad for $A$, there is a way to convert a low-rank approximation from $A^{1/2}$ to one for $A$. This method gives a simple, but suboptimal, sublinear time low-rank approximation algorithm for PSD matrices. The purpose of this section is to build intuition for PSD low-rank approximation and connections between a PSD matrix $A$ and its squareroot $A^{1/2}$. We leveraged these connections in a different way in designing our main low-rank approximation algorithm, Algorithm 1, presented in Section 2.5.

### 2.8.1 Converting a Low-Rank Approximation of $A^{1/2}$ to a Low-Rank Approximation of $A$

We first observe that a low-rank approximation for $A^{1/2}$ does not imply a good low-rank approximation for $A$. Intuitively, if $A$ has a large top singular value, the low-rank approximation for $A$ must capture the corresponding singular direction with significantly more accuracy than a good low-rank approximation for $A^{1/2}$, in which the singular value is relatively much smaller.

**Theorem 2.8.1.** For any $k, \epsilon > 0$ there exists a PSD matrix $A$ and a rank-$k$ matrix $B$ such that $\|A^{1/2} - B\|_F \leq (1 + \epsilon)\|A^{1/2} - (A^{1/2})_k\|_F$ but for every matrix $C$ in the
row span of $B$,

\[ \|A - C\|_F^2 \geq \left( 1 + \epsilon \cdot \frac{(n-k-1)\sigma_1(A)}{\sigma_{k+1}(A)} \right) \|A - A_k\|_F^2. \]

Notably, if we $B = A^{1/2}P$ for some rank-$k$ orthogonal projection $P$, $AP$ can be an arbitrarily bad low-rank approximation of $A$.

**Proof.** Let $A \in \mathbb{R}^{n \times n}$ be a diagonal matrix with $A_{i,i} = \alpha^2$ for $i \in [k]$, $A_{k+1,k+1} = 0$ and all other diagonal entries equal to $\beta^2$, where $\alpha > \beta > 0$. Let $B$ be a rank-$k$ matrix that has its last $n - k$ rows all zero. For $i \in [k]$, let $B_{i,i} = A_{i,i}$ and $B_{1,k+2} = \sqrt{\epsilon(n-k-1)} \cdot \beta$. We have: $\|A^{1/2} - (A^{1/2})_{k}\|_F^2 = (n-k-1)\beta^2$ and $\|A^{1/2} - B\|_F^2 = (1+\epsilon)(n-k-1)\beta^2$. Note that the first row of $B$, $b_1$ aligns somewhat well with the first row of $A$, $a_1$, but as we will see, not well enough to give a good low-rank approximation for $A$ itself.

Let $C$ be the projection of $A$ onto the row span of $B$, which gives the optimal low-rank approximation to $A$ within this span. For $i = 2, \ldots, k$, $c_i = a_i$, since $A$ and $B$ match exactly on these rows up to a scaling. For $i > k$, $c_i = 0$. Finally, $c_1 = \frac{b_1}{\|b_1\|_2} \cdot \langle b_1, a_1 \rangle = b_1 \cdot \left( \frac{\alpha^2}{\alpha^2 + \epsilon(n-k-1)\beta^2} \right)$. Overall:

\[
\|A - C\|_F^2 = (n-k-1)\beta^4 + (A_{1,1} - C_{1,1})^2 + (A_{1,k+2} - C_{1,k+2})^2 \\
\geq (n-k-1)\beta^4 + \left( \frac{\sqrt{\epsilon(n-k-1)} \cdot \beta \alpha^3}{\alpha^2 + \epsilon(n-k-1)\beta^2} \right)^2 \\
\geq (n-k-1)\beta^4 \cdot (1 + \epsilon(n-k-1)\alpha^2/\beta^2) \\
= (1 + \epsilon(n-k-1)\alpha^2/\beta^2) \cdot \|A - A_k\|_F^2.
\]

By setting $\alpha \gg \beta$ we can make this approximation arbitrarily bad. Note that $\alpha^2/\beta^2 = \sigma_1(A)/\sigma_{k+1}(A)$. This ratio will be large whenever $A$ is well approximated by a low-rank matrix. \hfill \square

Despite the above example, we can show that for a projection $P$, if $A^{1/2}P$ is a very near-optimal low-rank approximation of $A^{1/2}$ then $A^{1/2}PA^{1/2}$ is a relative error low-rank approximation of $A$:

**Theorem 2.8.2.** Let $P \in \mathbb{R}^{n \times n}$ be an orthogonal projection matrix such that $\|A^{1/2} - A^{1/2}P\|_F^2 \leq (1 + \epsilon/\sqrt{n})\|A^{1/2} - (A^{1/2})_{k}\|_F^2$. Then:

\[
\|A - A^{1/2}PA^{1/2}\|_F^2 \leq (1 + 3\epsilon)\|A - A_k\|_F^2.
\]
Proof. We can rewrite using the fact that $(I - P) = (I - P)^2$ since it is a projection:

$$\|A - A^{1/2}PA^{1/2}\|_F^2 = \|A^{1/2}(I - P)^2A^{1/2}\|_F^2 = \|A^{1/2}(I - P)\|_F^4.$$ 

Let $\delta_i = \sigma_i(A^{1/2}(I - P))$ denote the $i^{th}$ singular value of $A^{1/2}(I - P)$. By the assumption that $P$ gives a near-optimal low-rank approximation of $A^{1/2}$:

$$\sum_{i=1}^{n-k} \delta_i^2 \leq \sum_{i=k+1}^{n} \sigma_i(A) + \epsilon/\sqrt{n} \|A^{1/2} - (A^{1/2})_k\|_F^2.$$ 

Additionally, by Weyl's monotonicity theorem (see e.g. Theorem 3.2 in [Gul14] and proof of Lemma 15 in [MM17]), for all $i$, $\delta_i \geq \sigma_{i+k}^{1/2}(A)$. We thus have:

$$\|A - A^{1/2}PA^{1/2}\|_F^2 = \sum_{i=1}^{n-k} \delta_i^4 \leq \sum_{i=k+1}^{n} \sigma_i(A)^2 + (\sigma_{k+1}(A) + \epsilon/\sqrt{n} \|A^{1/2} - (A^{1/2})_k\|_F^2)^2.$$ 

If $\sigma_{k+1}(A) \geq 1/\sqrt{n} \cdot \|A^{1/2} - (A^{1/2})_k\|_F^2$, then

$$\left(\sigma_{k+1}(A) + \epsilon/\sqrt{n} \|A^{1/2} - (A^{1/2})_k\|_F^2\right)^2 \leq (1 + \epsilon)^2 \sigma_{k+1}^2(A) \leq (1 + 3\epsilon) \sigma_{k+1}^2(A)$$

and hence:

$$\|A - A^{1/2}PA^{1/2}\|_F^2 \leq (1 + 3\epsilon) \sum_{i=k+1}^{n} \sigma_i^2(A) = (1 + 3\epsilon) \|A - A_k\|_F^2.$$ 

Alternatively if $\sigma_{k+1}(A) \leq 1/\sqrt{n} \cdot \|A^{1/2} - (A^{1/2})_k\|_F^2$, then

$$\left(\sigma_{k+1}(A) + \epsilon/\sqrt{n} \|A^{1/2} - (A^{1/2})_k\|_F^2\right)^2 \leq \left((1 + \epsilon)/\sqrt{n} \|A^{1/2} - (A^{1/2})_k\|_F^2\right)^2 \leq (1 + \epsilon)^2 \|A - A_k\|_F^2,$$

which also gives the theorem. \qed

### 2.8.2 PSD Low-Rank Approximation in $n^{1.69} \cdot \text{poly}(k/\epsilon)$ Time

We now combine Theorem 2.8.2 with the ridge leverage score sampling algorithm of Lemma 2.2.17 to give a sublinear time algorithm for low-rank approximation of $A$ reading $n^{3/2} \cdot \text{poly}(k/\epsilon)$ entries of the matrix and running in $n^{1.69} \cdot \text{poly}(k/\epsilon)$ time. We note that this approach could also be used with adaptive sampling [DV06] or volume
Theorem 2.8.3. There is an algorithm based off ridge leverage score sampling that, given PSD $A \in \mathbb{R}^{n \times n}$, $k \in \mathbb{Z}^{\geq 1}$, and $\epsilon, \delta \in (0, 1/2]$, outputs $M \in \mathbb{R}^{n \times k}$ such that, with probability $\geq 1 - \delta$,

$$\|A - MM^T\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.$$ 

The algorithm reads $\tilde{O}(n^{3/2}k/\epsilon)$ entries of $A$ and runs in $\tilde{O}\left(n^{(\omega+1)/2} \cdot (k/\epsilon)^{\omega-1}\right)$ time, where $\tilde{O}(\cdot)$ hides $\log(n/\delta)$ dependencies.

Note that for $\omega < 2.373$ [LG14], $n^{(\omega+1)/2} \leq n^{1.69}$. Theorem 2.8.3 follows from Lemma 2.2.17, adapted from Theorem 8 of [MM17], which shows that it is possible to estimate the ridge leverage scores of $A^{1/2}$ with $\tilde{O}(nk)$ accesses to $A$ and $O(nk^{\omega-1})$ time. We can use these scores to sample a set of rows from $A^{1/2}$ whose span contains a near-optimal low-rank approximation. Specifically we have:

Lemma 2.8.4 (Theorem 7 of [CMM17]). For any $B \in \mathbb{R}^{n \times n}$, for every $i \in [n]$, let $\tilde{\tau}_i^k \geq \tau_i^k(B)$ be an overestimate for the $i$th rank-$k$ ridge leverage score of $B$. Let $p_i = \frac{\tilde{\tau}_i^k}{\sum_i \tilde{\tau}_i^k}$ and for $\epsilon, \delta \in (0, 1/2]$, $t = c \left( \log k + \frac{\log(1/\delta)}{\epsilon} \right) \sum_i \tilde{\tau}_i^k$ for some sufficiently large constant $c$. Construct $R \in \mathbb{R}^{n \times t}$ by sampling $t$ rows of $B$, each set to row $b_i$ with probability $p_i$. With probability $\geq 1 - \delta$, letting $P_R$ be the projection onto the rows of $R$,

$$\|B - (BP_R)_k\|_F^2 \leq (1 + \epsilon)\|B - B_k\|_F^2.$$ 

Note that $(BP_R)_k$ can be written as a row projection of $B$ onto the top $k$ singular vectors of $BP_R$.

Proof of Theorem 2.8.3. If we compute for each $i$, $\tilde{\tau}_i^k \geq \tau_i^k(A^{1/2})$ using Lemma 2.2.17, set $\epsilon' = \epsilon/3\sqrt{n}$, and let $S$ be a sampling matrix selecting $\tilde{O}(\sum_i \tilde{\tau}_i^k/\epsilon') = \tilde{O}(k\sqrt{n}/\epsilon)$ rows of $A^{1/2}$, then by Theorems 2.8.2 and 2.8.4, letting $P$ be the projection onto the rows of $SA^{1/2}$, with probability $\geq 1 - \delta$,

$$\|A - (A^{1/2}P)_k(A^{1/2}P)^T\|_F^2 \leq (1 + \epsilon)\|A - A_k\|_F^2.$$ 

We can write

$$(A^{1/2}P)_k(A^{1/2}P)^T = (A^{1/2}PA^{1/2})_k = (AS(S^TAS)^+S^T A)_k.$$
We can compute a factorization of this matrix by computing \((S^T AS)^{+/2}\), then computing \(AS(S^T AS)^{+/2}\) and taking the SVD of this matrix. Since \(S\) has \(\tilde{O}(k\sqrt{n}/\epsilon)\) columns, using fast matrix multiplication this requires time \(\tilde{O}(n \cdot (k\sqrt{n}/\epsilon)^{\omega-1}) = \tilde{O}(n^{(\omega+1)/2} \cdot (k/\epsilon)^{\omega-1})\) and \(\tilde{O}(n^{3/2}k/\epsilon)\) accesses to \(A\) (to read the entries of \(AS\)), giving the theorem.

\[ \Box \]

2.9 Discussion and Future Work

In this Chapter, we have presented sublinear time algorithms for low-rank approximation of PSD matrices (Sections 2.5 and 2.6) and ridge regression involving PSD inputs (Section 2.6). These algorithms are based on random leverage score sampling (Sections 2.2, 2.3, and 2.4), which allows us to rapidly reduce any PSD input to a small subset of rows and columns from which we can compute a near-optimal low-rank approximation to the input. We now discuss a number of research directions left open by our work. We note that one direction we are interested in is the possibility of randomized linear algebraic techniques being implemented in neural networks. We defer discussion of this direction until Chapter 5, Section 5.6.

2.9.1 Sublinear Time Algorithms for PSD Matrices

Our work opens the possibility for developing sublinear time algorithms for PSD matrices beyond the foundational low-rank approximation problems we have considered.

One interesting direction is to consider low-rank approximation in norms other than the Frobenius norm, which we considered in Problem 2.1.1. For example, it would be interesting to design algorithms achieving relative error approximation guarantees in general Schatten-\(p\) norms and in the entrywise \(\ell_1\) and \(\ell_p\) norms [SWZ17, CGK+17], which are often used as more ‘robust’ alternatives to Frobenius norm low-rank approximation. As discussed, obtaining low-rank approximation error guarantees in, for example, higher Schatten-\(p\) norms will require increased runtime. Specifically, using a similar argument to the lower bound presented in Section 2.7, one can show that relative error low-rank approximation in \(\|A - B\|_p^p = \sum_{i=1}^n \sigma_i^p(A - B)\) for \(p > 2\) requires \(\Omega(n^{2-2/p})\) queries to \(A\) (see discussion in Section 2.1.4). Understanding if this lower bound can be matched is an interesting direction.

In general, understanding what properties of a PSD matrix can be computed in sublinear time is interesting. For example, while we can output \(B\) satisfying \(\|A - B\|_p^p \leq (1 + \epsilon)\|A - A_k\|_p^p\), surprisingly it is not clear how to actually estimate the
value $\|A - A_k\|_F^2$ to within a $(1+\epsilon)$ factor. This can be achieved in $n^{3/2} \poly(k/\epsilon)$ time using the PCP techniques described in Sections 2.3 and 2.4. However, obtaining linear runtime in $n$ is open. Estimating $\|A - A_k\|_F^2$ seems strongly connected to estimating other important quantities such as the statistical dimension of $A$, $\text{tr}((A^2 + \lambda I)^{-1}A)$, for ridge regression (see Theorem 2.6.7), which we also do not know how to do in $o(n^{3/2})$ time.

Finally, it would be very interesting to understand if sublinear time low-rank approximation algorithms can be achieved deterministically. Even input sparsity runtimes, which are state-of-the-art for general (not necessarily PSD) matrices [CW13], are not known to be achievable with deterministic algorithms. Studying deterministic methods could lead to the development of new techniques for approximate linear algebraic computation, outside of random sampling and sketching, with applications beyond low-rank approximation. Alternatively, it may be possible to prove lower bounds against deterministic algorithms. Such lower bounds information theoretic, like the bound presented in Section 2.7, or may use reduction-based arguments similar to those in Chapter 3.

2.9.2 Sublinear Time Algorithms for Other Matrix Types

It would also be interesting to understand if our techniques can be generalized to a broader class of inputs, beyond PSD matrices. As discussed, in the matrix completion literature, much attention has focused on incoherent low-rank matrices [CR09, PLSZ17], which can be approximated in sublinear time using uniform sampling techniques. PSD matrices are not incoherent in general, which is highlighted by the fact that our sampling schemes are far from uniform and very adaptive to previously seen matrix entries. However, it would be interesting to study other parameters that characterize when low-rank approximation can be performed with just a small number of adaptive accesses to $A$. For example, we may consider:

- Measures of diagonal dominance that encompass the fact, noted in Section 2.1.1, that for any PSD $A$ and any $i, j$, $|A_{i,j}| \leq \max(A_{i,i}, A_{j,j})$.

- Letting $A = A^{1/2}A^{1/2}$, we can think of $A$ as containing all pairwise dot products between the rows of $A^{1/2}$. We may consider low-rank approximation of non-PSD matrices who entries contain other pairwise similarity measurements between a set of $n$-points.

- Matrices that are not PSD, but are close to PSD. For example, matrices that are
well approximated by a PSD low-rank approximation, have only a few, bounded negative eigenvalues, or are PSD matrices with a few corrupted entries.

2.9.3 Expanding the Applications of Leverage Scores

Our sublinear time low-rank approximation algorithms critically relied on approximation bounds given by ridge leverage score sampling of matrix rows and columns (see Section 2.2). As discussed, variations on these scores have been employed in algorithms for ordinary least squares regression \[ \text{DMM06a, LMP13, CLM}^{+15} \], \( \ell_p \) norm regression \[ \text{CP15} \], kernel ridge regression \[ \text{AM15a, AKM}^{+17} \], CUR matrix approximation \[ \text{MD09} \], graph sparsification \[ \text{KLM}^{+17} \], fast system solvers \[ \text{KLP}^{+16, KS16} \], second order optimization \[ \text{ABH16, LHLS17} \], and many other problems. In all of these applications, leverage score sampling is used due to its ability to approximate a matrix, typically in the sense of the spectral approximation bounds given in Lemma 2.2.6 and Corollary 2.2.11.

An important direction for future work is studying how leverage scores, and related importance measures, can be used to approximate input data in other ways. For example, the leverage scores are a special case of influence functions \[ \text{TB17} \], which generally measure how important a single data point is on the output of an algorithm. Sampling by general influence functions may allow some of the progress made with leverage score sampling to be extended beyond linear algebraic problems, to other optimization problems like logistic regression or generalized linear models \[ \text{McC84} \]. Additionally, while fast approximation algorithms for general influence functions are not known, applying the iterative sampling techniques that have been developed to approximate leverage scores \[ \text{CLM}^{+15, CMM17, MM17} \], is a promising possibility.
Chapter 3

Lower Bounds for Linear Algebraic Computation

In Chapter 2 we showed an example of how randomization and approximation can be used to significantly accelerate the basic linear algebraic problem of low-rank approximation. As discussed, in the last decade, progress has been made on fast algorithms for a wide range of basic problems including linear regression (linear system solving), matrix function approximation, eigenvector approximation, and spectrum summarization. In this chapter we attempt to understand the limits of this progress and the importance of randomization and approximation in yielding faster algorithms for linear algebraic computation.

For essentially all nontrivial linear algebraic primitives, there are no known fast, deterministic, and exact algorithms that work for general matrices. Specifically, all existing algorithms for primitives such as linear system solving, eigenvector computation, and determinant computation fall into one of three categories:

1. **They make assumptions on the input matrix** – e.g., that it is well-conditioned (the ratio of its smallest to largest singular value is not too small), has sufficient gaps between its singular values, or is structured (e.g., that it is tridiagonal, triangular, Toeplitz, or symmetric diagonally dominant).

2. **They are randomized and approximate**, typically succeeding with high probability and achieving \((1 + \epsilon)\) error guarantees in an appropriate metric with a runtime depending on a low-degree polynomial in \(1/\epsilon\).

3. **They are slow**, running in roughly the same time as general matrix multiplication. That is, they require \(\Omega(n^\omega)\) time for \(n \times n\) inputs in theory and \(\Omega(n^3)\)
time in practice, where \( \omega < 2.373 \) is the greatest lower bound on the exponent of fast matrix multiplication.\(^1\) These algorithms, known as 'direct methods' are generally too slow to apply to large matrices.

As far we are aware, these classes cover all known linear algebraic algorithms. In particular, there are no fast (i.e., \( o(n^\omega) \) time) algorithms that work for general matrices and are not randomized or approximate.

In this chapter we make a few initial steps in explaining this phenomenon via conditional lower bounds that reduce matrix multiplication to other basic linear algebraic primitives, showing that these primitives are in some sense as hard as matrix multiplication itself. We cover work originally published in [MNS\textsuperscript{+}18] that gives conditional lower bounds for algorithms (both deterministic and randomized) computing many properties of a matrix's singular value spectrum, such as its nuclear norm, its determinant and its SVD entropy, to high accuracy. These lower bounds demonstrate a tradeoff between runtime and approximation accuracy in solving these fundamental problems – showing that any algorithm computing a fine enough approximation essentially must run in matrix multiplication time. We also cover work published in [MW\textsuperscript{17a}] that gives conditional lower bounds on low-rank approximation algorithms for kernel matrices. Aside from conditional lower bounds, in both papers we also give algorithmic results. We do not cover these algorithmic results in detail, but state the main bounds given and discuss how they compare to our lower bounds.

**Remark:** The results presented in this chapter were developed largely in collaboration with David Woodruff. The lower bounds on effective resistance and leverage score computation presented in Section 3.2.4 were also developed in collaboration with Aaron Sidford. Aaron originally wrote up the details of these bounds; the presentation has been minorly modified in this thesis.

### 3.1 Background and Introduction to Results

We begin by defining the two main classes of problems we consider in this chapter and giving background on their applications and state-of-the-art runtimes.

#### 3.1.1 Spectral Sum Problems

Given \( \mathbf{A} \in \mathbb{R}^{n \times d} \), a central primitive in numerical computation and data analysis is to compute \( \mathbf{A} \)'s spectrum: the singular values \( \sigma_1(\mathbf{A}) \geq \ldots \geq \sigma_d(\mathbf{A}) \geq 0 \). These values

\(^1\)See Section 1.3 for a formal definition of \( \omega \).
can reveal matrix structure and low effective dimensionality, which can be exploited in a wide range of spectral data analysis methods [JoI02, US16]. The singular values are also used as tuning parameters in many numerical algorithms performed on $A$ [GVL12], and in general, to determine some of the most well-studied matrix functions [Hig08]. We focus in particular on conditional lower bounds for computing one of the most widely applicable classes of matrix functions that depend on the singular values: spectral sums.

**Definition 3.1.1** (Spectral Sum). For any function $f : \mathbb{R}^+ \to \mathbb{R}^+$, and any matrix $A \in \mathbb{R}^{n \times d}$ define the spectral sum:

$$S_f(A) \overset{\text{def}}{=} \sum_{i=1}^{d} f(\sigma_i(A)).$$

Spectral sums often serve as snapshots of $A$'s spectrum. We list the best known examples:

- The nuclear norm (also called the trace norm), denoted $\|A\|_1$, is given by $S_f(A)$ for $f(x) = x$.
- The Schatten $p$-norm, denoted $\|A\|_p$, is given by $S_f(A)$ for $f(x) = x^p$.
- The SVD entropy of $A$ is given by $S_f(A)$ for $f(x) = x \log x$.
- The log determinant $\log(\det(A))$ is given by $S_f(A)$ for $f(x) = \log x$.
- The trace exponential $\text{tr}(\exp(A))$ is given by $S_f(A)$ for $f(x) = e^x$.
- The trace inverse $\text{tr}(A^{-1})$ is given by $S_f(A)$ for $f(x) = 1/x$.

**Applications of Spectral Sums**

The applications of approximate computation of the above spectral sums are broad. The log-determinant is important in machine learning and inference applications [Ras04, DKJ+07, FHT08]. The trace inverse is used in uncertainty quantification [BCF09] and quantum chromodynamics [SLO13]. Computation of nuclear norm, is required in a wide variety of applications. It is often used in place of the matrix rank in matrix completion algorithms and other convex relaxations of rank-constrained optimization problems [CR12, DTV11, JNS13, NNS+14]. It appears as the 'graph
energy' in theoretical chemistry [Gut92, Gut01], the 'singular value bound' in differential privacy [HLM12, LM12], and in rank aggregation and collaborative ranking [LN15].

Similar to the nuclear norm, general Schatten \( p \)-norms are used in convex relaxations for rank-constrained optimization [NHD12, NWC12]. They also appear in image processing applications such as denoising and background subtraction [XGL+16], classification [LYCG14], restoration [XQT16], and feature extraction [DHJZ15]. The SVD entropy is used in feature selection [VGLH06, BP14], financial data analysis [Car14, GXL15], and genomic data [ABB00] applications.

**Fast Algorithms for Spectral Sum Approximation**

Naively, any of the above spectral sums can be computed deterministically and exactly by performing a full SVD of \( A \), which requires \( \Omega(n^\omega) \) time in theory and \( \Omega(n^3) \) time in practice.\(^2\) The full SVD gives all of \( A \)'s singular values \( \sigma_1(A), \ldots, \sigma_d(A) \) from which the spectral sum can be computed explicitly. Until recently, very few algorithms, randomized or deterministic, with runtimes faster than this approach were known, outside a few special cases of the Schatten \( p \)-norms. For example, the squared Frobenius norm \( (p = 2) \) is trivially computed in \( O(\text{nnz}(A)) \) time since it equals the sum of squared entries in \( A \).\(^3\) If randomization along with some small probability of failure are allowed, the Schatten \( p \)-norms for even integers \( p > 2 \), or general integers with PSD \( A \) can be approximated in \( O(\text{nnz}(A) \cdot p e^{-2}) \) time via trace estimation [Woo14, BCKY16], since when \( p \) is even or \( A \) is PSD, \( A^p \) is PSD and we have \( \text{tr}(A^p) = \|A\|_{p}^p \).

In [MNS+18] we use a combination of random sketching methods, stochastic iterative methods, and polynomial approximation to give the first algorithms that break the \( \Omega(n^\omega) \) runtime barrier for more general spectral sums, even when randomization and some small probability of failure are allowed. Our main algorithmic result, applying to general Schatten \( p \)-norm approximation is:

**Theorem 3.1.2** (Theorem 31 of [MNS+18]). For any \( p \geq 0 \), \( \epsilon, \delta > 0 \), there is an algorithm that given \( A \in \mathbb{R}^{n \times n} \) returns \( X \in [(1-\epsilon)\|A\|_{p}^p, (1+\epsilon)\|A\|^p_p] \) with probability \( \geq 1 - \delta \). For \( p \geq 2 \) the algorithm runs in \( \tilde{O}(\log(1/\delta) \cdot p \cdot n^2/e^3) \) time. For \( p < 2 \) the

\(^2\) Note that an exact SVD is uncomputable even with exact arithmetic [TB97]. Nevertheless, direct methods for the SVD obtain superlinear convergence rates and hence are often considered to be 'exact'.

\(^3\) Recall that \( \text{nnz}(A) \) denotes the number of nonzero entries in \( A \). See Section 1.3 for definitions of other linear algebraic notation.
The algorithm runs in
\[ \tilde{O} \left( \frac{\log(1/\delta)}{p^3 \cdot \epsilon^{\max\{3,1+1/p\}} \cdot n^{2.3729-.0994p}} \right) \]
time.

Note that, for \( p < 2 \), the algorithm of Theorem 3.1.2 uses as a black box the current fastest known matrix multiplication algorithm, which can multiply matrices in \( O(n^{\omega}) \) time for \( \omega \approx 2.373 [\text{LG14}] \). Any improvements in generic matrix multiplication immediately give improvements to the above runtime.

There is also an algorithm that does not use fast matrix multiplication (i.e., uses a \( \Theta(n^3) \) time matrix multiplication routine) and runs in
\[ \tilde{O} \left( \frac{\log(1/\delta)}{p^3 \cdot \epsilon^{\max\{3,1+1/p\}} \cdot n^{\frac{3+p/2}{1+p/2}}} \right) \]
time. For the important case of \( p = 1 \) (the nuclear norm), Theorem 3.1.2 gives a runtime of \( \tilde{O}(n^{2.18}/\epsilon^3) \), or \( \tilde{O}(n^{2.33}/\epsilon^3) \) if fast matrix multiplication is not used. We note that our techniques also give algorithms for approximating the SVD entropy and a general class of matrix Orlicz norms. We refer the reader to [MNS+18] for details.

Note that if \( \epsilon \) is a constant, both the runtimes shown above are faster than the fastest known matrix multiplication algorithm (\( O(n^{\omega}) \) for \( \omega \approx 2.373 [\text{LG14}] \)). Thus, they are faster than the naive approach of performing a full SVD. However, for small \( \epsilon \), the runtime dependence on \( 1/\epsilon^3 \) can be very expensive. It is natural to ask:

**Question 3.1.3.** Is possible to achieve the best of both worlds: a highly accurate spectral sum algorithm (e.g., with \( \log(1/\epsilon) \) dependence), but with an \( o(n^{\omega}) \) runtime, where \( \omega \) is the lowest known exponent for fast matrix multiplication? \(^4\)

### 3.1.2 Kernel Low-Rank Approximation

The kernel method is a popular technique used to apply linear learning and classification algorithms to datasets with nonlinear structure [SS02, STC04]. Given training input points \( a_1, \ldots, a_n \in \mathbb{R}^d \), the idea is to replace the standard Euclidean dot product \( \langle a_i, a_j \rangle = a_i^T a_j \) with the kernel dot product \( \psi(a_i, a_j) \), where \( \psi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^+ \) is some positive semidefinite function. Popular kernel functions include e.g., the Gaussian kernel with \( \psi(a_i, a_j) = e^{-||a_i - a_j||^2/\sigma} \) for some parameter \( \sigma \) and the polynomial kernel of degree \( q \) with \( \psi(a_i, a_j) = (c + a_i^T a_j)^q \) for some parameter \( c \).

\(^4\)See Section 1.3 for a formal definition of \( \omega \) and the related quantity \( \omega \).
In this chapter, we focus on kernels where $\psi(a_i, a_j)$ is a function of the dot products $a_i^T a_i = ||a_i||^2$, $a_j^T a_j = ||a_j||^2$, and $a_i^T a_j$. Such functions encompass many kernels used in practice, including the Gaussian kernel, the Laplace kernel, the polynomial kernel, and the Matern kernels.

Any positive semidefinite function $\psi(\cdot, \cdot)$ can be associated with a reproducing kernel Hilbert space $\mathcal{F}$ such that $\psi(a_i, a_j) = \langle \phi(a_i), \phi(a_j) \rangle_{\mathcal{F}}$ where $\phi : \mathbb{R}^d \to \mathcal{F}$ is a typically non-linear feature map. We let $\Phi = [\phi(a_1), \ldots, \phi(a_n)]^T$ denote the kernelized dataset, whose $i^{th}$ row is the kernelized datapoint $\phi(a_i)$.

There is no requirement that $\Phi$ can be efficiently computed or stored – for example, in the case of the Gaussian kernel, $\mathcal{F}$ is an infinite dimensional space. Thus, kernel methods typically work with the kernel matrix $K \in \mathbb{R}^{n \times n}$ with $K_{i,j} = \psi(a_i, a_j)$. We will also sometimes denote $K = \{\psi(a_i, a_j)\}$ to make it clear which kernel function it is generated by. We can equivalently write $K = \Phi \Phi^T$. As long as all operations of an algorithm only access $\Phi$ via the dot products between its rows, they can thus be implemented using just $K$ without explicitly computing the feature map.

Unfortunately computing $K$ is expensive, and a bottleneck for scaling kernel methods to large datasets. For the kernels we consider, where $\psi$ depends on dot products between the input points, we must at least compute the Gram matrix $A A^T$, requiring $\Theta(n^2d)$ time in general. Even if $A$ is sparse, this takes $\Theta(nnz(A)n)$ time. Storing $K$ then takes $\Theta(n^2)$ space, and processing it for downstream applications like kernel ridge regression and kernel SVM can be even more expensive.

### Low-Rank Kernel Approximation

For this reason, a vast body of work studies how to efficiently approximate $K$ via a low-rank surrogate $\tilde{K}$ [SS00, AMS01, WS01, FS02, RR07, ANW14, LSS13, BJ02, DM05, ZTK08, BW09, CJKST1, WZ13, GM13]. If $\tilde{K}$ is rank-$k$, it can be stored in factored form in $O(nk)$ space and operated on quickly – e.g., it can be inverted in just $O(nk^{\omega-1})$ time to solve kernel ridge regression.

One possibility is to set $\tilde{K} = K_k$ where $K_k$ is $K$'s best $k$-rank approximation – the projection onto its top $k$ eigenvectors. $K_k$ minimizes, over all rank-$k$ $\tilde{K}$, the error $\|K - \tilde{K}\|_F$, recalling that $\|M\|_F$ is the Frobenius norm: $\left(\sum_{i,j} M_{i,j}^2\right)^{1/2}$. It in fact minimizes error under any unitarily invariant norm, e.g., the popular spectral norm. Unfortunately, $K_k$ is prohibitively expensive to compute, requiring $\Omega(n^\omega)$ time even using fast matrix multiplication.

Research on low-rank kernel approximation thus seeks to find $\tilde{K}$ that is nearly as good as $K_k$, but can be computed much more quickly. Specifically, it is natural to
ask for $\tilde{K}$ fulfilling the following near optimal low-rank approximation guarantee of Problem 2.1.1 in Chapter 2, restated here:

**Definition 3.1.4** (Relative Error Kernel Approximation). For any $\epsilon \geq 0$, $k \in \mathbb{Z}^{\geq 1}$, $\tilde{K}$ is a $(1 + \epsilon)$ relative error rank-$k$ approximation of $K$ if:

$$
\|K - \tilde{K}\|_F \leq (1 + \epsilon)\|K - K_k\|_F. \tag{3.1}
$$

Other goals, such as nearly matching the spectral norm error $\|K - K_k\|_2$ or approximating $K$ entry-wise have also been considered [RR07, GM13]. Of particular interest to our results is the closely related goal:

**Definition 3.1.5** (Approximate Kernel PCA). For any $\epsilon > 0$, an orthonormal basis $Z \in \mathbb{R}^{n \times k}$ is a $(1 + \epsilon)$ approximation solution to rank-$k$ kernel PCA if, for any $\Phi$ with $\Phi\Phi^T = K$:

$$
\|\Phi - ZZ^T\Phi\|_F \leq (1 + \epsilon)\|\Phi - \Phi_k\|_F. \tag{3.2}
$$

Definition 3.1.5 asks us to find a low-rank subspace $Z$ such that the projection of our kernelized dataset $\Phi$ onto $Z$ nearly optimally approximates this dataset. Given $Z$, we can approximate $K$ using $\tilde{K} = ZZ^T\Phi\Phi^TZZ^T = ZZ^TKZZ^T$. Alternatively, letting $P$ be the projection onto the row span of $ZZ^T\Phi$, we can write $\tilde{K} = \Phi P\Phi^T$, which can be computed efficiently, for example, when $P$ is a projection onto a subset of the kernelized datapoints [MM17].

**Fast Algorithms for Relative-Error Kernel Approximation**

Until recently, all algorithms achieving the guarantees of Definitions 3.1.4 and 3.1.5 were at least as expensive as computing the full matrix $K$, which was needed to compute the low-rank approximation [GM13].

However, recent work has shown that this is not required. Avron, Nguyen, and Woodruff [ANW14] demonstrate that for the polynomial kernel, $Z$ satisfying Definition 3.1.5 can be computed in $O(nnz(A)q) + n\text{poly}(3^qk/\epsilon)$ time for a polynomial kernel with degree $q$.

In [MM17] we give a fast algorithm for *any* kernel, using recursive Nyström sampling, which outputs $Z$ satisfying Definition 3.1.5 (see Section C.3 of [MM17]). Computing $Z$ requires accessing $\tilde{O}(k/\epsilon)$ columns of the kernel matrix along with $\tilde{O}(n(k/\epsilon)^{d-1})$ additional time for other computations. Assuming the kernel is a function of the dot products between the input points, the kernel evaluations require
\(\tilde{O}(\text{nnz}(A) k/\varepsilon)\) time. The results of [MM17] can also be used to compute \(\tilde{K}\) satisfying Definition 3.1.4 with \(\varepsilon = \sqrt{n}\) in \(\tilde{O}(\text{nnz}(A) k + nk^{\omega-1})\) time (see detailed discussion in Chapter 2.)

The low-rank approximation results of Chapter 2 apply to any PSD matrix, and therefore, to any kernel matrix. Thus, as a consequence of Theorem 2.5.1, for any kernel and any \(\varepsilon > 0\), it is possible to compute \(\tilde{K}\) satisfying Definition 3.1.4 with probability \(\geq 99/100\) in \(\tilde{O}(\text{nnz}(A) k/\varepsilon) + n \text{poly}(k/\varepsilon)\) time plus the time needed to compute an \(\tilde{O}(\sqrt{n k/\varepsilon^2}) \times \tilde{O}(\sqrt{n k/\varepsilon})\) submatrix of \(K\). If \(A\) has uniform row sparsity - i.e., \(\text{nnz}(a_i) \leq c \text{nnz}(A)/n\) for some constant \(c\) and all \(i\), this step can be done in \(\tilde{O}(\text{nnz}(A) k/\varepsilon^{2.5})\) time. Alternatively, if \(d \leq (\sqrt{n k/\varepsilon^2})^\alpha\) for \(\alpha < .314\) this can be done in \(\tilde{O}(nk/\varepsilon^4) = \tilde{O}(\text{nnz}(A) k/\varepsilon^4)\) time using fast rectangular matrix multiplication [LG12, GU17] (assuming that there are no all zero data points so \(n \leq \text{nnz}(A)\)).

As discussed, the algorithms of [MM17, MW17b] make significant progress in efficiently solving the low-rank approximation problems of Definitions 3.1.4 and 3.1.5 for general kernel matrices. They demonstrate that, surprisingly, a relative-error low-rank approximation can be computed significantly faster than the time required to write down all of \(K\), which is \(\Omega(\text{nnz}(A) \cdot n)\) for kernels that depend on the dot products between the input points. It is natural to ask:

**Question 3.1.6.** Can the results of [MM17, MW17b] be improved significantly? Even ignoring \(\varepsilon\) dependencies and typically lower order terms, both algorithms use \(\Omega(\text{nnz}(A) k)\) time. One might hope to improve this to input sparsity, or near input sparsity time, \(\tilde{O}(\text{nnz}(A))\), which is known for computing a low-rank approximation of \(A\) itself [CW13]. The work of Avron et al. affirms that this is possible for the kernel PCA guarantee of Definition 3.1.5 for degree-\(q\) polynomial kernels, for constant \(q\). Can this result be extended to other popular kernels, or even more general classes?

### 3.1.3 Our Contributions

In this chapter we show that general matrix multiplication can be reduced to very accurate spectral sum approximation as well as to relative error kernel low-rank approximation (in the sense of Definition 3.1.4), for any error parameter \(\varepsilon\). These reductions help pin down the complexity of these basic problems. Our main results are described below.
Spectral Sum Problems

We show that any algorithm (randomized or deterministic) for computing a sufficiently accurate approximation to any of the important spectral sums defined in Section 3.1.1 can be used to exactly solve the triangle detection problem: decide if an \( n \)-node graph contains at least one triangle \([IR77, CN85]\). Our reductions all follow from a single general theorem (Theorem 3.2.1) and are deterministic. As an example of one of our results, for the Schatten 3-norm we prove in Corollary 3.2.3:

**Theorem 3.1.7** (Schatten 3-Norm Hardness). Suppose there exists an algorithm that on any input \( \mathbf{B} \in \mathbb{R}^{n \times n} \) returns, with probability \( 1 - \delta \), \( \mathbf{X} \in [(1 - \epsilon)\|\mathbf{B}\|_3^3, (1 + \epsilon)\|\mathbf{B}\|_3^3] \) in \( O(n^{3\epsilon - \epsilon/3}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( 1 - \delta \) in \( O(n^{3 + 4\epsilon}) \) time.

The triangle detection problem is a canonical problem in fine-grained complexity. Generally, it is believed that triangle detection on a general \( n \)-node graph is as difficult as multiplying two \( n \times n \) matrices together. Naively this requires \( \Omega(n^3) \) time. Using fast matrix multiplication it requires \( \Omega(n^{\omega}) \) time. No faster runtimes are known even if randomization and a small probability of failure are allowed.

In the seminal work of \([WW10]\) it was shown that any truly subcubic time algorithm (i.e., an algorithm running in \( O(n^{3-c}) \) time for some \( c > 0 \)) for triangle detection yields a truly subcubic time algorithm for Boolean matrix multiplication (BMM), for which, like general matrix multiplication, the fastest runtime is \( \Omega(n^{\omega}) \). This result is via a deterministic reduction from BMM to triangle reduction. Formally the result can be stated as:

**Theorem 3.1.8** (Implied by Lemma E.1 of \([WW10]\)). For any \( 0 < c \leq 1 \), suppose there is a \( O(n^{3-c}) \) time algorithm for triangle detection on \( n \)-node graphs with success probability \( 1 - \delta \). Then there is an \( O(n^{3-c/3}) \) time algorithm for Boolean matrix multiplication with success probability \( 1 - O(\delta \cdot n^2 \log n) \).

Consequently, our results show that approximating any of the spectral sums above to high enough accuracy is in a sense as difficult as exact BMM. For example, Theorem 3.1.2 gives an algorithm for the Schatten 3-norm that succeeds with high probability and requires just \( \tilde{O}(n^2/\epsilon^3) \) time for general matrices. In comparison, currently

\[ \text{Note that in the reduction Theorem 3.1.8 the triangle detection algorithm is called } O(n^3 \log n) \text{ times, and so the probability of failure may increase correspondingly. However, for spectral sum computation and triangle detection, the runtime dependence on the failure probability } \delta \text{ is always at worst } O(\log 1/\delta), \text{ so this loss translates to a } O(\log n) \text{ loss in runtime. This is because it is always possible to solve the problem with success probability } \delta' = 2/3. \text{ Repeating this } O(\log 1/\delta) \text{ times and taking the median of the outputs will return a valid solution with probability } 1 - \delta. \]
the fastest known matrix multiplication algorithm runs in $O(n^{\omega})$ time for $\omega \approx 2.373$ [LG14]. By Theorem 3.1.7, improving the $\epsilon$ dependence to $o(1/\epsilon^{(\log 2)/4}) = O(1/\epsilon^{0.9})$, would yield a randomized algorithm for triangle detection for general graphs succeeding with high probability and running faster than matrix multiplication time, breaking a longstanding runtime barrier for this problem. Even a $1/\epsilon^{1/3}$ dependence would give a sub-cubic time triangle detection algorithm, and hence a subcubic time matrix multiplication algorithm via the reduction of Theorem 3.1.8. This would represent a major breakthrough in linear algebra as it would give an alternative approach to fast matrix multiplication. Thus, we show that the answer to Question 3.1.3 is likely no, barring a major algorithmic breakthrough.

We extend our lower bound for $\text{tr}(A^{-1})$ by proving that approximating $\text{tr}(A^{-1})$ for the $A$ used in the lower bound can be reduced to computing all effective resistances of a certain graph Laplacian up to $(1 \pm \epsilon)$ error. Thus, we rule out highly accurate (with $1/\epsilon^c$ dependence for small $c$) fast approximation algorithms for all effective resistances, barring a major breakthrough in the state-of-the-art in triangle detection. Interestingly, this bound holds despite the existence of nearly linear time system solvers (with $\log(1/\epsilon)$ error dependence) for Laplacians [ST04].

The effective resistances of a graph Laplacian are just scalings of the leverage scores of the corresponding vertex edge incidence matrix. As discussed in Chapters 1 and 2, effective resistances and leverage scores have been crucial in giving algorithmic improvements to fundamental problems like graph sparsification [SS08], regression [LMP13, CLM+15], and low-rank approximation [CMM17, MW17b]. While coarse multiplicative approximations to the quantities suffice for these problems, more recently computing these quantities has been used to achieve breakthroughs in solving maximum flow and linear programming [LS14], cutting plane methods [LSW15], and sampling random spanning trees [KM09, MST15]. In each of these settings having more accurate estimates would be a natural route to either simplify or possibly improve existing results; our results show that this is unlikely to be successful if the precision requirements are too high.

### Kernel Low-Rank Approximation

We show that achieving the guarantee of Definition 3.1.4 significantly more efficiently than the work of [MM17, MW17b] is likely very difficult (i.e., the answer to Question 3.1.6 is likely no). Specifically, we prove that for a wide class of kernels, the kernel low-rank approximation problem is as hard as multiplying the input $A \in \mathbb{R}^{n \times d}$ by an arbitrary $C \in \mathbb{R}^{d \times k}$. This cannot be done in $o(\text{nnz}(A)k)$ time in general, and
giving an algorithm to do so would represent a major breakthrough in fast matrix multiplication. Similarly to our work on spectral sums, our lower bound is via a reduction from exact rectangular matrix multiplication to approximate kernel low-rank approximation. We have the following result for some common kernels to which our techniques apply:

**Theorem 3.1.9 (Hardness for low-rank kernel approximation).** Consider any polynomial kernel \( \psi(m_i, m_j) = (c + m_i^T m_j)^q \), Gaussian kernel \( \psi(m_i, m_j) = e^{-\|m_i - m_j\|^2/\sigma} \), or the linear kernel \( \psi(m_i, m_j) = m_i^T m_j \). Assume there is an algorithm that, for some \( \delta > 0 \) and any \( n, d, k \): for some approximation factor \( \Delta \), given \( M \in \mathbb{R}^{n \times d} \) with associated kernel matrix \( K = \{ \psi(m_i, m_j) \} \), in \( o(nnz(M)k + nk^p) \) time, for \( p \geq 2 \), returns \( N \in \mathbb{R}^{n \times k} \) that satisfies with probability \( 1 - \delta \):

\[
\|K - NN^T\|_F^2 \leq \Delta\|K - K_k\|_F^2.
\]

Then, for any \( n, d, k \), there is an \( o(nnz(A)k + nk^p) \) time algorithm that, given arbitrary \( A \in \mathbb{Z}^{n \times d} \), \( C \in \mathbb{Z}^{d \times k} \), returns their product \( AC \) with probability \( \geq 1 - \delta \).

The above applies for any approximation factor \( \Delta \). While we work in the real RAM model, ignoring bit complexity, as long as \( \Delta = \text{poly}(n) \) and \( A, C \) have entries bounded by some polynomial in \( n \) and \( d \), our reduction from multiplication to low-rank approximation is achieved using matrices that can be represented with just \( O(\log(n + d)) \) bits per entry.

Theorem 3.1.9 shows that the runtime of \( \tilde{O}(nnz(A)k + nk^{\delta-1}) \) for \( \Delta = \sqrt{n} \) achieved by [MM17] for general kernels cannot be significantly improved without advancing the state-of-the-art in matrix multiplication. The fastest known algorithm for performing this multiplication, even if randomization and some probability of failure are allowed, runs in time \( \Omega(nnz(A)k) \) for sufficiently sparse \( A \) (see [LG12, GU17] for details.)

As discussed, when \( A \) has uniform row sparsity or when \( d \leq (\sqrt{nk}/\epsilon^2)^\alpha \), the runtime of [MW17b] for \( \Delta = (1 + \epsilon) \), ignoring \( \epsilon \) dependencies and typically lower order terms, is \( \tilde{O}(nnz(A)k) \), which is also nearly tight (see Chapter 2 for a detail exposition of this result).

In recent work, Backurs et al. [BIS17] give conditional lower bounds for a number of kernel learning problems, including kernel PCA for the Gaussian kernel. However, their strong bound, of \( \Omega(n^2) \) time, requires very small error \( \Delta = \exp(-\omega(\log^2 n)) \), whereas ours applies for any relative error \( \Delta \).

In [MW17a] we give an algorithm which shows that, in contrast, for the Kernel PCA guarantee of Definition 3.1.5, it is possible to obtain \( o(nnz(A)k) \) time random-
ized algorithms for any shift and rotationally invariant kernel – e.g., any radial basis function kernel where \( \psi(x_i, x_j) = f(||x_i - x_j||) \). This result significantly extends the progress of Avron et al. \([ANW14]\) on the polynomial kernel. We refer the reader to \([MW17a]\) for details.

### 3.1.4 Prior Work

Fine-grained complexity has had much success for graph problems, string problems, and problems in other areas (see, e.g., \([Wil15]\) for a survey), and is closely tied to understanding the complexity of matrix multiplication. However, to the best of our knowledge it has not been applied broadly to problems in linear algebra. \([BIS17]\) gives one example of work similar to our own which uses fine-grained complexity approaches to give conditional lower bounds for a number of problems in machine learning, including the linear algebraic problems of kernel matrix approximation and kernel ridge regression.

Outside this example, hardness results for linear algebraic problems tend to apply to restricted computational models such as arithmetic circuits \([BS83]\), bilinear circuits or circuits with bounded coefficients and number of divisions \([Mor73, Raz03, Shp03, RS03]\), algorithms for linear systems that can only add multiples of rows to each other \([KKS65, KS70]\), and algorithms with restrictions on the dimension of certain manifolds defined in terms of the input \([Win70, Win87, Dem13]\). In contrast, we obtain conditional lower bounds for arbitrary polynomial time algorithms by showing that faster algorithms for them imply faster algorithms for canonical hard problems in fine-grained complexity – specifically, for square and rectangular matrix multiplication.

### 3.2 Lower Bounds for Spectrum Approximation

In this section we prove our conditional lower bounds for spectral sums, including the Schatten \(p\)-norms, log-determinant, the SVD entropy, the trace inverse, and the trace exponential. We show that similar techniques can also be used to give hardness for computing the determinant. We also show that our bounds imply hardness for the important primitives of computing effective resistances in a graph or leverage scores in a matrix.

**Road Map:** In Section 3.2.1 we give a high level overview of our lower bound approach. In Section 3.2.2 we give our general result on reducing triangle detection
to spectral sum computation. In Section 3.2.3 we use this result to show hardness for computing various well studied spectral sums. In Section 3.2.4 we extend our results to give hardness for graph effective resistances and leverage scores.

3.2.1 Lower Bound Approach

As discussed in Section 3.1.3, our conditional lower bounds reduce triangle detection to spectral sum approximation. Boolean matrix multiplication can further be reduced to triangle detection by Theorem 3.1.8, thereby giving a reduction from exact Boolean matrix multiplication to spectral sum approximation. Our main reduction will be for a very general class of spectral sums. We will then show that this class encompasses the specific sums that we care about.

To illustrate the main idea of our reduction, it is instructive to first consider just the Schatten 3-norm, \( \|A\|_3^3 = S_f(A) \) for \( f(x) = x^3 \). Our general reduction will be based off this case. We start with the fact that the number of triangles in any unweighted graph \( G \) with \( n \) nodes is equal to \( \text{tr}(A^3)/6 \), where \( A \in \mathbb{R}^{n \times n} \) is the adjacency matrix of \( G \). Any algorithm for approximating \( \text{tr}(A^3) \) to high enough accuracy therefore gives an algorithm for detecting if a graph has at least one triangle.

For any \( A \) we can write

\[
\text{tr}(A^3) = \sum_{i=1}^{n} \lambda_i(A)^3,
\]

where \( \lambda_i(A) \) is \( A \)'s \( i \)th eigenvalue. Unfortunately, since \( A \) is not PSD, its eigenvalues may have different signs than its singular values and so \( \text{tr}(A^3) \) is not simply a function of \( A \)'s singular values and cannot be determined simply via a spectral sum computation. However, the graph Laplacian given by \( L = D - A \) where \( D \) is the diagonal degree matrix, is PSD. This means that its eigenvalues \( \lambda_1(L), ..., \lambda_n(L) \) are equal to its singular values \( \sigma_1(L), ..., \sigma_n(L) \). Again using that \( \text{tr}(M) = \sum_{i=1}^{n} \lambda_i(M) \) for any \( M \) we have:

\[
\|L\|_3^3 = \sum_{i=1}^{n} \sigma_i(L)^3 = \sum_{i=1}^{n} \lambda_i(L)^3 = \text{tr}(L^3) = \text{tr}(D^3) - 3\text{tr}(D^2A) + 3\text{tr}(DA^2) - \text{tr}(A^3).
\]
We have \( \text{tr}(D^2A) = 0 \) since \( A \) has an all 0 diagonal. Further, it is not hard to see that \( \text{tr}(DA^2) = \text{tr}(D^2) \). So this term and \( \text{tr}(D^3) \) are easy to compute exactly in \( O(n^2) \) time – they are simple functions of the node degrees in the graph. Thus, if we approximate \( \|L\|_3^3 \) up to additive error 6, we can determine if \( \text{tr}(A^3) = 0 \) or \( \text{tr}(A^3) \geq 6 \) and so detect if \( G \) contains a triangle. One can show that \( \|L\|_3^3 \leq 8n^4 \) for any unweighted graph with \( n \) nodes, and hence computing this norm up to \( (1 \pm \epsilon) \) relative error for \( \epsilon = 3/(6n^4) \) suffices to detect a triangle. If we have an \( O(n^7\epsilon^{-c}) \) time \( (1\pm\epsilon) \) approximation algorithm for the Schatten 3-norm, we can thus perform triangle detection in \( O(n^{7+4c} + n^2) \) time. The \( n^2 \) term is required for the exact computation of \( \text{tr}(DA^2) \) and \( \text{tr}(D^3) \). We typically imagine that it is dominated by the \( O(n^{7+4c}) \) term since, without any assumptions on \( A \), computing the Schatten 3-norm at least requires reading all of \( A \) which takes \( \Omega(n^2) \) time.

Generalizing to Other Spectral Sums

We can generalize the above approach to the Schatten 4-norm by adding \( \lambda \) self-loops to each node of \( G \), which corresponds to replacing \( A \) with \( \lambda I + A \). We then consider \( \text{tr}((\lambda I + A)^4) = \|\lambda I + A\|_4^4 \). This is the sum over all vertices \( v_i \) for \( i \in [n] \) of the number of paths that start at \( v_i \) and return to \( v_i \) in four steps. All of these paths are either (1) legitimate four cycles that exist in \( G \), (2) triangles combined with self loops, or (3) combinations of self-loops and two-step paths from a vertex \( v_i \) to one of its neighbors and back. The number of type (3) paths is exactly computable using the node degrees and number of self loops. Additionally, if the number of self loops \( \lambda \) is large enough, the number of type (2) paths will dominate the number of type (1) paths, even if there is just a single triangle in the graph. Hence, an accurate approximation to \( \|\lambda I + A\|_4^4 \) will give us the number of type (2) paths, from which we can easily compute the number of triangles.

A similar argument extends to a very broad class of spectral sums by considering a power series expansion of \( f(x) \) and showing that for large enough \( \lambda \), \( \text{tr} (f(\lambda I + A)) \) is dominated by \( \text{tr}(A^3) \) along with some exactly computable terms. Thus, an accurate approximation to this spectral sum allows us to determine the number of triangles in \( G \). This approach works for any \( f(x) \) that can be represented as a power series, with reasonably well-behaved coefficients on some interval of \( \mathbb{R}^+ \), giving our bounds for all \( \|A\|_p \) with \( p \neq 2 \), the SVD entropy, \( \log \det(A) \), \( \text{tr}(A^{-1}) \), and \( \text{tr}(\exp(A)) \). In Figure ?? we illustrate the approach as applied to \( \text{tr}(A^{-1}) \).
By writing out the Taylor expansion \( \frac{1}{\lambda + x} = \sum_{i=0}^{\infty} \frac{(-x)^i}{\lambda^{i+1}} \) we can see that for sufficiently large \( \lambda \), \( \text{tr}((\lambda I + A)^{-1}) \) is dominated by \( \text{tr}(\lambda^{-4}A^3) \) along with some exactly computable terms. Thus, computing \( \text{tr}((\lambda I + A)^{-1}) \) to high enough accuracy lets us approximate \( \text{tr}(A^3) \) and in turn detect a triangle in the graph.

### 3.2.2 Reductions From Triangle Detection

Here we provide our main technical tool for reducing triangle detection to spectral sum computation. As discussed in Section 3.2.1, our reduction leverages the well known fact that the number of triangles in any unweighted graph \( G \) is equal to \( \text{tr}(A^3)/6 \) where \( A \) is the adjacency matrix for \( G \). Consequently, given any function \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) whose power series is reasonably behaved, we can show that for suitably small \( \Delta \) the quantity \( \text{tr}(f(I + \Delta A)) \) is dominated by the contribution of \( \text{tr}(A^k) \) for \( k \in (0, 3) \). Therefore computing \( \text{tr}(f(I + \Delta A)) \) approximately lets us distinguish between whether or not \( \text{tr}(A^3) = 0 \) or \( \text{tr}(A^3) > 6 \), and therefore detect a triangle in \( G \).

We formalize this in the following theorem. As it simplifies the result, we focus on the case where \( f \) can be written as a power series on the interval \((0, 2)\). This suffices for our purposes and can be generalized via shifting and scaling of \( x \).

**Theorem 3.2.1 (Many Spectral Sums are as Hard as Triangle Detection).** Let \( f : \mathbb{R}^+ \to \mathbb{R}^+ \) be an arbitrary function, such that for \( x \in (0, 2) \) we can express it as

\[
f(x) = \sum_{k=0}^{\infty} c_k(x - 1)^k \quad \text{where} \quad \left| \frac{c_k}{c_3} \right| \leq 3^k - 3 \quad \text{for all} \quad k > 3.
\]

Then given the adjacency matrix \( A \in \mathbb{R}^{n \times n} \) of any simple graph \( G \) that has no self-loops and spectral sum estimate

\[
X \in [(1 - \epsilon_1) \sum_{i=1}^{n} f(\sigma_i(I - \Delta A)), (1 + \epsilon_1) \sum_{i=1}^{n} f(\sigma_i(I - \Delta A))]
\]
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for scaling \( \Delta \) and accuracy \( \epsilon_1 \) satisfying
\[
\Delta = \min \left\{ \frac{1}{n}, \frac{1}{10n^4 h} \right\}
\quad \text{and} \quad
\epsilon_1 = \frac{1}{9} \cdot \min \left\{ 1, \left| \frac{c_3 \Delta^3}{c_0 n} \right|, \left| \frac{c_3 \Delta}{c_2 n^2} \right| \right\}
\]
we can detect if \( G \) has a triangle in \( O(\text{nnz}(A)) = O(n^2) \) time.

Theorem 3.2.1 shows that, if we are given a \((1 \pm \epsilon_1)\) approximation to \( f(I-\Delta A) \) for appropriately set \( \epsilon_1, \Delta \), then we can detect if \( G \) contains a triangle. This immediately implies that if we have an algorithm for computing such an approximation with probability \( \geq 1 - \delta \), then we can use it to perform triangle detection with success probability \( \geq 1 - \delta \). Formally:

**Corollary 3.2.2.** Let \( f \) and \( \epsilon_1 \) be as in Theorem 3.2.1. Assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( A \in \mathbb{R}^{n \times n} \), \( \epsilon > 0 \), with probability \( \geq 1 - \delta \) returns:
\[
X \in [(1 - \epsilon)S_f(A), (1 + \epsilon)S_f(A)]
\]
in \( O(g(n, \text{nnz}(A)) \cdot \epsilon^{-c}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(\text{nnz}(A) + g(n, \text{nnz}(A)) \cdot \epsilon_1^{-c}) \) time.

**Proof.** For any graph \( G \) with adjacency matrix \( A \), we can run the assumed algorithm in \( O(g(n, \text{nnz}(A)) \cdot \epsilon^{-c}) \) time to compute an approximation \( X \) of \( S_f(A) \). If \( X \in [(1 - \epsilon)S_f(A), (1 + \epsilon)S_f(A)] \), by Theorem 3.2.1 we can detect if any \( G \) has a triangle in \( O(\text{nnz}(A)) \) time. By assumption, \( X \in [(1 - \epsilon)S_f(A), (1 + \epsilon)S_f(A)] \) with probability \( \geq 1 - \delta \). Thus our algorithm for triangle detection succeeds with probability \( \geq 1 - \delta \) and runs in time \( O(\text{nnz}(A) + g(n, \text{nnz}(A)) \cdot \epsilon_1^{-c}) \).

We now prove Theorem 3.2.1. As discussed in Section 3.2.1, we will show that it is possible to extract an accurate approximation of \( \text{tr}(A^3) \), which is proportional to the number of triangles in \( G \), from the assumed approximation to \( S_f(I-\Delta A) \). This will be possible by our assumption that in the series expansion \( f(x) = \sum_{k=0}^{\infty} c_k (x - 1)^k \), the coefficients \( c_k \) for \( k > 3 \) are not too large compared to \( c_3 \).

**Proof of Theorem 3.2.1.** Let \( A, G, \Delta, \epsilon_1, \) and \( X \) be as in the theorem statement and let \( B \equiv I - \Delta A \). By Gershgorin’s circle theorem [Wei03], \( \|A\|_2 \leq n - 1 \) and since \( \Delta \leq 1/n \), \( \|\Delta A\|_2 < 1 \). Consequently \( B \) is symmetric PSD with \( \sigma_i(B) = \lambda_i(B) \in (0, 2) \)
for all $i \in [n]$. Therefore, using (3.3) yields:

$$
\sum_{i=1}^{n} f(\sigma_i(B)) = \sum_{i=1}^{n} f(1 - \Delta \lambda_i(A)) \\
= \sum_{i=1}^{n} \sum_{k=0}^{\infty} c_k (\Delta \lambda_i(A))^k \\
= \sum_{k=0}^{\infty} c_k \Delta^k \text{tr}(A^k).
$$

(3.4)

Setting $\Delta \leq \frac{1}{10n^4}h$ is enough to insure that the first four terms of this power series dominate. Since we can compute the first three terms exactly, this will allow us to obtain a good approximation to the fourth term, which is a multiple of $\text{tr}(A^3)$, and hence the number of triangles in the graph.

Specifically using the assumption that $\left| \frac{c_k}{c_3} \right| \leq h^{k-3}$ for all $k$, we can bound the tail terms by:

$$
\left| \sum_{k=4}^{\infty} c_k \Delta^k \text{tr}(A^k) \right| = \left| c_3 \Delta^3 \sum_{k=4}^{\infty} \frac{c_k}{c_3} \Delta^{k-3} \text{tr}(A^k) \right| \\
\leq \left| c_3 \Delta^3 \right| \sum_{k=4}^{\infty} \frac{1}{10^{k-3}} \left( \frac{1}{n^4} \right)^{k-3} \text{tr}(A^k) \\
\leq \frac{|c_3| \Delta^3}{9},
$$

(3.5)

where the last inequality uses the fact that $\text{tr}(A^k) \leq \|A\|^k \leq n^k \leq n^{4(k-3)}$ for all $k > 3$. Further, since $\text{tr}(A^0) = n$, $\text{tr}(A) = 0$, and $\text{tr}(A^2) = \|A\|^2 \leq n^2$ we can bound the first three terms:

$$
0 \leq c_0 \text{tr}(A^0) + c_1 \Delta \text{tr}(A) + c_2 \Delta^2 (\text{tr}(A^2)) \leq |c_3| \Delta^3 \cdot \left( \frac{|c_0 n|}{|c_3 \Delta^3|} + \frac{|c_2 n^2|}{|c_3 \Delta|} \right) \\
\leq \frac{|c_3| \Delta^3}{9 \epsilon_1}.
$$

(3.6)

since we set $\epsilon_1 = \frac{1}{9} \cdot \min \left\{ 1, \left| \frac{c_0 \Delta^3}{c_0 n} \right|, \left| \frac{c_2 \Delta}{c_2 n^2} \right| \right\}$.

Now, clearly in $O(\text{nnz}(A))$ time we can compute $\text{tr}(A^2) = \|A\|^2$. Given spectral sum estimate $X \in [(1 - \epsilon_1)S_f(B), (1 + \epsilon_1)S_f(B)]$ we can thus compute

$$
Y \triangleq X - c_0 n - c_1 \Delta \text{tr}(A) - c_2 \Delta^2 \text{tr}(A^2)
$$
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in $O(n^2)$ time. Applying (3.4), (3.5), and (3.6) we have:

$$Y \leq (1 - \epsilon_1) \cdot \sum_{k=0}^{\infty} c_k \Delta^k \text{tr}(A^k)$$

$$\leq c_3 \Delta^3 \text{tr}(A^3) + \frac{|c_3| \Delta^3}{9} + \epsilon_1 \left( \frac{|c_3| \Delta^3}{9} + c_3 \Delta^3 \text{tr}(A^3) + \frac{|c_3| \Delta^3}{9\epsilon_1} \right)$$

$$\leq c_3 \Delta^3 \left[ \text{tr}(A^3) (1 + \epsilon_1) + \frac{1}{3} \right]$$

$$\leq c_3 \Delta^3 \left[ \text{tr}(A^3) \left( 1 + \frac{1}{9} \right) + \frac{1}{3} \right].$$

We can symmetrically show that

$$Y \geq c_3 \Delta^3 \left[ \text{tr}(A^3) \left( 1 - \frac{1}{3} \right) - \frac{1}{3} \right].$$

Thus if $G$ contains a triangle and so $\text{tr}(A^3) \geq 6$, $Y \geq c_3 \Delta^3 \cdot \frac{15}{3}$, while if $G$ contains no triangles and $\text{tr}(A^3) = 0$, $Y \leq c_3 \Delta^3 \cdot \frac{1}{3}$. So we can use $Y$ to detect if $G$ has a triangle. This gives the theorem recalling that, given $X$, we can compute $Y$ in $O(\text{nnz}(A))$ time.

Note that in the above reduction, if $\Delta$ is small (i.e., $\leq 2n$) then $B = I - \Delta A$ is a very well conditioned matrix (its condition number is at most a constant). Consequently, our bounds apply even when approximately applying for example $B^{-1}$ or $B^{1/2}$ to high precision is inexpensive. The theorem (and the results in Section 3.2.4) suggests that the difficulty in computing spectral sums arises more from the need to measure the contribution from multiple terms precisely, than from the difficulty in manipulating $B$ for the purposes of applying it to a single vector.

Also, note that the matrix $B$ in this reduction is symmetrically diagonally dominant (SDD). So, even for these highly structured matrices, which admit near linear time application of $B^{-1}$ [ST04] as well as approximate factorization [KS16], accurate spectral sums are difficult. We leverage this in the effective resistance hardness results of Section 3.2.4.

### 3.2.3 Hardness for Computing Spectral Sums

We now use Theorem 3.2.1 and Corollary 3.2.2 to show hardness results for various important spectral sums, including all those discussed in Section 3.1.1. To simplify our presentation, we focus on the case of dense matrices, showing bounds of the form
However, note that Theorem 3.2.1 and Corollary 3.2.2 also yield conditional lower bounds on the running time for sparse matrices and can be stated in terms of \( \text{nnz}(A) \). Most of the proofs in this section are direct instantiations of Corollary 3.2.2 with a specific spectral sum. Typically, the series expansion required in (3.3) is given via a simple Taylor series expansion.

**Schatten p-norm for all \( p \neq 2 \)**

For any \( p \in \mathbb{R} \) and \( x \in (0, 2) \), using the Taylor Series about 1 we can write

\[
x^p = \sum_{k=0}^{\infty} c_k (1-x)^k \quad \text{where} \quad c_k = \prod_{i=0}^{k-1} \frac{p-i}{k!}.
\]  

(3.7)

This series converges since \( |c_k| \leq 1 \) for \( k > p \) and for \( x \in (0, 2) \), \( (1-x) < 1 \). Note that when \( p \) is a non-negative integer, only the first \( p \) terms of the expansion are nonzero. When \( p \) is non-integral, the sum is infinite. We will apply Theorem 3.2.1 and Corollary 3.2.2 slightly differently for different values of \( p \). We first give our strongest result, which is for \( p = 3 \): 

**Corollary 3.2.3** (Schatten 3-Norm Hardness). Assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \) returns, with probability \( \geq 1 - \delta \), \( X \in \left[(1-\epsilon)\|B\|_3^3, (1+\epsilon)\|B\|_3^3\right] \) in \( O(n^7\epsilon^{-c}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(n^{7+4c}) \) time.

**Proof.** For \( p = 3 \), in the expansion of (3.7), \( c_k = 0 \) for \( k > 3 \). So we apply Corollary 3.2.2 with \( h = 0 \) and hence \( \Delta = 1/n \) and \( \epsilon_1 = \frac{\text{cn} \Delta^2}{\text{cn}} = \frac{1}{n^4} \). This gives the result. \( \square \)

Note that for \( p \) very close to 3 a similar bound holds since \( h \approx 0 \). For \( p = 3 \), Theorem 3.1.2 gives a randomized algorithm running in \( \tilde{O}(n^2/e^3) \) time and succeeding with high probability. Significant improvement to the \( \epsilon \) dependence in this algorithm therefore either requires loss in the \( n \) dependence or would lead to a significant improvement in state-of-the-art triangle detection, giving an algorithm running faster than the fastest known matrix multiplication algorithm.

We next extend to all \( p \neq 1, 2 \). This more general result gives a bound for \( p = 3 \), but it is weaker than the bound given in Corollary 3.2.3.

**Corollary 3.2.4** (Schatten p-Norm Hardness, \( p \neq 1, 2 \)). For any \( p > 0 \), \( p \neq 1, 2 \), assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \) returns, with probability \( \geq 1 - \delta \), \( X \in \left[(1-\epsilon)\|B\|_p^p, (1+\epsilon)\|B\|_p^p\right] \) in \( O(n^7\epsilon^{-c}) \) time.
Then one can solve triangle detection on n-node graphs with success probability \( \geq 1 - \delta \) in \( O\left(n^{\gamma + 13\epsilon} \cdot \frac{p^{3\epsilon}}{|\min\{p,(p-1),(p-2)\}|^\epsilon}\right) \) time.

**Proof.** In the expansion of (3.7) we have \( \frac{c_k}{c_3} \leq p^{k-3} \) for all \( k > 3 \) as well as:

\[
\left| \frac{c_0}{c_3} \right| = \frac{1}{p(p-1)(p-2)} \leq \frac{1}{2\min\{p,(p-1),(p-2)\}}.
\]

We also have \( \left| \frac{c_2}{c_3} \right| \leq \frac{1}{2\min\{p,(p-1)\}} \). We thus apply Corollary 3.2.2 with \( \Delta = \Theta\left(\frac{1}{n^3p}\right) \) and \( \epsilon_1 = \frac{c_3^3}{c_3 n^3} = \Theta\left(\frac{\min\{p,(p-1),(p-2)\}}{n^{13}p^3}\right) \), which gives the result. \( \square \)

Typically, when \( p \ll n \), the \( p^{3\epsilon} \) term above is negligible. The \( \frac{1}{|\min\{p,(p-1),(p-2)\}|^\epsilon} \) term is meaningful however. Our bound becomes weak as \( p \) approaches 2 (and meaningless when \( p = 2 \)). This is unsurprising, since for \( p \) very close to 2, \( \|B\|_p^p \approx \|B\|_F^2 \), which can be computed exactly in \( O(nz(B)) = O(n^2) \) time. The bound also becomes weak for \( p \approx 1 \), which is natural since reduction only uses PSD \( B \), for which \( \|B\|_1 = \text{tr}(B) \) can be computed in \( O(n) \) time. However, we can remedy this issue by working with a (non-PSD) square root of \( B \) that is easy to compute. Since \( \|B\|_1 \) will correspond to the Schatten-1/2 norm of this matrix, we will be able to obtain a stronger lower bound on computing it via Corollary 3.2.4.

**Corollary 3.2.5** (Schatten p-Norm Hardness, \( p \approx 1 \)). For any \( p \), assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{p \times n} \) returns, with probability \( \geq 1 - \delta \), \( X \in [(1 - \epsilon)\|B\|_p^p, (1 + \epsilon)\|B\|_p^p] \) in \( O\left(\epsilon f(nz(B), n) \cdot \frac{1}{\epsilon^2}\right) \) time. Then one can solve triangle detection on n-node graphs with m edges, with success probability \( \geq 1 - \delta \) in

\[
O\left(\epsilon f(m, n) \cdot n^{13\epsilon} \cdot \frac{p^{3\epsilon/2}}{|\min\{p/2,(p/2-1),(p/2-2)\}|^{\epsilon/2}} + m + n\right)
\]

time.

Note that for \( p \approx 1 \), \( \frac{p^{3\epsilon/2}}{|\min\{p/2,(p/2-1),(p/2-2)\}|^{\epsilon/2}} \) is just a constant. Again, the bound is naturally weak when \( p \approx 2 \) since \( p/2 - 1 \) goes to 0

**Proof.** Let \( C = I - \Delta A \) as in Theorem 3.2.1. Let \( L = D - A \) be the Laplacian of \( G \) where \( D \) is the diagonal degree matrix. We can write \( C = \Delta L + \hat{D} \) where \( \hat{D} = I - \Delta D \). \( \hat{D} \) is PSD since \( \Delta \leq 1/n \). Letting \( M \in \mathbb{R}^{(2)^{x n}} \) be the vertex edge incidence matrix of \( A \), and \( B = [\Delta^{1/2} M, \hat{D}^{1/2}] \), we have \( BB^T = C \). Thus, \( \|B\|_p^p = \|C\|_p^{p/2} \) and so approximating this norm gives triangle detection by Corollary 3.2.4. Note that
nnz(B) = O(nnz(A) + n) = O(m + n) and B can be formed in this time, giving our final runtime claim.

For \( p = 1 \), Theorem 33 of [MNS18] gives of \( \tilde{O}(\epsilon^{-3} (mn^{1/3} + n^{3/2})) = \tilde{O}(n^{2.33}) \) even when \( m = \Omega(n^2) \). Thus, significantly improving this \( \epsilon \) dependence would either give a triangle detection algorithm running faster than the fastest known matrix multiplication algorithm, or come at a cost in the polynomials of the other parameters.

SVD Entropy

Our hardness result for SVD entropy follows as a direct consequence of Corollary 3.2.2. We simply need to expand \( x \log x \) via a Taylor series.

**Corollary 3.2.6 (SVD Entropy Hardness).** Assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \) returns, with probability \( \geq 1 - \delta \), \( X \in \left[ (1 - \epsilon) \sum_{i=1}^{n} f(\sigma_i(B)), (1 + \epsilon) \sum_{i=1}^{n} f(\sigma_i(B)) \right] \) for \( f(x) = x \log x \) in \( O(n^{7\epsilon-c}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(n^{7+6\epsilon}) \) time.

**Proof.** For \( x \in (0, 2) \), using the Taylor Series about 1 we can write

\[
x \log x = \sum_{k=0}^{\infty} c_k (x - 1)^k,
\]

where \( c_0 = 1 \log(1) = 0 \), \( c_1 = \log(1) + 1 = 1 \), and \( |c_k| = \frac{(k-2)!}{k!} \leq 1 \) for \( k \geq 2 \). \( c_k < c_3 \) for all \( k > 3 \) and \( \frac{c_3}{c_3} = 0 \) while \( \frac{c_2}{c_3} = \frac{1}{3} \). Applying Corollary 3.2.2 with \( \Delta = \frac{1}{10n^3} \) and \( \epsilon_1 = \frac{\Delta}{3n^2} = \frac{1}{30n^6} \) gives the result. \( \square \)

Log Determinant

Our log determinant result also follows easily using a Taylor series expansion and then applying Corollary 3.2.2.

**Corollary 3.2.7 (Log Determinant Hardness).** Assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \), with probability \( \geq 1 - \delta \), returns \( X \in \left[ (1 - \epsilon) \log(\det(B)), (1 + \epsilon) \log(\det(B)) \right] \) in \( O(n^{7\epsilon-c}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(n^{7+6\epsilon}) \) time.

**Proof.** Using the Taylor Series about 1 we can write

\[
\log x = \sum_{k=0}^{\infty} c_k (x - 1)^k,
\]
where \( c_0 = 0 \), \( |c_i| = 1/i \) for \( i \geq 1 \). Therefore \( c_k < c_3 \) for all \( k > 3 \), \( \frac{c_k}{c_3} = 0 \), and \( \frac{c_2}{c_3} = \frac{3}{2} \).

Applying Corollary 3.2.2 with \( \Delta = \frac{1}{10n^4} \) and \( \epsilon_1 = \frac{\Delta}{2n^2} = \frac{1}{20n^6} \) gives the result. \( \square \)

In Section 3.2.5, Lemma 3.2.13 we show that a similar result holds for computing \( \det(B) = \prod_{i=1}^{n} \lambda_i(B) \). In [BS83] it is shown that, given an arithmetic circuit for computing \( \det(B) \), one can generate a circuit of the same size (up to a constant) that computes \( B^{-1} \). This also yields a circuit for matrix multiplication by a classic reduction.\(^6\) Our results, combined with the reduction of [WW10] of Boolean matrix multiplication to triangle detection (Theorem 3.1.8), show that a sub-cubic time algorithm for the approximating \( \log(\det(B)) \) or \( \det(B) \) up to sufficient accuracy, yields a sub-cubic time matrix multiplication algorithm, providing a reduction based connection between determinant and matrix multiplication analogous to the circuit based result of [BS83].

### Trace of Exponential

Finally, we give our bound for the trace exponential, which is again via Corollary 3.2.2 and a simple Taylor series expansion.

**Corollary 3.2.8 (Trace of Exponential Hardness).** Assume there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \), with probability \( 1 - \delta \), returns \( X \in [(1 - \epsilon) \text{tr}(\exp(B)), (1 + \epsilon) \text{tr}(\exp(B))] \) in \( O(n^3 \epsilon^{-c}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( 1 - \delta \) in \( O(n^{3+13c}) \) time.

**Proof.** Using the Taylor Series about 1 we can write

\[
e^x = \sum_{k=0}^{\infty} \frac{e(x - 1)^k}{k!}.
\]

We have \( \frac{c_2}{c_3} = 6 \), \( \frac{c_2}{c_3} = 3 \), and for all \( k \geq 3 \), \( c_k < c_3 \). Applying Corollary 3.2.2 with \( \Delta = \frac{1}{10n^4} \) and \( \epsilon_1 = \frac{\Delta \Delta^3}{c_3 6000n^4} = \frac{1}{6000n^4} \) gives the result. \( \square \)

### 3.2.4 Leverage Score and Effective Resistance Hardness

We now we show hardness for precisely computing all effective resistances of a graph and leverage scores of a matrix. Our main result is an easy corollary of Theorem 3.2.1, which shows how to solve triangle detection using an algorithm that precisely approximates the trace inverse of a strictly symmetric diagonally dominant (SDD) \( B \), i.e.,

\(^6\) Matrix multiplication reduces to inversion since \( \begin{bmatrix} 1 & A & 0 \\ 0 & 1 & B \\ 0 & 0 & 1 \end{bmatrix}^{-1} = \begin{bmatrix} 1 & -A & AB \\ 0 & 1 & -B \\ 0 & 0 & 1 \end{bmatrix} \). See [Isa08].
\( \mathbf{B} = \mathbf{B}^T \) and \( \mathbf{B}_{ii} > \sum_{j \neq i} \mathbf{B}_{ij} \) for all \( i \). We will then show in Lemma 3.2.11 that approximating all the effective resistances of a certain graph is enough to approximate this trace inverse. These effective resistances correspond to the leverage scores of the graphs vertex edge incidence matrix, letting us prove hardness for leverage score computation in Corollary 3.2.12.

**Corollary 3.2.9 (Trace of Inverse Hardness).** Assume there exists an algorithm that, for some \( \delta \geq 0 \), for any strictly SDD \( \mathbf{B} \in \mathbb{R}^{n \times n} \) with non-positive off-diagonal entries and \( m \) nonzero entries returns, with probability \( \geq 1 - \delta \), \( X \in [(1 - \epsilon) \text{tr}(\mathbf{B}^{-1})), (1 + \epsilon) \text{tr}(\mathbf{B}^{-1})] \) in \( O(m^{\gamma}e^{-\epsilon}) \) time for \( \gamma \geq 2 \). Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(m^{\gamma+13\epsilon}) \) time.

**Proof.** For \( x \in (0, 2) \) we can write \( \frac{1}{x} = \sum_{k=0}^{\infty} (1 - x)^k \), and then apply Corollary 3.2.2 with \( \Delta = \frac{1}{10n^4} \) and \( \epsilon_1 = \frac{\Delta^3}{n} = \frac{1}{1000m^{13}} \). Checking that the \( \mathbf{B} \) in the proof of Theorem 3.2.1 is strictly SDD with non-positive off-diagonal entries yields the result. \( \square \)

Using Corollary 3.2.9 we prove hardness for precisely computing effective resistances in a graph. Recall that for a weighted undirected graph \( G \) its Laplacian is given by \( \mathbf{L} = \mathbf{D} - \mathbf{A} \) where \( \mathbf{D} \) is the diagonal degree matrix and \( \mathbf{A} \) is the weighted adjacency matrix associated with \( G \).

We first define the effective resistance. Throughout this section we let \( \mathbf{e}_i \) denote the vector with a 1 at its \( i \)-th position and zeros every where else. Its length will be apparent from context. We let \( \mathbf{1} \) denote the all ones vector.

**Definition 3.2.10 (Effective Resistance).** Given graph \( G \) with \( n \) nodes and associated Laplacian \( \mathbf{L} \in \mathbb{R}^{n \times n} \), the effective resistance between vertices \( i \) and \( j \) is given by:

\[
(e_i - e_j)^T \mathbf{L}^+(e_i - e_j)
\]

where \( + \) denotes the Moore-Penrose pseudoinverse.

In the following lemma we prove that computing all the effective resistances between a vertex and its neighbors in the graph can be used to compute the trace of the inverse of any strictly SDD matrix with non-positive off-diagonals and therefore doing this precisely is as hard as triangle detection via Corollary 3.2.9. Our proof is based off a standard reduction between solving strictly SDD matrices with negative off-diagonals and solving Laplacian systems.

**Lemma 3.2.11 (Effective Resistance Yields Trace).** Suppose we have an algorithm that, for some \( \delta \geq 0 \), given Laplacian \( \mathbf{L} \in \mathbb{R}^{n \times n} \) with \( m \)-non-zero entries, entry
\( i \in [n] \), and error \( \epsilon \in (0, 1) \) computes, with probability \( \geq 1 - \delta \), a \( 1 \pm \epsilon \) approximation to the total effective resistance between \( i \) and the neighbors of \( i \) in the graph associated with \( L \), that is, letting \( Y = \sum_{j \in [n]} (e_i - e_j)^T L^+ (e_i - e_j) \), the algorithm computes

\[
X \in [(1 - \epsilon)Y, (1 + \epsilon)Y]
\]

in time \( O(m^\gamma \epsilon^{-c}) \). Then there is an algorithm that computes, with probability \( \geq 1 - \delta \), a \( (1 \pm \epsilon) \) approximation to the trace of the inverse of any \( n \times n \) strictly SDD matrix with \( m \) non-zero entries and non-positive off-diagonals in \( O(m^\gamma \epsilon^{-c}) \) time. By Corollary 3.2.9 there is thus an algorithm for triangle detection on \( n \)-node graphs that succeeds with probability \( \geq 1 - \delta \) and runs in \( O(m^\gamma + 13c) \) time.

Proof. Let \( M \in \mathbb{R}^{n \times n} \) be an arbitrary strictly SDD matrix with non-positive off-diagonals, i.e., \( M = M^T \), \( M_{ii} > \sum_{j \neq i} |M_{ij}| \), and \( M_{ij} \leq 0 \) for all \( i \neq j \). Let \( \mathbf{v} \stackrel{\text{def}}{=} M \mathbf{1} \), \( \alpha \stackrel{\text{def}}{=} \mathbf{1}^T M \mathbf{1} \), and

\[
L \stackrel{\text{def}}{=} \begin{pmatrix} M & -\mathbf{v} \\ -\mathbf{v}^T & \alpha \end{pmatrix}.
\]

Now, by our assumption that \( M \) is SDD we have that \( \mathbf{v} > \mathbf{0} \) entrywise and therefore \( \alpha > 0 \). Therefore, the off-diagonal entries of \( L \) are non-positive and by construction \( L \mathbf{1} = \mathbf{0} \). Consequently, \( L \) is a \((n + 1) \times (n + 1)\) symmetric Laplacian matrix with \( \text{nnz}(M) + 2n + 1 \) non-zero entries.

Now, consider any \( \mathbf{x} \in \mathbb{R}^n \) and \( y \in \mathbb{R} \) that satisfy the following for some \( i \in [n] \)

\[
\begin{pmatrix} M & -\mathbf{v} \\ -\mathbf{v}^T & \alpha \end{pmatrix} \begin{pmatrix} \mathbf{x} \\ y \end{pmatrix} = \begin{pmatrix} e_i \\ -1 \end{pmatrix}.
\]

Since \( L \) is a symmetric Laplacian and the associated graph is connected, by construction we know that the null space of \( L \) is given by: \( \ker(L) = \text{span}(\{1\}) \). Thus there must exist such \( x \) and \( y \). Furthermore, since \( M \) is strictly SDD it is invertible and since \( M \mathbf{1} = \mathbf{v} \) we have that

\[
\mathbf{x} = M^{-1} (y \cdot \mathbf{v} + e_i) = y \cdot \mathbf{1} + M^{-1} e_i
\]

and consequently

\[
(e_i - e_{n+1})^T L^+ (e_i - e_{n+1}) = e_i^T \mathbf{x} - y = e_i^T M^{-1} e_i.
\]
Thus,

\[ Y = \sum_{j \in [n]} (e_j - e_{n+1})^T L^+ (e_j - e_{n+1}) = \text{tr}(M^{-1}). \]

So an algorithm for computing \( X \in [(1 - \epsilon)Y, (1 + \epsilon)Y] \) with probability \( \geq 1 - \delta \) directly gives an algorithm for computing

\[ X \in [(1 - \epsilon) \text{tr}(M^{-1}), (1 + \epsilon) \text{tr}(M^{-1})] \]

with probability \( \geq 1 - \delta \), giving the result.

Using Lemma 3.2.11, we can also show that computing leverage scores of matrix to high accuracy is also difficult. This follows from the well known fact that effective resistances in graphs and leverage scores of matrices are the same up to scaling by known quantities.

**Corollary 3.2.12 (Leverage Score Hardness).** Suppose we have an algorithm that, for some \( \delta \geq 0 \), given any \( A \in \mathbb{R}^{n \times d} \) can compute, with probability \( 1 - \delta \), \( \tilde{\ell} \) that is a \( 1 \pm \epsilon \) multiplicative approximation to the leverage scores of \( A \), i.e., for \( \ell_i(A) = a_i^T (A^TA) a_i \) (Definition 2.2.4),

\[ \tilde{\ell}_i \in [(1 - \epsilon)\ell_i(A), (1 + \epsilon)\ell_i(A)] \text{ for all } i \in [n] \]

in time \( O(\text{nnz}(A)^{2+13\epsilon}) \). Then there is a \( O(n^{2+13\epsilon}) \) time algorithm for detecting if an \( n \)-node graph contains a triangle with success probability \( \geq 1 - \delta \).

**Proof.** Let \( L \in \mathbb{R}^{n \times n} \) be a symmetric Laplacian. Let \( E = \{ \{i, j\} \subseteq [n] \times [n] : L_{ij} \neq 0 \} \), i.e., the set of edges in the graph associated with \( L \). Let \( m = |E| \) and \( B \in \mathbb{R}^{m \times n} \) be the incidence matrix associated with \( L \), i.e., for all \( e = \{i, j\} \in E \) we have \( B_{e,i} = \sqrt{-L_{ij}} \) and \( B_{e,j} = -\sqrt{-L_{ij}} \) for some canonical choice of ordering of \( i \) and \( j \) and let all other entries of \( B = 0 \). Clearly \( \text{nnz}(B) = \text{nnz}(L) \) and we can form \( B \) in \( O(\text{nnz}(L)) \) time.

It is well known and easy to check that \( L = B^T B \). Consequently, for all \( e = \{i, j\} \in E \) we have

\[ b_i^T (B^T B)^+ b_i = (-L_{ij}) \cdot (e_i - e_j)^T L^+(e_i - e_j). \]

Now if we compute \( \tilde{\ell} \) using the assumed algorithm in \( O(\text{nnz}(L)^{2+13\epsilon}) = O(n^{2+13\epsilon}) \) time, then since \( -L_{ij} \) is non-negative, in an additional \( O(\text{nnz}(L)) = O(n^2) \) time this yields (with probability \( \geq 1 - \delta \)) a \( 1 \pm \epsilon \) multiplicative approximation to the sum of
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effective resistances between any \( i \) and all its neighbors in the graph associated with \( L \). The result then follows from Lemma 3.2.11.

### 3.2.5 Determinant Hardness

We now show how a variation on our techniques can be used to reduce triangle detection to accurate determinant computation. The determinant is not a spectral sum, but it is equal to the product of a matrix's eigenvalues. We will leverage this fact to show that, like the spectral sums considered in Section 3.2.3 it can be used to approximation \( \text{tr}(A^3) \) and thus the number of triangles in a graph.

**Lemma 3.2.13 (Determinant Hardness).** Suppose there exists an algorithm that, for some \( \delta \geq 0 \), on any input \( B \in \mathbb{R}^{n \times n} \) returns, with probability \( \geq 1 - \delta \), \( X \in [(1-\epsilon)\det(B), (1+\epsilon)\det(B)] \) in \( O(n^{\gamma \epsilon - \alpha}) \) time. Then one can solve triangle detection on \( n \)-node graphs with success probability \( \geq 1 - \delta \) in \( O(n^{\gamma + 12\epsilon}) \) time.

**Proof.** Let \( A \in \mathbb{R}^{n \times n} \) be the adjacency matrix of an \( n \)-node graph \( G \). Let \( \lambda_1, \ldots, \lambda_n \) denote its eigenvalues. Let \( B = I + \Delta A \) for some \( \Delta \) that we will set later. We have:

\[
\det(B) = \prod_{i=1}^{n} \lambda_i(B) = \prod_{i=1}^{n} (1 + \Delta \lambda_i) = \sum_{k=0}^{n} \left( \Delta^k \cdot \sum_{i_1 < i_2 < \ldots < i_k} \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_k} \right). \tag{3.8}
\]

The \( k = 0 \) term in (3.8) is 1, and the next two are easy to compute. \( \Delta \sum_{i=1}^{n} \lambda_i = \Delta \text{tr}(A) = 0 \), and \( \Delta^2 \sum_{i<j} \lambda_i \lambda_j = \Delta^2 \left( \sum_{i,j} \lambda_i \lambda_j - \sum_i \lambda_i^2 \right) = \Delta^2 \sum_i \lambda_i \text{tr}(A) - \frac{\Delta^2}{2} \|A\|_F^2 = -\Delta^2 \|A\|_F^2 / 2 \). For \( k = 3 \) we have:

\[
\Delta^3 \sum_{i<j<k} \lambda_i \lambda_j \lambda_k = \frac{\Delta^3}{3} \left( \sum_{i<j} \lambda_i \lambda_j \text{tr}(A) - \sum_{i \neq j} \lambda_i^2 \lambda_j \right)
= 0 - \frac{\Delta^3}{3} \|A\|_F^2 \cdot \text{tr}(A) + \frac{\Delta^3}{3} \text{tr}(A^3)
= \frac{\Delta^3}{3} \text{tr}(A^3).
\]

We will bound the \( k > 3 \) terms by:

\[
\left| \Delta^k \cdot \sum_{i_1 < i_2 < \ldots < i_k} \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_k} \right| \leq \binom{n}{k} \Delta^k \lambda_1^k \leq (n \Delta \lambda_1)^k \leq (n^2 \Delta)^k
\]

since \( \lambda_1 \leq n \). However, in order to obtain a tighter result, we will use stronger bounds
for $k = 4, 5$. These bounds are very tedious but straightforward. Specifically:

$$\left| \Delta^4 \sum_{i<j<k<l} \lambda_i \lambda_j \lambda_k \lambda_l \right| = \frac{\Delta^4}{4} \left| \operatorname{tr}(A) \sum_{i<j<k} \lambda_i \lambda_j \lambda_k - \frac{1}{2} \sum_{i \neq j \neq k} \lambda_i^2 \lambda_j \lambda_k \right|$$

$$= \frac{\Delta^4}{8} \left| \operatorname{tr}(A) \sum_{i \neq j} \lambda_i^2 \lambda_j - \sum_{i \neq j} \lambda_i^3 \lambda_j^2 - \sum_{i \neq j} \lambda_i^3 \lambda_j \right|$$

$$= \frac{\Delta^4}{8} \left| \sum_{i \neq j} \lambda_i^2 \lambda_j^2 + \operatorname{tr}(A) \sum_{i \neq j} \lambda_i^3 - \sum_{i} \lambda_i^4 \right|$$

$$= \frac{\Delta^4}{8} \left| \| A \|_{F}^2 - 2 \operatorname{tr}(A^4) \right| \leq \frac{\Delta^4 n^4}{4}.$$

And similarly:

$$\left| \Delta^5 \sum_{i<j<k<l<m} \lambda_i \lambda_j \lambda_k \lambda_l \lambda_m \right| = \frac{\Delta^5}{30} \left| \sum_{i \neq j \neq k \neq l} \lambda_i^2 \lambda_j \lambda_k \lambda_l \right|$$

$$= \frac{\Delta^5}{30} \left| 2 \sum_{i \neq j \neq k} \lambda_i^2 \lambda_j^2 \lambda_k + \sum_{i \neq j \neq k} \lambda_i^3 \lambda_j \lambda_k \right|$$

$$= \frac{\Delta^5}{30} \left| 5 \sum_{i \neq j} \lambda_i^2 \lambda_j^2 + \sum_{i \neq j} \lambda_i^3 \lambda_j \right|$$

$$= \frac{\Delta^5}{30} \left| 5(\sum \lambda_i^2)(\sum \lambda_j^3) - 6 \sum \lambda_i^5 \right|$$

$$\leq \frac{\Delta^5 n^2}{6} \operatorname{tr}(A^3) + \frac{\Delta^5}{5} \lambda_1 \sum \lambda_i^4$$

$$\leq \frac{\Delta^5 n^2}{6} \operatorname{tr}(A^3) + \frac{\Delta^5 n^5}{5}.$$

Finally, if we set $\Delta = \frac{1}{10n^4}$ then we have:

$$\left| \sum_{k=4}^{n} \left( \Delta^k \cdot \sum_{i_1<i_2<\ldots<i_k} \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_k} \right) \right| \leq \frac{\Delta^4 n^4}{4} + \frac{\Delta^5 n^5}{5} + \frac{\Delta^5 n^2}{6} \operatorname{tr}(A^3) + \sum_{k=6}^{\infty} (n^2 \Delta)^k$$

$$\leq \Delta^3 \left( \frac{1}{40} + \frac{1}{500} + \frac{1}{600} \operatorname{tr}(A^3) + \left( \frac{1}{10^3} + \frac{1}{10^5} + \ldots \right) \right)$$

$$\leq \frac{\Delta^3}{30} + \frac{\Delta^3}{600} \operatorname{tr}(A^3).$$

We then write:

$$\det(B) \leq 1 - \frac{\Delta^2 \| A \|_{F}^2}{2} + \frac{\Delta^3 \operatorname{tr}(A^3)}{3} + \frac{\Delta^3}{30} + \frac{\Delta^3}{600} \operatorname{tr}(A^3)$$
and similarly
\[
det(B) \geq 1 - \frac{\Delta^2 \|A\|_F^2}{2} - \frac{\Delta^3 \text{tr}(A^3)}{3} - \frac{\Delta^3}{30} + \frac{\Delta^3}{600} \text{tr}(A^3).
\]
Since \(1 \leq \Delta^3 \cdot 10^3 n^{12}\) and \(\frac{\Delta^2 \|A\|_F^2}{2} \leq \Delta^3 \cdot 5n^6\) if we compute
\[
X \in [(1 - c_1/n^{12}) \det(B), (1 + c_1/n^{12}) \det(B)]
\]
for sufficiently small constant \(c_1\) and subtract off \(1 - \frac{\Delta^2 \|A\|_F^2}{2}\), we will be able to
determine if \(\text{tr}(A^3) > 0\) and hence detect if \(G\) has a triangle. So any algorithm
approximating \(\det(B)\) to \((1 \pm \epsilon)\) error with probability \(\geq 1 - \delta\) in \(O(n^7 \epsilon^{-c})\) time
yields a triangle detection algorithm running in \(O(n^{7+12\epsilon})\) time and succeeding with
probability \(\geq 1 - \delta\).

3.3 Lower Bounds for Kernel Approximation

In this section we prove our conditional lower bounds for computing a relative error
low-rank kernel matrix approximation satisfying Definition 3.1.4.

3.3.1 Lower Bound Approach

Our lower bounds generally follow from a two step reduction. We first reduce general
rectangular matrix multiplication to Gram matrix approximation (Theorem 3.3.1).\(^7\)
We then reduce Gram matrix approximation to kernel low-rank approximation, for a
broad class of kernel functions (Theorems 3.3.2 and 3.3.3). In combination, this gives
a reduction from rectangular matrix multiplication to kernel low-rank approximation,
and thus conditional lower bound against kernel low-rank approximation assuming
hardness of speeding up general rectangular matrix multiplication.

Specifically, we show that an algorithm for computing a low-rank approximation of
\(MM^T\) for any input \(M \in \mathbb{R}^{n \times (d+k)}\) can be used to give a fast algorithm for multiplying
any two integer matrices \(A \in \mathbb{Z}^{n \times d}\) and \(C \in \mathbb{Z}^{d \times k}\). The key idea is to set \(M = [A, wC]\)
where \(w \in \mathbb{R}\) is a large weight. We then have:
\[
MM^T = \begin{bmatrix}
AA^T & wAC \\
wCA^T & w^2C^TC
\end{bmatrix}.
\]

\(^7\)Given any \(M \in \mathbb{R}^{n \times d}\), the associate Gram matrix is \(MM^T\).
Since $w$ is very large, the $AA^T$ block is relatively very small, and so $MM^T$ is nearly rank-$2k$ – it has a ‘heavy’ strip of elements in its last $k$ rows and columns. Thus, computing a relative-error rank-$2k$ approximation to $MM^T$ recovers all entries except those in the $AA^T$ block very accurately, and importantly, recovers the $wAC$ block and so the product $AC$.

We then prove that, for a broad class of kernel functions, an algorithm that, given any input $M \in \mathbb{R}^{n \times (d+k)}$, computes a rank-$O(k)$ approximation of the associated kernel matrix $K \in \mathbb{R}^{n \times n}$ satisfying Definition 3.1.4 can be used to obtain a close approximation to the Gram matrix $MM^T$. We do this by writing the kernel function $\psi(m_i, m_j)$ as a function of $m_i^T m_j$ for dot product kernels (or $\|m_i - m_j\|^2$ for distance kernels) and expanding this function as a power series. We show that the if input points are appropriately rescaled, the contribution of the degree-1 term $m_i^T m_j$ dominates, and hence our kernel matrix approximates $MM^T$, up to some easy to compute low-rank components. Thus, a low-rank approximation to the kernel matrix yields a low-rank approximation to $MM^T$, and, in turn, rectangular matrix multiplication using the reduction described above. An illustration of this general technique, as applied to the Gaussian kernel $\psi(m_i, m_j) = e^{-\|m_i - m_j\|^2}$ is shown in Figure 3-2.

3.3.2 Lower Bound for Gram Matrices

We start with our reduction from rectangular matrix multiplication to approximation of the Gram matrix $MM^T$.

**Theorem 3.3.1** (Hardness of low-rank approximation for $MM^T$). Assume there is an algorithm $A$ that, for some $\delta \geq 0$ and any $n, d, k$: for some approximation factor $\Delta_1$,
given any \( M \in \mathbb{R}^{n \times d} \), returns in \( T(M, k) \) time \( N \in \mathbb{R}^{n \times k} \) such that, with probability \( \geq 1 - \delta \),

\[
\|MM^T - NN^T\|_F^2 \leq \Delta_1 \|MM^T - (MM^T)_k\|_F^2.
\]

For any \( n, d, k \) and any \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k} \) each with integer entries in \([-\Delta_2, \Delta_2]\), let \( B = [A^T, wC]^T \) where \( w = 3\sqrt{\Delta_1 \Delta_2^2} \). Then there is an algorithm that computes the product \( AC \) exactly with probability \( \geq 1 - \delta \) in \( T(B, 2k) + O(nk^{\omega - 1}) \) time.\(^8\)

**Proof.** We can write the \((n + k) \times (n + k)\) matrix \( BB^T \) as:

\[
BB^T = [A^T, wC]^T[A, wC] = \begin{bmatrix} AA^T & wAC \\ wC^T A^T & w^2C^T C \end{bmatrix}.
\]

Let \( Q \in \mathbb{R}^{n \times 2k} \) be an orthogonal span for the columns of the \( n \times 2k \) matrix:

\[
\begin{bmatrix} 0 & wAC \\ V & w^2C^T C \end{bmatrix},
\]

where \( V \in \mathbb{R}^{k \times k} \) spans the columns of \( wC^T A^T \in \mathbb{R}^{k \times n} \). Here and throughout \( 0 \) denotes the all zeros matrix, whose size will be apparent from context. The projection \( QQ^T BB^T \) gives the best Frobenius norm approximation to \( BB^T \) in the span of \( Q \). Additionally, \( QQ^T BB^T \) has rank \( 2k \). So we can see that:

\[
\|BB^T - (BB^T)_{2k}\|_F^2 \leq \|BB^T - QQ^T BB^T\|_F^2 \\
\leq \left\| \begin{bmatrix} AA^T & 0 \\ 0 & 0 \end{bmatrix} \right\|_F^2 \\
\leq \Delta_2^4 n^2 d^2,
\]

where the last bound follows since each entry of \( A \) is bounded in magnitude by \( \Delta_2 \) by assumption and so each entry of \( AA^T \) is bounded by \( d\Delta_2^2 \).

Let \( N \) be the matrix returned by running \( A \) on \( B \) with rank \( 2k \). By assumption, with probability \( \geq 1 - \delta \), \( N \) achieves approximation bound of \( \|BB^T - NN^T\|_F^2 \leq \Delta_1 \|BB^T - (BB^T)_{2k}\|_F^2 \). This gives, for all \( i, j \):

\[
(BB^T - NN^T)_{i,j}^2 \leq \|BB^T - NN^T\|_F^2 \leq \Delta_1 \Delta_2^4 n^2 d^2.
\]

\(^8\)Here \( \omega \) is the lowest known exponent of fast matrix multiplication. See Section 1.3 for a formal definition.
where the last inequality is from (3.9). This gives
\[ |BB^T - NN^T|_{i,j} \leq \sqrt{\Delta_1 \Delta_2^2 nd}. \]  
(3.10)

Since A and C have integer entries, each entry in the submatrix \( wAC \) of \( BB^T \) is an integer multiple of \( w = 3\sqrt{\Delta_1 \Delta_2^2 nd} \). Since by (3.10) \( (NN^T)_{i,j} \) approximates this entry to error \( \sqrt{\Delta_1 \Delta_2^2 nd} \), by simply rounding \( (NN^T)_{i,j} \) to the nearest multiple of \( w \), we obtain the entry exactly. Thus, given N, we can exactly recover \( AC \) in \( O(nk^{\omega - 1}) \) time by computing the \( n \times k \) submatrix of \( NN^T \) corresponding to \( AC \) in \( BB^T \). This approach succeeds if \( \|BB^T - NN^T\|_F^2 \leq \Delta_1 \|BB^T - (BB^T)_{2k}\|_F^2 \), which by assumption occurs with probability \( \geq 1 - \delta \). \( \square \)

In the case of the linear kernel \( \psi(m_i, m_j) = m_i^T m_j \), Theorem 3.3.1 immediately gives our main result (full stated in Theorem 3.1.9), which shows that rectangular matrix multiplication can be reduced to kernel low-rank approximation.

**Theorem 3.1.9** (Hardness for low-rank kernel approximation – linear kernel). Consider the linear kernel \( \psi(m_i, m_j) = m_i^T m_j \). Assume there is an algorithm that, for some \( \delta \geq 0 \) and any \( n, d, k \): for some approximation factor \( \Delta \), given \( M \in \mathbb{R}^{n \times d} \) with associated kernel matrix \( K = \{\psi(m_i, m_j)\} = MM^T \), returns in \( o(nnz(M)k + nk^p) \) time, for \( p \geq 2 \), \( N \in \mathbb{R}^{n \times k} \) satisfying, with probability \( \geq 1 - \delta \),
\[ \|K - NN^T\|_F^2 \leq \Delta \|K - K_k\|_F^2. \]

Then for any \( n, d, k \), there is an \( o(nnz(A)k + nk^p) \) time algorithm that, given arbitrary \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k} \), returns their product \( AC \) with probability \( \geq 1 - \delta \).

**Proof of Theorem 3.1.9 – Linear Kernel.** We apply Theorem 3.3.1 after noting that for \( B = [A^T, wC]^T \), \( nnz(B) \leq nnz(A) + nk \) and so the runtime given by theorem is:
\[
T(B, 2k) + O(nk^{\omega - 1}) = o(nnz(B) \cdot 2k + n(2k)^p) + O(nk^{\omega - 1})
= o(nnz(A)k + nk^p).
\]

\( \square \)

As discussed, any algorithm for computing \( AC \) in \( o(nnz(A)k) \) time for general \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k} \) would be a major breakthrough in fast matrix multiplication. Thus Theorem 3.1.9 shows that giving an algorithm for computing a low-rank approximation of \( MM^T \) running in \( o(nnz(M)k) \) time is unlikely.
We show in Section 3.3.5 that there is an algorithm that nearly matches the conditional lower bound of Theorem 3.1.9 for $\psi(m_i, m_j) = m_i^T m_j$ for $\Delta = (1 + \epsilon)$ for any $\epsilon > 0$. For constant $\epsilon$, this algorithm slightly improves the runtime of the general PSD low-rank approximation algorithm, Algorithm 1, presented in Chapter 2 and analyzed in Theorem 2.5.1. In Section 3.3.6 we show that even just outputting an orthonormal matrix $Z \in \mathbb{R}^{n \times k}$ such that $K = ZZ^T MM^T$ is a relative-error low-rank approximation of $MM^T$, but not computing a factorization of $K$ itself, is enough to give fast multiplication of integer matrices.

### 3.3.3 Lower Bound for Dot Product Kernels

We now extend Theorem 3.3.1 to general dot product kernels – where $\psi(a_i, a_j) = f(a_i^T a_j)$ for some function $f$. This class includes, for example, the polynomial kernel, $\psi(a_i, a_j) = (c + a_i^T a_j)^q$, for some $c, q$. Our proof argues that, if the function $f(x)$ has a power series expansion in which the coefficients of the higher order terms are not too large compared to the coefficient of $x$, then for appropriate weights $w_1, w_2$, the kernel matrix corresponding to $B = [w_1 A^T, w_2 C]^T$ is dominated by the first order component, which corresponds to $BB^T$. As shown in Section 3.3.2 above, an approximation to this product can be used to exactly compute $AC$.

**Theorem 3.3.2 (Hardness of low-rank approximation for dot product kernels).** Consider any kernel $\psi : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^+$ with $\psi(a_i, a_j) = f(a_i^T a_j)$ for some function $f$ that can be expanded as $f(x) = \sum_{q=0}^{\infty} c_q x^q$ with $c_1 \neq 0$ and $|c_q/c_1| \leq G^{q-1}$ and for all $q \geq 2$ and some $G$.

Assume there is an algorithm $A$ that, for some $\delta \geq 0$ and any $n, d, k$: for some approximation factor $\Delta_1$, given $M \in \mathbb{R}^{n \times d}$ with kernel matrix $K = \{\psi(m_i, m_j)\}$, returns in $T(M, k)$ time $N \in \mathbb{R}^{n \times k}$ satisfying, with probability $\geq 1 - \delta$,

$$\|K - NN^T\|_F^2 \leq \Delta_1 \|K - K_k\|.$$

For any $A \in \mathbb{Z}^{n \times d}$, $C \in \mathbb{Z}^{d \times k}$ with integer entries in $[-\Delta_2, \Delta_2]$, let $B = [w_1 A^T, w_2 C]^T$ with $w_1 = \frac{w_2}{\sqrt{1 + \Delta_2}}$, $w_2 = \frac{1}{\sqrt{1 + \Delta_2}}$. Then there is an algorithm that computes the product $AC$ exactly with probability $\geq 1 - \delta$ in $T(B, 2k + 1) + O(nk^{\omega-1})$ time.

**Proof.** Using our decomposition of $\psi(\cdot, \cdot)$, we can write the kernel matrix for $B$ and
\[
\psi \text{ as:}
\]

\[
K = c_0 \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} + c_1 \begin{bmatrix} w_1^2 A A^T & w_1 w_2 A C \\ w_1 w_2 C^T A^T & w_2^2 C^T C \end{bmatrix} + c_2 K^{(2)} + c_3 K^{(3)} + \ldots
\]

(3.11)

where \(K_{i,j}^{(q)} = (b_i^T b_j)^q\) and 1 denotes the all ones matrix of appropriate size. The key idea is to show that the contribution of the \(K^{(q)}\) terms is small, and so any relative-error rank-(2k + 1) approximation to \(K\) must recover an approximation to \(BB^T\), and thus the product \(AC\) as in Theorem 3.3.1.

By our setting of \(w_2 = \frac{1}{4\sqrt{C\Delta}_2}\), the fact that \(w_1 < w_2\), and our bound on the entries of \(A\) and \(C\), we have for all \(i, j,\)

\[
|b_i^T b_j| \leq w_2^2 d\Delta_2^2 < \frac{1}{16G}.
\]

Thus, for any \(i, j,\) using that \(|c_q/c_1| \leq G^{q-1}\):  

\[
\sum_{q=2}^{\infty} c_q K_{i,j}^{(q)} \leq c_1 |b_i^T b_j| \cdot \sum_{q=2}^{\infty} G^{q-1} |b_i^T b_j|^{q-1} \\
\leq c_1 |b_i^T b_j| \sum_{q=2}^{\infty} \frac{G^{q-1}}{(16G)^{q-1}} \\
\leq \frac{1}{12} c_1 |b_i^T b_j|.
\]

(3.12)

Let \(\hat{K}\) be the matrix \(\left( K - c_0 \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} \right)\), with its top right \(n \times n\) block set to 0. \(\hat{K}\) has just its last \(k\) columns and rows non-zero, so has rank \(\leq 2k\). Let \(Q \in \mathbb{R}^{n \times 2k+1}\) be an orthogonal span for the columns \(\hat{K}\) along with the all ones vector of length \(n\). Let \(N\) be the result of running \(A\) on \(B\) with rank \(2k + 1\). Then, with probability \(\geq 1 - \delta\):

\[
\|K - NN^T\|_F \leq \Delta_1\|K - K_{2k+1}\|_F^2 \leq \Delta_1\|K - QQ^T K\|_F^2 \\
\leq \Delta_1 \left\| \begin{bmatrix} (c_1 w_1^2 A A^T + c_2 \hat{K}^{(2)} + \ldots) & 0 \\ 0 & 0 \end{bmatrix} \right\|_F^2
\]

(3.13)

where \(\hat{K}^{(q)}\) denotes the top left \(n \times n\) submatrix of \(K^{(q)}\). By our bound on the entries of \(A\) and (3.12):

\[
\left| (c_1 w_1^2 A A^T + c_2 \hat{K}^{(2)} + c_3 \hat{K}^{(3)} + \ldots)_{i,j} \right| \leq \frac{13}{12} \left| (c_1 w_1^2 A A^T)_{i,j} \right| \leq 2c_1 w_1^2 d\Delta_2^2.
\]

141
Plugging back into (3.13) and using \( w_1 = \frac{w}{12\sqrt{\Delta_1 \Delta_2 n d}} \), this gives for any \( i, j \):

\[
(K - NN^T)_{i,j} \leq \|K - NN^T\|_F \leq \sqrt{\Delta_1 n^2 \cdot 2c_1 w_1^2 d \Delta_2^2} \\
\leq \frac{\sqrt{\Delta_1 n \cdot 2c_1 d \Delta_2^2 \cdot w_1 w_2}}{12\sqrt{\Delta_1 \Delta_2 n d}} \\
\leq \frac{w_1 w_2 c_1}{6}.
\]

(3.14)

Since \( A \) and \( C \) have integer entries, each entry of \( c_1 w_1 w_2 AC \) is an integer multiple of \( c_1 w_1 w_2 \). By the decomposition of (3.11) and the bound of (3.12), if we subtract \( c_0 \) from the corresponding entry of \( K \) and round it to the nearest multiple of \( c_1 w_1 w_2 \), we will recover the entry of \( AC \). By the bound of (3.14), we can likewise round the corresponding entry of \( NN^T \). Computing all \( nk \) of these entries given \( N \) takes time \( O(nk^{d-1}) \), giving the theorem.

Theorem 3.3.2 lets us bound the time to compute a low-rank kernel approximation for any kernel function expressible as a reasonable power expansion of \( a_i^T a_j \). As a straightforward example, it gives the conditional lower bound for the polynomial kernel of any degree stated in Theorem 3.1.9.

**Theorem 3.1.9** (Hardness for low-rank kernel approximation - polynomial kernel).

Consider the polynomial kernel \( \psi(m_i, m_j) = (c + m_i^T m_j)^q \). Assume there is an algorithm that, for some \( \delta \geq 0 \) and any \( n, d, k \): for some approximation factor \( \Delta \), given \( M \in \mathbb{R}^{n \times d} \) with associated kernel matrix \( K = \{ \psi(m_i, m_j) \} = MM^T \), returns in \( o(nnz(M)k + nk^p) \) time, for \( p \geq 2 \), \( N \in \mathbb{R}^{n \times k} \) satisfying, with probability \( \geq 1 - \delta \),

\[
\|K - NN^T\|_F^2 \leq \Delta \|K - K_k\|_F^2.
\]

Then for any \( n, d, k, \) there is an \( o(nnz(A)k + nk^p) \) time algorithm that, given arbitrary \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k}, \) returns their product \( AC \) with probability \( \geq 1 - \delta \).

**Proof of Theorem 3.1.9 - Polynomial Kernel.** We can write \( \psi(m_i, m_j) = (c + m_i^T m_j)^q \) as \( f(m_i^T m_j) \) where \( f(x) = \sum_{j=0}^{q} c_j x^j \) with \( c_j = c^{q-j} \binom{q}{j} \). Thus \( c_1 \neq 0 \) and \( |c_j/c_1| \leq G^{j-1} \) for \( G = (q/c) \), allowing us to apply Theorem 3.3.2. Finally note that \( nnz(B) \leq nnz(A) + nk \) and so the runtime given by the theorem is:

\[
T(B, 2k + 1) + O(nk^{d-1}) = o(nnz(B) \cdot (2k + 1) + n(2k + 1)^p) + O(nk^{d-1}) \\
= o(nnz(A)k + nk^p),
\]

which yields the result. \( \square \)
3.3.4 Lower Bound for Distance Kernels

Finally, we extend Theorem 3.3.2 to handle kernels like the Gaussian kernel whose value depends on the squared distance $||a_i - a_j||^2$ rather than just the dot product $a_i^T a_j$. Our proof is similar to that of Theorem 3.3.2. The key idea is to write $K$ as a polynomial in the distance matrix $D$ with $D_{i,j} = ||b_i - b_j||^2$. Since $||b_i - b_j||^2 = ||b_i||^2 + ||b_j||^2 - 2b_i^T b_j$, $D$ can be written as $-2BB^T$ plus a rank-2 component. By setting $w_1, w_2$ sufficiently small, as in the proof of Theorem 3.3.2, we ensure that the higher powers of $D$ are negligible, and thus that our low-rank approximation must accurately recover the submatrix of $BB^T$ corresponding to $A C$.

**Theorem 3.3.3** (Hardness of low-rank approximation for distance kernels). Consider any kernel function $\psi : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^+$ with $\psi(a_i, a_j) = f(||a_i - a_j||^2)$ for some function $f$ that can be expanded as $f(x) = \sum_{q=0}^{\infty} c_q x^q$ with $c_1 \neq 0$ and $|c_q/c_1| \leq G^{q-1}$ and for all $q \geq 2$ and some $G \geq 1$.

Assume there is an algorithm $A$ that, for some $\delta \geq 0$ and any $n, d, k$: for some approximation factor $\Delta_1$, given input $M \in \mathbb{R}^{n \times d}$ with kernel matrix $K = \{\psi(m_i, m_j)\}$, returns in $T(M, k)$ time $N \in \mathbb{R}^{n \times k}$ satisfying, with probability $\geq 1 - \delta$,

$$||K - NN^T||^2_F \leq \Delta_1 ||K - K_k||.$$  

For any $A \in \mathbb{Z}^{n \times d}$, $C \in \mathbb{Z}^{d \times k}$ with integer entries in $[-\Delta_2, \Delta_2]$, let $B = [w_1 A^T, w_2 C]^T$ with $w_1 = \frac{w_2}{36\sqrt{\Delta_1 \Delta_2^2 nd}}$, $w_2 = \frac{1}{16Gd^2 \Delta_2^2 (36\sqrt{\Delta_1 \Delta_2^2 nd})}$. Then there is an algorithm that computes the product $AC$ exactly with probability $\geq 1 - \delta$ in $T(B, 2k + 3) + O(nk^{d-1})$ time.

**Proof.** Define the distance matrix $D \in \mathbb{R}^{n+k \times n+k}$ with $D_{i,j} = ||b_i - b_j||^2$. Using the fact that $||b_i - b_j||^2 = ||b_i||^2 + ||b_j||^2 - 2b_i^T b_j$ we have:

$$D = E + E^T - 2BB^T,$$

where $E$ is a rank-1 matrix with all rows equal to $[||b_1||^2, ..., ||b_{n+k}||^2]$. We can thus write the kernel matrix for $B$ and $\psi$ as:

$$K = c_0 \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} + c_1 (E + E^T) - 2c_1 \begin{bmatrix} w_1^2 AA^T & w_1 w_2 AC \\ w_1 w_2 C^T A^T & w_2^2 C^T C \end{bmatrix} + c_2 D^{(2)} + c_3 D^{(3)} + ...$$

(3.15)

where $D^{(q)}_{i,j} = ||b_i - b_j||^{2q}$. Let $\tilde{K}$ be $K - c_0 \cdot 1 - c_1 (E + E^T)$, with its top $n \times n$
block set to 0. \( \tilde{K} \) has rank at most \( 2k \) and if we set \( Q \in \mathbb{R}^{n \times 2^{k+3}} \) to be a matrix with columns spanning the columns of \( \tilde{K} \), the all ones vector, \( E \) and \( E^T \), then letting \( N \) be the result of running \( \mathcal{A} \) on \( B \) with rank \( 2k + 3 \), with probability \( \geq 1 - \delta \):

\[
\|K - NN^T\|_F^2 \leq \Delta_1 \|K - QQ^T K\|_F^2 \\
\leq \Delta_1 \left\| \begin{bmatrix} -2c_1w_1^2 A A^T + c_2 \hat{D}^{(2)} + \cdots & 0 \\
0 & 0 \end{bmatrix} \right\|_F^2, \tag{3.16}
\]

where \( \hat{D}^{(q)} \) denotes the top left \( n \times n \) submatrix of \( D^{(q)} \).

By our bounds on the entries of \( A \) and \( C \), for \( i, j \leq n \), \( \|b_i - b_j\|^2 \leq 4d \Delta_2^2 w_1^2 \) and by our setting of \( w_1, w_2 \), plugging into (3.16) we have for all \( i, j \):

\[
|(K - NN^T)_{i,j}| \leq \|K - NN^T\|_F \tag{3.17}
\]

\[
\leq \sqrt{\Delta_1} n \left( 2c_1 d \Delta_2^2 w_1^2 + \sum_{q=2}^{\infty} c_q (4d \Delta_2^2 w_1^2)^q \right) \\
\leq \sqrt{\Delta_1} n c_1 d \Delta_2^2 w_1^2 \left( 2 + \sum_{q=2}^{\infty} (4G \Delta_2^2 w_1^2)^{q-1} \right) \\
\leq 3 \sqrt{\Delta_1} n c_1 d \Delta_2^2 w_1^2 \\
\leq \frac{w_1 w_2 c_1}{12}, \tag{3.18}
\]

where the second to last bound follows from the fact that \( w_1 < w_2 \) and \( w_2 \) is set small enough so \( (4G \Delta_2^2) \cdot w_2^2 \ll 1/2 \) so the series converges to a sum \( < 1 \). Additionally, for \( i \leq n \) and \( j \leq k \) (i.e., considering the entries of \( K \) corresponding to \( AC \)) we have:

\[
K_{i,n+j} = c_0 + c_1 (E + E^T)_{i,n+j} - 2c_1 w_1 w_2 (AC)_{i,j} + \sum_{q=2}^{\infty} c_q D_{i,n+j}^{(q)}.
\]
This last sum can be bounded by:

\[
\left| \sum_{q=2}^{\infty} c_q D_{i,n+j}^{(q)} \right| \leq c_1 \sum_{q=2}^{\infty} G^{q-1}(4\Delta_2^2 d w_2^2)^q \quad \text{(By assumption } |c_q/c_1| \leq G^{q-1})
\]

\[
\leq c_1 w_1 w_2 \sum_{q=2}^{\infty} G^{q-1} w_2^{2(q-1)} w_2 / w_1 (4\Delta_2^2 d)^q
\]

\[
\leq c_1 w_1 w_2 \sum_{q=2}^{\infty} G^{q-1} w_2^{2q-3} (4\Delta_2^2 d)^q \quad \text{(Using } w_2 \leq \frac{1}{w_1})
\]

\[
\leq \frac{c_1 w_1 w_2}{3} \quad \text{(Using } w_2 \leq \frac{1/4}{16G^4d} \text{ so the series converges.)}
\]

If we set \( v = NN^T_{i,n+j} - c_0 - c_1 (E + ET)_{i,n+j} \) we thus have combining with (3.17) for \( i \leq n, j \leq k \)

\[
|v + 2c_1 w_1 w_2 (AC)_{i,j}| \leq \frac{5c_1 w_1 w_2}{12}
\]

and so we can compute \((AC)_{i,j}\) exactly by rounding \(v\) to the nearest integer multiple of \(c_1 w_1 w_2\). This gives the theorem since we can compute the required entries of \(NN^T\) and \(E\) in \(O(nk^{\omega-1})\) time.

As a simple example, Theorem 3.3.3 gives the conditional lower bound for the Gaussian kernel stated in Theorem 3.1.9. The Gaussian kernel is one of the most widely used kernels in machine learning, appearing commonly in the kernel method literature and serving as the building block of Gaussian process methods [Ras04]. Its approximation has also been studied, for example, in the numerical linear algebra literature [GS91].

**Theorem 3.1.9** (Hardness for low-rank kernel approximation - Gaussian kernel).

Consider the Gaussian kernel \( \psi(m_i, m_j) = e^{-\|m_i - m_j\|^2/\sigma} \). Assume there is an algorithm that, for some \( \delta \geq 0 \) and any \( n, d, k \): for some approximation factor \( \Delta \), given \( M \in \mathbb{R}^{n \times d} \) with associated kernel matrix \( K = \{\psi(m_i, m_j)\} = MM^T \), returns in \( o(nnz(M)k + nk^p) \) time, for \( p \geq 2 \), \( N \in \mathbb{R}^{n \times k} \) satisfying with probability \( \geq 1 - \delta \):

\[
\|K - NN^T\|^2_F \leq \Delta \|K - K_k\|^2_F.
\]

Then for any \( n, d, k \), there is an \( o(nnz(A)k + nk^p) \) time algorithm that, given arbitrary \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k} \), returns their product \( AC \) with probability \( \geq 1 - \delta \).

**Proof of Theorem 3.1.9 - Gaussian Kernel.** \( \psi(m_i, m_j) \) can be written as \( f(\|m_i - m_j\|^2/\sigma) \).
where
\[ f(x) = e^{-x/\sigma} = \sum_{q=0}^{\infty} \frac{(-1/\sigma)^q}{q!} x^q. \]

Thus \( c_1 \neq 0 \) and \( |c_q/c_1| \leq G_q^{-1} \) for \( G = 1/\sigma \). Applying Theorem 3.3.3 and bounding \( \text{nnz}(B) \leq \text{nnz}(A) + nk \), gives the result since the runtime given by the theorem is:

\[ T(B, 2k + 3) + O(nk^{\omega-1}) = o(\text{nnz}(B) \cdot (2k + 3) + n(2k + 3)^p + O(nk^{\omega-1}) \]
\[ = o(\text{nnz}(A)k + nk^p). \]

3.3.5 Fast Low-Rank Approximation of \( \mathbf{A} \mathbf{A}^T \)

In this section we give an algorithm that matches the conditional lower bound of Theorem 3.1.9 for the linear kernel. This algorithm improves on the general PSD low-rank approximation algorithm of [MW17b] (Algorithm 1 presented in Chapter 2 and analyzed in Theorem 2.5.1) by improving logarithmic factors and \( \epsilon \) dependencies. We present it here so that it can be directly compared to our lower bound.

**Theorem 3.3.4.** There is an algorithm that, given \( \mathbf{A} \in \mathbb{R}^{n \times d} \), \( k \in \mathbb{Z}^{\geq 1} \), and \( \epsilon > 0 \), computes \( \mathbf{N} \in \mathbb{R}^{n \times k} \) in \( O(\text{nnz}(\mathbf{A})k) + n \cdot \text{poly}(k/\epsilon) \) time such that probability \( \geq 99/100 \):

\[ \| \mathbf{A} \mathbf{A}^T - \mathbf{N} \mathbf{N}^T \|_F^2 \leq (1 + \epsilon) \| \mathbf{A} \mathbf{A}^T - (\mathbf{A} \mathbf{A}^T)_k \|_F^2. \]

**Proof.** It is known (see Lemma 11 of [CW17b]) that there exists a distribution over random matrices \( \mathbf{R}, \mathbf{S} \in \mathbb{R}^{n \times O(k/\epsilon)} \) that can be applied to \( \mathbf{A} \) in \( O(\text{nnz}(\mathbf{A})) + n \cdot \text{poly}(k/\epsilon) \) time such that with probability \( \geq 199/200 \), setting

\[ \mathbf{Y}^* = \arg \min_{\mathbf{Y} \in O(k/\epsilon) \times O(k/\epsilon)} \| \mathbf{A} \mathbf{A}^T \mathbf{R} \mathbf{S}^T \mathbf{A} \mathbf{A}^T - \mathbf{A} \mathbf{A}^T \|_F^2 \]

with rank \( k \), we have:

\[ \| \mathbf{A} \mathbf{A}^T \mathbf{R} \mathbf{Y}^* \mathbf{S}^T \mathbf{A} \mathbf{A}^T - \mathbf{A} \mathbf{A}^T \|_F^2 \leq (1 + \epsilon) \| \mathbf{A} \mathbf{A}^T - (\mathbf{A} \mathbf{A}^T)_k \|_F^2. \]

We can solve for an approximately optimal \( \tilde{\mathbf{Y}} \) by further sketching our problem on the left and right (similar to the technique used in Lemma 15 of [CW17b]). Specifically, if we let \( \mathbf{T}_L, \mathbf{T}_R \in \mathbb{R}^{n \times \text{poly}(k/\epsilon)} \) be drawn from the Count Sketch distribution, we can
solve:

\[
\hat{Y} = \arg\min_{Y \in O(k/\epsilon) \times O(k/\epsilon) \text{ with rank } k} \|T_L^T AA^T RYS^T AA^T T_R - T_L^T AA^T T_R\|^2_F
\]

and are guaranteed that with probability \( \geq 99/100 \),

\[
\|AA^T RYS^T AA^T - AA^T\|^2_F \leq (1 + 2\epsilon)\|AA^T - (AA^T)_k\|^2_F. \tag{3.19}
\]

Computing \( \hat{Y} \) requires forming \( T_L^T A, A^T R, S^T A, \) and \( A^T T_R \) and then multiplying the appropriate matrices together. This takes \( O(\text{nnz}(A)) + n \text{ poly}(k/\epsilon) \) time. Once \( T_L^T AA^T R, S^T AA^T T_R \) and \( T_L^T AA^T T_R \) have been formed we can solve for \( \hat{Y} \) in \( \text{poly}(k/\epsilon) \) time using the formula of [FT07].

Finally, since \( \hat{Y} \) is rank-\( k \) we can factor \( \hat{Y} = VV^T \) for \( V \in \mathbb{R}^{O(k/\epsilon) \times k} \) using the SVD. We can then compute \( N_1 = AA^T RV \in \mathbb{R}^{n \times k} \) and \( N_3 = AA^T SV \in \mathbb{R}^{n \times k} \) which satisfy \( \|AA^T - N_1 N_2^2\|^2_F \leq (1 + 2\epsilon)\|AA^T - (AA^T)_k\|^2_F \) with probability \( \geq 99/100 \) by (3.19).

\( N_1 \) and \( N_2 \) both require \( O(\text{nnz}(A)k) + n \cdot \text{poly}(k/\epsilon) \) time to compute. The theorem follows from adjusting constants on \( \epsilon \) and noting that we can symmetrize \( N_1 N_2^T \) to form \( NN^T \) if desired in \( n \cdot \text{poly}(k/\epsilon) \) time.

\[\square\]

### 3.3.6 Hardness of Outputting a Low-Rank Subspace

Theorems 3.3.1 and 3.1.9 show a conditional lower bound on outputting a relative-error low-rank approximation to \( MM^T \) for any \( M \in \mathbb{R}^{n \times d} \). Here we show that this hardness extends to the possibly easier problem of just outputting a low-rank span that contains a relative-error low-rank approximation. This result extends analogously to the other kernel lower bounds discussed in Section 3.3.

**Theorem 3.3.5** (Hardness of low-rank span for \( MM^T \)). Assume there is an algorithm \( \mathcal{A} \) that, for some \( \delta \geq 0 \) and any \( n, d, k \): for some approximation factor \( \Delta_1 \), given any \( M \in \mathbb{R}^{n \times d} \) returns in \( T(M, k) \) time orthonormal \( Z \in \mathbb{R}^{n \times k} \) such that with probability \( \geq 1 - \delta \),

\[
\|MM^T - ZZ^T MM^T\|^2_F \leq \Delta_1\|MM^T - (MM^T)_k\|^2_F.
\]

For any \( A \in \mathbb{Z}^{n \times d}, C \in \mathbb{Z}^{d \times k} \) with integer entries in \([-\Delta_2, \Delta_2]\), let \( B = [A^T, wC]^T \) where \( w = 3\sqrt{\Delta_1 \Delta_2^2 nd} \). Then, for any fixed \( c \), there is an algorithm that computes the product \( AC \) exactly with probability \( \geq 1 - \delta - 1/k^c \) in \( T(B, 2k) + \tilde{O}((n + d)k^{c-1}) \).
Proof. $ZZ^TMM^T$ is the projection of $MM^T$ onto the column span of $Z$. This projection can be performed approximately using standard leverage score sampling techniques, similar to those discussed in Chapter 2. Let $S \in \mathbb{R}^{s \times n}$ be a sampling matrix sampling rows of $Z$ by its row norms (its leverage scores since it is orthonormal) where $s = c_1(k \log k)$ or some constant $c_1$. Let $R \in \mathbb{R}^{n \times k}$ have its bottom $k \times k$ submatrix be an identity matrix and its top $(n - k) \times k$ submatrix be 0.

Letting $X^* = \arg \min_{X \in \mathbb{R}^{k \times n}} \|ZX^T - MM^TR\|_F^2$ and $X = \arg \min_{X \in \mathbb{R}^{k \times n}} \|SZX^T - SMM^TR\|_F^2$ we have by a well known leverage score approximate regression result that, for any fixed $c$, if $c_1$ (the constant in the sample size $s$) is large enough, with probability $\geq 1 - 1/k^c$:

$$
\|ZX^T - MM^TR\|_F^2 = O(1) \cdot \|Z(X^*)^T - MM^TR\|_F^2
= O(1) \cdot \|ZZ^TMM^R - MM^TR\|_F^2
= O(\Delta_1)\|MM^T - (MM^T)_k\|_F^2.
$$

Further, computing $X$ takes $\tilde{O}(dk^{\omega-1})$ time to compute the $O(k \log k) \times k$ submatrix $SMM^TR$ as well as $\tilde{O}(k^{\omega}) = \tilde{O}(nk^{\omega-1})$ to perform the regression. This gives the result via Theorem 3.3.1 since computing $Z$ with rank-2k $ZX^T$ gives a low-rank approximation of $MM^T$ with error $O(\Delta_1)\|MM^T - (MM^T)_{2k}\|_F^2$ measured on the last $k$ columns of $M$. Small error on these columns is all that is needed to recover $AC$ accurately (see the proof of Theorem 3.3.1).

3.4 Discussion and Future Work

The work in this section represents a few preliminary steps in understanding complexity of linear algebraic primitives like spectral summarization (Section 3.2) and low-rank approximation (Section 3.3). There are many interesting open directions in developing lower bounds for linear algebraic problems, which we discuss below.

3.4.1 Connecting Matrix Multiplication to Other Problems

In Section 3.2 we show that general square matrix multiplication can be reduced to highly accurate approximation of a number of spectral sum problems, like the Schatten $p$-norms, the log determinant, and the trace inverse. Our reductions are all by way of a reduction of [WW10] from matrix multiplication to triangle detection.
Surprisingly, outside of this reduction, very few reductions from matrix multiplication to other problems are known. In particular, many problems which seem to require matrix multiplication time to solve are not known to be as hard as matrix multiplication. We mention a few examples here that we believe are important to explore, both from the lower bound and algorithmic directions.

- For general $A \in \mathbb{R}^{n \times n}$ there are no known algorithms that compute even a constant factor multiplicative approximation to $\det(A)$ or $\lambda_{\min}(A)$ in $o(n^\omega)$ time (i.e., without performing a full eigendecomposition). However, it is unclear if matrix multiplication can be reduced to either of these problems. In Theorem 3.2.13 we reduce triangle detection to determinant approximation up to $(1 \pm 1/poly(n))$ accuracy. Via Theorem 3.1.8 this further gives a reduction from matrix multiplication to determinant approximation up to $(1 \pm 1/poly(n))$ accuracy. However, nothing is known if just a constant factor approximation to the determinant is required.

3.4.2 Understanding the Role of Randomness

As we have seen, randomized algorithms have led to significant progress in fast approximation of linear algebraic problems. Typically, randomization goes hand-in-hand with approximation, yielding algorithms that achieve $(1 + \epsilon)$ error guarantees in some metric at the cost of $\text{poly}(1/\epsilon)$ factors in their runtimes. Our lower bounds in Section 3.2 demonstrate that, for a wide variety of spectral sum problems, this coarse approximation is required to obtain fast algorithms. Algorithms with fine enough approximation can be used to give fast algorithms for general matrix multiplication.
However, our lower bounds don’t address the question of if randomness is also necessary to obtain fast algorithms for approximating these spectral sums. Do fast, deterministic, spectral sum approximation algorithms exist? Below we outline a few additional open questions that we feel are important in understanding the role of randomness in fast linear algebra.

- The top eigenvalue, or relatedly the spectral norm of any matrix can be approximated up to error $(1 \pm \varepsilon)$ using the power method \cite{Saa11} or the Lanczos method, which runs in $\hat{O}(\text{nnz}(A) \cdot \sqrt{1/\varepsilon})$ time \cite{KW92}. These iterative algorithms however, require a random initialization vector. No algorithm is known that can compute even a constant factor approximation to the spectral norm deterministically in $o(n^{o(1)})$ time. Proving a lower bound or providing a new deterministic algorithm to help close this wide gap would be a very interesting result. As an intermediate step, it may also be worth studying Las Vegas algorithms for spectral norm approximation, of which none running in $o(n)$ time are known.

- Like spectral norm approximation, all known fast algorithms for low-rank approximation are randomized. For example, as discussed in Chapter 2, a near optimal $k$-rank approximation of general $A \in \mathbb{R}^{n \times d}$ (Problem 2.1.1) can be computed in $O(\text{nnz}(A) + (n + d) \text{poly}(k/\varepsilon))$ using random sketching methods \cite{CW13}. However, the fastest known algorithm for computing such an approximation deterministically, Liberty’s Frequent Directions algorithm, runs in $O(\text{nnz}(A) \cdot k/\varepsilon)$ time \cite{GLPW16, LACBL16}. It would be very interesting to prove a lower bound showing that input sparsity runtimes (i.e. $O(\text{nnz}(A) + \text{lower order terms})$) can only be achieved with the use of randomness.
Chapter 4

Ant-Inspired Density Estimation

In this chapter we study the problem of distributed population density estimation in ant colonies from the viewpoint of randomized algorithms. Many ant species employ distributed population density estimation in applications ranging from quorum sensing [Pra05], to task allocation [Gor99], to appraisal of enemy colony strength [Ada90]. It has been shown that ants estimate density by tracking encounter rates – the higher the population density, the more often the ants bump into each other [Pra05, GPT93].

We study distributed density estimation from a theoretical perspective. We prove that a group of anonymous agents randomly walking on a grid are able to estimate their density within a small multiplicative error in few steps by measuring their rates of encounter with other agents. Despite dependencies inherent in the fact that nearby agents may collide repeatedly (and, worse, cannot recognize when this happens), our bound nearly matches what would be required to estimate density by independently sampling grid locations.

From a biological perspective, our work helps shed light on how ants and other social insects can obtain relatively accurate density estimates via encounter rates. From a technical perspective, our analysis provides new tools for understanding complex dependencies in the collision probabilities of multiple random walks. We bound the strength of these dependencies using local mixing properties of the underlying graph. Our results extend beyond the grid to more general graphs and we discuss applications to size estimation for social networks and density estimation in robot swarms.

This chapter covers work originally published in [MSL17]. In related work, we study how approximate density estimation may be used as a subroutine in the house-hunting process of Temnothorax ants [RML17], specifically considering its use in the algorithms proposed in [GMRL15].
Remark: The results presented in this chapter were developed jointly with Nancy Lynch and Hsin-Hao Su. Hsin-Hao originally wrote the details of some of the proofs for density estimation on more general graphs (Section 4.4), although their presentation has been modified significantly in this thesis. We would like to thank Yury Polyanskiy for pointing out a bug in our original proofs, which assumed independence of collision counts between agents. This bug has been corrected in this writeup.

4.1 Background and Introduction to Results

The ability to sense local population density is an important tool used by many ant species. When a colony of *Temnothorax* ants must relocate to a new nest, scouts search for potential nest sites, assess their quality, and recruit other scouts to high quality locations. A high enough density of scouts at a potential new nest (a *quorum threshold*) triggers those ants to decide on the site and transport the rest of the colony there [Pra05]. When neighboring colonies of *Azteca* ants compete for territory, a high relative density of a colony’s ants in a contested area will cause those ants to attack enemies in the area, while a low relative density will cause the colony to retreat [Ada90]. Varying densities of harvester ants successfully performing certain tasks such as foraging or brood care can trigger other ants to switch tasks, maintaining proper worker allocation in the colony [Got99, SHG06].

It has been shown that ants estimate density in a distributed manner, by measuring encounter rates [Pra05, GPT93]. As ants randomly walk around an area, if they bump into a larger number of other ants, this indicates a higher population density. By tracking encounters with specific types of ants, for example, successful foragers or enemies, ants can estimate more specific densities. This strategy allows each ant to obtain an accurate density estimate and requires very little communication – ants must simply detect when they collide and do not need to perform any higher level data aggregation.

4.1.1 Density Estimation on the Grid

We study distributed density estimation from a theoretical perspective. We model a colony of ants as a set of anonymous agents randomly placed on a two-dimensional grid. Computation proceeds in rounds, with each agent stepping in a random direction in each round. A *collision* occurs when two agents reach the same position in the same round and encounter rate is measured as the number of collisions an agent is
involved in during a sequence of rounds, divided by the number of rounds. Aside from collision detection, the agents have no other means of communication.

The intuition that encounter rate tracks density is clear. It is easy to show that, for a set of randomly walking agents, the expected encounter rate measured by each agent is exactly the density $d$ – the number of agents divided by the grid size (see Corollary 4.3.3). However, it is unclear if the encounter rate actually gives a good density estimate – that is, if the estimate is close to its expectation with high probability.

Consider agents positioned not on the grid, but on a complete graph. In each round, each agent steps to a uniformly random position and, in expectation, the number of other agents it collides with in this step is $d$. Since each agent chooses its new location uniformly at random in each step, collisions are essentially independent between rounds. The agents are effectively taking independent Bernoulli samples with success probability $d$, and by a standard Chernoff bound, within $O\left(\frac{\log(1/\delta)}{de^2}\right)$ rounds each obtains a $(1 \pm \epsilon)$ multiplicative approximation to $d$ with probability $1 - \delta$.

On the grid graph, the picture is significantly more complex. If two agents are initially located near each other, they are more likely to collide via random walking. After a first collision, due to their proximity, they are likely to collide repeatedly in future rounds. Since the agents are anonymous, they cannot recognize repeat collisions, and even if they could, it is unclear that it would help. On average, compared to the complete graph, agents collide with fewer individuals and collide multiple times with those individuals that they do encounter, making encounter rates a less reliable estimate of population density.

Mathematically speaking, on a graph with a fast mixing time [Lov93], like the complete graph, each agent’s location is only weakly correlated with its previous locations. This ensures that collisions are also weakly correlated between rounds and encounter rate serves as a very accurate estimate of density. The grid graph on the other hand is slow mixing – agent positions and hence collisions are highly correlated between rounds, lowering the accuracy of encounter-rate-based estimation.

### 4.1.2 Our Contributions

Surprisingly, despite the high correlation between collisions, we show that encounter-rate-based density estimation on the grid is nearly as accurate as on the complete graph. After just $O\left(\frac{\log(1/\delta)\cdot\log\log(1/\delta) + \log(1/de)^2}{de^2}\right)$ rounds, each agent’s encounter rate is a $(1 \pm \epsilon)$ approximation to $d$ with probability $1 - \delta$ (Theorem 4.3.1). This matches performance on the complete graph up to a $[\log \log(1/\delta) + \log(1/de)]^2$ factor.
Technically, to bound accuracy on the grid, we obtain moment bounds on the number of times that two randomly walking agents collide over a set of rounds (Lemma 4.3.11). These bounds also apply to the number of equalizations (returns to origin) of a single walk. While expected random walk hitting times, return times, and collision rates are well studied for many graphs, including grid graphs [Lov93, ES09, KMTS16], higher moment bounds and high probability results are much less common.

Our moment bounds show that, while the grid graph is slow mixing, it has strong local mixing. That is, random walks tend to spread quickly over a local area and not repeatedly cover the same nodes, making random-walk-based density estimation accurate. Significant work has focused on showing that random walk sampling is nearly as good as independent sampling for fast mixing expander graphs [Gil98, CLLM12]. To the best of our knowledge, we are the first to extend this type of analysis to slowly mixing graphs, showing that strong local mixing is sufficient in many applications.

The key to the local mixing property of the grid is an upper bound on the probability that two random walks starting from the same position re-collide (or that a single random walk equalizes) after a certain number of steps (Lemma 4.3.4). We show that re-collision probability bounds imply collision moment bounds on general graphs, and apply this technique to extend our results to $d$-dimensional grids, regular expanders, and hypercubes. We discuss applications of our bounds to the task of estimating the size of a social network using random walks [KLSC14], obtaining improvements over prior work for networks with relatively slow global mixing times but strong local mixing. We also discuss connections to density estimation by robot swarms and random-walk-based sensor network sampling [AB04, LB07].

### 4.1.3 Road Map

In Section 4.2 we overview our theoretical model for distributed density estimation on the grid. In Section 4.3 we give our main technical results on random-walk-based density estimation. In Section ?? we show how to extend our bounds to a number of graphs other than the grid. In Section 4.5, as a baseline for our results, we analyze a simple algorithm for density estimation when agents are not restricted to moving by random walk. In Section 4.6 we discuss applications of our results to social network size estimation and robot swarm algorithms. In Section 4.7 we conclude and discuss interesting open questions and directions for future work.
4.2 Theoretical Model for Density Estimation

We begin by laying out our simple theoretical model of ant colony behavior and defining the density estimation problem within this model.

4.2.1 Computational Model

We consider a set of agents populating a two-dimensional torus with $A$ nodes (dimensions $\sqrt{A} \times \sqrt{A}$). At each time step, each agent has an associated ordered pair $\text{position}$, which gives its coordinates on the torus. We assume that $A$ is large – larger than the area agents traverse over the runtimes of our algorithms. We believe the torus model successfully captures the dynamics of density estimation on a surface, while avoiding complicating factors of boundary behavior on a finite grid.

Initially each agent is placed independently at a uniform random node in the torus. Computation proceeds in discrete, synchronous rounds. In each round, an agent may either remain in its current location or step to any of its four neighboring grid squares. Formally, it updates the ordered pair $\text{position}$ by adding a step chosen from $\{(0,1), (0,-1), (1,0), (-1,0), (0,0)\}$.

A randomly walking agent chooses its step uniformly at random from $\{(0,1), (0,-1), (1,0), (-1,0)\}$ in each round. Of course, in reality ants do not move via pure random walk. However, there is evidence that nevertheless, encounter rates are well predicted by a random walk model [BFKN18]. At the same time, there is evidence that in some cases, encounter rates are actually lower than predicted by such a model [GPT93, NTD05]. Overall, we feel that our model sufficiently captures the highly random movement of ants while remaining tractable to analysis and applicable to ant-inspired random-walk-based algorithms (Section 4.6). Extending our work to more realistic models of ant movement would be an interesting next direction. See Section 4.7.1 for a more detailed discussion of this direction.

Aside from the ability to move in each round, agents can sense the number of agents other than themselves at their position at the end of each round, formally through the function $\text{count}(\text{position})$. We say that two agents collide in round $r$ if they have the same position at the end of the round. Outside of collision counting, agents have no means of communication. They are anonymous (cannot uniquely identify each other) and execute identical density estimation routines. A basic illustration of our model is depicted in Figure 4-1.
Figure 4-1: A basic illustration of our computational model. Each agent (ant) may move to an adjacent position on the two-dimensional torus in each round (illustrated by the red arrows). A collision occurs when two or more agents are located at the same position. The agents detect collisions through the count(position) function which returns the number of other agents at their current position. In this illustration, position is given as the $(x, y)$ position with the bottom left corner corresponding to $(1, 1)$. However, the precise convention used is unimportant.

4.2.2 The Density Estimation Problem

Let $(n + 1)$ be the number of agents and define population density as $d \overset{\text{def}}{=} n/A$. Each agent’s goal is to estimate $d$ to $(1 \pm \epsilon)$ accuracy with probability at least $1 - \delta$ for $\epsilon, \delta \in (0, 1)$ — that is, to return an estimate $\tilde{d}$ with $\mathbb{P} \left[ \tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d] \right] \geq 1 - \delta$.

As a technicality, with $n + 1$ agents we define $d = n/A$ instead of $d = (n + 1)/A$. In the natural case, when $n$ is large, the distinction is unimportant. Since our analysis always takes the perspective of one agent, this convention ensures that there are $n$ other agents with which this agent may interact, and thus all summations over expected collision counts and other quantities are over $n$ variables rather than $n - 1$.

Additionally, in the case there is a single agent on the grid, this convention allows the agent to return density estimate $0$. If the density were instead defined to be $1/A$ in this case, estimation would be impossible in our model, since the agent has no way of sensing its location and thus no way of estimating the size of the torus, $A$. 156
Local vs. Global Density

The problem described above requires estimating the global population density. We assume that agents are initially distributed uniformly at random on the torus, which is critical for fast global density estimation. When agents are uniformly distributed, the local density in a small radius around their starting position reflects the global density with good probability. Thus, they are able to obtain a good estimate of this density using local measurements, and without traversing a large fraction of the torus.

Of course, in nature, ants are not typically uniformly distributed in the nest or surrounding areas. Additionally, they are often interested in estimating local population densities – e.g., around a nest entrance when estimating the number of successful foragers for task allocation [Gor99]. We view our work as a first step towards a theoretical understanding of density estimation and focus on the global density for simplicity. Removing our assumption of uniformly distributed agents, formally defining the problem of local density estimation, and understanding how ants can solve this problem are important directions for future work.

4.3 Random-Walk-Based Density Estimation

As discussed, the challenge in analyzing random-walk-based density estimation on the torus arises from correlations between collisions of nearby agents. If we do not restrict agents to random walking, and instead allow each agent to take an arbitrary step in each round, they can avoid collision correlations by splitting into ‘stationary’ and ‘mobile’ groups and counting collisions only between members of different groups. This allows them to essentially independently sample collisions with other agents to estimate density. This method is simple to analyze (see Section 4.5), but it is not ‘natural’ in a biological sense or useful for the applications of Section 4.6. Further, independent sampling is unnecessary! Algorithm 1 describes a simple random-walk-based approach that gives a nearly matching bound.
Algorithm 1 Random-Walk-Based Density Estimation

Each agent independently executes:

\[
c := 0 \\
\text{for } r = 1, \ldots, t \text{ do} \\
\quad \text{step} := \text{rand}\{(0, 1), (0, -1), (1, 0), (-1, 0)\} \\
\quad \text{position} := \text{position} + \text{step} \\
\quad c := c + \text{count(position)} \quad \triangleright \text{Update collision count.} \\
\text{end for} \\
\text{return } \hat{d} = \frac{c}{t}
\]

4.3.1 Random-Walk-Based Density Estimation Analysis

Our main theoretical result follows; its proof appears at the end of Section 4.3.6, after a number of preliminary lemmas. Throughout our analysis, we take the viewpoint of a single agent executing Algorithm 1, which we sometimes call agent \(a\).

**Theorem 4.3.1** (Random Walk Sampling Accuracy Bound). After running for \(t\) rounds, assuming \(t < A\), an agent executing Algorithm 1 returns \(\hat{d}\) such that, for any \(\delta > 0\), with probability \(\geq 1 - \delta\),

\[
\hat{d} \in [(1 - \epsilon)d, (1 + \epsilon)d] \text{ for } \epsilon \leq c_1 \cdot \sqrt{\frac{\log(1/\delta)}{td}} \cdot \log(2t),
\]

where \(c_1\) is some fixed constant. This implies that, for any \(\epsilon, \delta \in (0, 1)\) if

\[
A \geq t \geq c_2 \frac{\log(1/\delta) \cdot [\log \log(1/\delta) + \log(1/d\epsilon)]^2}{d\epsilon^2},
\]

where \(c_2\) is some fixed constant, \(\hat{d} \in [(1 - \epsilon)d, (1 + \epsilon)d]\) with probability \(\geq 1 - \delta\).

Theorem 4.3.1 focuses on the density estimate of a single agent executing Algorithm 1. However, we note that if we set \(\delta = \frac{6'}{n}\), then by a union bound, all \(n\) agents will have \(\hat{d} \in [(1 - \epsilon)d, (1 + \epsilon)d]\) with probability \(\delta'\). The required running time \(t\) will depend just logarithmically on \(\delta'\) and \(n\).

4.3.2 Decomposition of Collision Count into Independent Random Variables

We decompose the collision count \(c\) maintained by an agent executing Algorithm 1 as the sum of collisions with different agents over different rounds. Specifically, assign
arbitrary ids 1, 2, ..., n to the n other agents and let \( c_j(r) \) equal 1 if the agent collides with agent \( j \) in round \( r \), and 0 otherwise. Let \( c_j = \sum_{r=1}^{t} c_j(r) \) be the total number of collisions with agent \( j \). We have \( c = \sum_{j=1}^{n} c_j \). Note that \( c_1, \ldots, c_n \) are identically distributed random variables.

The main challenge in proving the accuracy of Algorithm 1 is in handling the strong correlations between collisions in successive rounds – i.e., between the random variables \( c_j(1), \ldots, c_j(t) \) for each \( j \). Across agents, the collision counts \( c_1, \ldots, c_n \) may also be correlated. However, conditioned on the random walk taken by agent \( a \) (the agent whose viewpoint we take), \( c_1, \ldots, c_n \) are independent, since they depend only on the independent random walks of different agents. Thus, the results in this section will typically bound collision probabilities and expectations conditioned on agent \( a \)'s path, which we denote by \( W \). \( W \) is a random variable, consisting of a sequence of \( t \) positions. In Section 4.3.6 we will remove this conditioning, showing that Algorithm 1 yields an accurate density estimate, regardless of agent \( a \)'s path, and thereby proving Theorem 4.3.1.

### 4.3.3 Correctness of Encounter Rate in Expectation

**Lemma 4.3.2 (Unbiased Estimator).** Let \( W \) be the \( t \)-step random walk that an agent executing Algorithm 1 takes. The output \( \tilde{d} \) of that agent satisfies: \( \mathbb{E}[d|W] = d \).

**Proof.** By linearity of expectation, \( \mathbb{E}[c|W] = \sum_{j=1}^{n} \sum_{r=1}^{t} \mathbb{E}[c_j(r)|W] \). Conditioned on \( W \), the position of the agent is fixed in round \( r \). Since each other agent is initially at a uniform random location and after any number of steps, is still at uniform random location, for all \( j, r \), \( \mathbb{E}[c_j(r)|W] = 1/A \). Thus, \( \mathbb{E}[c|W] = nt/A = dt \) and \( \mathbb{E}[\tilde{d}|W] = \mathbb{E}[c|W]/t = d \). \( \square \)

By the law of iterated expectation, \( \mathbb{E}[\tilde{d}] = \mathbb{E}[\mathbb{E}[\tilde{d}|W]] \) and so Lemma 4.3.2 gives:

**Corollary 4.3.3.** \( \mathbb{E}[\tilde{d}] = d \).

We note that the torus is bipartite, and hence two agents initially located an odd number of steps away from each other will never meet via random walking. However, this fact does not change the expectation of \( \tilde{d} \) computed above and in fact does not affect any of our following proofs. In future work, it may be interesting to consider a model in which each agent performs a lazy random walk, remaining at the same position with some probability in each round. Such a model would allow all agents to eventually meet with some probability. We discuss this direction in more detail in Section 4.7.
With Lemma 4.3.2 and Corollary 4.3.3 in place, it remains to show that the encounter rate is close to its expectation with high probability and so provides a good estimate of density. In order to do this, we must bound the strength of correlations between collisions of nearby agents in successive rounds, which can decrease the accuracy of the encounter-rate-based estimate.

4.3.4 A Re-collision Probability Bound

The key to bounding collision correlations is bounding the probability of a re-collision between two randomly walking agents in round \( r + m \), assuming a collision in round \( r \), which we do in Lemma 4.3.4 below.\(^1\) Each \( c_j \) is the sum of highly correlated random variables \( c_j(1), \ldots, c_j(t) \). Due to the slow mixing of the grid, if two agents collide at round \( r \), they are much more likely to collide in successive rounds. However, by bounding this re-collision probability, we are able to give strong moment bounds for the distribution of each \( c_j \). We bound not only its variance, but all higher moments. This allows us to show that the average \( \bar{d} = \frac{1}{t} \sum_{j=1}^{n} c_j \) falls close to its expectation \( d \) with high probability, giving Theorem 4.3.1.

Our re-collision probability bound is stated below:

**Lemma 4.3.4 (Re-collision Probability Bound).** Consider two agents \( a_1 \) and \( a_2 \) randomly walking on a two-dimensional torus of dimensions \( \sqrt{A} \times \sqrt{A} \). Assume that \( a_1 \) and \( a_2 \) collide in round \( r \). For any \( m \geq 0 \), let \( W \) be the \( m \)-step random walk performed by \( a_2 \) in rounds \( r + 1, \ldots, r + m \). Let \( C \) be the event that \( a_1 \) and \( a_2 \) collide again in round \( r + m \). We have:

\[
P[C|W] = O \left( \frac{1}{m+1} + \frac{1}{A} \right).
\]

**Lemma 4.3.4 Proof Outline.**

Our proof of Lemma 4.3.4 in broken down into the following steps. See Figure 4-2 for a schematic of the proof.

1. In Lemma 4.3.5 we bound the probability that a single \( m \)-step random walk starting from some position ends at any other \( x \) or \( y \) position, conditioned on the number of steps that the walk takes in the \( x \) and \( y \) directions. The proof of this lemma breaks down into two cases:

---

\(^1\)In fact, we prove a stronger result, giving a bound on the re-collision probability conditioned on the random walk taken by one of the agents in rounds \( r + 1, \ldots, r + m \). As discussed in Section 4.3.2, it will later be necessary to condition on this walk to ensure that the number of collisions between the agent and each other agent (i.e., \( c_1, \ldots, c_n \)) are independent.
In Claim 4.3.6 we show that if the walk takes \( m_x \) steps in the \( x \) direction and \( m_y \) steps in the \( y \) direction and does not fully 'wrap around' the torus, the probability that it ends at any \( x \) position can be bounded by \( O \left( \frac{1}{\sqrt{m_x}} \right) \). The probability that it ends at any \( y \) position can similarly be bounded by \( O \left( \frac{1}{\sqrt{m_y}} \right) \).

In Claim 4.3.7 we handle the case when the walk does wrap fully around the torus one or more times, showing that this possibility adds at most an additional \( O \left( \frac{1}{\sqrt{A}} \right) \) factor to the probability of ending at any \( x \) or \( y \) position on a \( \sqrt{A} \times \sqrt{A} \) torus. This gives an overall bound on the probability of ending at any \( x \) position of \( O \left( \frac{1}{\sqrt{m_x}} + \frac{1}{\sqrt{A}} \right) \), and an analogous bound on the probability of ending at any \( y \) position of \( O \left( \frac{1}{\sqrt{m_y}} + \frac{1}{\sqrt{A}} \right) \).

2. In Corollary 4.3.8 we show that, since movement in the \( x \) and \( y \) directions are independent, the probability of a single walk ending at any position after taking \( m_x \) steps in the \( x \) direction and \( m_y \) steps in the \( y \) direction is:

\[
O \left( \left[ \frac{1}{\sqrt{m_x}} + \frac{1}{\sqrt{A}} \right] \cdot \left[ \frac{1}{\sqrt{m_y}} + \frac{1}{\sqrt{A}} \right] \right) = O \left( \frac{1}{\sqrt{m_x \cdot m_y}} + \frac{1}{A} \right).
\]

3. In Lemma 4.3.9 we show that, with high probability, an \( m \)-step walk takes \( \Theta(m) \) steps in both the \( x \) and \( y \) directions. Combined with Corollary 4.3.8, this yields an unconditional bound of \( O \left( \frac{1}{m} + \frac{1}{A} \right) \) on the probability that a single random walk starting from some position ends at any other particular position after \( m \) steps.

4. Finally, we bound the probability that two walks re-collide after \( m \) steps, conditioned on the path of one of these walks, giving Lemma 4.3.4. Fixing this path fixes a position \((x_{end}, y_{end})\) that the agent is located in at round \( r + m \). For a re-collision to occur, the other agent must also be located at this position at round \( r + m \). We bound the probability of this event directly with the single walk bound of Lemma 4.3.9.

We begin with our bound on the probability of a single walk ending at any \( x \) and \( y \) position, conditioned on the number number of steps that it takes in each direction.

**Lemma 4.3.5.** Consider an agent \( a_1 \) randomly walking on a two-dimensional torus of dimensions \( \sqrt{A} \times \sqrt{A} \) which is at position \((x_{begin}, y_{begin})\) in round \( r \). For any \( m \geq 0 \) and any position \((x_{end}, y_{end})\), let \( \mathcal{C}_x \) be the event that \( a_1 \) has \( x \) position \( x_{end} \) at round
$r + m$ and let $C_y$ be the event that $a_1$ has $y$ position $y_{end}$ at round $r + m$. Let $M_x, M_y$ be random variables giving the number of steps that $a_1$ takes in the $x$ and $y$ directions respectively in rounds $r + 1, \ldots, r + m$. For any $m_x, m_y \in \{0, \ldots, m\}$:

$$P[C_x|M_x = m_x] = O\left(\frac{1}{\sqrt{m_x + 1}} + \frac{1}{\sqrt{A}}\right)$$

and

$$P[C_y|M_y = m_y] = O\left(\frac{1}{\sqrt{m_y + 1}} + \frac{1}{\sqrt{A}}\right).$$

Proof. We focus on bounding $P[C_x|M_x = m_x]$. The bound on $P[C_y|M_y = m_y]$ follows from an identical proof. We split our analysis into two cases. Let $\delta_x = x_{end} - x_{begin}$ be the change in $x$ position required for $C_x$ to occur. Let $C_x^1$ be the event that $a_1$ has total $x$ displacement $\delta_x$ from round $r$ to round $r + m$ (and so is at $x$ position $x_{end}$ in round $r + m$). Let $C_x^2$ be the event that the agent is at $x$ position $x_{end}$ in round $r + m$ but does not have displacement $\delta_x$. This requires that the agent ‘wraps around’ the torus, ending at $x_{end}$ despite moving further than $\delta_x$. We can write:

$$P[C_x|M_x = m_x] = P[C_x^1|M_x = m_x] + P[C_x^2|M_x = m_x]. \quad (4.1)$$

We bound the probabilities of $C_x^1$ and $C_x^2$ separately.
Claim 4.3.6 (Collision Probability Without Wraparound).

\[ \mathbb{P}[C^1_x | M_x = m_x] = O \left( \frac{1}{\sqrt{m_x + 1}} \right). \]

*Proof.* We can write the x displacement of \( a_1 \) as \( \sum_{j=1}^{m_x} s_j \) where \( s_j \) the direction of the agent’s \( j^{th} \) step in the x direction. Each \( s_j \) is an independent random variable equal to 1 with probability 1/2 and \(-1\) with probability 1/2. With this notation we can compute:

\[ \mathbb{P}[C^1_x | M_x = m_x] = \mathbb{P} \left[ \left( \sum_{j=1}^{m_x} s_j \right) = \delta_x | M_x = m_x \right] = \left( \frac{m_x}{m_x + \delta_x} \right) \left( \frac{1}{2} \right)^{m_x} \quad (4.2) \]

where we use the convention that the binomial coefficient equals 0 if \( m_x + \delta_x \) is not a positive integer. For any \( \delta_x \) we have \( \left( \frac{m_x}{m_x + \delta_x} \right) \leq \left( \frac{m_x}{\lceil m_x / 2 \rceil} \right) = \frac{m_x}{\lfloor m_x / 2 \rfloor} \) and by Stirling’s approximation, for any \( n > 0 \),

\[ n! = \sqrt{2\pi n} \left( \frac{n}{e} \right)^n \left( 1 + O \left( \frac{1}{n} \right) \right), \]

which gives:

\[ \mathbb{P}[C^1_x | M_x = m_x] = O \left( \frac{1}{\sqrt{m_x + 1}} \right), \]

and so the claim. Note that we use \( m_x + 1 \) instead of \( m_x \) in the denominator so that the bound is meaningful in the case when \( m_x = 0 \).

\[ \square \]

We next show:

Claim 4.3.7 (Collision Probability with Wraparound).

\[ \mathbb{P} \left[ C^2_x | M_x = m_x \right] = O \left( \frac{1}{\sqrt{m_x + 1}} + \frac{1}{\sqrt{A}} \right) \]

*Proof.* In order for \( C^2_x \) to occur, \( a_1 \) must have x position \( x_{end} \) after round \( r + m \) but not have total displacement \( \delta_x \). In particular, \( a_1 \)'s displacement must differ from \( \delta_x \) by a nonzero integer multiple of \( \sqrt{A} \) – the side length of the torus. We can thus write, letting \( \mathbb{Z} \setminus 0 \) denote the set of nonzero integers:

\[ \mathbb{P} \left[ C^2_x | M_x = m_x \right] = \sum_{c \in \mathbb{Z} \setminus 0} \mathbb{P} \left[ \left( \sum_{j=1}^{m_x} s_j \right) = \delta_x + c\sqrt{A} | M_x = m_x \right] = \left( \frac{1}{2} \right)^{m_x} \sum_{c \in \mathbb{Z} \setminus \{0, \pm 1\}} \left( \frac{m_x}{m_x + \delta_x + c\sqrt{A}} \right) + O \left( \frac{1}{\sqrt{m_x + 1}} \right). \quad (4.3) \]
To obtain (4.3) we bound the $c = \pm 1$ terms $P \left[ \left( \sum_{j=1}^{m_x} s_j \right) = \delta_x \pm \sqrt{A} | M_x = m_x \right]$ by $O \left( \frac{1}{\sqrt{m_x}} \right)$ using our bound on $C_x^1$ given in Claim 4.3.6, which can easily be seen to hold for any $x$ displacement, and in particular, for $\delta_x \pm \sqrt{A}$.

Roughly, we will upper bound the first term of (4.3) by the probability that the agent ends at any $x$ position in round $r + m$. Since there are $\sqrt{A}$ such positions, this probability is thus bounded by $O \left( \frac{1}{\sqrt{A}} \right)$. Formally, consider any $i \in [1, ..., \sqrt{A} - 1]$ and let $D_x^i$ be the event that the walk is $i$ steps clockwise from $x_{end}$ after taking $M_x$ steps. We can write:

$$P[D_x^i | M_x = m_x] = \left( \frac{1}{2} \right)^{m_x} \sum_{c \in \mathbb{Z}} \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right). \quad (4.4)$$

Now, since $|\delta_x| < \sqrt{A}$ and $i < \sqrt{A}$, for $c \geq 2$, $\delta_x + i + (c - 1) \sqrt{A}$ is closer to 0 than $\delta_x + c \sqrt{A}$. So, as long as $\frac{m_x + \delta_x + i + c \sqrt{A}}{2}$ is an integer, $\left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \geq \left( \frac{m_x}{m_x + \delta_x + (c - 1) \sqrt{A}} \right)$. Similarly, for $c \leq -2$, $\delta_x + i + c \sqrt{A}$ is closer to 0 than $\delta_x + c \sqrt{A}$. So as long as $\frac{m_x + \delta_x + i + c \sqrt{A}}{2}$ is an integer, $\left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \geq \left( \frac{m_x}{m_x + \delta_x + c \sqrt{A}} \right)$.

Let $\mathcal{E}_{i,c}$ equal 1 if $\frac{m_x + \delta_x + i + c \sqrt{A}}{2}$ is an integer and 0 otherwise. By the above bounds we have:

$$\sum_{c \in \mathbb{Z} \setminus \{0, \pm 1\}} \mathcal{E}_{i,c} \cdot \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \leq \sum_{c \in \mathbb{Z} \setminus \{0,-1\}} \mathcal{E}_{i,c} \cdot \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \leq \sum_{c \in \mathbb{Z}} \mathcal{E}_{i,c} \cdot \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right).$$

Combining with (4.4) and using the fact that the $D_x^i$ events are disjoint, so the sum of their probabilities is at most 1, we have:

$$\sum_{i=1}^{\sqrt{A}-1} P[D_x^i | M_x = m_x] \leq 1$$

$$\sum_{i=1}^{\sqrt{A}-1} \left[ \left( \frac{1}{2} \right)^{m_x} \sum_{c \in \mathbb{Z}} \mathcal{E}_{i,c} \cdot \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \right] \leq 1$$

$$\sum_{i=1}^{\sqrt{A}-1} \left[ \left( \frac{1}{2} \right)^{m_x} \sum_{c \in \mathbb{Z} \setminus \{0, \pm 1\}} \mathcal{E}_{i,c} \cdot \left( \frac{m_x}{m_x + \delta_x + i + c \sqrt{A}} \right) \right] \leq 1$$

$$\left( \frac{1}{2} \right)^{m_x} \sum_{c \in \mathbb{Z} \setminus \{0, \pm 1\}} \left[ \left( \sum_{i=1}^{\sqrt{A}-1} \mathcal{E}_{i,c} \right) \cdot \left( \frac{m_x}{m_x + \delta_x + c \sqrt{A}} \right) \right] \leq 1.$$
Now, for all \( c \), \( \sum_{i=1}^{A-1} E_{i,c} = \Theta \left( \sqrt{A} \right) \) since \( \frac{m_x + \delta_x + i + cv}{2} \) is integral for half the possible \( i \in [1, ..., \sqrt{A} - 1] \). Rearranging, we thus have \( \left( \frac{1}{2} \right)^m \sum_{c \in \mathbb{Z} \setminus \{0, \pm 1\}} \left( \frac{m_x + \delta_x + cv}{2} \right) = O \left( \frac{1}{\sqrt{A}} \right) \). Plugging this back into (4.3):

\[
P \left[ \mathcal{C}^2 \mid M_x = m_x \right] = O \left( \frac{1}{\sqrt{m_x + 1}} + \frac{1}{\sqrt{A}} \right),
\]

which gives the claim. \( \square \)

Plugging the bounds of Claims 4.3.6 and 4.3.7 into (4.1) we have:

\[
P \left[ C \mid M_x = m_x \right] = P \left[ C^1 \mid M_x = m_x \right] + P \left[ C^2 \mid M_x = m_x \right] = O \left( \frac{1}{\sqrt{m_x + 1}} + \frac{1}{\sqrt{A}} \right),
\]

which gives the lemma. \( \square \)

Since an agent’s movements in the \( x \) and \( y \) directions are independent, Lemma 4.3.5 yields:

**Corollary 4.3.8.** Consider an agent \( a_1 \) randomly walking on a two-dimensional torus of dimensions \( \sqrt{A} \times \sqrt{A} \) which is at position \( (x_{\text{begin}}, y_{\text{begin}}) \) in round \( r \). For any \( m \geq 0 \) and any position \( (x_{\text{end}}, y_{\text{end}}) \), let \( C \) be the event that \( a_1 \) has \( x \) position \( (x_{\text{end}}, y_{\text{end}}) \) at round \( r + m \). Let \( M_x, M_y \) be random variables giving the number of steps that \( a_1 \) takes in the \( x \) and \( y \) directions respectively in rounds \( r + 1, ... r + m \). For any \( m_x, m_y \in \{0, ..., m\} \):

\[
P[C \mid M_x = m_x, M_y = m_y] = O \left( \frac{1}{\sqrt{(m_x + 1)(m_y + 1)}} + \frac{1}{A} \right).
\]

**Proof.** Let \( C_x \) and \( C_y \) be as defined in Lemma 4.3.5. All steps are chosen independently, so conditioned on \( M_x = m_x \) and \( M_y = m_y \), \( C_x \) and \( C_y \) are independent. We can thus compute:

\[
P \left[ C \mid M_x = m_x, M_y = m_y \right] = P \left[ C_x \text{ and } C_y \mid M_x = m_x, M_y = m_y \right] = P \left[ C_x \mid M_x = m_x \right] \cdot P \left[ C_y \mid M_y = m_y \right].
\]
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Applying the bounds from Lemma 4.3.5 we have:

\[
P \left[ C \left| M_x = m_x, M_y = m_y \right. \right] = O \left( \left[ \frac{1}{\sqrt{m_x + 1}} + \frac{1}{\sqrt{m_y + 1}} \right] \cdot \left[ \frac{1}{\sqrt{m_y + 1}} + \frac{1}{\sqrt{m_x + 1}} \right] \right) = O \left( \frac{1}{\sqrt{(m_x + 1)(m_y + 1)}} + \frac{1}{A} \right),
\]

which gives the corollary.

Using Corollary 4.3.8 we can give an unconditional bound on the collision probability by showing that, with high probability, \( m_x = \Theta(m) \) and \( m_y = \Theta(m) \).

**Lemma 4.3.9** (Single Random Walk Collision Probability). *Consider an agent \( a_1 \) randomly walking on a two-dimensional torus of dimensions \( \sqrt{A} \times \sqrt{A} \) which is at position \( (x_{\text{begin}}, y_{\text{begin}}) \) in round \( r \). For any \( m \geq 0 \) and any position \( (x_{\text{end}}, y_{\text{end}}) \), let \( C \) be the event that \( a_1 \) has \( x \) position \( (x_{\text{end}}, y_{\text{end}}) \) at round \( r + m \).*

\[
P[C] = O \left( \frac{1}{m + 1} + \frac{1}{A} \right).
\]

**Proof.** As in Corollary 4.3.8, let \( M_x, M_y \) be random variables giving the number of steps that \( a_1 \) takes in the \( x \) and \( y \) directions respectively in rounds \( r+1, \ldots, r+m \). Since direction is chosen independently and uniformly at random for each step, \( E[M_x] = E[M_y] = m/2 \). By a standard Chernoff bound:

\[
P[M_x \leq m/4] \leq 2e^{-((1/2)^2 - m/4)} = O \left( \frac{1}{m + 1} \right).
\]

(Again writing \( m + 1 \) instead of \( m \) to cover the \( m = 0 \) case). An identical bound holds for \( M_y \). Thus, by a union bound, except with probability \( O \left( \frac{1}{m+1} \right) \) both \( M_x \) and \( M_y \) are \( \geq m/4 \). Applying Corollary 4.3.8 we have:

\[
P[C] = P \left[ C \left| M_x \geq m/4 \text{ and } M_y \geq m/4 \right. \right] \cdot P \left[ M_x \geq m/4 \text{ and } M_y \geq m/4 \right] + P \left[ C \left| M_x < m/4 \text{ or } M_y < m/4 \right. \right] \cdot P \left[ M_x < m/4 \text{ or } M_y < m/4 \right]
\]

\[
\leq P \left[ C \left| M_x \geq m/4 \text{ and } M_y \geq m/4 \right. \right] + P \left[ M_x < m/4 \text{ or } M_y < m/4 \right]
\]

\[
= O \left( \frac{1}{\sqrt{(m/4 + 1)(m/4 + 1)}} + \frac{1}{A} + \frac{1}{m + 1} \right)
\]

\[
= O \left( \frac{1}{m + 1} + \frac{1}{A} \right),
\]
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which gives the lemma.

We note that Lemma 4.3.9 immediately gives a bound of $O\left(\frac{1}{m+1} + \frac{1}{A}\right)$ on the probability that a single random walk returns to its origin (equalizes) after $m$ steps. In fact, a slightly stronger bound can be shown in this special case:

**Corollary 4.3.10** (Equalization Probability Bound). Consider agent $a_1$ randomly walking on a two-dimensional torus of dimensions $\sqrt{A} \times \sqrt{A}$. If $a_1$ is located at position $p$ after round $r$, for any even $m \geq 0$, the probability that $a_1$ is again at position $p$ after round $r + m$ is $\Theta\left(\frac{1}{m+1}\right) + O\left(\frac{1}{A}\right)$. For odd $m$ the probability is 0.

*Proof.* The corollary has a $\Theta\left(\frac{1}{m+1}\right)$ bound instead of the $O\left(\frac{1}{m+1}\right)$ bound which would be given by directly applying Lemma 4.3.9. To obtain the stronger bound, simply note that when bounding the equalization probability, we have $\delta_x = 0$ (where $\delta_x$ is as defined in the proof of Lemma 4.3.5). As long as $m_x$ is even, the bound in Claim 4.3.6 becomes $\Theta\left(\frac{1}{\sqrt{m_x+1}}\right)$. The remainder of the proof goes through unchanged, after noting that if $m$ is even, $M_x$ and $M_y$ are both even with $\Theta(1)$ probability.

We finally use Lemma 4.3.9 to directly bound the probability of two random walks re-colliding after $m$ steps, conditioned on the path of one of these walks. This yields our main re-collision probability bound, Lemma 4.3.4.

*Proof of Lemma 4.3.4.* Consider any $m$-step path $w$. Let $(x_{\text{end}}, y_{\text{end}})$ be the last position in $w$. Then, conditioned on $W = w$, $a_2$ is at $(x_{\text{end}}, y_{\text{end}})$ in round $r + m$. Thus, conditioned on $W = w$, a re-collision occurs in this round if and only if $a_1$ is also located at $(x_{\text{end}}, y_{\text{end}})$. Lemma 4.3.9 gives a bound on this probability, which yields the lemma.

**4.3.5 Collision Moment Bound**

With Lemma 4.3.4 in hand, we can prove our collision moment bound, which we will use to show that the number of collisions an agent sees concentrates strongly around its expectation. Our moment bound is:

**Lemma 4.3.11** (Collision Moment Bound). Let $W$ be the $t$-step random walk that an agent executing Algorithm 1 takes. For $j \in [1, \ldots, n]$, let $\hat{c}_j \overset{\text{def}}{=} c_j - \mathbb{E}[c_j \mid W]$ and assume $t \leq A$. There is some fixed constant $w$ such that for any integer $k \geq 1$,

$$
\mathbb{E}\left[\hat{c}_j^k \mid W\right] \leq \frac{twk}{A} \cdot k! \log^k(2t).
$$
Note that, again, we condition the random walk taken by one of the agents. When $k = 2$, Lemma 4.3.11 gives a bound on the variance of $c_j$, which can be used to show that $c_j$ falls close to its mean with good probability. By bounding the $k^{th}$ moment $\mathbb{E}[c_j^k|\mathcal{W}]$ for all $k$, we are able to show even stronger concentration results.

Our proof of Lemma 4.3.11 breaks down into the following steps:

1. In Lemma 4.3.12 we bound the probability that an agent collides with any other particular agent $j$ at least once during the execution of Algorithm 1 (i.e., that $c_j \geq 1$), using a simple linearity of expectation argument.

2. In Claims 4.3.13 and 4.3.14 we bound the $k^{th}$ moment of $c_j$ for all $k \geq 1$ conditioned on $c_j = 0$ (i.e., there is no collision with agent $a_j$) and on $c_j \geq 1$ (i.e., there is at least one collision with agent $a_j$. The $c_j \geq 1$ case uses the re-collision probability bound of Lemma 4.3.4.

3. We combine the above results to give our final moment bound for each $c_j$, yielding Lemma 4.3.11.

**Lemma 4.3.12 (First Collision Probability).** Let $W$ be the $t$-step random walk that an agent executing Algorithm 1 takes. For all $j \in [1, ..., n]$,

$$
P [c_j \geq 1|\mathcal{W}] \leq \frac{t}{A}.
$$

**Proof.** Using the fact that $c_j$ is identically distributed for all $j$, and applying Lemma 4.3.2,

$$
\mathbb{E}[d|\mathcal{W}] = d = \frac{1}{t} \cdot \mathbb{E} \left[ \sum_{i=1}^{n} c_i | \mathcal{W} \right] = \frac{n}{t} \cdot \mathbb{E}[c_j|\mathcal{W}] = \frac{n}{t} \cdot \mathbb{P} [c_j \geq 1|\mathcal{W}] \cdot \mathbb{E}[c_j|\mathcal{W}, c_j \geq 1] = \frac{n}{A} = \frac{n}{t} \cdot \mathbb{P} [c_j \geq 1|\mathcal{W}] \cdot \mathbb{E}[c_j|\mathcal{W}, c_j \geq 1].
$$

Rearranging and noting that $\mathbb{E}[c_j|\mathcal{W}, c_j \geq 1] \geq 1$ gives:

$$
P [c_j \geq 1|\mathcal{W}] = \frac{t}{A \cdot \mathbb{E}[c_j|\mathcal{W}, c_j \geq 1]} \leq \frac{t}{A}.
$$

We next give a simple bound on the moments of $c_j$ conditioned on $c_j = 0$.

**Claim 4.3.13.** Let $W$ be the $t$-step random walk that an agent executing Algorithm 1 takes. For $j \in [1, ..., n]$, let $\bar{c}_j \overset{\text{def}}{=} c_j - \mathbb{E}[c_j|\mathcal{W}]$ and assume $t \leq A$. For any integer
$k \geq 1$,

$$\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j = 0 \right] \leq \frac{t}{A}.$$

**Proof.** By the argument given in Lemma 4.3.2, $\mathbb{E}[c_j | \mathcal{W}] = \sum_{r=1}^{t} \mathbb{E}[c_j(t) | \mathcal{W}] = \frac{t}{A}$. We thus have: $\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j = 0 \right] = (0 - \mathbb{E}[c_j | \mathcal{W}])^k \leq (t/A)^k$. Further since $t \leq A$ by assumption, $t/A \leq 1$ and we can loosely bound $(t/A)^k \leq \frac{t}{A}$ for all $k \geq 1$, giving the claim. \( \Box \)

We next use the re-collision probability bound of Lemma 4.3.4 to bound the moments of $c_j$ conditioned on $c_j \geq 1$.

**Claim 4.3.14.** Let $\mathcal{W}$ be the $t$-step random walk that an agent executing Algorithm 1 takes. For $j \in [1, \ldots, n]$, let $\bar{c}_j \overset{\text{def}}{=} c_j - \mathbb{E}[c_j | \mathcal{W}]$ and assume $t \leq A$. There is some fixed constant $w$ such that for any integer $k \geq 1$,

$$\mathbb{E} \left[ \bar{c}_j^k | \mathcal{W}, c_j \geq 1 \right] \leq w^k \cdot k! \log^k(2t).$$

**Proof.** Since $\mathbb{E}[c_j | \mathcal{W}] = \frac{t}{A} \leq 1$, we have $\mathbb{E} \left[ \bar{c}_j^k | \mathcal{W}, c_j \geq 1 \right] \leq \mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right]$. So to prove the lemma, it just suffices to show that $\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] \leq k!w^k \log^k(2t)$ for some $w$ and all $k \geq 1$.

Let $t'$ be the first time in which there is a collision with agent $j$, and $t' = 1$ if there is no such collision. We split $c_j$ over rounds as $c_j = \sum_{r=t'}^{t} c_j(r) \leq \sum_{r=t'}^{t'} c_j(r)$. Where we simply define $c_j(r) = 0$ for any $r > t$. To simplify notation we relabel round $t'$ round 1 and so round $t'+t-1$ becomes round $t$. After this relabeling, conditioned on $c_j \geq 1$, we have $c_j(1) = 1$. Expanding $c_j^k$ out fully using the summation:

$$\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] = \mathbb{E} \left[ \sum_{r_1=1}^{t} \sum_{r_2=1}^{t} \ldots \sum_{r_k=1}^{t} c_j(r_1)c_j(r_2)\ldots c_j(r_k) \bigg| \mathcal{W}, c_j \geq 1 \right]$$

$$= \sum_{r_1=1}^{t} \sum_{r_2=1}^{t} \ldots \sum_{r_k=1}^{t} \mathbb{E} \left[ c_j(r_1)c_j(r_2)\ldots c_j(r_k) \bigg| \mathcal{W}, c_j \geq 1 \right].$$

$\mathbb{E} \left[ c_j(r_1)c_j(r_2)\ldots c_j(r_k) | \mathcal{W}, c_j \geq 1 \right]$ is just the probability that the two agents collide in each of rounds $r_1, r_2, \ldots, r_k$, conditioned on the walk $\mathcal{W}$ and that $c_j(1) = 1$. Assume without loss of generality that $r_1 \leq r_2 \leq \ldots \leq r_k$. By Lemma 4.3.4 and the fact that $c_j(1) = 1$, for some fixed $w$ we can bound this probability $\leq \frac{w^k}{r_1(r_2-r_1+1)(r_3-r_2+1)\ldots(r_k-r_{k-1}+1)}$. Here we use the assumption that $t \leq A$ so the $O \left( \frac{1}{A} \right)$ term is absorbed into the $O \left( \frac{1}{m+1} \right)$ term in Lemma 4.3.4. We then rewrite, by linearity
of expectation:

\[ \mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] \leq k! \sum_{r_1=1}^{t} \cdots \sum_{r_k=r_{k-1}}^{t} \frac{w^k}{r_1(r_2-r_1+1) \cdots (r_k-r_{k-1}+1)}. \]

The \( k! \) comes from the fact that in this sum we have only ordered \( k \)-tuples and so need to multiple by \( k! \) to account for the fact that the original sum is over unordered \( k \)-tuples. We can bound:

\[
\sum_{r_k=r_{k-1}}^{t} \frac{1}{r_k - r_{k-1} + 1} = 1 + \frac{1}{2} + \cdots + \frac{1}{t} = O(\log 2t),
\]

so rearranging the sum and simplifying gives:

\[
\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] \leq k! w^k \sum_{r_1=1}^{t} \frac{1}{r_1} \sum_{r_2=r_1}^{t} \frac{1}{r_2-r_1+1} \cdots \sum_{r_k=r_{k-1}}^{t} \frac{1}{r_k-r_{k-1}+1} = k! w^k \log k \cdot O(\log 2t).
\]

We repeat this argument for each level of summation replacing \( \sum_{r_i=r_{i-1}}^{t} \frac{1}{r_i-r_{i-1}+1} \) with \( O(\log 2t) \). Iterating through the \( k \) levels gives

\[
\mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] \leq k! w^k \log k \cdot 2t,
\]

after \( w \) is adjusted using the constant in the \( O(\log 2t) \) term, establishing the claim. \( \square \)

Finally, we combine claims 4.3.13 and 4.3.14 with the first collision probability bound of Lemma 4.3.12 to prove our main moment bound, Lemma 4.3.11.

**Proof of Lemma 4.3.11.** We expand:

\[
\mathbb{E}[c_j^k | \mathcal{W}] = \mathbb{P}[c_j \geq 1 | \mathcal{W}] \cdot \mathbb{E}[c_j^k | \mathcal{W}, c_j \geq 1] + \mathbb{P}[c_j = 0 | \mathcal{W}] \cdot \mathbb{E}[c_j^k | \mathcal{W}, c_j = 0].
\]

By Lemma 4.3.12:

\[
\mathbb{E} \left[ c_j^k | \mathcal{W} \right] \leq \frac{t}{A} \cdot \mathbb{E} \left[ c_j^k | \mathcal{W}, c_j \geq 1 \right] + \mathbb{E} \left[ c_j^k | \mathcal{W}, c_j = 0 \right].
\]

Plugging in the bounds of Claims 4.3.13 and 4.3.14 we then have, for some fixed \( w \)
and all $k \geq 1$,

$$
\mathbb{E} \left[ c_j^k \big| \mathcal{W} \right] \leq \frac{tw^k}{A} k! \log^k (2t) + \frac{t}{A} k \leq \frac{t(w + 1)^k}{A} k! \log^k (2t),
$$

giving the lemma. \qed

As with Lemma 4.3.4, the techniques used in Lemma 4.3.11 can be applied to bounding the moments of the number of equalizations of a single random walk. We give two bounds that may be of independent interest. Note that the first bound is slightly tighter (by a $\log 2t$ factor) than what would be obtained simply by replacing the use of Lemma 4.3.4 with Corollary 4.3.10 in the proof of Claim 4.3.14.

**Corollary 4.3.15** (Random Walk Visits Moment Bound). Consider an agent $a_1$ randomly walking on a two-dimensional $\sqrt{A} \times \sqrt{A}$ torus that is initially located at a uniformly random location and takes $t \leq A$ steps. Let $c_j$ be the number of times that $a_1$ visits node $j$. There exists a fixed constant $w$ such that for all $j \in [1, \ldots, A]$ and all $k \geq 1$,

$$
\mathbb{E} \left[ c_j^k \right] \leq \frac{tw^k}{A} \cdot k! \log^{k-1} (2t).
$$

*Proof.* We show that $\mathbb{P}[c_j \geq 1] = O \left( \frac{t}{A \log 2t} \right)$, strengthening Lemma 4.3.12 by a $\log 2t$ factor. Combining this stronger bound with Claims 4.3.13 and 4.3.14 and following the proof of Lemma 4.3.11 gives the result.

Let $c(r)$ be 1 if the agent visits node $j$ in round $r$, and 0 otherwise. Due to the initial uniform distribution of the agent, by linearity of expectation:

$$
\mathbb{E}[c] = \sum_{i=1}^{t} \mathbb{E}[c(r)] = \frac{t}{A}.
$$

As in the proof of Lemma 4.3.12, we can rewrite this expectation as:

$$
\mathbb{E}[c] = \frac{t}{A} = \mathbb{P}[c \geq 1] \cdot \mathbb{E}[c|c \geq 1].
$$

To compute $\mathbb{E}[c|c \geq 1]$, we use Corollary 4.3.10 and linearity of expectation. Since $t \leq A$, the $O \left( \frac{1}{A} \right)$ term in Corollary 4.3.10 is absorbed into the $\Theta \left( \frac{1}{m+1} \right)$. Let $r \leq t$
be the first round that the agent visits node \( j \). Then:

\[
\mathbb{E}[c|c \geq 1] = \sum_{m=0}^{t-r} \Theta \left( \frac{1}{m+1} \right) = \Theta \left( \log(2(t - r + 1)) \right). \tag{4.6}
\]

Further, the probability of the first visit to node \( j \) is in a given round can only decrease as the round number increases. So, at least 1/2 of the time that \( c \geq 1 \), there is a visit in the first \( t/2 \) rounds (Note that we can assume \( t \geq 2 \) since if \( t = 1 \) we already have \( \mathbb{E}[c|c \geq 1] = 1 \)). So, overall, by (4.6), \( \mathbb{E}[c|c \geq 1] = \Theta \left( \log(2(t - t/2 + 1)) \right) = \Theta \left( \log 2t \right) \). Using (4.5), \( \mathbb{P}[c \geq 1] = O \left( \frac{t}{\log 2t} \right) \), completing the proof.

We have a similar bound on the number of returns to the agent’s starting node.

**Corollary 4.3.16 (Equalization Moment Bound).** Consider an agent \( a_1 \) randomly walking on a two-dimensional \( \sqrt{A} \times \sqrt{A} \) torus. If \( a_1 \) takes \( t \leq A \) steps and \( c \) is the number of times it returns to its starting position (the number of equalizations), there exists a fixed constant \( w \) such that for all \( k > 1 \),

\[
\mathbb{E}\left[e^k\right] \leq k!w^k \log^k(2t).
\]

**Proof.** This follows an identical proof to that of the moment bound given in Claim 4.3.14 for the number of collisions between two agents that are assumed to collide at least once: \( \mathbb{E}[c_{j}^k|W, c_j \geq 1] \leq k!w^k \log^k(2t) \). We simply replace the application of Lemma 4.3.4 with Corollary 4.3.10.

**4.3.6 Correctness of Encounter Rate With High Probability**

Armed with Lemma 4.3.11 we can finally show that \( \sum_{j=1}^{n} c_j \) concentrates strongly about its expectation. Since \( \bar{d} = \frac{1}{t} \sum_{j=1}^{n} c_j \), this is enough to prove the accuracy of encounter-rate-based density estimation (Algorithm 1). We first use Lemma 4.3.11 to give a standard ‘sub-exponential’ bound on the sum \( \sum_{j=1}^{n} c_j \) (Corollary 4.3.17 below). It is in this step that we use that each \( c_j \) is independent conditioned on executing agent’s random walk \( W \). We correspondingly remove this conditioning, giving an unconditioned bound.

**Corollary 4.3.17 (Sub-exponential condition).** Assuming \( t \leq A \), for some \( b = \Theta(\log 2t) \), \( \sigma^2 = \Theta(td \log^2 2t) \), and any \( \lambda \) with \( |\lambda| \leq 1/b \) we have:

\[
\mathbb{E}\left[e^{\lambda(\sum_{j=1}^{n} c_j - \mathbb{E}[\sum_{j=1}^{n} c_j])} \right] \leq e^{\frac{\lambda^2 \sigma^2}{2b^2|\lambda|^2}}.
\]
Proof. Let $W$ be the $t$-step random walk that an agent executing Algorithm 1 takes. By Lemma 4.3.11, there exists some constant $w$ such that for $\sigma^2 = \frac{w^2 \log^2 2t}{A}$ and $b = w \log 2t$, $\bar{c}_j \triangleq c_j - \mathbb{E}[c_j|W]$ satisfies:

$$\mathbb{E}[\bar{c}_j|W] \leq \frac{1}{2} k! \sigma^2 b^{k-2}.$$

By Proposition 2.3 of [Wai15], this gives the sub-exponential moment bound: for any $\lambda$ with $|\lambda| \leq 1/b$,

$$\mathbb{E}[e^{\lambda \bar{c}_j}|W] \leq e^{\frac{\lambda^2 \sigma^2}{2b|\lambda|}}.$$

Since each $c_j$ is independent conditioned on the walk $W$ this gives:

$$\mathbb{E}[e^{\lambda (\sum_{j=1}^n c_j - \mathbb{E}[\sum_{j=1}^n c_j|W])}|W] = \mathbb{E}\left[\prod_{j=1}^n e^{\lambda \bar{c}_j}|W\right] = \prod_{j=1}^n \mathbb{E}[e^{\lambda \bar{c}_j}|W] \leq e^{\frac{n \lambda^2 \sigma^2}{2b|\lambda|}}.$$

The lemma follows by replacing $\sigma^2$ with $n \sigma^2 = \Theta(t \log^2 2t)$. Further, the above bound holds for all $W$ and $\mathbb{E}[c_j|W] = \mathbb{E}[c_j]$ (see Corollary 4.3.3). So, by the law of iterated expectation, we remove the conditioning on $W$:

$$\mathbb{E}\left[e^{\lambda (\sum_{j=1}^n c_j - \mathbb{E}[\sum_{j=1}^n c_j])}\right] = \mathbb{E}\left[\mathbb{E}\left[e^{\lambda (\sum_{j=1}^n c_j - \mathbb{E}[\sum_{j=1}^n c_j|W])}|W\right]\right] \leq e^{\frac{n \lambda^2 \sigma^2}{2b|\lambda|}}.$$

We will employ a concentration bound for random variables satisfying such a sub-exponential condition:

**Lemma 4.3.18** (Proposition 2.3 of [Wai15]). Suppose that $X$ satisfies $\mathbb{E}[e^{\lambda (X - \mathbb{E}[X])}] \leq e^{\frac{\lambda^2 \sigma^2}{2b|\lambda|}}$ for any $\lambda$ with $|\lambda| \leq 1/b$. Then for any $\Delta \geq 0$,

$$\mathbb{P}[|X - \mathbb{E}[X]| \geq \Delta] \leq 2e^{-\frac{\Delta^2}{2(\sigma^2 + b\Delta)}}.$$

**Proof.** This bound is given in Proposition 2.3 of [Wai15]. We include a full proof for completeness. We have $\mathbb{P}[|X - \mathbb{E}[X]| \geq \Delta] = \mathbb{P}[(X - \mathbb{E}[X]) \geq \Delta] + \mathbb{P}[(X - \mathbb{E}[X]) \leq -\Delta]$. We can bound these terms similarly. Focusing on the first, for any positive $\lambda$,

$$\mathbb{P}[(X - \mathbb{E}[X]) \geq \Delta] = \mathbb{P}[e^{\lambda (X - \mathbb{E}[X])} \geq e^{\lambda \Delta}].$$
By Markov's inequality and our moment bound, for any $\lambda$ with $|\lambda| \leq 1/b$:

$$\mathbb{P} \left[ e^{\lambda(X - \mathbb{E}[X])} \geq e^{\lambda\Delta} \right] \leq \mathbb{E} \left[ e^{\lambda(X - \mathbb{E}[X])} \right] \cdot e^{-\lambda\Delta} \leq e^{\frac{\Delta^2}{2(b+1/b^2)}\lambda^2 - \lambda\Delta}.$$  

We can set $\lambda = \frac{\Delta}{\sigma^2 + b\Delta}$ and calculate:

$$\frac{\lambda^2\sigma^2}{2 - 2b|\lambda|} - \lambda\Delta = \frac{\Delta^2\sigma^2}{(\sigma^2 + b\Delta)^2} \cdot \frac{2\sigma^2}{\sigma^2 + b\Delta} - \frac{\Delta^2}{\sigma^2 + b\Delta} = -\frac{\Delta^2}{2(\sigma^2 + b\Delta)}.$$  

Which gives $\mathbb{P} \left[ (X - \mathbb{E}[X]) \geq \Delta \right] \leq e^{-\frac{\Delta^2}{2(\sigma^2 + b\Delta)}}$. We can bound $\mathbb{P} \left[ (X - \mathbb{E}[X]) \leq -\Delta \right]$ in the same way by setting $\lambda = -\frac{\Delta}{\Delta\sigma + \sigma^2}$, giving the Lemma.

We conclude by proving our main theorem on the accuracy of random-walk-based density estimation:

**Proof of Theorem 4.3.1.** In Algorithm 1, $\tilde{d}$ is set to $\frac{1}{t} \sum_{j=1}^{n} c_j$. So the probability that $\tilde{d}$ falls within an $\epsilon$ multiplicative factor of its mean is the same as the probability that $\sum_{j=1}^{n} c_j$ falls within an $\epsilon$ multiplicative factor of its mean, which is equal to $t \mathbb{E}[\tilde{d}] = td$ by Corollary 4.3.3. By Corollary 4.3.17 and Lemma 4.3.18:

$$\delta \overset{\text{def}}{=} \mathbb{P} \left[ \left| \sum_{j=1}^{n} c_j - \mathbb{E} \left[ \sum_{j=1}^{n} c_j \right] \right| \geq \epsilon \mathbb{E} \left[ \sum_{j=1}^{n} c_j \right] \right] = \mathbb{P} \left[ \left| \sum_{j=1}^{n} c_j - td \right| \geq \epsilon td \right] \leq 2e^{-\Theta \left( \frac{\epsilon^2 td^2}{2(\log^2 td + \epsilon td \log 2t)} \right)} = 2e^{-\Theta \left( \frac{\epsilon^2 td^2}{\log^2 2t} \right)},$$

where the last equality follows since we restricting $\epsilon \leq 1$. The above thus gives $\frac{\epsilon^2 td^2}{\log^2 2t} = O \left( \log(1/\delta) \right)$ and so $\epsilon \leq c_1 \cdot \sqrt{\frac{\log(1/\delta)}{td}} \cdot \log 2t$ for some fixed constant $c_1$. This gives the first claim of the theorem: for any $\delta > 0$, with probability $1 - \delta$,

$$\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d] \text{ for } \epsilon \leq c_1 \cdot \sqrt{\frac{\log(1/\delta)}{td}} \cdot \log 2t.$$  

Given any fixed $\epsilon, \delta \in (0, 1)$ we can also rearrange by solving (4.7) for $t$ which gives:

$$\frac{t}{\log^2 2t} \geq \frac{c_1^2 \log(1/\delta)}{\epsilon^2 d^2}.$$  

If we set, for some constant $c_3$,

$$t = \frac{c_3 \cdot c_1^2 \log(1/\delta) \left[ \log \log(1/\delta) + \log(1/\delta) \right]^2}{\epsilon^2 d^2},$$

we have $\log 2t = \log(2c_3) + c_4 \left[ \log \log(1/\delta) + \log(1/\delta) \right]$ for some fixed constant $c_4$ which is independent of $c_3$. Thus, setting $c_3$ large enough gives $\frac{t}{\log^2 2t} \geq \frac{c_4^2 \log(1/\delta)}{\epsilon^2 d^2}$.
Setting $c_2 = c_3 \cdot c_1^2$, this yields the second claim of the theorem:

for any $\epsilon, \delta \in (0, 1)$, if $A \geq t \geq \frac{c_2 \log(1/\delta)[\log \log(1/\delta) + \log(1/d\epsilon)]^2}{d\epsilon^2}$,

then $\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d]$ with probability $\geq 1 - \delta$. 

\[\square\]

4.4 Extensions to Other Regular Topologies

We now discuss extensions of our results to a broader set of graph topologies, demonstrating the generality of our local mixing analysis. We illustrate divergence between local and global mixing properties, which can have significant effects on random-walk-based algorithms.

4.4.1 From Re-collision Bounds to Density Estimation

Our proofs for the two-dimensional torus are largely independent of graph structure, using just a re-collision probability bound (Lemma 4.3.4) and the regularity (uniform node degrees) of the grid, so agents remain uniformly distributed on the nodes in each round (see for example, Lemma 4.3.2). Hence, extending our results to other regular graphs primarily involves obtaining re-collision probability bounds for these graphs.

We consider agents on a graph with $A$ nodes that execute analogously to Algorithm 1, stepping to a random neighbor in each round. Again, we focus on the multi-agent case but similar bounds (resembling Corollaries 4.3.15 and 4.3.16) hold for a single random walk. We start with a lemma that gives density estimation accuracy in terms of re-collision probability. This is a direct generalization of our grid analysis.

**Lemma 4.4.1 (Re-collision Probability to Density Estimation Accuracy).** Consider a regular graph (uniform nodes degrees) with $A$ nodes along with two agents $a_1$ and $a_2$ randomly walking on this graph. Assume that $a_1$ and $a_2$ collide in round $r$. Suppose that there exists some function $\beta(m)$ such that, for any $0 \leq m \leq t$, letting $\mathcal{W}$ be the random $m$-step path taken by $a_2$ in rounds $r + 1, \ldots, r + m$, and $C$ be the event that $a_1$ and $a_2$ re-collide in round $r + m$:

\[Pr[C|\mathcal{W}] = O(\beta(m)).\]

Let $B(t) \overset{\text{def}}{=} \sum_{m=0}^{t} \beta(m)$. After running for $t \leq A$ steps, Algorithm 1 returns $\tilde{d}$ such
that, for any $\delta > 0$, with probability $\geq 1 - \delta$,

$$\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d] \text{ for } \epsilon = O\left(\frac{\sqrt{\log(1/\delta)}}{td} \cdot B(t)\right).$$

Note that in the special case of the two-dimensional torus, by Lemma 4.3.4, we can set $\beta(m) = 1/(m + 1)$ and hence $B(t) = O(\log 2t)$, recovering Theorem 4.3.1.

**Proof.** Let $\mathcal{W}$ denote the $t$-step random walk of an agent executing Algorithm 1. $E[\tilde{d}|\mathcal{W}] = d$ (Lemma 4.3.2) still holds as the regularity of the graph ensures that agents remain uniformly distributed on the nodes in every round (the stable distribution of any regular graph is the uniform distribution).

Further, following the moment calculations in Claim 4.3.14, $E[c_j^k|\mathcal{W}, c_j \geq 1] \leq k!w^kB(t)^k$ for some constant $w$. Claim 4.3.13 and Lemma 4.3.12 still hold, giving that the bound of Lemma 4.3.11 holds unchanged:

$$\mathbb{E}[c_j^k|\mathcal{W}] \leq \frac{tw^k}{A} \cdot k!B(t)^k.$$  

As in Corollary 4.3.17, this gives that $\sum_{j=1}^{n} c_j$ satisfies the sub-exponential condition

$$\mathbb{E}\left[e^{\lambda(\sum_{j=1}^{n} c_j - \mathbb{E}[\sum_{j=1}^{n} c_j])}\right] \leq e^{\lambda^2\sigma^2/2},$$

for $b = \Theta(B(t))$ and $\sigma^2 = \Theta(tdB(t)^2)$. Plugging into Lemma 4.3.18 gives $\frac{tw^k}{A}B(t)^k = O(\log(1/\delta))$. Rearranging yields the result. \hfill $\square$

### 4.4.2 Density Estimation on the Ring

We first consider the ring, where the following re-collision probability bound holds:

**Lemma 4.4.2 (Re-collision Probability Bound – Ring).** Consider two agents $a_1$ and $a_2$ randomly walking on a one-dimensional torus (a ring) with $A$ nodes. Assume that $a_1$ and $a_2$ collide in round $r$. For any $m \geq 0$, let $\mathcal{W}$ be the $m$-step random walk performed by $a_2$ in rounds $r+1, \ldots, r+m$. Let $C$ be the event that $a_1$ and $a_2$ collide again in round $r+m$. We have:

$$\mathbb{P}[C|\mathcal{W}] = O\left(\frac{1}{\sqrt{m + 1}} + \frac{1}{A}\right).$$

**Proof.** This bound holds via an essentially identical proof to the bound on $C_z$ given in Claim 4.3.5. An $m$-step random walk on a line ends at any position with probability
$O(1/\sqrt{m+1})$. On a ring with $A$ nodes the slightly weaker bound of $O\left(\frac{1}{\sqrt{m+1}} + \frac{1}{A}\right)$ holds.

**Density Estimation Bound:** For $m \leq A$, the $O\left(\frac{1}{A}\right)$ term in Lemma 4.4.2 is absorbed into the $O\left(\frac{1}{\sqrt{m+1}}\right)$ and one can show that $\sum_{m=0}^{t} 1/\sqrt{m+1} = \Theta(\sqrt{t})$. Plugging into Lemma 4.4.1, we obtain

$$\epsilon = O\left(\sqrt{\frac{\log(1/\delta)}{td}} \cdot \sqrt{t}\right) = O\left(\sqrt{\frac{\log(1/\delta)}{d}}\right).$$

Note that this bound does not depend on $t$. That is, since local mixing on the ring is much worse than on the torus, our general technique is not strong enough to show the convergence of random-walk-based density estimation.

We do note that we can give a density estimation accuracy bound by using an alternative analysis which bounds the variance of the collision count $c = \sum c_j$ and applies Chebyshev’s inequality. This technique is very similar to what is used in our network size estimation bounds in Section 4.6.1. A similar analysis can be applied to the two-dimensional torus and the other graphs we consider, giving worse dependence on the failure probability $\delta$, but slightly improved dependence on other parameters.

**Theorem 4.4.3** (Alternative Accuracy Bound – Ring). After running for $t$ rounds, assuming $t \leq A^2$, an agent executing Algorithm 1 on a ring with $A$ nodes returns $\tilde{d}$ such that, for any $\delta > 0$, with probability $\geq 1 - \delta$,

$$\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d] \text{ for } \epsilon = O\left(\sqrt{\frac{1}{t^{1/2}d\delta}}\right).$$

This implies that, for any $\epsilon, \delta \in (0, 1)$ if $t = \Omega\left(\frac{1}{(d^2\delta)^2}\right)$, $\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d]$ with probability $\geq 1 - \delta$.

Note that in Theorem 4.4.3, $t$ is required to be quadratic in $\frac{1}{d^2\delta}$, rather than linear as in Theorem 4.3.1. The weakness of this bound is again due to the poor local mixing on the ring which means that, over $t$ steps, we expect to see $\Theta(\sqrt{t})$ rather than $\Theta(\log t)$ repeat collisions with every agent interacted with.

**Proof.** We first note that, if we do not condition on the path of either agent, the collision count $c_j$ with any agent $j$ is identically distributed to the number of times that a single random walk of length $2t$, initially placed uniformly at random, visits some location on the ring. We gave a bound on the moments of this visit count on the
two-dimensional torus in Corollary 4.3.15. A nearly identical analysis gives a similar bound on the ring. On the ring, the calculation of \( \mathbb{E}[c|c \geq 1] \) in (4.6) becomes

\[
\mathbb{E}[c_j|c_j \geq 1] = \sum_{m=0}^{t-r} \Theta \left( \frac{1}{\sqrt{m+1}} \right) = \Theta (\sqrt{t-r})
\]

where \( r \) is the round in which the first visit occurs. We again argue that \( r < t/2 \) with probability \( 1/2 \), which lets us show that \( \mathbb{P}[c_j \geq 1] = O \left( \frac{\sqrt{t}}{A} \right) \) and overall:

\[
\mathbb{E}[c_j^k] \leq \frac{tw^k}{A} k! \cdot t^{(k-1)/2}.
\]

where \( \bar{c}_j = c_j - \mathbb{E}[c_j] \). In particular, this gives the variance bound:

\[
\mathbb{E}[\bar{c}_j^2] = O \left( \frac{t^{3/2}}{A} \right).
\]

We then have, recalling that \( c = \sum_{i=1}^{n} c_j \) and letting \( \bar{c} = c - \mathbb{E}[c] \),

\[
\mathbb{E} [\bar{c}^2] = \mathbb{E} \left[ \left( \sum_{i=1}^{n} \bar{c}_j \right)^2 \right] = \sum_{i=1}^{n} \mathbb{E} [\bar{c}_j^2] + \sum_{i=1}^{n} \sum_{j=i+1}^{n} 2 \mathbb{E} [\bar{c}_i \cdot \bar{c}_j]
\]

\[
= O \left( \frac{nt^{3/2}}{A} \right) + \sum_{i=1}^{n} \sum_{j=i+1}^{n} 2 \mathbb{E}[\bar{c}_i \cdot \bar{c}_j]. \tag{4.8}
\]

Let \( \mathcal{W} \) be the path taken by the central agent \( a \) and let \( S \) be the set of all possible instantiations of this path. \( \bar{c}_i \) and \( \bar{c}_j \) are independent conditioned on this path. So:

\[
\mathbb{E}[\bar{c}_i \cdot \bar{c}_j] = \sum_{w \in S} \mathbb{P}[\mathcal{W} = w] \cdot \mathbb{E}[\bar{c}_i|\mathcal{W} = w] \cdot \mathbb{E}[\bar{c}_j|\mathcal{W} = w] = 0
\]

where we use that \( \mathbb{E}[c_i] = td = \mathbb{E}[c_i|\mathcal{W} = w] \) for all \( w \), and thus \( \mathbb{E}[\bar{c}_i|\mathcal{W} = w] = 0 \).

Plugging back into (4.8) gives \( \mathbb{E}[\bar{c}^2] = O \left( \frac{nt^{3/2}}{A} \right) = O \left( dt^{3/2} \right) \). Recall that \( \mathbb{E}[c] = dt \) and we thus have, via Chebyshev's inequality,

\[
\delta \overset{\text{def}}{=} \mathbb{P} [ |c - \mathbb{E}[c]| \geq \epsilon \mathbb{E}[c]] = O \left( \frac{dt^{3/2}}{(\epsilon dt)^2} \right) = O \left( \frac{1}{(\epsilon^2 d \sqrt{t})} \right).
\]

Rearranging gives \( \epsilon = O \left( \sqrt{\frac{1}{td^{1/2} \delta}} \right) \) and so the theorem. \( \square \)
4.4.3 Density Estimation on $k$-Dimensional Tori

We next consider density estimation on $k$-dimensional tori for general $k \geq 3$. As $k$ increases, local mixing becomes stronger, fewer re-collisions occur, and density estimation becomes easier. In fact, for any constant $k \geq 3$, although the torus still mixes slowly (with global mixing time on the order of $A^{2/k} [A\Gamma02]$), density estimation is as accurate as on the complete graph! Throughout this section we assume that $k$ is a small constant and so hide multiplicative factors in $f(k)$ for any function $f$ in our asymptotic notation. We subscript the notation with $k$ to make this clear.

Lemma 4.4.4 (Re-collision Probability Bound – High-Dimensional Torus). Consider two agents $a_1$ and $a_2$ randomly walking on a $k$-dimensional torus with $A$ nodes. Assume that $a_1$ and $a_2$ collide in round $r$. For any $m \geq 0$, let $W$ be the $m$-step random walk performed by $a_2$ in rounds $r+1, ..., r+m$. Let $C$ be the event that $a_1$ and $a_2$ collide again in round $r+m$. We have:

$$\mathbb{P}[C|W] = O_k \left( \frac{1}{(m+1)^{k/2}} + \frac{1}{A} \right).$$

Proof. We closely follow the proof of Lemma 4.3.4. In total, $a_1$ takes $m$ steps: $M_i$ in each dimension for $i \in [1, ..., k]$. Let $C_i$ be the event that the agents have the same position in the $i^{th}$ dimension in round $r+m$. By the analysis of Lemma 4.3.5,

$$\mathbb{P}[C_i|M_i = m_i] = O \left( \frac{1}{\sqrt{m_i} + 1} + \frac{1}{A^{1/k}} \right).$$

So, following the analysis of Corollary 4.3.8, since movement in each of the $k$ directions is independent,

$$\mathbb{P}[C|M_1 = m_1, ..., M_k = m_k] = O \left( \frac{1}{\sqrt{m_1} + 1} + \frac{1}{A^{1/k}} \right) \cdot \ldots \cdot O \left( \frac{1}{\sqrt{m_k} + 1} + \frac{1}{A^{1/k}} \right). \quad (4.9)$$

We can then remove the conditioning on $M_1, ..., M_k$ similarly to Lemma 4.3.9. In expectation, $M_i = m/k$. So by a Chernoff bound,

$$\mathbb{P} \left[ M_i \leq \frac{m}{2k} \right] \leq 2e^{-\left( \frac{1}{2} \right)^2 \cdot m/3k} = O \left( \frac{1}{(m+1)^{k/2}} \right)$$

again assuming $k$ is a small constant. Union bounding over all $k$ dimensions, we have
\( M_i \geq m/(2k) \) for all \( i \) except with probability \( O\left(\frac{1}{(m+1)^{k/2}}\right) \) and hence by (4.9):

\[
P[C] = O\left(\frac{1}{(m+1)^{k/2}}\right) + \left[ O\left(\frac{1}{\sqrt{m/(2k)} + 1} + \frac{1}{A^{1/k}}\right)\right]^k = O_k\left(\frac{1}{(m+1)^{k/2}} + \frac{1}{A}\right),
\]
giving the lemma (again, asymptotic notation hides multiplicative factors in \( k \) since it is a constant).

\textbf{Density Estimation Bound: } We can plug the bound of Lemma 4.4.4 into Lemma 4.4.1. For \( t \leq A \) and \( k \geq 3 \),

\[
\sum_{m=0}^{t} \left( \frac{1}{(m+1)^{k/2}} + \frac{1}{A} \right) < 1 + \sum_{m=0}^{\infty} \frac{1}{(m+1)^{k/2}} = O(1).
\]

So we can set \( B(t) = O_k(1) \) and have \( \epsilon = O_k\left(\frac{\sqrt{\log(1/\delta)}}{td}\right) \). Rearranging, we require \( t = O_k\left(\frac{\log(1/\delta)}{\epsilon^2 d}\right) \). This matches independent sampling up to constants and multiplicative factors in \( k \).

\textbf{4.4.4 Density Estimation on Regular Expanders}

When a graph does mix well globally, it mixes well locally. An obvious example is the complete graph, on which random-walk-based and independent-sampling-based density estimation are equivalent. We extend this intuition to any regular expander. An expander is a graph whose random walk matrix has its second eigenvalue bounded away from 1, and so on which random walks mix quickly. Expanders are 'well-connected' graphs with many applications, including in the design of robust communication networks [BP73] and efficient sampling schemes [Gil98].

\textbf{Lemma 4.4.5} (Re-collision Probability Bound – Regular Expander). Let \( G \) be a \( k \)-regular expander with \( A \) nodes and adjacency matrix \( \mathbf{M} \). Let \( \mathbf{W} = \frac{1}{k} \cdot \mathbf{M} \) be its random walk matrix, with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_A \). Let \( \lambda = \max\{|\lambda_2|, |\lambda_A|\} < 1 \). Consider two agents \( a_1 \) and \( a_2 \) randomly walking on \( G \). Assume that \( a_1 \) and \( a_2 \) collide in round \( r \). For any \( m \geq 0 \), let \( \mathcal{W} \) be the \( m \)-step random walk performed by \( a_2 \) in rounds \( r+1, \ldots, r+m \). Let \( C \) be the event that \( a_1 \) and \( a_2 \) collide again in round \( r+m \). We have:

\[
P[C|\mathcal{W}] \leq \lambda^m + 1/A.
\]
Proof. Suppose that \( a_1 \) and \( a_2 \) collide at node \( i \) in round \( r \). For any \( m \)-step path \( w \) on \( G \), conditioning on \( W = w \) fixes \( a_2 \)'s position in round \( r + m \), which we denote as node \( j \). A re-collision occurs at around \( r + m \) if and only if \( a_1 \) is also located at node \( j \) in this round. The probability of this event can be bounded by the maximum probability of \( a_1 \) being at any node \( j \) in round \( r + m \) after starting from node \( i \). This equals \( \max_{j \in [1, \ldots, |A|]} (W^m e_i)_j \), which we can bound using the following lemma on how rapidly an expander random walk converges to its stable distribution:

**Lemma 4.4.6** (See [Lov93]). Let \( G \) be a \( k \)-regular expander with \( A \) nodes, adjacency matrix \( M \), and random walk matrix \( W = \frac{1}{k} \cdot M \). Let \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_A \) be the eigenvalues of \( W \) and \( \lambda = \max\{|\lambda_2|, |\lambda_A|\} < 1 \). For each \( 1 \leq i, j \leq A \),

\[
| (W^m \cdot e_i)_j - \frac{1}{A} | \leq \lambda^m.
\]

This gives \( \max_{j \in [1, \ldots, |A|]} (W^m e_i)_j \leq \lambda^m + \frac{1}{A} \), giving the Lemma. \( \Box \)

**Density Estimation Bound:** Again, we plug Lemma 4.4.5 in Lemma 4.4.1, setting \( B(t) = \sum_{m=0}^{t} \beta(m) \leq \frac{1}{1-\lambda} + t/A \). Assuming \( t = O(A) \),

\[
e = O \left( \sqrt{\frac{\log(1/\delta)}{td}} \cdot \left( \frac{1}{1-\lambda} + \frac{t}{A} \right)^2 \right) = O \left( \sqrt{\frac{\log(1/\delta)}{td(1-\lambda)^2}} \right).
\]

Rearranging, \( t = O \left( \frac{\log(1/\delta)}{e^2d(1-\lambda)^2} \right) \), matching independent sampling up to a factor of \( O(1/(1-\lambda)^2) \).

### 4.4.5 Density Estimation \( k \)-Dimensional Hypercubes

Finally, we give bounds for a \( k \)-dimensional hypercube. Such a graph has \( A = 2^k \) vertices mapped to the elements of \( \{\pm 1\}^k \), with an edge between any two vertices that differ by hamming distance 1. The hypercube is relatively fast mixing. Its adjacency matrix eigenvalues are \([-k, -k+2, \ldots, k-2, k]\). Since it is bipartite, we can ignore the negative eigenvalues: to return to its origin, a random walk must take an even number of steps, so we need only need to consider the squared walk matrix \( W^2 \), which has all positive eigenvalues. Applying Lemma 4.4.5 with \( \lambda = \Theta(1 - 2/k) = \Theta(1 - 1/\log A) \), gives \( t = O \left( \frac{\log(1/\delta) \log^2(A)}{e^2d} \right) \). However, it is possible to remove the dependence on \( A \) via a more refined analysis – while the global mixing time of the graph increases as \( A \) grows, local mixing becomes stronger!
**Lemma 4.4.7** (Re-collision Probability Bound – $k$-Dimensional Hypercube). Consider two agents $a_1$ and $a_2$ randomly walking on a $k$-dimensional hypercube with $A = 2^k$ vertices. Assume that $a_1$ and $a_2$ collide in round $r$. For any $m \geq 0$, let $W$ be the $m$-step random walk performed by $a_2$ in rounds $r + 1, \ldots, r + m$. Let $C$ be the event that $a_1$ and $a_2$ collide again in round $r + m$. We have:

$$\mathbb{P}[C|W] \leq (9/10)^{m-1} + \frac{1}{\sqrt{A}}.$$  

*Proof.* A node of the hypercube can be represented as a $k$-bit string and each random walk step seen as choosing one of the bits uniformly at random and flipping it. Without loss of generality, assume that $a_1$ and $a_2$ collide at the node corresponding to bit string $[0, 0, \ldots, 0]$ in round $r$. For any $m$-step path $w$, conditioning on $W = w$ fixes $a_2$’s position in round $r + m$, which we denote as node $p_{\text{end}}$. We can write this position using its associate bit string as $p_{\text{end}} = [p_1, \ldots, p_k]$. A re-collision occurs at around $r + m$ if and only if $a_1$ is also located at $p_{\text{end}}$ in this round. The probability of this event can be bounded by the maximum probability of $a_1$ being at any position $p_{\text{end}} = [p_1, \ldots, p_k]$ in round $r + m$ after starting from position $[0, 0, \ldots, 0]$. We bound this probability below, giving the lemma. $\square$

**Lemma 4.4.8.** Consider an agent $a_1$ randomly walking on a $k$-dimensional hypercube with $A = 2^k$ vertices, each labeled by a bit string in $\{0, 1\}^k$. Assume that $a_1$ starts at position $[0, 0, \ldots, 0]$. For any $m \geq 0$ and position $p_{\text{end}} = [p_1, \ldots, p_k]$, let $C$ be the event that $a_1$ is at position $p_{\text{end}}$ after $m$ steps. We have:

$$\mathbb{P}[C] \leq (9/10)^{m-1} + \frac{1}{\sqrt{A}}.$$  

*Proof.* We will upper bound the probability that $a_1$ ends at any position $p_{\text{end}}$, denoted by the bit string $p_{\text{end}} = [p_1, \ldots, p_k]$ after $m$ steps, assuming that $m$ is even. If $m$ is odd, the probability of ending at $p_{\text{end}}$ after $m$ steps is equal to the sum over all $p'_{\text{end}}$ with hamming distance 1 from $p_{\text{end}}$ of the probability of ending at $p'_{\text{end}}$ after $m - 1$ steps. There are $k$ such positions. Further, the probability of moving from any $p'_{\text{end}}$ to $p_{\text{end}}$ in a single random-walk step is $1/k$. Thus, the probability of ending at $p_{\text{end}}$ after $m$ steps is the mean of the probabilities of ending at each $p'_{\text{end}}$ after $m - 1$ steps. This will be bounded by our bound on ending at any position after $m - 1$ steps (noting that $m - 1$ is even).

We first argue that the number of paths that $a_1$ can take ending in position $p_{\text{end}} = [p_1, \ldots, p_k]$ in round $r + m$ is upper bounded by the number of paths it can take
ending at $[0, 0, \ldots, 0]$. We do this by describing an injection from paths ending at $p_{\text{end}}$ to paths ending at $[0, 0, \ldots, 0]$.

Since $m$ is even, the parity of $p_{\text{end}} = [p_1, \ldots, p_k]$ is even. We can thus arbitrarily pair up nonzero indices in this string. For any index pair $(i, j)$, any path ending at $p_{\text{end}}$ must take an odd number of steps in both the $i$ and $j$ directions. By flipping the last step in the path which is in either the $i$ or $j$ direction to the other direction, we obtain a path which makes an even number of steps in each direction. Further, this path is unique – given it, we can recover the path ending at $p_{\text{end}}$ simply by again flipping the last step in either direction $i$ or $j$ to be in the other direction. In this way, but iterating through our arbitrary pairings, we can map any path ending at $[p_1, \ldots, p_k]$ to a unique path ending at $[0, \ldots, 0]$, giving us the injection.

We now bound the number of paths ending at $[0, \ldots, 0]$, which is identical to the number of ways $m$ flips can be placed into $k$ buckets, where each bucket has an even number of elements. This quantity is:

$$\sum_{s_1 + \cdots + s_k = m \atop (s_i \mod 2) \equiv 0} \frac{m!}{s_1! \cdots s_k!}.$$

This value is equal to the coefficient of $x^m$ in the exponential generating function

$$m! \left( 1 + \frac{x^2}{2!} + \frac{x^4}{4!} + \ldots \right)^k = m! \left( \frac{e^x + e^{-x}}{2} \right)^k = \frac{m!}{2^k} \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) e^{x(2i-k)}.$$

By differentiating $m$ times, we find that the coefficient of $x^m$ is:

$$\frac{1}{2^k} \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) (2i-k)^m = \sum_{i=0}^{k} \left( \left( \begin{array}{c} k \\ i \end{array} \right) / 2^k \right) \cdot (2i-k)^m.$$

This summation is exactly $\mathbb{E}[X^m]$, where $X$ is a sum of $k$ i.i.d. random variables each equal to 1 with probability 1/2 and -1 otherwise. For any $c \in (0, 1]$, we can split the expectation:

$$\mathbb{E}[X^m] = \mathbb{E}[X^m | |X| \geq ck] \cdot \mathbb{P}[|X| \geq ck] + \mathbb{E}[X^m | |X| \leq ck] \cdot \mathbb{P}[|X| \leq ck]$$

$$\leq k^m \cdot \mathbb{P}[|X| \geq ck] + (ck)^m.$$

To bound the return probability, we divide this count by the total number of
possible paths taken by \( a \) \( m \) steps, \( k^m \), giving an upper bound of:

\[
P(|X| \geq ck) + c^m.
\]

By a Hoeffding bound, \( P(|X| \geq ck) \leq 2e^{-c^2 k/2} \). If we set \( c = \sqrt{\ln A/k} = \sqrt{\ln 2} \) then \( P(|X| \geq ck) \leq 1/\sqrt{A} \). So our final probability bound is:

\[
P(|X| \geq ck) + c^m \leq \frac{1}{\sqrt{A}} + (\sqrt{\ln 2})^m < \frac{1}{\sqrt{A}} + (9/10)^m,
\]

yielding the lemma. Note that in the lemma the stated bound is \( \frac{1}{\sqrt{A}} + (9/10)^{m-1} \) to account for odd \( m \), as discussed. Also note that, by adjusting \( c \), it is possible to trade off the terms in the above bound, giving stronger inverse dependence on \( A \) at the expense of slower exponential decay in \( m \).

**Density Estimation Bound:** Plugging Lemma 4.4.7 into Lemma 4.4.1, we have

\[
B(t) = \sum_{m=0}^{t} \beta(m) \leq 10 + t/\sqrt{A}.
\]

If we assume \( t = O(\sqrt{A}) \), this gives \( \epsilon = O\left(\sqrt{\frac{\log(1/\delta)}{td}}\right) \) and so \( t = O\left(\frac{\log(1/\delta)}{\epsilon^2 d}\right) \), matching independent sampling.

### 4.5 Independent-Sampling-Based Density Estimation

In this section we show that, if agents are not restricted to random walking, but can instead take arbitrary steps in each round, they can avoid collision correlations by splitting into 'stationary' and 'mobile' groups and counting collisions only between members of different groups. This allows them to essentially simulate independent sampling of grid locations to estimate density. This algorithm is not 'natural' in a biological sense, however it is easy to analyze and gives slightly better bounds than the random-walk-based approach on the grid (Theorem 4.3.1).

We give pseudocode in Algorithm 2. Recall that \texttt{position} is an ordered pair denoting an agent's \((x, y)\) coordinates on the torus graph, and \texttt{count(position)} returns the number of other agents at the current position.
Algorithm 2 Independent-Sampling-Based Density Estimation

Each agent independently executes:

Set $c := 0$ and with probability $1/2$, $state := walking$, else $state := stationary$.

for $r = 1, \ldots, t$ do
  if $state := walking$ then
    $position := position + (0, 1)$  # Deterministic walk step.
  end if
  $c := c + count(position)$  # Update collision count.
end for

$c := c \pmod{t}$

return $\tilde{d} = \frac{2c}{t}$

Our main accuracy bound for the independent sampling algorithm is given below.

**Theorem 4.5.1** (Independent Sampling Accuracy Bound). After running for $t$ rounds, assuming $t < \sqrt{A}$ and $d \leq 1$, an agent executing Algorithm 2 returns $\tilde{d}$ such that, for any $\delta > 0$, with probability $\geq 1 - \delta$, $\tilde{d} \in [(1 - \epsilon)d, (1 + \epsilon)d]$ for $\epsilon = O\left(\frac{\log(1/\delta)}{td}\right)$. In other words, for any $\epsilon, \delta \in (0, 1)$ if $t = \Theta\left(\frac{\log(1/\delta)}{d\epsilon^2}\right)$, $\tilde{d}$ is a $(1 \pm \epsilon)$ multiplicative estimate of $d$ with probability $\geq 1 - \delta$.

**Proof.** Our analysis is from the perspective of an agent with $state = walking$. By symmetry, the distribution of $\tilde{d}$ is identical for walking and stationary agents, so considering this case is sufficient.

Initially, assume that no two walking agents start in the same location. Given this assumption, we know that a walking agent *never collides with another walking agent* – by assumption they all start in different positions and update these positions identically in each round. In the written implementation, agents always step up, however any fixed pattern (e.g. a spiral) suffices.

Further, assume that agents do not execute the step of setting $c := c \pmod{t}$. This step will be used to handle walking agents which start at the same location, and will be analyzed at the end of the proof.

In $t$ steps, a walking agent visits $t$ unique squares (here we use the assumption that $t < \sqrt{A}$, the diameter of the grid). Each of the $n$ other agents is located in this set of squares and stationary with probability $\frac{t}{2A}$. Further, each of these events is entirely independent from the rest, as the agents are positioned and choose their state independently. So, for a walking agent, $c$ is just a sample of $n$ independent random coin flips, each with success probability $\frac{t}{2A}$. Clearly, $E[c] = n \cdot \frac{t}{2A} = \frac{td}{2}$ so
\[ E[\tilde{d}] = E \left[ \frac{2c}{t} \right] = d. \]

Further, by a Chernoff bound, for any \( \epsilon \in (0, 1) \), the probability that \( \tilde{d} \) is not a \((1 \pm \epsilon)\) multiplicative estimate of \( d \) is:

\[
\delta = \Pr \left[ |\tilde{d} - d| \geq \epsilon d \right] = \Pr \left[ |c - E[c]| \geq \epsilon E[c] \right] \leq 2e^{-\epsilon^2 E[c]^2/3} \leq 2e^{-\epsilon^2 td/6}.
\]

This gives: \( \log(1/\delta) \geq \epsilon^2 td/6 \) so \( \epsilon = O\left( \sqrt{\frac{\log(1/\delta)}{td}} \right) \), yielding the result.

We now remove the assumption that no two walking agents start in the same location by considering the step where each agent sets \( c := c \) (mod \( t \)) before returning \( \tilde{d} = \frac{2c}{t} \). If an agent starts alone and is involved in \( < t \) collisions, this operation has no effect – the above bound holds.

If a walking agent is involved in \( < t \) ‘true collisions’ but starts in the same position as \( w \geq 1 \) other walking agents, the agents move in lockstep throughout the algorithm and are involved in \( w \cdot t \) ‘spurious collisions’ (\( w \) in each round). Setting \( c := c \) (mod \( t \)) exactly corrects for these spurious collisions and since \( c \) now only includes collisions with stationary agents, the bound above holds.

Finally, if an agent is involved in \( \geq t \) true collisions, this modification cannot worsen their estimate. If \( c \geq t \) and the agent does not set \( c := c \) (mod \( t \)), they compute \( \tilde{d} \geq \frac{2c}{t} \geq 2 \). For \( \epsilon < 1 \), the agent fails since \( d \leq 1 \). So setting \( c := c \) (mod \( t \)) can only increase the probability of success. \( \square \)

### 4.6 Applications

We next discuss algorithmic applications of our ant-inspired density estimation algorithm (Algorithm 1) and the analysis techniques we develop.

#### 4.6.1 Social Network Size Estimation

Random-walk-based density estimation is closely related to work on estimating the size of social networks and other massive graphs using random walks [KLSC14, KBM12, LL12, LW14]. In these applications, one does not have access to the full graph (so cannot exactly count the nodes), but can simulate random walks by following links between nodes [MMG⁺07, GKB09]. One approach is to run a single random walk and count repeat node visits [LL12, KBM12]. Alternatively, [KLSC14] proposes running multiple random walks and counting their collisions, which gives an estimate of the walk’s density. Since the number of walks is known, this yields an estimate for network size.
This approach can be significantly more efficient since the dominant cost is typically in link queries to the network. With multiple, shorter random walks, this cost can be trivially distributed to multiple servers simulating walks independently. Visit information can then be aggregated and the collision count can be computed in a centralized manner.

Walks are first run for a ‘burn-in period’ so that their locations are distributed approximately by the stable distribution of the network. The walks are then halted, and the number of collisions in this final round are counted. The collision count gives an estimate of the walks’ density. Since the number of walks is known, this yields an estimate for network size.

We show that ant-inspired algorithms can give runtime improvements over this method. After burn-in, instead of halting the walks immediately, we run them for multiple rounds, recording encounter rates as in Algorithm 1. This allows the use of fewer walks, decreasing total burn-in cost, and giving faster runtimes when mixing time is relatively slow, as is common in social network graphs [MYK10].

Random-Walk-Based Algorithm for Network Size Estimation

Consider an undirected, connected, non-bipartite graph $G = (V, E)$. Let $S$ be the set of vertices of $G$ that are ‘known’. Initially, $S = \{v\}$ where $v$ is a seed vertex. We can access $G$ by looking up the neighborhood $\Gamma(v_i)$ of any vertex $v_i \in S$ and adding $\Gamma(v_i)$ to $S$.

To compute the network size $|V|$, we could scan $S$, looking up the neighbors of each vertex and adding them to the set. Repeating this process until no new nodes are added ensures that $S = V$ and we know the network size. However, this method requires $|V|$ neighborhood queries. The goal is to use significantly fewer queries using random-walk-based sampling.

A number of challenges are introduced by this application. While we can simulate many random walks on $G$, we can no longer assume these random walks start at randomly chosen nodes, as we do not have the ability to uniformly sample nodes from the network. Instead, we must allow the random walks to run for a burn-in phase of length proportional to the mixing time of $G$. After this phase, the walks are distributed approximately according to the stable distribution of $G$.

Further, in general $G$ is not regular. In the stable distribution, a random walk is located at a vertex with probability proportional to its degree. Hence, collisions tend to occur more at higher degree vertices. To correct for this bias, we count a collision at vertex $v_i$ with weight $1/\deg(v_i)$.
Our results depend on a natural generalization of re-collision probability. For any $i, j$, let $p(v_i, v_j, m)$ be the probability that an $m$-step random walk starting at $v_i$ ends at $v_j$. Define:

$$\beta(m) \overset{\text{def}}{=} \frac{\max_{i,j} p(v_i, v_j, m)}{\deg(v_j)}.$$  

Intuitively, $\beta(m)$ is the maximum $m$-step collision probability, weighted by degree since higher degree vertices are visited more in the stable distribution. Let $B(t) = \sum_{m=1}^{t} \beta(m)$. Note that this weighted $B(t)$ is trivially upper bounded by the unweighted measure used in Lemma 4.4.1.

For simplicity, we initially ignore burn-in and assume that our walks start distributed exactly by the stable distribution of $G$. A walk starts at vertex $v_i$ with probability $p_i \overset{\text{def}}{=} \frac{\deg(v_i)}{\sum_{i} \deg(v_i)} = \frac{\deg(v_i)}{2|E|}$ and initial locations are independent. We also assume knowledge of the average degree $\deg = 2|E|/|V|$. We later rigorously analyze burn-in and show to estimate $\deg$, completing our analysis.

Algorithm 3 Random-Walk-Based Network Size Estimation

**input:** step count $t$, average degree $\deg$, $n$ random starting locations $[w_1, \ldots, w_n]$ distributed independently according to the network’s stable distribution

$$[c_1, \ldots, c_n] := [0, 0, \ldots, 0]$$

**for** $r = 1, \ldots, t$ **do**

- $\forall j$, set $w_j := \text{randomElement}(\Gamma(w_j))\triangleright \Gamma(w_j)$ denotes the neighborhood of $w_j$.
- $\forall j$, set $c_j := c_j + \frac{\text{count}(w_j)}{\deg(w_j)} \triangleright \text{count}(w_j)$ returns the number of other walkers currently at $w_j$.

**end for**

$C := \frac{\deg \sum c_j}{n(n-1)t}$

**return** $\hat{A} = 1/C$

Note that there are many ways to implement the $\text{count}(\cdot)$ function used in Algorithm 3. One possibility is to simulate the random walks in parallel, recording their paths, and then to perform centralized post-processing to count collisions. As queries to the network are considered to dominate time cost, this collision counting step is relatively inexpensive.

**Theorem 4.6.1.** If Algorithm 3 is run using $n$ random walks for $t$ steps, if $n^2t = \ldots$
\[ \Theta \left( \frac{B(t) \deg + 1}{t^2 \delta} \cdot |V| \right) \], then with probability at least \( 1 - \delta \), it returns

\[ \tilde{A} \in [(1 - \epsilon)|V|, (1 + \epsilon)|V|] \).

**Analysis of Idealized Algorithm**

We start with the analysis of Algorithm 3, which is given the average degree \( \overline{\deg} \) as input and random walk starting locations distributed according to the network’s stable distribution.

Throughout this section, we work directly with the weighted total collision count \( C = \frac{\deg \sum c_i}{t(n-1)|E|} \), showing that it is close to its expectation with high probability and hence giving the accuracy bound for \( \tilde{A} \). As in the density estimation case, we start by showing that \( C \) is correct in expectation.

**Lemma 4.6.2.** \( \mathbb{E}[C] = 1/|V| \).

**Proof.** Let \( c_j(r) \) be the number of collisions, weighted by inverse vertex degree, walk \( j \) expects to be involved in at round \( r \). In each round all walks are at vertex \( v_i \) with probability \( p_i = \frac{\deg(v_i)}{2|E|} \), so:

\[
\mathbb{E}[c_j(r)] = \sum_{i=1}^{V} \left[ \frac{\deg(v_i)}{2|E|} \cdot \frac{(n-1)\deg(v_i)}{2|E|} \cdot \frac{1}{\deg(v_i)} \right] = \frac{n-1}{4|E|^2} \sum_{i=1}^{V} \deg(v_i) = \frac{n-1}{2|E|}.
\]

By linearity of expectation, \( \mathbb{E}[c_j] = \frac{t(n-1)}{2|E|} \), \( \mathbb{E}[\sum c_j] = \frac{tn(n-1)}{2|E|} \) and hence, \( \mathbb{E}[C] = \frac{\deg}{2|E|} = 1/|V| \).

We now show concentration of \( C \) about its expectation. Let \( c_{i,j} \) be the weighted collision count between walks \( w_i \) and \( w_j \) where \( i \neq j \). It is possible to follow the moment bound proof of Lemma 4.3.11 and bound all moments of \( c_{i,j} \). However, there is no clear event we can condition on to ensure independence of all \( c_{i,j} \)'s. Hence, we cannot prove a bound analogous to Corollary 4.3.17 and employ the concentration result of Lemma 4.3.18.

Instead, we bound just second moment (the variance) of each \( c_{i,j} \) and obtain our concentration results via Chebyshev’s inequality as in Theorem 4.4.3. This leads to a linear rather than logarithmic dependence on the failure probability \( 1/\delta \). However, we note that we can simply perform \( \log(1/\delta) \) estimates each with failure probability \( 1/3 \) and return the median, which will be correct with probability \( 1 - \delta \).
Lemma 4.6.3 (Degree Weighted Collision Variance Bound). For all $i, j \in [1, \ldots, n]$ with $i \neq j$, let $\bar{c}_{i,j} \overset{\text{def}}{=} c_{i,j} - \mathbb{E}[c_{i,j}]$. $\mathbb{E}\left[\bar{c}_{i,j}^2\right] = O\left(\frac{t(B(t) + |V|/|E|)}{|E|}\right)$.

Proof. We can write $\mathbb{E}\left[\bar{c}_{i,j}^2\right] = \mathbb{E}\left[c_{i,j}^2\right] - (\mathbb{E}\left[c_{i,j}\right])^2 \leq \mathbb{E}\left[c_{i,j}\right]^2$. We can then split $c_{i,j}$ over rounds to give:

$$\mathbb{E}\left[c_{i,j}^2\right] \leq \mathbb{E}\left[\left(\sum_{r=1}^t c_{i,j}(r)\right)^2\right] = \sum_{r=1}^t \mathbb{E}\left[c_{i,j}(r)^2\right] + 2 \sum_{r=1}^{t-1} \sum_{r'=r+1}^t \mathbb{E}\left[c_{i,j}(r)c_{i,j}(r')\right].$$

Since the walks are in the stable distribution, and hence located at $v_i$ in each round with probability $\frac{\deg(v_i)}{2|E|}$, we have the weighted collision $c_{i,j}(r) = \frac{1}{\deg(v_i)}$ with probability $\frac{\deg(v_i)^2}{(2|E|)^2}$. We thus have $\mathbb{E}\left[c_{i,j}(r)^2\right] = \sum_{i=1}^{|V|} \left(\frac{\deg(v_i)^2}{(2|E|)^2} \cdot \frac{1}{\deg(v_i)^2}\right)$. $\mathbb{E}\left[c_{i,j}(r)c_{i,j}(r')\right]$ can be computed similarly by summing over all pairs of vertices $\frac{1}{\deg(v)\deg(u)}$ times the probability that the agents collide at vertex $v$ in round $r$ and then again at vertex $u$ in round $r'$. Overall this gives:

$$\mathbb{E}\left[c_{i,j}^2\right] \leq t \sum_{i=1}^{|V|} \left(\frac{\deg(v_i)^2}{(2|E|)^2} \cdot \frac{1}{\deg(v_i)^2}\right) + 2 \sum_{r=1}^{t-1} \sum_{r'=r+1}^t \left(\sum_{i=1}^{|V|} \left(\frac{\deg(v_i)^2}{(2|E|)^2} \cdot \frac{1}{\deg(v_i)} \cdot \sum_{j=1}^{|V|} p(v_i, v_j, r-r')\right)\right)$$

where in the last step we write $r-r' = m$ and use the fact that $\beta(m) \overset{\text{def}}{=} \max_{v_i, v_j} p(v_i, v_j, m) \frac{1}{\deg(v_j)}$.

We have $\sum_{j=1}^{|V|} p(v_i, v_j, m) = 1$ and so can simplify the above as:

$$\mathbb{E}\left[c_{i,j}^2\right] \leq \frac{t|V|}{4|E|^2} + 2t \sum_{m=1}^{|V|} \left(\sum_{i=1}^{|V|} \left(\frac{\deg(v_i)^2}{(2|E|)^2} \cdot \beta(m) \sum_{j=1}^{|V|} p(v_i, v_j, m)\right)\right)$$

We have $\sum_{j=1}^{|V|} p(v_i, v_j, m) = 1$ and so can simplify the above as:

$$\mathbb{E}\left[c_{i,j}^2\right] \leq \frac{t|V|}{4|E|^2} + 2t \sum_{m=1}^{|V|} \beta(m) \sum_{i=1}^{|V|} \frac{\deg(v_i)^2}{(2|E|)^2} \cdot \beta(m)$$

We have $\sum_{j=1}^{|V|} p(v_i, v_j, m) = 1$ and so can simplify the above as:

$$\mathbb{E}\left[c_{i,j}^2\right] = \frac{t|V|}{4|E|^2} + 2t \sum_{m=1}^{|V|} \beta(m) \sum_{i=1}^{|V|} \frac{\deg(v_i)^2}{(2|E|)^2} \cdot \beta(m)$$

Lemma 4.6.4 (Total Collision Variance Bound). Let $\bar{C} = \frac{\deg}{n(n-1)t} \sum_j \bar{c}_j$.

$$\mathbb{E}\left[\bar{C}^2\right] = O\left(\frac{1}{n^2t} \cdot \frac{B(t)|E| + |V|}{|V|^2}\right).$$
Proof. \( \sum_{j=1}^{n} \bar{c}_j = \sum_{i,j \in [1,\ldots,n], i \neq j} \bar{c}_{i,j} \). We closely follow the variance calculation in [KLSC14]:

\[
\mathbb{E} \left[ \left( \sum_{i,j \in [1,\ldots,n], i \neq j} \bar{c}_{i,j} \right)^2 \right] = \sum_{i,j \in [1,\ldots,n], i \neq j} \left[ \sum_{i',j' \in [1,\ldots,n], i \neq j} \bar{c}_{i,j} \cdot \bar{c}_{i',j'} \right] = 2 \binom{n}{2} \mathbb{E}[\bar{c}_{i,j}^2] + 4! \left( \binom{n}{4} \right) \mathbb{E}[\bar{c}_{i,j}]^2 + 2 \cdot 3! \left( \binom{n}{3} \right) \mathbb{E}[\bar{c}_{i,j}\bar{c}_{i,k}].
\]

The first term corresponds to the cases when \( i = i' \) and \( j = j' \). The second corresponds to \( i \neq i' \) and \( j \neq j' \), in which case \( \bar{c}_{i,j} \) and \( \bar{c}_{i',j'} \) are independent and identically distributed. The \( 4! \left( \binom{n}{4} \right) \) multiplier is the number of ways to choose an ordered set of four distinct indices. The last term corresponds to all cases when either \( i = i' \) or \( j = j' \). There are \( 3! \left( \binom{n}{3} \right) \) ways to choose an ordered set of three distinct indices, multiplied by two to account for the repeated index being in either the first or second position. Using \( \mathbb{E}[\bar{c}_{i,j}] = 0 \) and the bound on \( \mathbb{E}[\bar{c}_{i,j}^2] \) from Lemma 4.6.3:

\[
\mathbb{E} \left[ \left( \sum_{i,j \in [1,\ldots,n], i \neq j} \bar{c}_{i,j} \right)^2 \right] = O \left( \frac{n^2 t(B(t) + |V|/|E|)}{|E|} \right) + 0 + 2 \cdot 3! \left( \binom{n}{3} \right) \mathbb{E}[\bar{c}_{i,j}\bar{c}_{i,k}].
\]

(4.10)

When \( j \neq k \), \( \bar{c}_{i,j} \) and \( \bar{c}_{i,k} \) are independent and identically distributed conditioned on the path that walk \( w_i \) traverses (this is similar to the independence used to prove Corollary 4.3.17). Let \( \Psi_i \) be the \( t \)-step path chosen by \( w_i \).

\[
\begin{align*}
\mathbb{E} \left[ \bar{c}_{i,j}\bar{c}_{i,k} \right] &= \sum_{\psi_i} \mathbb{P} \left[ \Psi_i = \psi_i \right] \cdot \mathbb{E} \left[ \bar{c}_{i,j} | \Psi_i = \psi_i \right] \cdot \mathbb{E} \left[ \bar{c}_{i,k} | \Psi_i = \psi_i \right] \\
&= \sum_{\psi_i} \mathbb{P} \left[ \Psi_i = \psi_i \right] \cdot \left( \mathbb{E} \left[ \bar{c}_{i,j} | \Psi_i = \psi_i \right] \right)^2 \\
&= \sum_{\psi_i} \mathbb{P} \left[ \Psi_i = \psi_i \right] \cdot \left( \mathbb{E} \left[ c_{i,j} | \Psi_i = \psi_i \right] - \mathbb{E} \left[ c_{i,j} \right] \right)^2.
\end{align*}
\]

(4.11)

\[
\mathbb{E} \left[ c_{i,j} | \Psi_i = \psi_i \right] = \sum_{r=1}^{t} \frac{\deg(\psi_i(r))}{2|E|} \cdot \frac{1}{\deg(\psi_i(r))} = \frac{1}{2|E|} = \mathbb{E} \left[ c_{i,j} \right].
\]

That is, the expected number of collisions is identical for every path of \( w_i \). Plugging into (4.11),

\[
\mathbb{E} \left[ \bar{c}_{i,j}\bar{c}_{i,k} \right] = 0.
\]
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So finally, plugging back into equation (4.10),

\[
E \left[ \left( \sum_{i,j \in [1, \ldots, n], i \neq j} \tilde{c}_{i,j} \right)^2 \right] = O \left( \frac{n^2 t(B(t) + |V|/|E|)}{|E|} \right)
\]

and thus:

\[
E \left[ \tilde{C}^2 \right] = O \left( \frac{n^2 t(B(t) + |V|/|E|)}{|E|} \cdot \left( \frac{\overline{\text{deg}}}{n(n-1)t} \right)^2 \right)
\]

\[
= O \left( \frac{1}{n^2 t} \cdot \frac{(B(t) + |V|/|E|) \cdot |E|}{|V|^2} \right)
\]

\[
= O \left( \frac{1}{n^2 t} \cdot \frac{B(t)|E| + |V|}{|V|^2} \right).
\]

With this variance bound in place, we can finally prove Theorem 4.6.1.

**Proof of Theorem 4.6.1.** Note that \( \tilde{C} = C - E[C] \) and by Lemma 4.6.2, \( E[C] = 1/|V| \).

By Chebyshev’s inequality Lemma 4.6.4 gives:

\[
\mathbb{P} \left[ |C - E[C]| \geq \epsilon E[C] \right] \leq \frac{1}{\epsilon^2 n^2 t} \cdot (B(t)|E| + |V|).
\]

Rearranging gives us that, in order to have \( C \in \left[ \frac{1 - \epsilon}{|V|}, \frac{1 + \epsilon}{|V|} \right] \) with probability \( \delta \), we must have:

\[
n^2 t = \Theta \left( \frac{E(t)|E| + |V|}{\epsilon^2 \delta} \right).
\]

Since \( \tilde{A} = 1/C \), if \( C \in \left[ \frac{1 - \epsilon}{|V|}, \frac{1 + \epsilon}{|V|} \right] \) then \( \tilde{A} \in \left[ \frac{|V|}{1 + \epsilon}, \frac{|V|}{1 - \epsilon} \right] \subseteq [(1 - 2\epsilon)|V|, (1 + 2\epsilon)|V|] \) as long as \( \epsilon < 1/2 \). This gives the theorem after adjusting constants on \( \epsilon \) and recalling that \( \overline{\text{deg}} = |E|/|V| \).

\( \Box \)

**Estimating The Average Degree**

We now show how to estimate the value of \( \overline{\text{deg}} \) used in Algorithm 3. Specifically, we need a \( (1 \pm \epsilon) \) approximation to \( \frac{1}{\overline{\text{deg}}} \). If we then substitute this into the formula \( \tilde{A} = \frac{\sum \epsilon_j}{\overline{\text{deg}} \cdot n(n-1)t} \), we still have a \( (1 \pm O(\epsilon)) \) approximation to the true network size. We use the algorithm and analysis of [KLSC14], which gives a simple approximation via inverse degree sampling.
Algorithm 4 Average Degree Estimation

input: \( n \) random starting locations \([w_1, ..., w_n]\) distributed independently according to the network’s stable distribution.

\[
\forall j, \text{ set } d_j := \frac{1}{\deg(w_j)} \\
\text{return } D := \frac{1}{n} \sum d_j
\]  

\[\triangleright \text{Sampling}\]

Theorem 4.6.5 (Average Degree Estimation). If \( n = \Theta \left( \frac{1}{\epsilon^2 \delta} \cdot \frac{\deg(v)}{\deg_{\min}} \right) \), Algorithm 4 returns \( D \) such that, with probability at least \( 1 - \delta \), \( D \in \left[ \frac{1 - \epsilon}{\deg}, \frac{1 + \epsilon}{\deg} \right] \).

Proof. Using that in the stable distribution a walk is at vertex \( v_i \) with probability \( \frac{\deg(v_i)}{2|E|} \) we have:

\[
\mathbb{E}[D] = \frac{1}{n} \sum_{j=1}^{n} \mathbb{E}[d_j] = \frac{1}{n} \cdot \sum_{i=1}^{|V|} \left( \frac{\deg(v_i)}{2|E|} \cdot \frac{1}{\deg(v_i)} \right) = \frac{|V|}{2|E|} = \frac{1}{\deg}.
\]

For each \( d_j \) let \( \bar{d}_j = d_j \mathbb{E}[d_j] \). We have \( \mathbb{E}[\bar{d}_j^2] = \mathbb{E}[d_j^2] - (\mathbb{E}[d_j])^2 \leq \mathbb{E}[d_j^2] \). We can explicitly compute this expectation as:

\[
\mathbb{E}[d_j^2] = \sum_{i=1}^{V} \frac{\deg(v_i)}{2|E|} \cdot \frac{1}{\deg(v_i)} = \frac{1}{2|E| \deg_{\min}} = \frac{1}{\deg_{\max}} \cdot \frac{1}{\deg}.
\]

Additionally, since each \( d_j \) is independent and identically distributed, and since \( \bar{D} = \frac{1}{n} \sum d_j \), letting \( \bar{D} = D - \mathbb{E}[D] \),

\[
\mathbb{E}[\bar{D}^2] = \frac{1}{n} \mathbb{E}[\bar{d}_j^2] \leq \frac{1}{n} \mathbb{E}[d_j^2] \leq \frac{1}{n \deg_{\min}} \cdot \frac{1}{\deg}
\]

Applying Chebyshev’s inequality and the fact that \( \mathbb{E}[D] = \frac{1}{\deg} \):

\[
P \left[ |D - \mathbb{E}[D]| \leq \frac{\epsilon}{\deg} \right] \leq \frac{\deg}{\epsilon^2 n \deg_{\min}}.
\]

Rearranging, to succeed with probability \( \geq 1 - \delta \) it suffices to set \( n = \Theta \left( \frac{1}{\epsilon^2 \delta} \cdot \frac{\deg}{\deg_{\min}} \right) \).

Handling Burn-In Error

Finally, we remove our assumption that walks start distributed exactly according to the network’s stable distribution, rigorously bounding the length of burn-in required
Let $D^* \in \mathbb{R}^{V \times n}$ be a vector representing the true stable distribution of $n$ random walks on $G$ and $D_t \in \mathbb{R}^{V \times n}$ be a vector representing the distribution of the walks after running for $t$ burn-in steps. Specifically, each walk $w_1, \ldots, w_n$ is initialized at a single seed vertex $v$. For $t$ rounds we then update the location of each walk independently by moving to a randomly chosen neighbor. Both vectors are probability distributions: they have all entries in $[0, 1]$ and $\|D^*\|_1 = \|D\|_1 = 1$.

Let $\Delta = D^* - D_t$ and assume that $\|\Delta\|_1 \leq \delta$. We can consider two equivalent algorithms: draw an initial set of locations $W = w_1, \ldots, w_n$ from $D^*$, run Algorithm 3, and then artificially fail with probability $\max\{0, \Delta(W)\}$. Alternatively, draw $W = w_1, \ldots, w_n$ from $D_t$, run Algorithm 3, and then artificially fail with probability $\max\{0, -\Delta(W)\}$. These algorithms are clearly equivalent. The first obtains a good estimator with probability $1 - 2\delta$: probability $\delta$ that Algorithm 3 fails when initialized via the stable distribution $D^*$ by Theorem 4.6.1 plus an artificial failure probability of $\leq \|\Delta\|_1 \leq \delta$. The second then clearly also fails with probability $2\delta$. This can only be higher than if we did not perform the artificial failure after running Algorithm 3. Therefore, running Algorithm 3 with a set of random walks initially distributed according to $D_t$ yields success probability $\geq 1 - 2\delta$.

How long must the burn-in period be to ensure $\|D^* - D_t\|_1 \leq \delta$? Let $W$ be the random walk matrix of $G$. Let $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_A$ be the eigenvalues of $W$ and $\lambda = \max\{|\lambda_2|, |\lambda|_{1|V|}\}$. Let $C_t \in \mathbb{R}^{V\times n}$ denote the location distribution for a single random walk after burn-in and $C^* \in \mathbb{R}^{V\times n}$ denote the stable distribution of a single random walk. If we have, for all $i$, $|C_t(v_i) - C^*(v_i)| \leq \delta / n \cdot C^*(v_i)$ then for any $W$:

$$|D_t(W) - D^*(W)| = \left| \prod_{i=1}^{n} C_t(w_i) - \prod_{i=1}^{n} C^*(w_i) \right|$$

$$\leq \prod_{i=1}^{n} (C^*(w_i) + \delta / n \cdot C^*(w_i)) - \prod_{i=1}^{n} C^*(w_i)$$

$$< D^*(W) \sum_{i=1}^{n} \binom{n}{i} (\delta / n)^i \leq D^*(W) \sum_{i=1}^{n} \delta^i \leq 2\delta \cdot D^*(W),$$

as long as $\delta < 1/2$. This multiplicative bound gives $\|D^* - D_t\|_1 \leq 2\delta$. By standard mixing time bounds ([Lov93], Theorem 5.1), $|C_t(v_i) - C^*(v_i)| \leq \frac{\delta}{n|E|} \cdot C^*(v_i)$ for all $i$ after $M = O \left(\frac{\log(n|E|/\delta)}{1 - \lambda}\right) = O \left(\frac{\log(|E|/\delta)}{1 - \lambda}\right)$ burn-in steps (since $n < |E|$ or else we could have scanned the full graph.)
Overall Runtime and Comparison to Previous Work

Let $M = O \left( \frac{\log(|E|/\delta)}{1-\lambda} \right)$ denote the burn-in time required before running Algorithm 3. In order to obtain a $(1 \pm \epsilon)$ estimate of network size with probability $1 - \delta$ we must run $n$ random walks for $M + t$ steps, making $n(M + t)$ link queries, where by Theorems 4.6.1 and 4.6.5:

$$n = \Theta \left( \max \left\{ \frac{\bar{\deg}}{\deg_{\min} \epsilon^2 \delta}, \sqrt{|V| \cdot (B(t)\bar{\deg} + 1)} \right\} \right). \quad (4.12)$$

Typically, the second term dominates since $\bar{\deg} <= |V|$. Hence, by increasing $t$, we are able to use fewer random walks, significantly decreasing the number of link queries if $M$ is large.

[KLSC14] uses a different approach, halting random walks and counting collisions immediately after burn-in. For reasonable node degrees they require $n = \Theta \left( \frac{|V| \cdot \deg}{\epsilon^2 \delta \sqrt{\sum \deg(v_i)^2}} \right)$. Assuming that $\sqrt{\sum \deg(v_i)^2} < n$, and setting $t = 1$, this is somewhat smaller than our bound as $\sum \deg(v_i)^2 \geq |V| \cdot \bar{\deg}$. However, (4.12) gives an important tradeoff – by increasing $t$ we can increase the number of steps in our random walks, decreasing the total number of walks.

As an illustrative example, consider a $k$-dimensional torus graph for $k \geq 3$ (for $k = 2$ mixing time is $\Theta(|V|)$ so we might as well census the full graph). The burn-in mixing time required for Algorithm 3 is $M = \Theta(\log(|V|/\delta)|V|^{2/k})$. All nodes have degree $2k$, and using the bounds above, to obtain a $(1 \pm \epsilon)$ estimate of $|V|$, the algorithm of [KLSC14] requires

$$M \cdot n = \Theta \left( \frac{\log(|V|/\delta)}{\epsilon \sqrt{d}} \cdot |V|^{2/k + 1/2} \right)$$

link queries. In contrast, assuming $|V|$ is large, we require $n = \Theta \left( \sqrt{\frac{|V|}{\epsilon \cdot \epsilon^2 \delta}} \right)$ since by Lemma 4.4.4, $B(t) = O(1/k)$ and $\bar{\deg} = \deg_{\min} = k$. If we set $t = \Theta(M)$, the total number of link queries needed is

$$n(M + t) = O \left( \frac{\sqrt{\log(|V|/\delta)}}{\epsilon \sqrt{d}} \cdot |V|^{(k+1)/2k} \right).$$

This beats [KLSC14] by improving dependence on $|V|$ and the logarithmic burn-in term. Ignoring error dependencies, if $k = 3$, [KLSC14] requires $\Theta(n^{7/6})$ queries which
is more expensive than fully censusing the graph. We require \( O(n^{2/3}) \) queries, which is sublinear in the graph size.

We leave open comparing our bounds with those of [KLSC14] on more natural classes of graphs. It would be interesting to determine typical values of \( B(t) \) in real work networks or popular graph models, such as preferential attachment models and others with power-law degree distributions.

### 4.6.2 Distributed Density Estimation by Robot Swarms

Algorithm 1 can be directly applied as a simple and robust density estimation algorithm for robot swarms moving on a two-dimensional plane modeled as a grid. Additionally, the algorithm can be used to estimate the frequency of certain properties within the swarm. Let \( d \) be the overall population density and \( d_P \) be the density of agents with some property \( P \). Let \( f_P = d_P/d \) be the relative frequency of \( P \).

Assuming that agents with property \( P \) are distributed uniformly in population and that agents can detect this property (through direct communication or some other signal), then they can separately track encounters with these agents. They can compute an estimate \( \tilde{d} \) of \( d \) and \( \tilde{d}_P \) of \( d_P \). By Theorem 4.3.1, after running for

\[
t = \Theta\left(\frac{\log(1/\delta)\log\log(1/\delta) + \log(1/\epsilon)}{d_P \epsilon^2}\right)
\]

steps, with probability \( 1 - 2\delta \),

\[
\tilde{d}_P / \tilde{d} \in \left[\left(\frac{1 - \epsilon}{1 + \epsilon}\right) f_P, \left(\frac{1 + \epsilon}{1 - \epsilon}\right) f_P\right] = [(1 - O(\epsilon)) f_P, (1 + O(\epsilon)) f_P]
\]

for small \( \epsilon \).

In an ant colony, properties may include whether or not an ant has recently completed a successful foraging trip [Gor99], or if an ant is a nestmate or enemy [Ada90]. In a robotics setting, properties may include whether a robot is part of a certain task group, whether it has completed a certain task, or whether it has detected a certain event or environmental property.

### 4.7 Discussion and Future Work

We have presented a theoretical analysis of random-walk-based density estimation by agents on a two-dimensional torus graph. We have also presented applications of our techniques to density estimation on other regular graph topologies and to the problems of social network size estimation and density estimation on robot swarms. Our work leaves open a number of open questions which we discuss below.
4.7.1 Extensions to Our Model

We feel that our simple model of density estimation on the two-dimensional torus (Section 4.2) well reflects the behavior of ants estimating density via collision rates while moving around a two-dimensional surface. However, extending our results to more realistic models would be a very interesting direction.

We believe that it is important to consider a model in which agents are not positioned uniformly at random on the torus. Without the uniform placement assumption, solving the global density estimation problem that we have defined may become difficult. If most agents are placed in a very small portion of the torus, any other agent initially located far away from these agents must traverse a large portion of the torus to find them with good probability, and hence, to estimate the global population density accurately.

There are several ways to overcome this difficulty. First, given some distribution of the agents over the torus, it may be possible to give bounds parameterized by the distance from this distribution to the uniform distribution. If the distribution is close to uniform, random-walk-based estimation should do a good job estimating density. If it is very far from uniform (e.g., in the example above, where many agents are concentrated in a small area), global density estimation will become more difficult.

Alternatively, as discussed in Section 4.2.2, it would be very interesting to formally define a local density estimation problem, which takes an agent’s initial location into account when defining the density which they aim to estimate. In such a problem, agents located in more densely populated areas of the torus will return higher local density estimates.

Another interesting direction is to modify our assumption that agents move via random walk, considering more complex models based on empirical studies of ant movement [GPT93, NTD05, BFKN18]. It may be interesting to study a model in which agents sense and sometimes avoid collisions, or in which they move away from previously encountered ants. It may also be interesting to consider random-walk-based models, but with asynchronous movement, or continuous movement along a surface. Empirically, while there is some work directly testing the assumption of random movement by considering re-collision rates [BFKN18], providing further evidence of how closely our model predicts re-collision probabilities and, in turn, density estimation accuracy, would be very interesting.

Finally, it would be valuable to explore the robustness of random-walk-based density estimation to noise and other perturbations. One possibility is to model noisy collision detection, in which each collision is only detected with some probability, or
in which spurious collisions may occasionally be detected. We may also model noise in ant behavior. For example, each agent may not move via pure random walk, but via some perturbed behavior which assigns nonuniform probabilities to the steps \{(0, 1), (0, -1), (1, 0), (-1, 0), (0, 0)\}.

4.7.2 Biological Applications

As discussed in Section 4.1, density estimation is used as a subroutine in many ant behaviors such as quorum sensing [Pra05] in house-hunting, task allocation [Gor99, SHG06], and appraisal of enemy colony strength [Ada90]. Modeling these behaviors theoretically, and studying how our approximate density estimation results can be composed with higher level algorithms is a very interesting direction.

In our own work, we have considered the use of density estimation in the house-hunting process in *Temnothorax* ants [Rvadl17, RML17], demonstrating that approximate density estimation, where the density estimate is correct in expectation and within a \((1 \pm \epsilon)\) factor of the true density with high probability, suffices for efficient decision making in the house-hunting process. It would be interesting, for example, to prove similar results for task-allocation, where density estimation may be used to approximate the number of workers currently performing a given task.

Density estimation behavior may also be used in other species. For example, there is evidence that higher work density stimulates certain reproductive behaviors in honeybee colonies [SKP17]. Studying theoretically how bees estimate and respond to increased density, and how this behavior compares to ant colony behavior would be valuable.

Finally, we note that the accuracy bound of Theorem 4.3.1 depends inversely on the density \(d\), and so becomes large when \(d\) is small. In many of the above biological applications, such as in quorum sensing for decision making in ant colonies, agents only need to detect when \(d\) is above some fixed threshold. In this case, better bounds, where \(t\) depends not on the true density, but just on this detection threshold, may be possible. Additionally, it may be interesting to understand how multiple agents with different density estimates can cooperate to learn if a density threshold has been reached, with more accuracy than if just a single agent were attempting to detect such a threshold.
4.7.3 Algorithmic Applications

We conclude by discussing algorithmic applications of our analysis techniques, extending the results presented in Section 4.6.

Random-Walk-Based Sensor Network Sampling

We believe our moment bounds for a single random walk (Corollaries 4.3.15 and 4.3.16) can be applied to random-walk-based distributed algorithms for sensor network sampling. Random-walk-based sensor network sampling [LB07, AB04] is a technique in which a query message (a ‘token’) is initially sent by a base station to some sensor. The token is relayed randomly between sensors, which are connected via a grid communication network, and its value is updated appropriately at each step to give an answer to the query. This scheme is robust and efficient - it easily adapts to node failures and does not require setting up or storing spanning tree communication structures.

Random-walk-based sampling could be used, for example, to estimate the percentage of sensors that have recorded a specific condition, or the average value of some measurement at each sensor. However, as in density estimation, unless an effort is made to record which sensors have been previously visited, additional error may be added due to repeat visits. Recording previous visits introduces computational burden – either the token message size must increase or nodes themselves must remember which tokens they have seen. We are hopeful that our moment bounds can be used to show that this is unnecessary – due to strong local mixing, the number of repeat sensor visits will be low, and the performance reduction limited.

We remark that estimating the percentage of sensors in a network or the density of robots in a swarm with a property that is uniformly distributed is a special case of a more general data aggregation problem: each agent or sensor holds a value $v_i$ drawn independently from some distribution $D$. The goal is to estimate some statistic of $D$, such as its expectation. In the case of density estimation, $v_i$ is simply an indicator random variable which is 1 with probability $d$ and 0 otherwise. Extending our results to more general data aggregation problems and showing that random walk sampling matches independent sampling in some cases is an interesting future direction.

Size Estimation of Realistic Networks

We leave open studying the effectiveness of the algorithm for social network size estimation presented in Section 4.6.1 in real world networks, or on popular random
graph models for social networks [NWS02]. It may also be interesting to give bounds for the algorithm in general graphs, parameterized by the global mixing time, rather than the $m$-step recollision probability $\beta(m)$. While such bounds may give a coarser characterization of the algorithm’s performance, they could be used to compare against worst case bounds for related random-walk-based network size estimation approaches parameterized by the mixing time [BHop18].

**Beyond Encounter Rate**

In social network size estimation, robot swarm density estimation, and sensor network sampling, it is possible to leverage more information than just the random walk encounter rate. For example, a size estimation algorithm can store each agent’s full $t$-step path, and count the number of intersections between these paths. A robot swarm algorithm may assign ids to each agent and use them to identify repeat collisions. It would be valuable to understand if these strategies can be used to improve our bounds, or if they do not give significant advantages.

**Other Potential Applications**

Finally, there are many potential applications of random-walk-based density estimation and sampling that we have not yet considered. For example, density estimation may be employed as a subroutine in swarm robot coverage and exploration routines, which aim to explore an unknown environment, or survey a known environment, as quickly as possible [BMF+00, BS02]. It may be interesting to use density estimation to detect regions with high robot density, and to then spread out this density to more efficiently distribute exploration. Similar techniques may be interesting in robot formation problems in which the goal is the spread a swarm of robots or sensors regularly across a surface (or according to some specified distribution) using a distributed algorithm [GCD+03, CMKB04, GLMN09].
Chapter 5

Computation in Spiking Neural Networks

In this chapter, we study biological neural networks from an algorithmic perspective, focusing on understanding tradeoffs between computation time and network complexity. We use a biologically plausible yet simplified neural computational model. Our goal is to abstract real neural networks in a way that, while not capturing all interesting features, preserves high-level behavior and allows us to make biologically relevant conclusions. Towards this goal, we consider the implementation of algorithmic primitives in a simple yet biologically plausible model of stochastic spiking neural networks.

We show how the stochastic behavior of neurons in this model can be leveraged to solve a basic symmetry-breaking task in which we are given neurons with identical firing rates and want to select a distinguished one. In computational neuroscience, this is known as the winner-take-all (WTA) problem, and it is believed to serve as a basic building block in many tasks, e.g., learning, pattern recognition, and clustering. We provide efficient constructions of WTA circuits in our stochastic spiking neural network model, as well as lower bounds in terms of the number of auxiliary neurons required to drive convergence to WTA in a given number of steps. These lower bounds demonstrate that our constructions are near-optimal in some cases.

This chapter covers work originally published in [LMP17a]. In related work, [LMP17b, LMP17c] we study simple compression and similarity testing tasks in the same model of neural computation.
5.1 Background and Introduction to Results

Neural networks are studied in a number of academic communities from a wide range of perspectives. Significant work in computational neuroscience focuses on developing somewhat realistic mathematical models for these networks and generally studying their capacity to process information [Izh04, Tra09]. On the more theoretical side, a variety of artificial network models such as perceptron and sigmoidal networks, Hopfield networks, and Boltzmann machines have been developed. These models are tractable to theoretical analysis and studied in the context of their computational power, and applications to general function approximation, classification, and memory storage [HSW89, MSS91, SS95, Maa97]. In practical machine learning, biological fidelity and often theoretical tractability are put aside, and researchers study how neural-like networks and learning rules can be used to efficiently represent and learn complex concepts [Hay09, LBH15].

In contrast to the common approach in computational neuroscience and machine learning, in our work we focus not on general computation ability or broad learning tasks, but on specific algorithmic implementation and analysis. We define a model of neural computation along with algorithmic problems that seem to be an important building blocks for higher level processing and learning tasks. We then design neural networks in our model that solve these problems, rigorously analyzing the complexity of our solutions in terms of asymptotic runtime and network size bounds. We hope that this new paradigm will provide new insights about computational tradeoffs, the power of randomness, and the role of noise in biological systems.

While focusing on somewhat different questions, our line of work is inspired by (1) work on the computational power of spiking neural networks, most notably by Maass et al. [Maa97, Maa99, Maa00] and (2) the work of Les Valiant [Val00a, Val00b, Val05], who defined the neuroidal model of computation and investigated implementations of basic learning modules within this model.

5.1.1 Spiking Neural Networks

We consider a model of spiking neural networks (SNNs) [Maa96, Maa97, GK02, Izh04, HJM13], defined formally in Section 5.2, in which neurons fire in discrete pulses, in response to a sufficiently high membrane potential. This potential is induced by spikes from neighboring neurons, which can have either an excitatory or inhibitory effect (increasing or decreasing the potential). Our model is stochastic – each neuron functions as a probabilistic threshold unit, spiking with probability given by apply-
ing a sigmoid function to the membrane potential. In this respect, our networks are similar to the popular Boltzmann machine [AHS85], with the important distinction that synaptic weights are not required to be symmetric and, as observed in nature, neurons are either strictly inhibitory (all outgoing edge weights are negative) or excitatory. Additionally, in this thesis, we focus on networks with fixed edge weights. The literature on Boltzmann machines tends to focus on learning, in which edge weights are adjusted iteratively until the network converges to some desired distribution on firing patterns. While a rich literature focuses on deterministic threshold circuits [MP69, HT+*86] we employ a stochastic model as it is widely accepted that neural computation is inherently stochastic [AS94, SN94, FSW08], and that while this can lead to a number of challenges, it also affords significant computational advantages [Maa14].

5.1.2 The Winner-Take-All Problem

In this chapter, we focus on the Winner-Take-All (WTA) problem, which is one of the most studied problems in computational neuroscience. A WTA network has $n$ input neurons, $n$ corresponding outputs, and a set of auxiliary neurons that facilitate computation. The goal is to pick a ‘winning’ input – that is, the network should produce a single firing output which corresponds to a firing input. Often the winning input is the one with the highest firing rate, in which case WTA serves as a neural max function. We focus on the case when all inputs have the same or similar firing rates, in which case WTA serves as a leader election unit. A formal definition of the WTA problem is given in Section 5.2.6.

WTA is widely applicable, including in circuits that implement visual attention via WTA competition between groups of neurons that process different input classes [KU87, LIKB99, IK01]. It is also the foundation of competitive learning [Now89, KK94, GL09], in which classifiers compete to respond to specific input types. More broadly, WTA is known to be a powerful computational primitive [Maa99, Maa00] – a network equipped with WTA units can perform some tasks significantly more efficiently than with just linear threshold neurons (McCulloch-Pitts neurons or perceptrons).

Due to its importance, there has been significant work on WTA, including in biologically plausible spiking networks [LRMMS88, YG89, Tho90, CGL92, WS03, OL06, ODL09, ASNN+15]. This work is extremely diverse – while mathematical analysis is typically given, different papers show different guarantees and apply varying levels of
rigor. To the best of our knowledge, prior to our work, no asymptotic time bounds (e.g., as a function of the number of inputs $n$) for solving WTA in spiking neural networks have been established. Additionally, previous analysis often requires a specific initial network state to show convergence and does not show that the network is self-stabilizing and converges from an arbitrary starting state, as is necessary in a biological system.

5.1.3 Our Contributions

We explore the tradeoff between the number of auxiliary neurons used in a WTA network (i.e., the complexity of the network) and the time required to select a winning output (to converge to a WTA state).

Network Constructions and Runtime Bounds

One the upper bound side, in Section 5.3 we describe, for any input size $n$ and failure probability $\delta > 0$, a family of networks using just two auxiliary inhibitory neurons which solve the WTA problem in $O(\log n)$ steps in expectation, and with probability $\geq 1 - \delta$ in $O(\log n \cdot \log(1/\delta))$ steps (see Theorems 5.3.2 and 5.3.3).

Our two-inhibitor construction is based on a simple random competition idea. Outputs that fire in response to stimulation from their firing inputs excite two inhibitors, which, in turn, inhibit all the outputs. When more than one output fires, both inhibitors are excited. This leads to high levels of inhibition, causing firing outputs to stop firing and 'drop out' of the WTA competition. When exactly one output fires, just one of the inhibitors, known as the stability inhibitor, is excited. This inhibitor is responsible for maintaining a WTA steady-state: once a single output fires at a time step it becomes the winner of the network. It has a positive feedback self-loop that allows it to keep firing at subsequent times, while all other outputs do not fire due to inhibition from the stability inhibitor.

The basic network construction described above employs biologically plausible structures. In particular, convergence is driven using reciprocal excitatory-inhibitory connections, and stability is maintained via excitatory self-loops. Both these structures are used in many biological models of WTA computation [YG89, CGL92, RB15]. It is widely believed that inhibition is crucial for solving WTA — outputs compete for activation via lateral inhibition or recurrent inhibition [CGL92, RB15]. In our

\footnote{Aside from immediate bounds for deterministic circuits using many ($\Omega(n)$) auxiliary neurons [LRMM88, Maa00].}
network, this inhibition is achieved through the two auxiliary inhibitors. Previous work has conjectured that widespread use of simple WTA implementations in the brain may explain how complex computation is possible even when inhibition is relatively limited and localized [Maa00]. Our work shows that WTA can be achieved and maintained efficiently using very few inhibitors and with a very simple connectivity structure.

We also demonstrate that, with a larger number of auxiliary neurons, it is possible to obtain faster convergence. In particular, in Section 5.5, we describe, for any input size $n$ and failure probability $\delta > 0$, a family of networks using $O(\log n)$ auxiliary inhibitory neurons which solve the WTA problem in $O(1)$ steps in expectation, and with probability $\geq 1 - \delta$ in $O(\log(1/\delta))$ steps (see Theorems 5.5.2 and 5.5.3). At a high level, more auxiliary inhibitors allow for more fine-tuned levels of inhibition which drive faster convergence. In Section 5.5.7 we sketch two constructions that allow for more general runtime-inhibitor tradeoffs, interpolating between our two-inhibitor and $O(\log n)$-inhibitor constructions.

Lower Bounds

Aside from the above network constructions and runtime analysis, we also prove lower bounds, showing that these constructions are optimal or near optimal. In Section 5.4 we prove that no network can solve WTA (in a reasonable parameter regime) using just a single auxiliary neuron (see Theorem 5.4.3). Roughly, it is not possible for a single neuron to both drive fast convergence and maintain stability of a valid WTA configuration once one has been reached. The dual role that inhibition plays in two-inhibitor construction of driving convergence and maintaining stability requires at least two inhibitors.

We also show that, considering a slightly restricted class of networks, our two-inhibitor construction is near-optimal. No network with just two-auxiliary neurons can solve WTA with constant probability in $o\left(\frac{\log n}{\log \log n}\right)$ steps (see Theorem 5.4.14). This matches the runtime of our network up to a $O(\log \log n)$ factor.

5.1.4 Road Map

In Section 5.2 we describe our spiking neural network model and specify the WTA problem. In Section 5.3 we describe and analyze the convergence of our simple family of two-inhibitor WTA networks. In Section 5.4 we prove lower bounds that show the near optimality of our two-inhibitor construction. In Section 5.5 we show how
to obtain faster convergence using a network construction with $O(\log n)$ auxiliary inhibitors. This construction also requires generalizing our model to allow for a history period, over which the firing of a neuron’s neighbors can affect its membrane potential. Finally, in Section 5.6 we conclude by discussing open questions arising from our work and possible directions for future work.

5.2 Spiking Neural Network Model

In this section we describe our basic neural network model, which consists of a set of neurons connected by weighted synaptic connections. Each neuron fires (spikes) stochastically at each time step, with probability dependent on the firing of its neighbors in the previous time step. These neighbors may have either an excitatory (inducing more firing) or inhibitory (suppressing firing) effect. In Section 5.5 we describe a variation on this model in which the probability that a neuron spikes depends not just on the spiking of its neighbors in the previous time step, but on the spikes during some history period preceding the current time.

5.2.1 Network Structure

We first describe the basic network structure and parameters. A Spiking Neural Network (SNN) $\mathcal{N} = (N, w, b, f)$ consists of:

- $N$, a set of neurons, partitioned into a set of input neurons $X$, a set of output neurons $Y$, and a set of auxiliary neurons $A$. $N$ is also partitioned into a set of excitatory and inhibitory neurons $E$ and $I$. All input and output neurons are excitatory. That is, $X \cup Y \subseteq E$.

- $w : N \times N \rightarrow \mathbb{R}$, a weight function describing the weighted synaptic connections between the neurons in the network. $w$ is restricted in a few notable ways:
  - $w(u, x) = 0$ for all $u \in N$, $x \in X$.
  - Each excitatory neuron $v \in E$ has $w(v, u) \geq 0$ for every $u$. Each inhibitory neuron $v \in I$ has $w(v, u) \leq 0$ for every $u$.

- $b : N \rightarrow \mathbb{R}$, a bias function, assigning an activation bias to each neuron.

- $f : \mathbb{R} \rightarrow [0, 1]$, a spike probability function, satisfying a few restrictions:
  - $f$ is continuous and monotonically increasing.
  - $\lim_{x \rightarrow \infty} f(x) = 1$ and $\lim_{x \rightarrow -\infty} f(x) = 0$. 
Remarks on Network Structure

Before describing the dynamics of our neural network, we give a few remarks on, and explanations of, the above parameters determining the network structure.

**Weight Function** ($w$): The weight function $w$ describes the strength of the synaptic connections between neurons in $N$. The restriction that $w(u, x) = 0$ for every input neuron $x \in X$ is motivated by the desire for networks to be composable. The input neurons in $X$ may be output neurons of another network, and so incoming connections are avoided to simplify definitions and analysis when networks are composed in higher level modular designs.

The restriction that each neuron $v$ is either inhibitory or excitatory is motivated by the observation, known as *Dale’s principle*, that neurons typically employ the same neurotransmitter at each outgoing synapse, regardless of its target [Osb13]. Thus, all outgoing connections are either inhibitory or excitatory, depending on the transmitter used. For example, inhibitory connections predominantly stem from inhibitory GABAergic neurons, which employ the neurotransmitter gamma-Aminobutyric acid (GABA) [WMK+02, RFLHL11].

We often view the weight function as defining the edge weights of a directed graph, whose edges are the synaptic connections. Formally we can define:

**Definition 5.2.1** (Synaptic Connection Graph). Given spiking neural network $\mathcal{N} = (N, w, b, f)$, let $G(\mathcal{N})$ be the weighted directed graph with vertex set $N$ and a directed edge $(u, v)$ with weight $w(u, v)$ for all $u, v$ with $w(u, v) \neq 0$.

Note that the weight function $w(u, v)$ need not be symmetric, and typically will not be. Additionally, we allow $u \in N$ with $w(u, u) \neq 0$. That is, $G(\mathcal{N})$ may have self-loops.

**Bias Function** ($b$): The bias function, along with the spike probability function, determines how large a neuron’s membrane potential must be for the neuron to spike with good probability. The larger the bias, the more excited the neuron must be before it fires. We will see in Section 5.2.2 exactly how the bias affects the spiking probability.

**Spike Probability Function** ($f$): Common choices for the spike probability function $f$ are symmetric functions with $f(0) = \frac{1}{2}$. For example, we will typically set $f$ to the sigmoid function $f(x) = \frac{1}{1+e^{-\frac{x}{\lambda}}}$ for some *temperature parameter* $\lambda > 0$. 
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5.2.2 Network Dynamics

We now describe in detail the dynamics of our neural network model.

A configuration $C : N \to \{0, 1\}$ of an SNN $\mathcal{N} = (N, w, b, f)$ is a mapping from each neuron in the network to a firing state. $C(u) = 1$ indicates that $u$ fires (i.e., generates a spike). $C(u) = 0$ indicates that it does not fire. We similarly define an input configuration $C_X : X \to \{0, 1\}$ to be a mapping from each input neuron to a firing state and an output configuration $C_Y : Y \to \{0, 1\}$ to be a mapping from each output neuron to a firing state. For any configuration $C$ and set of neurons $M \subseteq N$, we let $C(M)$ be the restriction of $C$ to the domain $M$.

An SNN evolves in a sequence of discrete, synchronous times, which we label with integers $t = 0, 1, \ldots$. We denote the configuration at time $t$ by $N^t$. Similarly, we denote the input and output configurations at time $t$ by $X^t \overset{\text{def}}{=} N^t(X)$ and $Y^t \overset{\text{def}}{=} N^t(Y)$ respectively.

Formally, an execution is a finite or infinite sequence of configurations. The length of a finite execution $N^0N^1\ldots N^t$ is defined to be $t + 1$. The length of an infinite execution $N^0N^1\ldots$ is defined to be $\infty$. We analogously define an input execution and an output execution as a sequence of input configurations $X^0X^1\ldots$ and output configurations $Y^0Y^1\ldots$ respectively.

For each neuron $u \in N$, we use the notation $u^t \overset{\text{def}}{=} N^t(u)$ to denote the firing state of neuron $u$ in the configuration $N^t$. More generally, for any ordered set of neurons $M = \{m_1, \ldots, m_n\}$ we let $M^t \in \{0, 1\}^n$ denote the binary vector with $m_j^t$ as its $j^{th}$ entry. For any configuration $C$, we let $\|C\|_1 = |\{u \in N : C(u) = 1\}|$ denote the number of firing neurons in $C$.

We will typically use $\alpha$ to denote an execution, and $\alpha_X$, $\alpha_Y$ to denote an input or output execution respectively. We will use a superscript to denote the length of a finite execution. For any execution $\alpha$ let output($\alpha$) be the output execution of the same length obtained by restricting each configuration in $\alpha$ to the output neurons $Y$.

The behavior of an SNN is determined as follows:

- **Input Neurons**: For each problem we consider, we will specify how the infinite input execution $X^0X^1\ldots$ is determined. In this work, we will typically fix the input so that for each $u \in X$, $u^t$ is constant for all $t \geq 0$. However, we may also specify a distribution from which $X^0X^1\ldots$ is drawn. For example, this sequence may be generated by setting $u^t = 1$ with some probability $p_u$ and $u^t = 0$ with probability $1 - p_u$, independently at random for each $u \in X$ and each time $t$.

- **Initial Firing States**: For each non-input $u \in N \setminus X$, the firing state $u^0$ is
arbitrary. In this work, we typically show convergence results that hold for all possible settings of these initial states, giving our networks a self-stabilizing property, since they will converge from any arbitrary perturbation of the state (see e.g., Theorem 5.2.8).

- **Firing Dynamics**: For each non-input neuron $u \in N \setminus X$ and every time $t \geq 1$, let $\text{pot}(u, t)$ denote the membrane potential at time $t$ and $p(u, t)$ denote the corresponding firing probability. These values are calculated as:

$$
\text{pot}(u, t) = \left( \sum_{v \in N} w(v, u) \cdot v^{t-1} \right) - b(u) \quad \text{and} \quad p(u, t) = f(\text{pot}(u, t)) \tag{5.1}
$$

where $f$ is the spike probability function. At time $t$, each non-input neuron $u$ fires independently with probability $p(u, t)$.

Any SSN $\mathcal{N} = (N, w, b, f)$, initial configuration $N^0$, and infinite input execution $\alpha_X$ define a probability distribution over infinite executions, $\mathcal{D}(\mathcal{N}, N^0, \alpha_X)$. This distribution is the natural distribution that follows from applying the stochastic firing dynamics of (5.1). Formally, for any finite execution $\alpha$, we define the cone of executions extending $\alpha$, $A(\alpha)$, to be the set of all infinite executions that start with $\alpha$. $\mathcal{D}(\mathcal{N}, N^0, \alpha_X) : \mathcal{F} \rightarrow [0, 1]$ is a probability measure where the $\sigma$-algebra $\mathcal{F}$ consists of all such cones, closed under complement, countable unions, and countable intersections.

Given $\mathcal{D}(\mathcal{N}, N^0, \alpha_X)$ we can also define a distribution $\mathcal{D}_Y(\mathcal{N}, N^0, \alpha_X)$ on infinite output executions. Given any finite output execution $\alpha_Y$, we define the cone $A(\alpha_Y)$ to be the set of all infinite output executions extending $\alpha_Y$. We define the $\sigma$-algebra $\mathcal{F}_Y$ to be the set of all such cones, closed under complement, countable union, and countable intersection. Finally, for $F_Y \in \mathcal{F}_Y$, we define $\mathcal{D}_Y(\mathcal{N}, N^0, \alpha_X) : \mathcal{F}_Y \rightarrow [0, 1]$ by:

$$
\mathcal{D}_Y(\mathcal{N}, N^0, \alpha_X)[F_Y] = \mathcal{D}(\mathcal{N}, N^0, \alpha_X)[\{\alpha : \text{output}(\alpha) \in F_Y\}].
$$

### 5.2.3 Problems and Solving Problems

A problem $P$ is a mapping from an infinite input execution $\alpha_X$ to a set of output distributions. A network $\mathcal{N}$ is said to solve problem $P$ on input $\alpha_X$ if, for any initial configuration $N^0$, the output distribution $\mathcal{D}_Y(\mathcal{N}, N^0, \alpha_X)$ is an element of $P(\alpha_X)$. A network $\mathcal{N}$ is said to solve problem $P$ if it solves $P$ on every infinite input execution $\alpha_X$. For an example of such a problem definition see Section 5.2.6, where we formally
define the winner-take-all problem.

5.2.4 Basic Results and Properties of the Model

In this section we prove some basic properties of the spiking neural network model described in the preceding sections. The first property is a simple Markov independence claim: conditioned on the configuration at time \( t - 1 \), a network’s execution from time \( t \) on is independent of all times before \( t - 1 \). Formally:

**Lemma 5.2.2** (Markov Property). Let \( \mathcal{N} = (\mathcal{N}, w, b, f) \) be an SNN. For any time \( t \geq 1 \), and finite execution \( C^0...C^{t-1} \) of \( \mathcal{N} \), and any configuration \( C \) of \( \mathcal{N} \):

\[
\mathbb{P}[N^t = C|N^{t-1}N^{t-2}...N^0 = C^{t-1}C^{t-2}...C^0] = \mathbb{P}[N^t = C|N^{t-1} = C^{t-1}].
\]

**Proof.** The potential of every \( u \in \mathcal{N} \) at time \( t \) as computed in (5.1) is determined by \( N^{t-1} \). Thus, the spike probability \( p(u, t) = f(\text{pot}(u, t)) \) is fully determined by \( N^{t-1} \).

So, conditioned on \( N^{t-1} = C^{t-1} \), \( p(u, t) \) is a deterministic function of \( C^{t-1} \). We can compute:

\[
\mathbb{P}[N^t = C|N^{t-1} = C^{t-1}] = \prod_{u \in \mathcal{N}} [C(u) \cdot p(u, t) + (1 - C(u)) \cdot (1 - p(u, t))].
\]

So \( \mathbb{P}[N^t = C|N^{t-1} = C^{t-1}] \) is a deterministic function of \( C \) and all the \( p(u, t) \) collectively and thus of \( C \) and \( C^{t-1} \). So for any \( C^0...C^{t-2} \),

\[
\mathbb{P}[N^t = C|N^{t-1} = C^{t-1}] = \mathbb{P}[N^t = C|N^{t-1}N^{t-2}...N^0 = C^{t-1}C^{t-2}...C^0],
\]

giving the lemma.

In our proofs, we will often bound the probability of some event \( \mathcal{E}_t \) occurring at time \( t \), giving a bound independent of the preceding network configuration \( N^{t-1} \). However, \( \mathcal{E}_t \) itself will depend on \( N^{t-1} \), and there may be correlations between \( \mathcal{E}_t \) and \( \mathcal{E}_{t'} \) for \( t \neq t' \). Below, we give a useful lemma which allows us to bound the number of times that \( \mathcal{E}_t \) occurs over a given time period by comparing to the number of times that a coin tossed independently at each time would come up heads in the same time period.

**Lemma 5.2.3.** For every \( t \in \mathbb{Z}^>0 \) let \( A_t \in \mathcal{A} \) be a random variable in some domain \( \mathcal{A} \), \( f : \mathcal{A} \to \{0, 1\} \) be any function, and \( B_t = f(A_t) \). Let \( Z_t \in \{0, 1\} \) be a set of independent random variables. Suppose:

...
1. \( \mathbb{P}[B_1 = 1] \geq \mathbb{P}[Z_1 = 1] \).

2. For every \( t \geq 2 \), \( \mathbb{P}[B_t = 1|A_{t-1}, \ldots, A_1] \geq \mathbb{P}[Z_t = 1] \).

Then for every \( t \) and \( d \in \mathbb{Z}^0 \),

\[
\mathbb{P} \left[ \sum_{i=1}^{t} B_i \geq d \right] \geq \mathbb{P} \left[ \sum_{i=1}^{t} Z_i \geq d \right].
\] (5.2)

Lemma 5.2.3 and its proof are similar to Lemma 2.2 of [KKIKL11]. However, we include a full proof for completeness and since we are in a slightly different setting, where we condition on the full past state, rather than just the preceding values of \( B_t = f(X_t) \).

Proof. We prove the result via induction on \( t \). The base case with \( t = 1 \) is given by assumption (1). For any \( t > 1 \), assuming that (5.2) holds for all \( t' < t \), we have:

\[
\begin{align*}
\mathbb{P} \left[ \sum_{i=1}^{t} B_i \geq d \right] &= \mathbb{P} \left[ B_t = 1 \mid \sum_{i=1}^{t-1} B_i = (d-1) \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i = (d-1) \right] + \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d \right] \\
&\geq \mathbb{P} \left[ Z_t = 1 \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i = d - 1 \right] + \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d \right] \\
&= \mathbb{P} \left[ Z_t = 1 \right] \cdot \left( \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d - 1 \right] - \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d \right] \right) + \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d \right] \\
&= \mathbb{P} \left[ Z_t = 1 \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d - 1 \right] + \mathbb{P} \left[ Z_t = 0 \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} B_i \geq d \right].
\end{align*}
\]

By the inductive assumption we can then bound:

\[
\mathbb{P} \left[ \sum_{i=1}^{t} B_i \geq d \right] \geq \mathbb{P} \left[ Z_t = 1 \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} Z_i \geq d - 1 \right] + \mathbb{P} \left[ Z_t = 0 \right] \cdot \mathbb{P} \left[ \sum_{i=1}^{t-1} Z_i \geq d \right]
\]

\[
= \mathbb{P} \left[ \sum_{i=1}^{t} Z_i \geq d \right]
\]

which gives the lemma. \( \square \)

We next prove a related theorem, but in a more specialized setting. We consider a set of neurons \( \{u_1, \ldots, u_s\} \) for which we can lower bound the probability of each \( u_i \) spiking at time \( t + 1 \) given that it spiked at time \( t \) (i.e., given that \( u_t^i = 1 \)). We show that, while the behavior of the neurons may be highly correlated, the number of neurons in the set that spike for \( t \) consecutive times can be lower bounded by
comparing these neurons to a set of independent random variables with comparable spiking probabilities.

**Lemma 5.2.4.** Let $\mathcal{N} = \langle N, w, b, f \rangle$ be an SNN, and let $\{u_1, \ldots, u_s\} \subseteq N$ be any set of neurons in the network. Let $Z_{i,t} \in \{0, 1\}$ be a set of independent random variables. Suppose that:

1. The initial configuration $N^0$ of $\mathcal{N}$ has $N^0(u_i) = 1$ for every $i \in \{1, \ldots, s\}$.
2. For every $i \in \{1, \ldots, s\}$, any configuration $C$ of $\mathcal{N}$ with $C(u_i) = 1$, and any $t \geq 0$:
   $$\mathbb{P}[u_i^{t+1} = 1|N^t = C] \geq \mathbb{P}[Z_{i,t+1} = 1].$$

Let $I_i(t) \in \{0, 1\}$ be an indicator variable for the event that $u_i^1 = \ldots = u_i^t = 1$. Let $\hat{I}_i(t) \in \{0, 1\}$ be an indicator variable for the event that $Z_{i,1} = \ldots = Z_{i,t} = 1$. Then for every $t$ and $d \in \mathbb{Z}^{\geq 0}$,

$$\mathbb{P}\left[\sum_{i=1}^s I_i(t) \geq d\right] \geq \mathbb{P}\left[\sum_{i=1}^s \hat{I}_i(t) \geq d\right]. \tag{5.3}$$

**Proof.** We prove the lemma via a coupling argument. At a high level, we define a set of auxiliary random variables $\hat{I}_i(t)$ for $i \in \{1, \ldots, s\}$. We construct these random variables such that their joint distribution is identical to that of the random variables $I_i(t)$. Additionally, we correlate $\hat{I}_i(t)$ with the variables $\{Z_{i,t}\}$ in such a way that we always have $\hat{I}_i(t) \geq I_i(t)$. We thus have:

$$\mathbb{P}\left[\sum_{i=1}^s I_i(t) \geq d\right] = \mathbb{P}\left[\sum_{i=1}^s \hat{I}_i(t) \geq d\right] \geq \mathbb{P}\left[\sum_{i=1}^s \hat{I}_i(t) \geq d\right], \tag{5.4}$$

which gives the lemma.

**Definition of Coupled Random Variables $\hat{I}_i(t)$.**

Given $\mathcal{N}$, the distribution on executions of $\mathcal{N}$ with initial configuration $N^0$ and input configuration $\alpha_X$, induced by the update rules described in Section 5.2.2 is given by $D(\mathcal{N}, N^0, \alpha_X)$. We define the distribution $\hat{D}(\mathcal{N}, N^0, \alpha_X)$, which is identical to $D(\mathcal{N}, N^0, \alpha_X)$ except coupled to the auxiliary random variables $\{Z_{i,t}\}$ in the following way:

For any $t \geq 0$, execution $\alpha^t = C^0 \ldots C^t$, and $i \in \{1, \ldots, s\}$ with $C^0(u_i) = \ldots =
\( C^t(u_i) = 1 \) let
\[
\epsilon_{i,\alpha^t} = \mathbb{P}_{\mathcal{D}(N,N_0,\alpha_X)}[u_i^{t+1} = 1|N^0...N^t = \alpha^t] - \mathbb{P}[Z_{i,t+1} = 1].
\] (5.5)

By assumption (2) in the lemma statement and Lemma 5.2.2 we have \( \epsilon_{i,\alpha^t} \geq 0 \). Let \( E_{i,\alpha^t} \in \{0,1\} \) be a random variable which is independently set to 1 with probability \( \frac{\epsilon_{i,\alpha^t}}{1 - \mathbb{P}[Z_{i,t+1} = 1]} \) and 0 otherwise. The distribution \( \mathcal{D}(N,N_0,\alpha_X) \) is given by iteratively drawing a configuration \( N^{t+1} \) in the same way as in \( \mathcal{D}(N,N_0,\alpha_X) \), with spiking probabilities given by the potentials induced by \( N^t \). However, if \( i \in \{1,...,s\} \) and \( N^0...N^t = \alpha^t \) with \( N^0(u_i) = ... = N^t(u_i) = 1 \), we set
\[
u_i^{t+1} = \max(Z_{i,t+1}, E_{i,\alpha^t}).
\] (5.6)

Using (5.5) and the definition of \( E_{i,\alpha^t} \) we can see that
\[
\mathbb{P}_{\mathcal{D}(N,N_0,\alpha_X)}[u_i^{t+1} = 1|N^0...N^t = \alpha^t] = 1 - \mathbb{P}_{\mathcal{D}(N,N_0,\alpha_X)}[u_i^{t+1} = 0|N^0...N^t = \alpha^t]
\]
\[
= 1 - (1 - \mathbb{P}[Z_{i,t+1} = 1]) \cdot (1 - \mathbb{P}[E_{i,\alpha^t} = 1])
\]
\[
= 1 - (1 - \mathbb{P}[Z_{i,t+1} = 1]) \cdot \left(1 - \frac{\epsilon_{i,\alpha^t}}{1 - \mathbb{P}[Z_{i,t+1} = 1]}\right)
\]
\[
= \mathbb{P}[Z_{i,t+1} = 1] + \epsilon_{i,\alpha^t}
\]  \[\mathbb{P}_{\mathcal{D}(N,N_0,\alpha_X)}[u_i^{t+1} = 1|N^0...N^t = \alpha^t]. \quad \text{(By (5.5))}\]

Thus, the probability that any neuron spikes at time \( t \) conditioned on the network configuration at all times before \( t \) is identical in executions drawn from \( \mathcal{D}(N,N_0,\alpha_X) \) and \( \mathcal{D}(N,N_0,\alpha_X) \). So for any \( t \), if \( N^0...N^t \) is drawn from \( \mathcal{D}(N,N_0,\alpha_X) \) and \( \tilde{N}^0...\tilde{N}^t \) from \( \mathcal{D}(N,N_0,\alpha_X) \), these two executions are identically distributed. In particular, if \( \tilde{I}_t(t) \in \{0,1\} \) is an indicator variable for the event that \( \tilde{N}^1(u_i) = ... = \tilde{N}^t(u_i) = 1 \), then \( \tilde{I}_t(t) \) and \( I_t(t) \) are identically distributed.

**Proof that Coupled Random Variables Upper Bound Independent Variables.**

We can see that \( \tilde{I}_t(t) \geq I_t(t) \) via an inductive argument. In the base case, since we assume \( N^0(u_i) = 1 \) for all \( i \in \{1,...,s\} \), we apply (5.6) to generate \( \tilde{N}^1(u_i) \). We set \( \tilde{N}^1(u_i) = \max(Z_{i,1}, E_{i,\alpha^0}) \geq Z_{i,1} \) which gives \( \tilde{I}_t(1) \geq I_t(1) \). For \( t \geq 1 \), if \( \tilde{I}_t(t) = 0 \) the claim holds trivially since \( \tilde{I}_t(t), I_t(t) \in \{0,1\} \). Otherwise, we have \( \tilde{I}_t(t) = 1 \) which implies that \( \tilde{I}_t(t-1) = 1 \) and so \( \tilde{I}_t(t-1) = 1 \) by the inductive assumption. If \( \tilde{I}_t(t-1) = 1 \) then again we apply (5.6) to generate \( \tilde{N}^t(u_i) \) and so have
\[ N'(u_i) = \max(Z_{i,t}, E_{i,t-1}) \geq Z_{i,t}, \text{ giving } \hat{I}_i(t) \geq \tilde{I}_i(t) . \]

Since \( \hat{I}_i(t) \) is identically distributed to \( I_i(t) \) this completes the lemma by (5.4).

Our next lemma pertains specifically to networks with a sigmoid spike probability function, \( f(x) = \frac{1}{1+e^{-x/\lambda}} \), which we use throughout this chapter. We show that given a network with temperature parameter \( \lambda > 0 \), we can construct a network with an identical execution distribution for any \( \hat{\lambda} > 0 \). Thus, we will always consider the case of \( \lambda = 1 \), which implies the existence of networks satisfying all bounds given for all \( \lambda > 0 \).

**Lemma 5.2.5 (Equivalence of Temperature Parameters).** For \( \lambda, \hat{\lambda} > 0 \), let \( f(x) = \frac{1}{1+e^{-x/\lambda}} \) and \( \hat{f}(x) = \frac{1}{1+e^{-x/\hat{\lambda}}} \). Given \( N = \langle N, w, b, f \rangle \), let \( \hat{N} = \langle N, \hat{w}, \hat{b}, \hat{f} \rangle \) where for all \( u, v \in N \), \( \hat{w}(u, v) = w(u, v) \cdot \frac{\lambda}{\hat{\lambda}} \) and \( \hat{b}(u) = b(u) \cdot \frac{\lambda}{\hat{\lambda}} \). For any length initial configuration \( N^0 \) and any infinite input execution \( \alpha_x \):

\[ D(N, N^0, \alpha_x) = D(\hat{N}, N^0, \alpha_x). \]

**Proof.** For any \( t \geq 1 \) and any configuration \( C \), we can compute the probability that \( \hat{N} \) is in this configuration at time \( t \) conditioned on all past configurations as:

\[ P_{D(N, N^0, \alpha_x)} [N^t = C | N^{t-1}...N^0] = \prod_{u \in N} [C(u) \cdot p(u, t) + (1 - C(u)) \cdot (1 - p(u, t))] \]  (5.7)

where \( p(u, t) = f(\text{pot}(u, t)) \). Fixing \( N^{t-1}...N^0 \), we can see that the potential computation (5.1) is a linear function of \( w(u, v) \) and \( b(u) \) for all \( u, v \in N \). Thus, letting \( \text{pot}(u, t) \) be the potential of \( u \) at time \( t \) in \( \hat{N} \) given \( N^{t-1}...N^0 \), since \( \hat{w}(u, v) = w(u, v) \cdot \frac{\lambda}{\hat{\lambda}} \) and \( \hat{b}(u) = b(u) \cdot \frac{\lambda}{\hat{\lambda}} \),

\[ \text{pot}(u, t) = \text{pot}(u, t) \cdot \frac{\lambda}{\hat{\lambda}}. \]

This gives that the probability of \( u \) spiking at time \( t \) in \( \hat{N} \) given \( N^{t-1}...N^0 \) equals:

\[ \hat{p}(u, t) = \hat{f}(\text{pot}(u, t)) = f\left( \text{pot}(u, t) \cdot \frac{\lambda}{\hat{\lambda}} \right) = f(\text{pot}(u, t)) = p(u, t). \]

And since \( \hat{p}(u, t) = p(u, t) \) for all \( u \in N \) we have using (5.7), for any \( C \),

\[ P_{D(N, N^0, \alpha_x)} [N^t = C | N^{t-1}...N^0] = \frac{P_{D(N, N^0, \alpha_x)} [N^t = C | N^{t-1}...N^0]}{P_{D(\hat{N}, N^0, \alpha_x)} [N^t = C | N^{t-1}...N^0]} . \]  (5.8)
Finally inducting on $t$ we can show that for any finite execution $C_0^{t}$:

$$P_{D(N,N_0,\alpha_x)}[N^0...N^t = C_0^{0}...C_0^{t}] = P_{D(N,N_0,\alpha_x)}[N^0...N^t = C_0^{0}...C_0^{t}]. \quad (5.9)$$

This holds trivially for $t = 0$ since

$$P_{D(N,N_0,\alpha_x)}[N^0 = C_0] = P_{D(N,N_0,\alpha_x)}[N^0 = C_0] = 1$$

if $N^0 = C_0$. Both probabilities are zero otherwise. For $t \geq 1$, assume that (5.9) holds for all $t' < t$. Combined with (5.8) this gives:

$$P_{D(N,N_0,\alpha_x)}[N^0...N^t = C_0^{0}...C_0^{t}] = P_{D(N,N_0,\alpha_x)}[N^0...N^{t-1} = C_0^{0}...C_0^{t-1}]$$

$$\cdot P_{D(N,N_0,\alpha_x)}[N^t = C_0^t | N^0...N^{t-1} = C_0^{0}...C_0^{t-1}]$$

$$= P_{D(N,N_0,\alpha_x)}[N^0...N^{t-1} = C_0^{0}...C_0^{t-1}]$$

$$\cdot P_{D(N,N_0,\alpha_x)}[N^t = C_0^t | N^{t-1}...N^0 = C_0^{0}...C_0^{t-1}]$$

$$= P_{D(N,N_0,\alpha_x)}[N^0...N^t = C_0^{0}...C_0^{t}].$$

This completes the lemma. \qed

### 5.2.5 Potential Modifications to the Basic Model

There are many potential modifications to the basic network model described in Sections 5.2.1 and 5.2.2 which may be interesting to consider in future work. We present some below.

- One interesting extension is to add a history period $h > 1$ to the network, so that the spiking probability of a neuron at time $t$ depends on the configuration of the network at times $t - 1, \ldots, t - h$. In Section 5.5, for example, we use a model with history period $h = 2$ to design very fast WTA networks.

- We could consider a very general history model, defining

$$\text{pot}(u,t) = f(u, N^{t-1}, \ldots, N^{t-h})$$

where $f$ is any function.
A history period $h$ can be thought of as giving each neuron access to a length $h$ queue of firing patterns on which $\text{pot}(u, t)$ depends. It may be interesting to model such a queue as residing within the neuron's state. We could also consider neurons with other types of state, capturing various types of observed biological phenomena. For example, we could model a refractory period, in which a neuron cannot fire again for a certain number of time steps after firing [And03, Izh04].

A history period may be used, for example, to model a universal decay in the influence of spikes over time. We may specify a non-increasing weight vector $\mathbf{w} = (c_1, c_2, ..., c_h) \in \mathbb{R}^{\geq 0}$ and modify the potential computation of (5.1) such that for any $t \geq h$:

$$\text{pot}(u, t) = \left( \sum_{i=1}^{h} \sum_{v \in N} c_i \cdot w(v, u) \cdot v^{t-i} \right) - b(u).$$

It may be interesting to consider networks with neurons of multiple types, with different firing dynamics. The human brain contains as many as 10,000 distinct neuron types [Stu]. Understanding how important neuron specialization is and for what reasons it arises is a very interesting question.

Similarly, we note that there is evidence that Dale's principal can be violated and that some neurons do have both inhibitory and excitatory outgoing connections [Osb79]. Modeling such neurons to better understand their role and importance is an interesting direction.

### 5.2.6 The Winner-Take-All Problem

We now define the main problem that we consider in this chapter, the binary winner-take-all (WTA) problem. In this problem, given $n$ input neurons, the goal is to converge to a configuration in which a single output neuron, corresponding to a firing input, fires. This neuron is referred to as the 'winner' of the computation. We first define a valid WTA output configuration for a given input configuration:

**Definition 5.2.6 (Valid WTA Output Configuration).** Consider any network $N$ with $n$ input neurons, labeled $x_1, ..., x_n$, and $n$ output neurons, labeled $y_1, ..., y_n$. For any input configuration $C_X$ of $N$, a valid WTA output configuration for $C_X$ is any output configuration $C_Y$ with $C_Y(y_i) \leq C_X(x_i)$ for all $i \in \{1, ..., n\}$ and $\|C_Y\|_1 = \min(1, \|C_X\|_1)$.  
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Interpreting the above definition, the restriction that \(|C_Y|_1 = \min(1, |C_X|_1)\) requires that if at least one input fires, exactly one output fires. The condition \(C_Y(y_i) \leq C_X(x_i)\) for all \(i\) requires that this firing output corresponds to a firing input. If no inputs fire (i.e., if \(|C_X|_1 = 0\)), then no outputs should fire. With this definition, we can define the WTA problem (see Section 5.2.3 for a description of how problems are defined in our SNN model):

**Definition 5.2.7** (Winner-Take-All Problem). Given input size \(n \in \mathbb{Z}^>0\), convergence time \(t_c \in \mathbb{Z}^>0\), stability time \(t_s \in \mathbb{Z}^>0\), and failure probability \(\delta > 0\), the winner-take-all problem \(\text{WTA}(n, t_c, t_s, \delta)\) is defined as follows:

- If \(\alpha_X\) is an input execution with \(X^t\) fixed for all \(t\), the output distribution \(D_Y(N, N^0, \alpha_X)\) can be any distribution on executions of \(n\) output neurons satisfying:
  - With probability \(\geq 1 - \delta\), there exists some \(t \leq t_c\) such that the output configuration is fixed at times \(t, t + 1, \ldots, t + t_s\) and is a valid WTA output configuration for \(X^t\) (Def. 5.2.6).

- If \(\alpha_X\) is any other input execution, the output distribution is unconstrained.

Thus, to solve \(\text{WTA}(n, t_c, t_s, \delta)\), with probability \(\geq 1 - \delta\), the network must converge to a valid output configuration within \(t_c\) time steps and maintain this configuration for \(t_s\) time steps.

Due to the random firing behavior of our neurons, the network will eventually move to a different configuration with some probability. However, if the network solves \(\text{WTA}(n, t_c, t_s, \delta)\), since convergence is required given any initial configuration \(N^0\), we can show that it must be self-stabilizing. That is, once it leaves a valid output configuration, it will converge again with probability \(\geq 1 - \delta\) within \(t_c\) steps, and maintain the new valid configuration again for \(t_s\) steps. Formally:

**Theorem 5.2.8** (Self Stabilization of Winner-Take-All Networks). If \(N\) solves \(\text{WTA}(n, t_c, t_s, \delta)\) for input execution \(\alpha_X\) with \(X^t\) fixed for all \(t\), given any finite execution \(C^0 \ldots C^t\) of \(N\), conditioned on \(N^0 \ldots N^t = C^0 \ldots C^t\), with probability \(\geq 1 - \delta\) there is some time \(t' \leq t + t_c\) such that the output configuration for \(N\) is fixed at times \(t', t' + 1, \ldots, t' + t_s\) and is a valid WTA output configuration for \(X^t\).

**Proof.** Consider the distribution on infinite executions \(N^{t+1}N^{t+2} \ldots\) conditioned on \(N^0 \ldots N^t = C^0 \ldots C^t\). Since the configuration at time \(t' \geq t + 1\) depends only on the configuration at time \(t' - 1\), this distribution is identical to \(D_Y(N, C^t, \alpha_X)\).
Thus, if $N$ solves WTA$(n, t_c, t_s, \delta)$ on $\alpha_X$, conditioned on $N^0...N^t = C^0...C^t$, with probability $1 - \delta$, there is some time $t' \leq t + t_c$ in which $N$ reaches a valid WTA output configuration for $X^t$ and remains there for $t_s$ steps, giving the lemma.

We can also define an expected-time version of the winner-take-all problem as follows:

**Definition 5.2.9** (Expected-Time Winner-Take-All Problem). For any infinite input execution $\alpha_X = X^0X^1...$, stability time $t_s \in Z^>$, and infinite output execution $\alpha_Y = Y^0Y^1...$ define:

$$t(\alpha_X, t_s, \alpha_Y) = \min\{t : Y^t \text{ is a valid WTA output configuration and } Y^t = \ldots = Y^{t+t_s}\}.$$

Given input size $n \in Z^>$, convergence time $t_c \in Z^>$, stability time $t_s \in Z^>$, the expected-time winner-take-all problem WTA-EXP$(n, t_c, t_s)$ is defined as follows:

- If $\alpha_X$ is an input execution with $X^t$ fixed for all $t$, the output distribution $D_Y(N, N^0, \alpha_X)$ can be any distribution on executions of $n$ output neurons satisfying:

$$E_{D_Y(N, N^0, \alpha_X)} t(\alpha_X, t_s, \alpha_Y) \leq t_c.$$

- If $\alpha_X$ is any other input execution, the output distribution is unconstrained.

### 5.3 A Two-Inhibitor Solution to the WTA Problem

We now present a simple solution to the WTA problems in Definitions 5.2.7 and 5.2.9 in networks with spike probability given by a sigmoid function. We begin by defining a family of networks $T_{n, \gamma}$ for any input size $n$ and weight scaling parameter $\gamma \in \mathbb{R}^+$ that solve these problems.

**5.3.1 Network Definition**

We first give a full definition of our family of two-inhibitor WTA networks, before describing the intuition behind why these networks solve the WTA problem (Definitions 5.2.7 and 5.2.9).

**Definition 5.3.1** (Two-Inhibitor WTA Network). For any positive integer $n$ and $\gamma \in \mathbb{R}^+$, let $T_{n, \gamma} = \langle N, w, b, f \rangle$ where the spike probability, weight, and bias functions are defined as follows:
The spike probability function $f$ is defined to be the basic sigmoid function:

$$f(x) \overset{\text{def}}{=} \frac{1}{1 + e^{-x}}.$$  \hspace{1cm} (5.10)

The set of neurons $N$ consists of a set of $n$ input neurons $X$, labeled $x_1, \ldots, x_n$, a set of $n$ corresponding outputs $Y$, labeled $y_1, \ldots, y_n$, and two auxiliary inhibitor neurons labeled $a_s, a_c$.

The weight function $w$ is given by:
- $w(x_i, y_i) = 3\gamma$, for all $i$.
- $w(y_i, y_i) = 2\gamma$, for all $i$.
- $w(a_s, y_i) = w(a_c, y_i) = -\gamma$, for all $i$.
- $w(y_i, a_s) = w(y_i, a_c) = \gamma$, for all $i$.
- $w(u, v) = 0$ for any $u, v$ whose connection is not specified above.

The bias function $b$ is given by:
- $b(y_i) = 3\gamma$ for all $i$.
- $b(a_s) = \gamma/2$.
- $b(a_c) = 3\gamma/2$.

A diagram of $T_{n,\gamma}$ is shown in Figure 5-1. Note that the two inhibitors $a_s$ and $a_c$ have identical outgoing connections, and differ just in their bias.

![Diagram of the two-inhibitor WTA network $T_{n,\gamma}$ as described in Definition 5.3.1.](image)

Figure 5-1: Our two-inhibitor WTA network $T_{n,\gamma}$ as described in Definition 5.3.1.
Intuition Behind the Two-Inhibitor Network

Before giving a formal analysis of the behavior of $T_{n,γ}$, we give some intuition behind why this family of two-inhibitor networks solves the WTA problem. In the description below, we informally refer to events that occur ‘with high probability’. We will quantify the meaning of such statements in our full analysis.

In $T_{n,γ}$, each input is connected to its corresponding output with a positive weight. Thus, firing inputs will initially cause their corresponding outputs to fire with high probability. For the network to solve WTA, it must converge to a state in which just a single one of these outputs fires.

To ensure this convergence, $T_{n,γ}$ has two inhibitors $A = \{a_s, a_c\}$. The neuron $a_s$ is a stability inhibitor that maintains a valid WTA output configuration once it has been reached. It fires with high probability at time $t$ whenever at least one output fires at time $t - 1$. The neuron $a_c$ is a convergence inhibitor that fires with high probability whenever at least two outputs fire at time $t - 1$.

The weights connecting $a_s$ and $a_c$ to the outputs are set such that when both fire at time $t$, any output that fired at time $t$ will fire with probability $1/2$ at time $t + 1$. Any output that did not fire at time $t$ will not fire at time $t + 1$ with high probability. This distinguished behavior between previously firing and non-firing outputs is due to the self-loops on each output neuron, which allow firing outputs to partially overcome the strong inhibition from $a_s$ and $a_c$.

In this way, if two or more outputs fire at time $t$, both inhibitors fire with high probability and the high level of inhibition causes outputs to ‘drop out of contention’ for the winning position with probability $1/2$. After $O(\log n)$ time steps, nearly all the outputs stop firing and, with constant probability, there is a time step in which exactly one output fires. Once this step occurs, with high probability, $a_c$ ceases firing and just $a_s$ fires. This decreased level of inhibition allows the winner to keep firing with high probability, as the inhibition is fully offset by the winner’s excitatory self-loop. However, with high probability, the inhibition prevents any other output whose excitatory self-loop is inactive from firing. Thus the network remains in the valid WTA output configuration for a large number of time steps with high probability.

In the event that a time in which a single output fires does not occur, then the network ‘resets’. No outputs fire at some time, causing the inhibitors to both cease firing. Thus, all outputs with firing inputs are able to fire, and convergence starts again. Within $O(\log 1/δ)$ of these resets each reaching a valid WTA output state with constant probability, the network reaches a valid WTA output state with probability $\geq 1 - δ$ and so solves the WTA problem of Definition 5.2.7. Similarly, the network
requires $O(1)$ resets in expectation to reach a valid WTA output state, giving a solution to the expected-time version of the problem in Definition 5.2.9. Formally, we will prove the following:

**Theorem 5.3.2** (Two-Inhibitor WTA). For $\gamma \geq 4 \ln((n + 2)t_s/\delta) + 10$, $T_{n,\gamma}$ solves WTA$(n, \tau_c, \tau_s, \delta)$ for any $\tau_c \geq 72(\log_2 n + 1) \cdot (\log_2 (1/\delta) + 1)$.

**Theorem 5.3.3** (Two-Inhibitor Expected-Time WTA). For $\gamma \geq 4 \ln((n+2)t_s)+10$, $T_{n,\gamma}$ solves WTA-EXP$(n, \tau_c, \tau_s)$ for any $\tau_c \geq 108(\log_2 n + 3)$.

**Proof Roadmap.** We prove Theorems 5.3.2 and 5.3.3 in Sections 5.3.2-5.3.7. The analysis is broken down as follows:

Section 5.3.2: Prove basic one-step lemmas which characterize single time step transitions of $T_{n,\gamma}$, showing that the neurons behave as described in the above high-level description.

Section 5.3.3: Prove that, once in a valid WTA configuration, $T_{n,\gamma}$ stays in this configuration with high probability (that is, valid WTA configurations are stable).

Section 5.3.4: Show that all configurations of $T_{n,\gamma}$ transition with high probability within two time steps to a small set of good configurations, from which we will prove fast convergence.

Section 5.3.5 Show basic transition lemmas for this set of good configurations, characterizing the network's behavior at the times immediately following a good configuration.

Section 5.3.6 Use the above transition lemmas to show that the network converges, with constant probability, from any good configuration (and hence any configuration by Section 5.3.4) to a valid WTA configuration within $O(\log n)$ time steps.

Section 5.5.6 Complete the analysis, demonstrating with what parameters $T_{n,\gamma}$ solves the winner-take-all problem (Definitions 5.2.7 and 5.2.9).

5.3.2 Basic Results and One-step Lemmas

We begin with some basic results that will be important throughout our analysis, including a few 'one-step' lemmas, which characterize the transition probabilities from a set of configurations at time $t$ to a set of configurations at time $t + 1$. 
We first show that, unless a neuron has potential 0, either it fires with high probability (i.e., except with probability that is inverse exponential in $\gamma$) or it does not fire with high probability.

**Lemma 5.3.4** (Characterization of Firing Probabilities). For any time $t \geq 1$ and any $u \in \mathbb{N}$:

- If $\text{pot}(u, t) = 0$, then $p(u, t) = 1/2$.
- If $\text{pot}(u, t) < 0$, then $p(u, t) \leq e^{-\gamma/2}$.
- If $\text{pot}(u, t) > 0$, then $p(u, t) \geq 1 - e^{-\gamma/2}$.

**Proof.** If $\text{pot}(u, t) = 0$, then by (5.1) $p(u, t) = f(\text{pot}(u, t)) = \frac{1}{1 + e^0} = 1/2$. Otherwise consider the potential calculation of (5.1) in the case when $h = 1$:

$$\text{pot}(u, t) = \sum_{v \in \mathbb{N}} w(v, u) \cdot v^{t-1} - b(u).$$

By Definition 5.3.1, for all $u, v, w(v, u)$ and $b(u)$ are integer multiples of $\gamma/2$. Thus, since $v^{t-1} \in \{0, 1\}$, $\text{pot}(u, t)$ is also an integer multiple of $\gamma/2$. So, if $\text{pot}(u, t) < 0$, then $\text{pot}(u, t) \leq -\gamma/2$ and:

$$p(u, t) = f(\text{pot}(u, t)) \leq f(-\gamma/2) = \frac{1}{1 + e^{\gamma/2}} \leq e^{-\gamma/2}.$$  

Similarly, if $\text{pot}(u, t) > 0$, then $\text{pot}(u, t) \geq \gamma/2$ and so:

$$p(u, t + 1) = f(\text{pot}(u, t)) \geq f(\gamma/2) = \frac{1}{1 + e^{-\gamma/2}} \geq 1 - e^{-\gamma/2}.$$

\[\square\]

We next show that if output $y_i$ does not correspond to a firing input (i.e., $x_i^t = 0$), then starting from any configuration of $\mathcal{T}_{n, \gamma}$ at time $t$, with high probability $y_i$ does not fire at time $t + 1$. That is, with high probability, outputs that are not valid winners of the WTA computation do not fire.

**Lemma 5.3.5** (Correct Output Behavior). For any time $t$, any configuration $C$ of $\mathcal{T}_{n, \gamma}$, and any $i$ with $C(x_i) = 0$,

$$\mathbb{P}[y_i^{t+1} = 1| \mathcal{N}^t = C] \leq e^{-\gamma/2}.$$
Proof. If $N^t = C$ then $x_i^t = C(x_i)$. We can compute $y_i$'s potential at time $t + 1$, assuming $x_i^t = 0$:

$$\text{pot}(y_i, t + 1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i)$$

$$\leq 0 + 2\gamma + 0 + 0 - 3\gamma = -\gamma.$$

Thus, by Lemma 5.3.4, since $\text{pot}(y_i, t + 1) < 0$, $p(y_i, t + 1) \leq e^{-\gamma/2}$. \qed 

Applying Lemma 5.3.5 and a simple union bound over all $n$ outputs yields the following corollary:

**Corollary 5.3.6** (Correct Output Behavior, All Neurons). For any time $t$ and configuration $C$ of $\mathcal{T}_{n, \gamma}$,

$$P[y_i^{t+1} \leq x_i^t \text{ for all } i | N^t = C] \geq 1 - ne^{-\gamma/2}.$$

**Proof.** If $C(x_i) = 1$ then conditioned on $N^t = C$, $x_i^t = 1$ and so $y_i^{t+1} \leq x_i^t$ always. Otherwise, by Lemma 5.3.5, if $C(x_i) = 0$, then $P[y_i^{t+1} = 0 | N^t = C] \geq 1 - e^{-\gamma/2}$. Union bounding over all such inputs (of which there are at most $n$) gives the corollary. \qed

We next show that the inhibitors $a_s$ and $a_c$ behave as expected with high probability.

**Lemma 5.3.7** (Correct Inhibitor Behavior). For any time $t$ and configuration $C$ of $\mathcal{T}_{n, \gamma}$,

1. If $\|C(Y)\|_1 = 0$, then $P[a_s^{t+1} = a_c^{t+1} = 0 | N^t = C] \geq 1 - 2e^{-\gamma/2}$.
2. If $\|C(Y)\|_1 = 1$, then $P[a_s^{t+1} = 1 \text{ and } a_c^{t+1} = 0 | N^t = C] \geq 1 - 2e^{-\gamma/2}$.
3. If $\|C(Y)\|_1 \geq 2$, then $P[a_s^{t+1} = 1 = a_c^{t+1} = 1 | N^t = C] \geq 1 - 2e^{-\gamma/2}$.

**Proof.** We prove each case above separately. Note that, conditioned on $N^t = C$, $Y^t = C(Y)$.

**Case 1:** $\|C(Y)\|_1 = 0$.

In this case, the inhibitors receive no excitatory signal from the outputs so,

$$\text{pot}(a_s, t + 1) = -b(a_s) < 0 \quad \text{and} \quad \text{pot}(a_c, t + 1) = -b(a_c) < 0.$$
Thus by Lemma 5.3.4 and a union bound over the two inhibitors,

$$\mathbb{P}[a_{s}^{t+1} = a_{c}^{t+1} = 0|N^t = C] \geq 1 - 2e^{-\gamma/2}.$$ 

Case 2: $\|C(Y)\|_1 = 1$.

In this case we have:

$$\text{pot}(a_s, t + 1) = \sum_{j=1}^{n} w(y_j, a_s) y_j^t - b(a_s)$$

$$= \gamma - \gamma/2 = \gamma/2.$$

$$\text{pot}(a_c, t + 1) = \sum_{j=1}^{n} w(y_j, a_c) y_j^t - b(a_c)$$

$$= \gamma - 3\gamma/2 = -\gamma/2.$$

Again by Lemma 5.3.4 and a union bound, \(\mathbb{P}[a_{s}^{t+1} = 1 \text{ and } a_{c}^{t+1} = 0|N^t = C] \geq 1 - 2e^{-\gamma/2}\).

Case 3: $\|C(Y)\|_1 \geq 2$

Finally, in this case:

$$\text{pot}(a_s, t + 1) = \sum_{j=1}^{n} w(y_j, a_s) y_j^t - b(a_s)$$

$$\geq 2\gamma - \gamma/2 = 3\gamma/2.$$

$$\text{pot}(a_c, t + 1) = \sum_{j=1}^{n} w(y_j, a_c) y_j^t - b(a_c)$$

$$\geq 2\gamma - 3\gamma/2 = \gamma/2.$$

So by Lemma 5.3.4 and a union bound, \(\mathbb{P}[a_{s}^{t+1} = a_{c}^{t+1} = 1|N^t = C] \geq 1 - 2e^{-\gamma/2}\), completing the lemma.

Combined with Corollary 5.3.6, Lemma 5.3.7 conclusion (1) gives:

**Lemma 5.3.8 (Quiescent Behavior).** Assume the input execution \(\alpha_X\) of \(\tau_{n,\gamma}\) has \(X^t\) fixed for all \(t\) and \(\|X^t\|_1 = 0\). For any time \(t\) and configuration \(C\) with \(C(X) = X^t\),

$$\mathbb{P}[\|N^{t+2}\|_1 = 0|N^t = C] \geq 1 - 2(n + 1)e^{-\gamma/2}.$$ 
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Proof. Let $E_{10}$ be the event that $N^t = C$ and $\|Y^{t+1}\|_1 = 0$. Let $E_{20}$ be the event that $\|N^{t+2}\|_1 = 0$. That is, that no neurons fire at time $t + 2$. Conditioned on $E_{10}$, by Lemma 5.3.7 conclusion (1), with probability $\geq 1 - 2e^{-\gamma/2}$, $a^{t+2} = 0$. Again by Corollary 5.3.6, conditioned on $E_{10}$, with probability $\geq 1 - ne^{-\gamma/2}, \|Y^{t+2}\|_1 = 0$. So, overall by a union bound,

$$P[E_{20}|E_{10}] \geq 1 - (n + 2)e^{-\gamma/2}.$$ 

By Corollary 5.3.6, since $\|X^t\|_1 = 0$, $P[E_{10}|N^t = C] \geq 1 - ne^{-\gamma/2}$. We can thus bound:

$$P[E_{20}|N^t = C] \geq P[E_{10}|N^t = C] \cdot P[E_{20}|E_{10}, N^t = C]$$

$$= P[E_{10}|N^t = C] \cdot P[E_{20}|E_{10}]$$

(Since, by definition, $E_{10}$ implies $N^t = C$.)

$$\geq (1 - ne^{-\gamma/2}) \cdot (1 - (n + 2)e^{-\gamma/2})$$

$$\geq 1 - 2(n + 1)e^{-\gamma/2},$$

which gives the lemma. $\square$

We next show that the stability inhibitor, with high probability, induces exactly the outputs that fired at the previous time step to fire in the next step. We show the lemma in fact for any configuration in which exactly one inhibitor fires. Since $a_s$ and $a_c$ have identical outgoing edges, they have a symmetric effect on the firing probabilities of other neurons.

**Lemma 5.3.9 (Stability Inhibitor Effect).** For any time $t$ and configuration $C$ of $T_{n,\gamma}$ with $(C(a_s) = 1$ and $C(a_c) = 0)$ or $(C(a_s) = 0$ and $C(a_c) = 1)$ and $C(y_i) \leq C(x_i)$ for all $i$, $P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}$. 

*Proof. For any configuration $C$ with $C(a_c) = 1$ and $C(a_s) = 0$, let $\bar{C}$ denote the configuration with $\bar{C}(a_c) = 0$, $\bar{C}(a_s) = 1$, and $\bar{C}(u) = C(u)$ for all other $u \in N \setminus \{a_c, a_s\}$. Since $a_c$ and $a_s$ have no self-loops and have identical outgoing connections, the distribution of $N^{t+1}$ given $N^t = C$ is identical to its distribution given $N^t = \bar{C}$. Thus, we can assume without loss of generality in the proof of this lemma that $C(a_s) = 1$ and $C(a_c) = 0$. 

Conditioned on $N^t = C$, $y_i^t \leq x_i^t$ by assumption. So for any output with $y_i^t = 1$, $y_i^{t+1} \leq x_i^{t+1}$ by Lemma 5.3.6. Since $a_s$ and $a_c$ have identical outgoing connections, the distribution of $N^{t+1}$ given $N^t = C$ is identical to its distribution given $N^t = \bar{C}$. Thus, we can assume without loss of generality in the proof of this lemma that $C(a_s) = 1$ and $C(a_c) = 0$. 

Conditioned on $N^t = C$, $y_i^t \leq x_i^t$ by assumption. So for any output with $y_i^t = 1$, 

$$P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}.$$ 

We next show that the stability inhibitor, with high probability, induces exactly the outputs that fired at the previous time step to fire in the next step. We show the lemma in fact for any configuration in which exactly one inhibitor fires. Since $a_s$ and $a_c$ have identical outgoing edges, they have a symmetric effect on the firing probabilities of other neurons. 

**Lemma 5.3.9 (Stability Inhibitor Effect).** For any time $t$ and configuration $C$ of $T_{n,\gamma}$ with $(C(a_s) = 1$ and $C(a_c) = 0)$ or $(C(a_s) = 0$ and $C(a_c) = 1)$ and $C(y_i) \leq C(x_i)$ for all $i$, $P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}$. 

*Proof. For any configuration $C$ with $C(a_c) = 1$ and $C(a_s) = 0$, let $\bar{C}$ denote the configuration with $\bar{C}(a_c) = 0$, $\bar{C}(a_s) = 1$, and $\bar{C}(u) = C(u)$ for all other $u \in N \setminus \{a_c, a_s\}$. Since $a_c$ and $a_s$ have no self-loops and have identical outgoing connections, the distribution of $N^{t+1}$ given $N^t = C$ is identical to its distribution given $N^t = \bar{C}$. Thus, we can assume without loss of generality in the proof of this lemma that $C(a_s) = 1$ and $C(a_c) = 0$. 

Conditioned on $N^t = C$, $y_i^t \leq x_i^t$ by assumption. So for any output with $y_i^t = 1$, 

$$P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}.$$ 

We next show that the stability inhibitor, with high probability, induces exactly the outputs that fired at the previous time step to fire in the next step. We show the lemma in fact for any configuration in which exactly one inhibitor fires. Since $a_s$ and $a_c$ have identical outgoing edges, they have a symmetric effect on the firing probabilities of other neurons. 

**Lemma 5.3.9 (Stability Inhibitor Effect).** For any time $t$ and configuration $C$ of $T_{n,\gamma}$ with $(C(a_s) = 1$ and $C(a_c) = 0)$ or $(C(a_s) = 0$ and $C(a_c) = 1)$ and $C(y_i) \leq C(x_i)$ for all $i$, $P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}$. 

*Proof. For any configuration $C$ with $C(a_c) = 1$ and $C(a_s) = 0$, let $\bar{C}$ denote the configuration with $\bar{C}(a_c) = 0$, $\bar{C}(a_s) = 1$, and $\bar{C}(u) = C(u)$ for all other $u \in N \setminus \{a_c, a_s\}$. Since $a_c$ and $a_s$ have no self-loops and have identical outgoing connections, the distribution of $N^{t+1}$ given $N^t = C$ is identical to its distribution given $N^t = \bar{C}$. Thus, we can assume without loss of generality in the proof of this lemma that $C(a_s) = 1$ and $C(a_c) = 0$. 

Conditioned on $N^t = C$, $y_i^t \leq x_i^t$ by assumption. So for any output with $y_i^t = 1$, 

$$P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2}.$$
we have \( x_i^t = 1 \). This gives:

\[
\text{pot}(y_i, t + 1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i)
\]

\[
= 3\gamma + 2\gamma - \gamma + 0 - 3\gamma
\]

\[
= \gamma.
\]

In contrast, for any output with \( y_i^t = 0 \):

\[
\text{pot}(y_i, t + 1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i)
\]

\[
\leq 3\gamma + 0 - \gamma + 0 - 3\gamma
\]

\[
= -\gamma.
\]

Thus, by Lemma 5.3.4, if \( y_i^t = 1 \), then \( y_i^{t+1} = 1 \) with probability \( \geq 1 - e^{-\gamma/2} \). If \( y_i^t = 0 \), then \( y_i^{t+1} = 0 \) with probability \( \geq 1 - e^{-\gamma/2} \). The lemma follows after union bounding over all \( n \) outputs.

Finally, we show that when both the stability and convergence inhibitors fire at time \( t \), not only do outputs not firing at time \( t \) not fire at time \( t + 1 \) with high probability, but also, all firing outputs at time \( t \) stop firing with probability \( 1/2 \) at time \( t + 1 \). Conditioned on the configuration at time \( t \), these outputs fire independently, a property which will be useful in our eventual proof of progress towards a valid WTA configuration in Lemma 5.3.23.

**Lemma 5.3.10** (Convergence Inhibitor Effect). For any time \( t \) and configuration \( C \) of \( T_{n, \gamma} \) with \( C(a_s) = C(a_c) = 1 \) and \( C(y_i) \leq C(x_i) \) for all \( i \),

1. \( \mathbb{P}[y_i^{t+1} \leq y_i^t \text{ for all } i | N^t = C] \geq 1 - ne^{-\gamma/2} \).

2. If \( y_i^t = 1 \), \( \mathbb{P}[y_i^{t+1} = 1 | N^t = C] = 1/2 \).

3. For \( i \neq j \), \( y_i^{t+1} \) and \( y_j^{t+1} \) are independent conditioned on \( N^t = C \).

**Proof.** Conditioned on \( N^t = C \), if \( y_i^t = 1 \), by assumption \( x_i^t = 1 \). We can thus compute:

\[
\text{pot}(y_i, t + 1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i)
\]

\[
= 3\gamma + 2\gamma - \gamma - \gamma - 3\gamma
\]

\[
= 0.
\]
We thus have $\mathbb{P}[y_i^{t+1} = 1|N^t = C] = 1/2$ by Lemma 5.3.4. This gives conclusion (2). Conclusion (3) holds trivially since, with $N^t$ fixed, $u^{t+1}$ is independent of $v^{t+1}$ for all $u \neq v$.

We can also bound if $y_i^t = 0$:

$$\text{pot}(y_i, t + 1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i)$$

$$\leq 3\gamma + 0 - \gamma - \gamma - 3\gamma$$

$$= -2\gamma.$$

Thus, by Lemma 5.3.4, $\mathbb{P}[y_i^{t+1} = 1|N^t = C] \leq e^{-\gamma/2}$. By a union bound over at most $n$ such outputs, we have, with probability $\geq 1 - ne^{-\gamma/2}$, $y_i^{t+1} \leq y_i^t$ for all $i$, completing the lemma.

\textbf{5.3.3 Stability}

In this section we extend our definition of a valid WTA output configuration (Definition 5.2.6), to give a more restrictive notion of a valid WTA configuration, which additionally requires that the auxiliary neurons $a_s, a_c$ are in a good state. We show that once the network is in such a state at time $t$, it remains there with high probability at time $t + 1$.

\textbf{Definition 5.3.11} (Valid WTA Configuration). A valid WTA configuration of $T_{n, \gamma}$ is a configuration $C$ with $C(y_i) \leq C(x_i)$ for all $i \in \{1, \ldots, n\}$ and $\|C(Y)\|_1 = \min(1, \|C(X)\|_1)$ (i.e., the outputs satisfy Definition 5.2.6) and further, $C(a_c) = 0$ and $C(a_s) = \min(1, \|C(X)\|_1)$.

In the above we require $C(a_s) = \min(\|C(X)\|_1, 1)$. That is, the stability inhibitor fires in a valid WTA configuration, unless no inputs fire. If no inputs fire, a valid WTA configuration requires that neither $a_s$ nor $a_c$ fire and additionally, that no outputs fire.

\textbf{Lemma 5.3.12} (Stability of Valid Configurations). Assume the input execution $\alpha_X$ of $T_{n, \gamma}$ has $X^t$ fixed for all $t$. For any time $t$ and valid WTA configuration $C$ with $C(X) = X^t$,

$$\mathbb{P}[N^{t+1} = N^t|N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}.$$ 

\textbf{Proof.} By Definition 5.3.11, since $C$ is a valid WTA configuration, we have

$$\|C(Y)\|_1 = \min(1, \|C(X)\|_1) \in \{0, 1\}.$$
We prove the lemma via a case analysis on $\|C(Y)\|_1$.

**Case 1 : $\|C(Y)\|_1 = 0$**

In this case, since $C$ is a valid WTA configuration, according to Definition 5.3.11, conditioned on $N^t = C$, we must have $\|X^t\|_1 = 0$ and $a^t_s = a^t_c = 0$. By Corollary 5.3.6, since $\|X^t\|_1 = 0$,

$$\mathbb{P}[\|Y^{t+1}\|_1 = 0| N^t = C] \geq 1 - ne^{-\gamma/2}.$$  

By Lemma 5.3.7 conclusion (1), since $\|C(Y)\|_1 = 0$, $\mathbb{P}[a^{t+1}_s = a^{t+1}_c = 0| N^t = C] \geq 1 - 2e^{-\gamma/2}$. By a union bound, recalling that $X^t$ is fixed for all $t$ by assumption, $\mathbb{P}[N^{t+1} = N^t| N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}$.

**Case 2 : $\|C(Y)\|_1 = 1$**

In this case by Definition 5.3.11, we have $C(y_i) \leq C(x_i)$ for all $i$, $C(a_s) = 1$, and $C(a_c) = 0$. We can thus apply Lemma 5.3.9, giving that $\mathbb{P}[Y^{t+1} = Y^t| N^t = C] \geq 1 - ne^{-\gamma/2}$. Additionally, by Lemma 5.3.7 conclusion (2), since $\|C(Y)\|_1 = 1$, $\mathbb{P}[a^{t+1}_s = 1$ and $a^{t+1}_c = 0| N^t = C] \geq 1 - 2e^{-\gamma/2}$. So by a union bound,

$$\mathbb{P}[N^{t+1} = N^t| N^t = C] \geq 1 - (n + 2)e^{-\gamma/2},$$

giving the result in this case and completing the lemma. 

Lemma 5.3.12 immediately implies a bound on the probability that $\mathcal{T}_{n, \gamma}$ remains in a valid WTA configuration for $t_s$ consecutive times.

**Corollary 5.3.13 (Stability of Valid WTA Configurations).** Assume the input execution $\alpha_X$ of $\mathcal{T}_{n, \gamma}$ has $X^t$ fixed for all $t$. For any time $t$ and valid WTA configuration $C$ with $C(X) = X^t$,

$$\mathbb{P}[N^t = N^{t+1} = \ldots = N^{t+t_s}| N^t = C] \geq 1 - t_s(n + 2)e^{-\gamma/2}.$$  

**Proof.** Applying Lemma 5.3.12 for each time $t + 1, \ldots, t + t_s$ in succession gives the result. 

**5.3.4 Convergence to Good Configurations**

With the stability bound of Corollary 5.3.13 in place, it remains to prove that $\mathcal{T}_{n, \gamma}$ converges quickly to a valid WTA configuration. We do this in two main steps:
Table 5.1: Summary of good configuration types (Definition 5.3.17), from which we show rapid convergence to a valid WTA configuration. We refer to the configuration types shaded in gray as active configurations (Definition 5.3.18).

1. In this Section, we define three additional good configuration types and show that all other network configurations converge to a good configuration within just two time steps with high probability.

2. In Sections 5.3.5 and 5.3.6 we show that, in turn, each of these good configurations rapidly converges to a valid WTA configuration with constant probability.

A high level illustration of our proof is shown in Figure 5-2.
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Figure 5-2: A high level illustration of our proof that \( T_{n,\gamma} \) solves the WTA problem. We show that all configurations converge to the set of good configurations. Once in a good configuration, \( T_{n,\gamma} \) converges to a valid WTA state very rapidly, with constant probability. In the illustration, arrow size corresponds to relative probability.

The first class of good configurations are valid k-WTA configurations. In such configurations the network behaves as expected before convergence. Multiple outputs corresponding to firing inputs fire and the inhibitors \( a_s \) and \( a_c \) fire, driving convergence towards a valid WTA configuration.

**Definition 5.3.14** (Valid k-WTA Configuration). For any \( k \geq 2 \), a valid k-WTA configuration of \( T_{n,\gamma} \) is a configuration \( C \) with \( C(y_i) \leq C(x_i) \) for all \( i \in \{1, ..., n\} \), \( \|C(Y)\|_1 = k \) and \( C(a_s) = C(a_c) = 1 \).
We next define a class of near-valid WTA configurations, each of which is a small perturbation of a valid WTA configuration, with correct output but incorrect inhibitor behavior. We will show in Section 5.3.6 that the network rapidly converges to a near-valid WTA configuration from any configuration. In turn, it transitions with probability \( \approx 1/2 \) from a near-valid WTA configuration to a valid WTA configuration.

**Definition 5.3.15 (Near-Valid WTA Configuration).** A near-valid WTA configuration of \( T_{n,\gamma} \) is a configuration \( C \) in which \( C(Y) \) is a valid WTA output configuration for \( C(X) \) (Definition 5.2.6) but \( C(a_s) = C(a_c) = 1 \).

Finally, we define the class of reset configurations with \( C(a_s) = C(a_c) = 0 \). Since there is no inhibition in such a configuration, each output corresponding to a firing input will fire with probability \( \geq 1/2 \) at the next time. With probability \( \approx 1/2 \), the network will transition to either a valid \( k \)-WTA, a near-valid WTA, or a valid WTA configuration within three steps (Lemma 5.3.22).

**Definition 5.3.16 (Reset Configuration).** A reset configuration of \( T_{n,\gamma} \) is a configuration \( C \) with \( C(a_s) = C(a_c) = 0 \).

**Definition 5.3.17 (Good Configuration).** A good configuration is any configuration that is either a valid WTA configuration (Definition 5.3.11), a valid \( k \)-WTA configuration (Definition 5.3.14), a reset configuration (Definition 5.3.16), or a near-valid WTA configuration (Definition 5.3.15).

For conciseness, we also give a name to the good configurations excluding reset configurations:

**Definition 5.3.18 (Active Configuration).** An active configuration is any configuration that is either a valid WTA configuration (Definition 5.3.11), a valid \( k \)-WTA configuration (Definition 5.3.14), or a near-valid WTA configuration (Definition 5.3.15).

We first give a simple lemma building on Lemma 5.3.9, which characterizes the network’s behavior when a single inhibitor and at least one output corresponding to a firing input fire at time \( t \):

**Lemma 5.3.19.** Assume the input execution \( \alpha_X \) of \( T_{n,\gamma} \) has \( X^t \) fixed for all \( t \). For any time \( t \) and any configuration \( C \) with \( C(X) = X^t \), \( (C(a_s) = 1 \text{ and } C(a_c) = 0) \) or \( (C(a_s) = 0 \text{ and } C(a_c) = 1) \), \( \|C(Y)\|_1 \geq 1 \), and \( C(y_i) \leq C(x_i) \) for all \( i \):

\[
P[N^{t+1} \text{ is a valid WTA or valid } k \text{-WTA configuration} | N^t = C] \geq 1 - (n + 2)e^{-n/2}.
\]
Proof. If \( ||C(Y)||_1 = 1 \), then \( C \) is a valid WTA configuration. Thus, by Lemma 5.3.12, conditioned in \( N^t = C \), \( N^{t+1} \) is a valid WTA configuration with probability \( \geq 1 - (n + 2)e^{-\gamma/2} \).

If \( ||C(Y)||_1 \geq 2 \), then by Lemma 5.3.7 conclusion (3),

\[
P[a^t = a_{c}^t = 1|N^t = C] \geq 1 - 2e^{-\gamma/2}.
\]

Further, by Lemma 5.3.9, \( P[Y^{t+1} = Y^t|N^t = C] \geq 1 - ne^{-\gamma/2} \), which gives that \( N^{t+1} \) is a valid \( k \)-WTA configuration since, by conditioned on \( N^t = C \), \( ||Y^t||_1 \geq 2 \) and \( y_i^t \leq x_i^t \) for all \( i \). Thus, by a union bound, conditioned on \( N^t = C \), \( N^{t+1} \) is a valid \( k \)-WTA configuration with probability \( \geq 1 - (n + 2)e^{-\gamma/2} \), giving the lemma.

\[\square\]

**Theorem 5.3.20** (Convergence to a Good Configuration). Assume that the input execution \( \alpha_X \) of \( T_{n,\gamma} \) has \( X^t \) fixed for all \( t \). For any time \( t \) and configuration \( C \) with \( C(X) = X^t \),

\[
P[\text{at least one of } \{N^{t+1}, N^{t+2}\} \text{ is a good configuration } | N^t = C] \geq 1 - 2(n+1)e^{-\gamma/2}.
\]

**Proof.** Let \( E \) be the event that at least one of \( \{N^{t+1}, N^{t+2}\} \) is a good configuration. Let \( E_1 \) be the event that, \( N^t = C \) and for all \( i \), \( y_i^{t+1} \leq x_i^{t+1} \). By Corollary 5.3.6 and the fact that \( X^t \) is fixed

\[
P[E_1|N^t = C] \geq 1 - ne^{-\gamma/2}.
\]

(5.11)

We now give a simple case analysis, considering all values of \( a_{c}^{t+1} \) and \( a_{s}^{t+1} \).

**Case 1:** \( a_{c}^{t+1} = a_{s}^{t+1} = 0 \).

In this case, \( N^{t+1} \) is a reset configuration (Definition 5.3.16). So we have:

\[
P[E|E_1, a_{c}^{t+1} = a_{s}^{t+1} = 0] = 1.
\]

(5.12)

**Case 2:** \( a_{c}^{t+1} = a_{s}^{t+1} = 1 \).

If \( ||Y^{t+1}||_1 = 0 \), then \( N^{t+2} \) is a reset configuration with probability \( \geq 1 - 2e^{-\gamma/2} \) by Lemma 5.3.7 conclusion (1). If \( ||Y^{t+1}||_1 = 1 \) and \( E_1 \) occurs, then \( N^{t+1} \) is a near-valid WTA configuration (Definition 5.3.15). If \( ||Y^{t+1}||_1 \geq 2 \) and \( E_1 \) occurs, then \( N^{t+1} \) is a
valid $k$-WTA configuration (Definition 5.3.14). Thus:

$$
\mathbb{P} \left[ \mathcal{E} | \mathcal{E}_1, a_c^{t+1} = a_s^{t+1} = 1 \right] \geq 1 - 2e^{-\gamma/2}. 
$$

(5.13)

**Case 3:** ($a_s^{t+1} = 1$ and $a_c^{t+1} = 0$) or ($a_s^{t+1} = 0$ and $a_c^{t+1} = 1$).

Let $\mathcal{E}_2$ be the event that ($a_s^{t+1} = 1$ and $a_c^{t+1} = 0$) or ($a_s^{t+1} = 0$ and $a_c^{t+1} = 1$). Again, if $\|Y^{t+1}\|_1 = 0$, then $N^{t+2}$ is a reset configuration with probability $\geq 1 - 2e^{-\gamma/2}$ by Lemma 5.3.7 conclusion (1).

If $\mathcal{E}_2$ and $\mathcal{E}_1$ occur and $\|Y^{t+1}\|_1 \geq 1$, we can apply Lemma 5.3.19, giving that $N^{t+2}$ is either a valid WTA or valid $k$-WTA configuration with probability $\geq 1 - (n+2)e^{-\gamma/2}$.

We thus have:

$$
\mathbb{P} [ \mathcal{E} | \mathcal{E}_1, \mathcal{E}_2 ] \geq 1 - (n + 2)e^{-\gamma/2}. 
$$

(5.14)

**Completing the lemma.**

Combining (5.12), (5.13), and (5.14), by the law of total probability, $\mathbb{P} [ \mathcal{E} | \mathcal{E}_1 ] \geq 1 - (n + 2)e^{-\gamma/2}$. We can then use that $\mathbb{P} [ \mathcal{E}_1 | N^t = C ] \geq 1 - ne^{-\gamma/2}$ by (5.11) to give:

$$
\mathbb{P} [ \mathcal{E} | N^t = C ] \geq \mathbb{P} [ \mathcal{E}_1 | N^t = C ] \cdot \mathbb{P} [ \mathcal{E} | \mathcal{E}_1, N^t = C ]
$$

$$
= \mathbb{P} [ \mathcal{E}_1 | N^t = C ] \cdot \mathbb{P} [ \mathcal{E} | \mathcal{E}_1 ] 
$$

(Since, by definition, $\mathcal{E}_1$ implies $N^t = C$.)

$$
\geq 1 - 2(n + 1)e^{-\gamma/2},
$$

completing the lemma.  

**5.3.5 Transition Lemmas for Good Configurations**

We now give a set of lemmas that characterize the transitions of $T_{n,\gamma}$ when starting from a good configuration. We first show that a near-valid WTA configuration transitions with probability $\approx 1/2$ to the adjacent valid WTA configuration (i.e., the configuration with the same output behavior, but correct inhibitor behavior).

**Lemma 5.3.21** (From Near-Valid to Valid Configurations). *Assume that the input execution $\alpha_X$ of $T_{n,\gamma}$ has $X^t$ fixed for all $t$. For any time $t$ and near-valid WTA configuration $C$ with $C(X) = X^t$,*

$$
\mathbb{P} [ N^{t+1} \text{ is a valid WTA configuration } | N^t = C ] \geq 1/2 - (n + 2)e^{-\gamma/2}. 
$$
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Proof. We give a proof similar to that of Lemmas 5.3.9 and 5.3.12. We consider two cases:

Case 1: \( \|C(Y)\|_1 = 0 \).

In this case, for \( C \) to be a near-valid WTA configuration, according to Definition 5.3.15, we must also have \( \|C(X)\|_1 = 0 \). So by Corollary 5.3.6,

\[
P[\|Y^t+1\|_1 = 0|N^t = C] \geq 1 - ne^{-\gamma/2}.
\]

Additionally, by Lemma 5.3.7 conclusion (1), since \( \|C(Y)\|_1 = 0 \), \( P[a_s^{t+1} = a_c^{t+1} = 0|N^t = C] \geq 1 - 2e^{-\gamma/2} \). By a union bound,

\[
P[\|N^t+1\|_1 = 0|N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}.
\]

By Definition 5.3.11, since \( \|X^{t+1}\|_1 = 0 \), if \( \|N^{t+1}\|_1 = 0 \), then \( N^{t+1} \) is a valid WTA configuration. So, conditioned on \( N^t = C \), \( N^{t+1} \) is a valid WTA configuration with probability \( \geq 1 - (n + 2)e^{-\gamma/2} \), giving the lemma in this case.

Case 2: \( \|C(Y)\|_1 = 1 \).

In this case, for some \( i \), \( C(y_i) = 1 \) and \( C(y_j) = 0 \) for all \( j \neq i \). Further, we must have \( C(x_i) = 1 \) and \( C(a_s) = C(a_c) = 1 \) by the requirements of Definition 5.3.15. Define the event \( E_1 \) by:

\[
E_1 \overset{\text{def}}{=} (y_i^{t+1} = 1, a_s^{t+1} = 1, a_c^{t+1} = 0 \text{ and } y_j^{t+1} = 0 \text{ for all } j \neq i).
\]

By Lemma 5.3.10, \( P[y_i^{t+1} = 1|N^t = C] = 1/2 \) and \( P[y_i^{t} \leq y_i^{t+1} \text{ for all } i|N^t = C] \geq 1 - ne^{-\gamma/2} \). By Lemma 5.3.7 conclusion (2), since \( \|C(Y)\|_1 = 1 \), \( P[a_s^{t+1} = 1 \text{ and } a_c^{t+1} = 0|N^t = C] \geq 1 - 2e^{-\gamma/2} \). By a union bound this gives,

\[
P[E_1|N^t = C] \geq 1/2 - (n + 2)e^{-\gamma/2}.
\]

If \( E_1 \) occurs, then \( N^{t+1} \) is a valid WTA configuration, giving the lemma in this case. \( \square \)

We next show that a reset configuration transitions to some active configuration (Definition 5.3.18) with probability \( \approx 1/2 \).
Lemma 5.3.22 (From Reset to Active Configurations). Assume the input execution \( \alpha_X \) of \( T_{n, \gamma} \) has \( X^t \) fixed for all \( t \). For any time \( t \) and reset configuration \( C \) with \( C(X) = C^t \),

\[
P[ \text{at least one of } \{N^{t+1}, N^{t+2}, N^{t+3}\} \text{ is active } | N^t = C] \geq 1/2 - 3(n + 2)e^{-\gamma/2}.
\]

Proof. Let \( \mathcal{E} \) be the event that at least one of \( \{N^{t+1}, N^{t+2}, N^{t+3}\} \) is an active configuration. We consider two cases:

**Case 1:** \( \|X^t\|_1 = 0 \).

Let \( \mathcal{E}_{20} \) be the event that \( \|N^{t+2}\|_1 = 0 \). That is, that no neurons fire at time \( t + 2 \). By Lemma 5.3.8, since \( \|X^t\|_1 = 0 \), \( P[\mathcal{E}_{20} | N^t = C] \geq 1 - 2(n + 1)e^{-\gamma/2} \).

\( \mathcal{E}_{20} \) requires that no neurons fire in \( N^{t+2} \), which makes this a valid WTA configuration since \( \|X^t\|_1 = 0 \) and the input is fixed for all \( t \). Thus, \( P[\mathcal{E} | N^t = C] \geq P[\mathcal{E}_{20} | N^t = C] \geq 1 - 2(n + 1)e^{-\gamma/2} \), completing the lemma in this case.

**Case 2:** \( \|X^t\|_1 \geq 1 \).

Let \( \mathcal{E}_{11} \) be the event that \( N^t = C \) and \( \|Y^{t+1}\| \geq 1 \) (i.e., at least one output fires at time \( t + 1 \)) and \( y_i^{t+1} \leq x_i^{t+1} \) for all \( i \). For any \( y_i \) with \( x_i^t = 1 \), we have:

\[
pot(y_i, t+1) = w(x_i, y_i)x_i^t + w(y_i, y_i)y_i^t + w(a_s, y_i)a_s^t + w(a_c, y_i)a_c^t - b(y_i) \\
\geq 3\gamma + 0 + 0 + 0 - 3\gamma = 0.
\]

So, by Lemma 5.3.4, each output \( y_i \) with \( x_i^t = 1 \) fires with probability at least 1/2 at time \( t+1 \). Each with \( x_i^t = 0 \) does not fire with probability \( \geq 1 - e^{-\gamma/2} \) by Lemma 5.3.5.

Since, by assumption, \( \|X^t\|_1 \geq 1 \), by a union bound, with probability \( \geq 1/2 - ne^{-\gamma/2} \), at least one output with \( x_i^t = 1 \) fires in \( N^{t+1} \), and no outputs with \( x_i^t = 0 \) fire. That is,

\[
P[\mathcal{E}_{11} | N^t = C] \geq 1/2 - ne^{-\gamma/2}.
\] (5.15)

We now proceed with a case analysis on the inhibitor behavior at time \( t + 1 \):

**Sub-case 1:** \( a_s^{t+1} = a_c^{t+1} = 1 \).

In this case, assuming \( \mathcal{E}_{11} \) occurs, \( N^{t+1} \) is either a valid \( k \)-WTA configuration for
some $k$ or a near-valid WTA configuration. We thus have:

$$\mathbb{P} \left[ \mathcal{E} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 1 \right] = 1.$$ (5.16)

**Sub-case 2:** $a_{s}^{t+1} = a_{c}^{t+1} = 0$.

Let $\mathcal{E}_{21}$ be the event that $\|Y_{t+2}\|_{1} \geq 1$, $y_{i}^{t+2} \leq x_{i}^{t+2}$ for all $i$, and $a_{s}^{t+2} = 1$. Assuming $\mathcal{E}_{11}$ occurs and $a_{s}^{t+1} = a_{c}^{t+1} = 0$, any output with $y_{i}^{t+1} = 1$ has

$$\text{pot}(y_{i}, t + 2) = w(x_{i}, y_{i})x_{i}^{t+1} + w(y_{i}, y_{i})y_{j}^{t+1} + w(a_{s}, y_{i})a_{s}^{t+1} + w(a_{c}, y_{i})a_{c}^{t+1} - b(y_{i}) = 3\gamma + 2\gamma + 0 + 0 - 3\gamma > 0.$$ 

Thus, any such output has $y_{i}^{t+2} = 1$ with probability $\geq 1 - e^{-\gamma/2}$ by Lemma 5.3.4. Combined with Corollary 5.3.5, with probability $\geq 1 - ne^{-\gamma/2}$, at least one output fires in $N_{t+2}$, and no outputs with $x_{i}^{t+1} = 0$ fire. Further by Lemma 5.3.7 conclusions (2) and (3), since $\mathcal{E}_{11}$ requires that $\|Y^{t+1}\| \geq 1$, with probability $\geq 1 - 2e^{-\gamma/2}$, $a_{s}^{t+2} = 1$. Thus,

$$\mathbb{P} \left[ \mathcal{E}_{21} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 0 \right] \geq 1 - (n + 2)e^{-\gamma/2}.$$ (5.17)

Assume that both $\mathcal{E}_{11}$ and $\mathcal{E}_{21}$ occur. $\mathcal{E}_{21}$ requires that $a_{s}^{t+2} = 1$ and $\|Y^{t+2}\|_{1} \geq 1$. If we also have $a_{s}^{t+2} = 1$, then $N_{t+2}$ is a near-valid WTA or valid $k$-WTA configuration. If $a_{s}^{t+2} = 0$ and $\|Y^{t+2}\|_{1} = 1$, then $N_{t+2}$ is a valid WTA configuration. If $a_{s}^{t+2} = 0$ and $\|Y^{t+2}\|_{1} \geq 2$, then by Lemma 5.3.7 conclusion (3), with probability $\geq 1 - 2e^{-\gamma/2}$, $a_{s}^{t+3} = a_{c}^{t+3} = 1$. Further, we can apply Lemma 5.3.9, giving that $Y_{t+3} = Y_{t+2}$ with probability $\geq 1 - ne^{-\gamma/2}$. This ensures that $N_{t+3}$ is a valid $k$-WTA configuration. So we have by a union bound:

$$\mathbb{P} \left[ \mathcal{E} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 0 \right] \geq 1 - (n + 2)e^{-\gamma/2}.$$ 

Combined with (5.17) the above gives:

$$\mathbb{P} \left[ \mathcal{E} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 0 \right] \geq \mathbb{P} \left[ \mathcal{E}_{21} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 0 \right] \cdot \mathbb{P} \left[ \mathcal{E} \mid \mathcal{E}_{11}, a_{s}^{t+1} = a_{c}^{t+1} = 0 \right]$$

$$\geq (1 - (n + 2)e^{-\gamma/2}) \cdot (1 - (n + 2)e^{-\gamma/2})$$

$$\geq 1 - 2(n + 2)e^{-\gamma/2}.$$ (5.18)

**Sub-case 3:** ($a_{s}^{t+1} = 1$ and $a_{c}^{t+1} = 0$) or ($a_{s}^{t+1} = 0$ and $a_{c}^{t+1} = 1$).
Let $E_{13}$ denote the event that $(a_{i}^{t+1} = 1$ and $a_{c}^{t+1} = 0)$ or $(a_{i}^{t+1} = 0$ and $a_{c}^{t+1} = 1)$. Assuming $E_{13}$ and $E_{11}$, we can apply Lemma 5.3.19, which gives that $N^{t+2}$ is either a valid WTA or valid $k$-WTA configuration with probability $\geq 1 - (n+2)e^{-\gamma/2}$. I.e.,

$$
P\left[E_{11}, E_{13}\right] \geq 1 - (n + 2)e^{-\gamma/2}.
$$

(5.19)

Completing Case 2.

Overall, combining (5.16), (5.18), and (5.19), by the law of total probability $P[E|E_{11}] \geq 1 - 2(n + 2)e^{-\gamma/2}$. Recalling that by (5.15) $P[E_{11}|N^t = C] \geq 1/2 - ne^{-\gamma/2}$:

$$
P[E|N^t = C] \geq P[E_{11}|N^t = C] \cdot P[E_{11}, N^t = C]
= P[E_{11}|N^t = C] \cdot P[E|E_{11}]
(Since, by assumption, $E_{11}$ implies $N^t = C$.)
\geq 1/2 - 3(n + 2)e^{-\gamma/2}
$$

which completes the lemma in this case. □

We next show that, in each time step, with high probability, the number of firing outputs $k$ does not increase. Further, with probability $\approx 1/2$, $k$ is reduced by a factor of 1/2. This ensures rapid convergence towards having just a single firing output (i.e., a near-valid WTA state). While there is some chance that the convergence will 'overshoot' the target and zero outputs will fire at some time step, we show that the probability of this event is upper bounded by the probability of the desired event – i.e., reaching a near-valid WTA configuration.

Lemma 5.3.23 (Progress from $k$-WTA Configurations). Assume the input execution $\alpha_X$ of $\mathcal{T}_{n,\gamma}$ has $X^t$ fixed for all $t$. For any time $t$ and any valid $k$-WTA configuration $C$ with $C(X) = X^t$,

1. Letting $E$ be the event that $N^{t+1}$ is either a near-valid WTA configuration, a valid $k$-WTA configuration with $\|Y^{t+1}\|_1 \leq \|Y^t\|_1$, or has $\|Y^{t+1}\|_1 = 0$,

$$
P[E|N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}.
$$

2. $P\left[\|Y^{t+1}\|_1 \leq \left\lfloor \frac{\|Y^t\|_1}{2} \right\rfloor | N^t = C\right] \geq 1/2 - (n + 2)e^{-\gamma/2}$.

3. $P[\|Y^{t+1}\|_1 = 0|N^t = C] - (n + 2)e^{-\gamma/2} \leq P[N^{t+1} is a near-valid |N^t = C]$.
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Proof. Since $C$ is a valid $k$-WTA configuration, conditioned on $N^t = C$, we have $\|Y^t\|_1 \geq 2$ and $a^t_s = a^t_c = 1$. Event $E$ in (1) above occurs if and only if $a^{t+1}_s = a^{t+1}_c = 1$, and $y^{t+1}_i \leq y^t_i$ for all $i$.

By Lemma 5.3.7 conclusion (3), since $\|Y^t\|_1 \geq 2$, both inhibitors remain firing at time $t+1$ with high probability. That is,

$$P[a^{t+1}_s = a^{t+1}_c = 1|N^t = C] \geq 1 - 2e^{-\gamma/2}.$$  

Further, by Lemma 5.3.10, $P[y^{t+1}_i \leq y^t_i$ for all $i|N^t = C] \geq 1 - ne^{-\gamma/2}$. By a union bound, this gives that $P[E|N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}$, giving (1).

Let $\tilde{Y} \subseteq Y$ denote the set of all output neurons with $y^t_i = 1$. Let $k = \|Y^t\|_1 = \|\tilde{Y}^t\|_1$ and $k' = \|\tilde{Y}^{t+1}\|_1$. By Lemma 5.3.10 properties (2) and (3), conditioned on $N^t = C$, $k'$ is distributed according to the binomial distribution $B(k, 1/2)$. That is, it is the number of successes in $k$ independent trials each with success probability 1/2. Since $B(k, 1/2)$ is symmetric with mean $k/2$, its median is upper bounded by $\lfloor k/2 \rfloor$. Thus, $P[k' \leq \lfloor k/2 \rfloor|N^t = C] \geq 1/2$. This gives by a union bound,

$$P\left[ k' \leq \lfloor k/2 \rfloor \text{ and } E|N^t = C \right] \geq 1/2 - (n + 2)e^{-\gamma/2}.$$

Note that if $E$ holds, then $k' = \|\tilde{Y}^{t+1}\|_1 = \|Y^{t+1}\|_1$, which thus gives conclusion (2).

Finally, we have $P[k' = 1|N^t = C] = k \cdot \frac{1}{2^k}$ and $P[k' = 0|N^t = C] = \frac{1}{2^k}$ and so

$$P[k' = 0|N^t = C] \leq P[k' = 1|N^t = C].$$

Let $E_1$ be the event that $N^{t+1}$ is a near-valid WTA configuration. Assuming $E$ occurs, $N^{t+1}$ is a near-valid WTA configuration if and only if $k' = 1$. That is,

$$P[E_1|E, N^t = C] = P[k' = 1|E, N^t = C] = P[k' = 1|N^t = C].$$

The second equality follows since $E$ and $k'$ are independent conditioned on $N^t$. $k'$ only depends on the firing of $y \in \tilde{Y}$ while $E$ only depends on the firing of $u \in \{a_s, a_c\} \cup (Y \setminus \tilde{Y})$. Using the above:

$$P[E_1|N^t = C] \geq P[E|N^t = C] \cdot P[E_1|E, N^t = C]$$

$$\geq (1 - (n + 2)e^{-\gamma/2}) \cdot P[k' = 1|N^t = C]$$

$$\geq P[k' = 0|N^t = C] - (n + 2)e^{-\gamma/2}$$

$$\geq P[\|Y^{t+1}\|_1 = 0|N^t = C] - (n + 2)e^{-\gamma/2}$$
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where the last bound follows since $\|Y^{t+1}\|_1 \geq \|\bar{Y}_{t+1}\|_1 = k'$ so $\|Y^{t+1}\|_1 = 0$ at least requires $k' = 0$. This gives conclusion (3), completing the lemma.

5.3.6 Convergence to WTA

We now use the good configuration transition probabilities given in Section 5.3.5, along with the results of Section 5.3.4, to show that, if sufficiently large $\gamma$, starting from any configuration $\mathcal{T}_{n,\gamma}$ converges with probability $\geq 1/18$ to a valid WTA configuration within $O(\log n)$ steps (see Lemma 5.3.32). The proof is in four main parts, which we outline here. We first define:

**Definition 5.3.24 (Terminal Configuration).** For $\mathcal{T}_{n,\gamma}$, a terminal configuration is any configuration $C$ which is either a near-valid WTA configuration or has $\|C(Y)\|_1 = 0$ (i.e., no outputs fire).

With this definition we can describe the general proof outline:

1. **Monotonicity** (Lemma 5.3.27). We prove that, starting from a $k$-WTA configuration, with high probability, $\mathcal{T}_{n,\gamma}$ remains in a $k$-WTA configuration, with the number of firing outputs consistently decreasing until it reaches a terminal configuration.

2. **Convergence** (Lemma 5.3.29). We prove that the number of firing outputs decreases rapidly. That is, starting from a $k$-WTA configuration, with high probability, a terminal configuration is reached within $O(\log n)$ steps.

3. **Probability of valid WTA** (Lemma 5.3.30, Corollary 5.3.31). We show that, starting from a valid $k$-WTA configuration, with constant probability, the terminal configuration reached is in fact a near-valid WTA configuration. By Lemma 5.3.21, with constant probability, this configuration transitions to a valid WTA configuration.

4. **Convergence from any starting configuration** (Theorem 5.3.32). We show that, starting in any configuration, with constant probability, the network reaches either a valid WTA configuration or a $k$-WTA configuration in few steps. Combined with our convergence results for $k$-WTA configurations, this proves fast convergence to a valid WTA state from any starting configuration.
We begin with a few definitions which we use to formalize the high level description above.

**Definition 5.3.25** (Termination Step). Given any infinite execution $\alpha = C^0C^1\ldots$ let $\text{term}(\alpha, t, \Delta)$ be the minimum value in $\{t + 1, \ldots, t + \Delta\}$ for which $C_{\text{term}(\alpha, t, \Delta)}$ is a terminal configuration (Definition 5.3.24). If no such time exists let $\text{term}(\alpha, t, \Delta) = t + \Delta$.

**Definition 5.3.26** (Monotonicity Until Termination). Let $\mathcal{E}_{\text{mono}}(t, \Delta)$ be the event that the execution of $\mathcal{T}_{n, \gamma}$ is in set of executions $\alpha = C^0C^1\ldots$ satisfying:

$$\{\alpha| \text{for all } t' \in \{t + 1, \ldots, \text{term}(\alpha, t, \Delta)\}, \ C_{t'} \text{ is a valid } k\text{-WTA configuration with } ||Y_{t'}||_1 \leq ||Y_{t'-1}||_1\}.$$

We begin by showing that, starting from any $k$-WTA configuration, with high probability $\mathcal{T}_{n, \gamma}$ behaves monotonically as described above.

**Lemma 5.3.27** (Monotonicity). Assume the input execution $\alpha_X$ of $\mathcal{T}_{n, \gamma}$ has $X^t$ fixed for all $t$. For any time $t$, any valid $k$-WTA configuration $C$ with $C(X) = X^t$, and any $\Delta \geq 1$,

$$\mathbb{P}[\mathcal{E}_{\text{mono}}(t, \Delta)|N^t = C] \geq 1 - \Delta(n + 2)e^{-\gamma/2}.$$  

*Proof.* Consider any $\Delta \geq 2$. If $\mathcal{E}_{\text{mono}}(t, \Delta - 1)$ occurs, then either $N^{t+(\Delta-1)}$ is a valid $k$-WTA configuration, or, for some $t' \in \{t + 1, \ldots, t + \Delta - 1\}$, $N^{t'}$ is a terminal configuration. Thus, by conclusion (1) of Lemma 5.3.23 we have:

$$\mathbb{P}[\mathcal{E}_{\text{mono}}(t, \Delta)|\mathcal{E}_{\text{mono}}(t, \Delta - 1), N^t = C] \geq 1 - (n + 2)e^{-\gamma/2}. $$  

Using (5.20) we can show by induction that for any $\Delta \geq 1$,

$$\mathbb{P}[\mathcal{E}_{\text{mono}}(t, \Delta)|N^t = C] \geq 1 - \Delta(n + 2)e^{-\gamma/2}.$$  

For any $\Delta \geq 2$, assume by way of induction that (5.21) holds for all $\Delta' < \Delta$. The assumption holds in the base case when $\Delta = 1$ again by conclusion (1) of Lemma 5.3.23, since $C$ is a valid $k$-WTA configuration so $\mathbb{P}[\mathcal{E}_{\text{mono}}(t, 1)|N^t = C] \geq 1 - (n +
2\epsilon^{-\gamma/2}. Applying (5.20) and the inductive assumption:

\[ P[E_{\text{mono}}(t, \Delta) | N^t = C] \geq P[E_{\text{mono}}(t, \Delta - 1) | N^t = C] \cdot P[E_{\text{mono}}(t, \Delta) | E_{\text{mono}}(t, \Delta - 1), N^t = C] \]
\[ \geq \left(1 - (\Delta - 1)(n + 2)\epsilon^{-\gamma/2}\right) \cdot \left(1 - (n + 2)\epsilon^{-\gamma/2}\right) \]
\[ \geq 1 - \Delta(n + 2)\epsilon^{-\gamma/2}. \]

which gives (5.21) for all $\Delta \geq 1$, and so the lemma. \qed

We next show that, starting from a $k$-WTA configuration, with high probability, $T_{n, \gamma}$ reaches a terminal configuration within $O(\log n)$ steps. This requires showing that for $\Delta = O(\log n)$ with high probability, $N_{\text{term}(a, t, \Delta)}$ (where term$(a, t, \Delta)$ is defined in Definition 5.3.25) is actually a terminal configuration. We note that if the network does not reach a terminal configuration within $\Delta$ steps after time $t$, then, by definition, $N_{\text{term}(a, t, \Delta)} = N^{t+\Delta}$, which is some non-terminal configuration.

We first define a termination event:

**Definition 5.3.28 (Termination by $\Delta$).** Let $E_{\text{term}}(t, \Delta)$ be the intersection of $E_{\text{mono}}(t, \Delta)$ (Definition 5.3.26) and the event that $N_{\text{term}(a, t, \Delta)}$ is a terminal configuration.

**Lemma 5.3.29 (Convergence from $k$-WTA Configurations).** Assume the input execution $\alpha_X$ of $T_{n, \gamma}$ has $X^t$ fixed for all $t$ and that $\gamma \geq 4\ln(n + 2) + 10$. Let $\Delta = 12(\log_2 n + 2)$. For any time $t$ and valid $k$-WTA configuration $C$ with $C(X) = X^t$,

\[ P[E_{\text{term}}(t, \Delta) | N^t = C] \geq 1 - \Delta(n + 2)\epsilon^{-\gamma/2} - \frac{1}{7n} \]

**Proof.** Let $\hat{E}_{\text{term}}(t, \Delta)$ be the event that $E_{\text{mono}}(t, \Delta)$ occurs but $E_{\text{term}}(t, \Delta)$ does not. For any $t' \in \{t + 1, \ldots, t + \Delta\}$, define the indicator $I_{t'} \in \{0, 1\}$ with $I_{t'} = 1$ if and only if either:

- $N^{t'-1}$ is a valid $k$-WTA configuration and $\|Y^{t'}\|_1 \leq \lfloor k/2 \rfloor$.
- $N^{t'-1}$ is not a valid $k$-WTA configuration for any $k \geq 2$.

$\hat{E}_{\text{term}}(t, \Delta)$ requires that each of $N^t, \ldots, N^{t+\Delta}$ is a valid $k$-WTA configuration and that

\[ \|Y^t\|_1 \geq \|Y^{t+1}\|_1 \geq \ldots \geq \|Y^{t+\Delta}\|_1 \geq 2. \]

Otherwise, a terminal configuration with $\|Y^{t'}\|_1 = 0$ would be reached and $E_{\text{term}}(t, \Delta)$ would occur.
Initially \( \|Y^t\|_1 \leq n \). Since each time \( I_{t'} = 1 \), either \( \|Y^t\|_1 \) is cut in half or a configuration other than a valid \( k \)-WTA configuration occurs, \( \hat{E}_{\text{term}}(t) \) can only occur if \( \sum_{t'=t+1}^{t+\Delta} I_{t'} < \log_2 n + 1 \). Thus we can bound:

\[
P[\hat{E}_{\text{term}}(t, \Delta)|N^t = C] \leq P \left[ \sum_{t'=t+1}^{t+\Delta} I_{t'} < (\log_2 n + 1)|N^t = C \right]. \tag{5.22}
\]

We will show that this probability is low since \( I_{t'} = 1 \) with good probability. Specifically, if \( N^{t'-1} \) is not a valid \( k \)-WTA configuration, then \( I_{t'} = 1 \) deterministically. If \( N^{t'-1} \) is a valid \( k \)-WTA configuration, then by conclusion (2) of Lemma 5.3.23, \( I_{t'} = 1 \) with probability \( \geq 1/2 - (n + 2)e^{-\gamma/2} \). Overall, we have: \( P[I_{t'} = 1|N^{t'-1}] \geq 1/2 - (n + 2)e^{-\gamma/2} \). In fact, by Lemma 5.2.2, we can also condition on all past configurations and have:

\[
P[I_{t'} = 1|N^{t'-1}N^{t'-2}...N^t, N^t = C] \geq 1/2 - (n + 2)e^{-\gamma/2}.
\]

The above bound lets us use Lemma 5.2.3 to upper bound the probability that \( \sum_{t'=t+1}^{t+\Delta} I_{t'} \) is below any value \( d \) by the probability that a sum of \( \Delta \) independent coin flips, each with success probability \( 1/2 - (n + 2)e^{-\gamma/2} \), is below \( d \). Specifically, let \( Z_{t+1}, ..., Z_{t+\Delta} \) be i.i.d. random variables with \( Z_{t'} = 1 \) with probability \( 1/2 - (n + 2)e^{-\gamma/2} \) and \( Z_{t'} = 0 \) otherwise. Invoking (5.22) and Lemma 5.2.3,

\[
P[\hat{E}_{\text{term}}(t, \Delta)|N^t = C] \leq P \left[ \sum_{t'=t+1}^{t+\Delta} I_{t'} < (\log_2 n + 1)|N^t = C \right] \tag{5.23}
\]

\[
\leq P \left[ \sum_{t'=t+1}^{t+\Delta} Z_{t'} < (\log_2 n + 1) \right]. \tag{5.24}
\]

By our assumption that \( \gamma \geq 4 \ln(n + 2) + 10 \) and our setting of \( \Delta = 12(\log_2 n + 2) \leq 14n \):

\[
\mathbb{E} \left[ \sum_{t'=t+1}^{t+\Delta} Z_{t'} \right] = \Delta/2 - \Delta(n + 2)e^{-\gamma/2} \geq \Delta/3 = 4(\log_2 n + 2).
\]

By a standard Chernoff bound [MU05],

\[
P \left[ \sum_{t'=t+1}^{t+\Delta} Z_{t'} \leq (\log_2 n + 1) \right] \leq e^{-\frac{(3/4)^2 \cdot 4(\log_2 n + 2)}{2}} \leq e^{-2(\log_2 n + 2)} \leq \frac{1}{7n}.
\]
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We thus have, by (5.23), \( P[\mathcal{E}_{\text{term}}(t, \Delta)|N^t = C] \leq \frac{1}{7n} \). Combined with Lemma 5.3.27 this gives:

\[
P[\mathcal{E}_{\text{term}}(t, \Delta)|N^t = C] = P[\mathcal{E}_{\text{mono}}(t, \Delta)|N^t = C] - P[\mathcal{E}_{\text{term}}(t, \Delta)|N^t = C] \geq 1 - \Delta(n + 2)e^{-\gamma/2} - \frac{1}{7n}.
\]

We next combine Lemma 5.3.29 with conclusion (3) of Lemma 5.3.23 and Lemma 5.3.21 to show that, starting from a valid \( k \)-WTA configuration, not only does \( T_{n, \gamma} \) reach a terminal configuration quickly, but also, if \( \gamma \) is large enough, this terminal configuration is a near-valid WTA configuration with probability \( \approx 1/2 \).

**Lemma 5.3.30** (Constant Probability of Near-Valid WTA, from \( k \)-WTA Configurations). Assume the input execution \( \alpha_X \) of \( T_{n, \gamma} \) has \( X^t \) fixed for all \( t \) and that \( \gamma \geq 4\ln(n + 2) + 10 \). Let \( \Delta = 12(\log_2 n + 2) \) and \( \mathcal{E}_1(t) \) be the event that there is some \( t' \in \{t + 1, \ldots, t + \Delta\} \), such that \( N^{t'} \) is a near-valid WTA configuration. For any \( t \) and valid \( k \)-WTA configuration \( C \) with \( C(X) = X^t \),

\[
P[\mathcal{E}_1(t)|N^t = C] \geq \frac{1}{2} - \frac{\Delta + 1}{2}(n + 2)e^{-\gamma/2} - \frac{1}{14n}.
\]

**Proof.** \( \mathcal{E}_1(t) \) is equivalent to the event that \( \mathcal{E}_{\text{term}}(t, \Delta) \) occurs and \( N^{\text{term}(\alpha, t, \Delta)} \) is a near-valid WTA configuration. Let \( \mathcal{E}_0(t) \) be the event that \( \mathcal{E}_{\text{term}}(t, \Delta) \) occurs and \( ||Y^{\text{term}(\alpha, t, \Delta)}||_1 = 0 \). \( \mathcal{E}_0(t) \) and \( \mathcal{E}_1(t) \) are disjoint with \( \mathcal{E}_0(t) \cup \mathcal{E}_1(t) = \mathcal{E}_{\text{term}}(t, \Delta) \). So by Lemma 5.3.29,

\[
P[\mathcal{E}_0(t)|N^t = C] + P[\mathcal{E}_1(t)|N^t = C] = P[\mathcal{E}_{\text{term}}(t, \Delta)|N^t = C] \geq 1 - \Delta(n + 2)e^{-\gamma/2} - \frac{1}{7n}.
\]

We will use conclusion (3) of Lemma 5.3.23 to show that

\[
P[\mathcal{E}_1(t)|N^t = C] \geq P[\mathcal{E}_0(t)|N^t = C] - (n + 2)e^{-\gamma/2},
\]

which combined with (5.25) gives the conclusion of the lemma, that

\[
P[\mathcal{E}_1(t)|N^t = C] \geq \frac{1}{2} - \frac{\Delta + 1}{2}(n + 2)e^{-\gamma/2} - \frac{1}{14n}.
\]
For each $t' \in \{t + 1, ..., t + \Delta\}$, let $\mathcal{E}_{\text{term}}(t, t', \Delta)$ be the event that $\mathcal{E}_{\text{term}}(t, \Delta)$ occurs and $\text{term}(\alpha, t, \Delta) = t'$. Define $\mathcal{E}_0(t, t')$ and $\mathcal{E}_1(t, t')$ analogously. Let $\mathcal{E}_2(t, t')$ be the event that $N^t, ..., N^{t-1}$ are all valid $k$-WTA configurations with $||Y^t||_1 \geq ... \geq ||Y^{t-1}||_1 \geq 2$. Let $\bar{\mathcal{E}}_2(t, t')$ be its complement.

\[
\mathbb{P}[\mathcal{E}_1(t, t')|\bar{\mathcal{E}}_2(t, t')] = \mathbb{P}[\mathcal{E}_0(t, t')|\bar{\mathcal{E}}_2(t, t')] = 0 \tag{5.28}
\]

since both $\mathcal{E}_1(t, t')$ and $\mathcal{E}_0(t, t')$ require $\mathcal{E}_{\text{mono}}(t, \Delta)$ to hold, which requires $\mathcal{E}_2(t, t')$ to hold if $\text{term}(\alpha, t, \Delta) = t'$. Further, by conclusion (3) of Lemma 5.3.23, since $\mathcal{E}_2(t, t')$ requires that $N^{t-1}$ is a valid $k$-WTA configuration,

\[
\mathbb{P}[\mathcal{E}_1(t, t')|\mathcal{E}_2(t, t'), N^t = C] \geq \mathbb{P}[\mathcal{E}_0(t, t')|\mathcal{E}_2(t, t'), N^t = C] - (n + 2)e^{-\gamma/2} \tag{5.29}
\]

By the law of total probability, (5.28) and (5.29) give

\[
\mathbb{P}[\mathcal{E}_1(t, t')|N^t = C] \geq \mathbb{P}[\mathcal{E}_0(t, t')|N^t = C] - (n + 2)e^{-\gamma/2}.
\]

Again by the law of total probability, this gives

\[
\mathbb{P}[\mathcal{E}_1(t)|N^t = C] \geq \mathbb{P}[\mathcal{E}_0(t)|N^t = C] - (n + 2)e^{-\gamma/2},
\]

yielding (5.26) and thus (5.27) and the lemma. \qed

We next combine Lemma 5.3.30 with Lemma 5.3.21, which shows that any near-valid WTA configuration transitions with probability $\approx 1/2$ to a valid WTA configuration. This gives fast convergence to a valid WTA configuration starting from any valid $k$-WTA configuration, with probability $\geq 1/8$.

**Corollary 5.3.31 (Constant Probability of Success, from $k$-WTA Configurations).**

*Assume the input execution $\alpha_X$ of $\mathcal{T}_{n, \gamma}$ has $X^t$ fixed for all $t$ and that $\gamma \geq 4 \ln(n + 2) + 10$. Let $\mathcal{E}(t)$ be the event that there is some $t' \in \{t + 1, ..., t + 12 \log_2 n + 25\}$, such that $N^{t'}$ is a valid WTA configuration. For any $t$ and valid $k$-WTA configuration $C$ with $C(X) = X^t$,

\[
\mathbb{P}[\mathcal{E}(t)|N^t = C] \geq 1/8.
\]

*Proof.* As in Lemma 5.3.30, let $\Delta = 12(\log_2 n + 2)$ and $\mathcal{E}_1(t)$ be the event that there is some $t' \in \{t + 1, ..., t + \Delta\}$, such that $N^{t'}$ is a near-valid WTA configuration. Let $\mathcal{E}_{\text{val}}(t)$ be the event that $N^{t'+1}$ is a valid WTA configuration. We have $\mathcal{E}(t) \subseteq \mathcal{E}_{\text{val}}(t)$
(since \( t' + 1 \in \{ t + 2, \ldots, t + \Delta + 1 \} \) where \( t + \Delta + 1 = t + (12 \log_2 n + 25) \)). Thus it suffices to show that \( \mathbb{P}[E_{\text{val}}(t)|N^t = C] \geq 1/8 \).

By Lemmas 5.3.30 and 5.3.21, for any configuration \( C \):

\[
\mathbb{P}[E_{\text{val}}(t)|N^t = C] \geq \mathbb{P}[E_{\text{act}}(t)|N^t = C] \cdot \mathbb{P}[E_{\text{val}}(t)|E_{\text{act}}(t), N^t = C] \\
\geq \left( \frac{1}{2} - \frac{\Delta + 1}{2}(n + 2)e^{-\gamma/2} - \frac{1}{14n} \right) \cdot (1/2 - (n + 2)e^{-\gamma/2}) \\
\geq \frac{1}{4} - \frac{\Delta + 3}{4}(n + 2)e^{-\gamma/2} - \frac{1}{28n}.
\]

We can loosely bound \( \frac{\Delta + 3}{4} = \frac{12(\log_2 n + 2) + 3}{4} \leq \frac{12(n + 2n) + 3n}{4} \leq 10n \). Further, by our assumption that \( \gamma \geq 4 \ln(n + 2) + 10 \) we have:

\[
\mathbb{P}[E_{\text{val}}(t)|N^t = C] \geq \frac{1}{4} - \frac{10n(n + 2)}{(n + 2)^2}.e^5 - \frac{1}{28} \geq \frac{1}{8}
\]

which gives the corollary. \( \Box \)

Finally, we show that, starting from any configuration, with constant probability, \( T_{n, \gamma} \) converges to a valid WTA configuration in \( O(\log n) \) steps. Our proof combines Theorem 5.3.20 and Lemma 5.3.22 which show that any configuration transitions to an active configuration (Definition 5.3.18) in few steps with constant probability. We then apply Corollary 5.3.31 to show convergence from such a configuration.

**Theorem 5.3.32.** Assume the input execution \( \alpha_X \) of \( T_{n, \gamma} \) has \( X^t \) fixed for all \( t \) and that \( \gamma \geq 4 \ln(n + 2) + 10 \). Let \( E(t) \) be the event that there is some \( t' \in \{ t + 1, \ldots, t + (12 \log_2 n + 30) \} \) such that \( N'^t \) is a valid WTA configuration. For any time \( t \) and configuration \( C \) with \( C(X) = X^t \),

\[
\mathbb{P}[E(t)|N^t = C] \geq 1/18.
\]

**Proof.** Let \( E_{\text{act}}(t) \) be the event that \( N^t = C \) and that at least one of \( \{N^{t+1}, \ldots, N^{t+5}\} \) is an active configuration (Definition 5.3.18). Let \( N^t \) be the first active configuration in this set, or \( N^t = N^{t+5} \) if there is no such configuration.

By Theorem 5.3.20, conditioned on \( N^t = C \), with probability \( \geq 1 - 2(n + 1)e^{-\gamma/2} \) one of \( \{N^{t+1}, N^{t+2}\} \) is a good configuration. Let \( N^i \) be the first good configuration in this set or \( N^i = N^{t+2} \) if neither are good. If \( N^i \) is also an active configuration then \( E_{\text{act}}(t) \) holds.

If not, then \( N^i \) is a reset configuration. Let \( C' \) be any reset configuration. By Lemma 5.3.22, conditioned on \( N^i = C' \), with probability \( \geq 1/2 - 3(n + 2)e^{-\gamma/2} \) at
least one of \( \{N_{t+1}^i, N_{t+2}^i, N_{t+3}^i\} \), is an active configuration. Thus, overall we have:

\[
P[E_{act}|N_t^i = C] \geq (1 - 2(n + 1)e^{-\gamma/2}) \cdot (1/2 - 3(n + 2)e^{-\gamma/2})
\]

\[
\geq \frac{1}{2} - 5(n + 2)e^{-\gamma/2}. \tag{5.30}
\]

We can define three disjoint events:

\[
E_{act,1}(t) \overset{\text{def}}{=} (N_t^i \text{ is a valid } k\text{-WTA configuration})
\]

\[
E_{act,2}(t) \overset{\text{def}}{=} (N_t^i \text{ is a near-valid WTA configuration})
\]

\[
E_{act,3}(t) \overset{\text{def}}{=} (N_t^i \text{ is a valid WTA configuration})
\]

We have \( E_{act}(t) = \bigcup_{i=1}^{3} E_{act,i}(t) \) and so by the law of total probability:

\[
P[E(t)|E_{act}(t)] = \sum_{i=1}^{3} P[E(t)|E_{act,i}(t)] \cdot P[E_{act,i}(t)|E_{act}(t)]
\]

\[
\geq \sum_{i=1}^{3} \min_{i \in \{1,2,3\}} P[E(t)|E_{act,i}(t)] \cdot P[E_{act,i}(t)|E_{act}(t)]
\]

\[
\geq \min_{i \in \{1,2,3\}} P[E(t)|E_{act,i}(t)] \tag{5.31}
\]

where the last bound follows since the \( E_{act,i}(t) \) events are disjoint and \( \sum_{i=1}^{3} P[E_{act,i}(t)|E_{act}(t)] = 1 \). We now bound this minimum via a case analysis:

**Case 1:** \( P[E(t)|E_{act,1}(t)] \)

In this case, \( N_t^i \) is a valid \( k\)-WTA configuration, so applying Corollary 5.3.31, conditioned on \( E_{act,1}(t) \), with probability 1/8 there is some time \( t' \in \{\hat{t} + 1, ..., \hat{t} + (12 \log_2 n + 25)\} \) such that \( N_{t'}^i \) is a valid WTA configuration. Note that \( \hat{t} \leq t + 5 \) giving \( t' \leq (12 \log_2 n + 30) \). We thus have:

\[
P[E(t)|E_{act,1}(t)] \geq 1/8. \tag{5.32}
\]

**Case 2:** \( P[E(t)|E_{act,2}(t)] \)

In this case, \( N_t^i \) is a near-valid WTA configuration, so applying Lemma 5.3.21, conditioned on \( E_{act,2}(t) \), \( N_{t+1}^i \) is a valid WTA configuration with probability \( \geq 1/2 - \).
\((n + 2)e^{-\gamma/2}\). By our assumption that \(\gamma \geq 4\ln(n + 2) + 10\):

\[
\mathbb{P}[E(t)|E_{act,2}(t)] \geq 1/2 - (n + 2)e^{-\gamma/2} \geq 1/3. \tag{5.33}
\]

**Case 3:** \(\mathbb{P}[E(t)|E_{act,3}(t)]\)

If \(E_{act,3}(t)\) holds then \(N^t\) is a valid WTA configuration by definition, so trivially

\[
\mathbb{P}[E(t)|E_{act,3}(t)] = 1. \tag{5.34}
\]

**Completing the theorem:**

Combining (5.32), (5.33), (5.34), and (5.31) we have \(\mathbb{P}[E(t)|E_{act}(t)] \geq 1/8\). Using (5.30) we then have:

\[
\mathbb{P}[E(t)|N^t = C] \geq \mathbb{P}[E_{act}(t)|N^t = C] \cdot \mathbb{P}[E(t)|E_{act}(t), N^t = C] \\
= \mathbb{P}[E_{act}(t)|N^t = C] \cdot \mathbb{P}[E(t)|E_{act}(t)] \\
\geq \frac{1}{8} \cdot \left(\frac{1}{2} - 5(n + 2)e^{-\gamma/2}\right) \geq \frac{1}{18}
\]

where the last bound follows from our assumption that \(\gamma \geq 4\ln(n + 2) + 10\). \(\square\)

### 5.3.7 Completing the Bounds

Given Theorem 5.3.32, it is easy to show that, with \(\gamma\) set large enough, \(\mathcal{T}_{n,\gamma}\) solves the WTA problem (Definitions 5.2.7 and 5.2.9), giving Theorem 5.3.2 and 5.3.3. We start with the basic WTA problem of Definition 5.2.7. By Theorem 5.3.32, starting from any configuration, the network converges to a valid WTA configuration in \(O(\log n)\) steps. By applying this analysis in sequence to \(O(\log 1/\delta)\) sets of \(O(\log n)\) steps, we show that the network converges to a valid WTA state with probability \(\geq 1 - \delta\) within \(O(\log n \cdot \log(1/\delta))\) steps. Further, if \(\gamma\) is large enough, by Lemma 5.3.13, it remains in this state for \(t_s\) steps with high probability.

**Theorem 5.3.2** (Two-Inhibitor WTA). For \(\gamma \geq 4\ln((n + 2)t_s/\delta) + 10\), \(\mathcal{T}_{n,\gamma}\) solves WTA\((n, t_c, t_s, \delta)\) for any \(t_c \geq 72(\log_2 n + 1) \cdot (\log_2(1/\delta) + 1)\).

**Proof.** Consider \(\mathcal{T}_{n,\gamma}\) starting from any initial configuration \(N^0\) and given an infinite input execution \(\alpha_X\) with \(X^t\) fixed for all \(t\). Let \(\Delta = (12\log_2 n + 30)\) and
\[ r = 6(\log_2(1/\delta) + 1). \] Let \( E \) be the event that there is some time \( t \leq t_c \) where \( N^t \) is a valid WTA configuration.

For any \( i \geq 0 \), let \( \mathcal{E}_i \) be the event that there is some time \( t \in \{i\Delta + 1, \ldots, (i+1)\Delta\} \) where \( N^t \) is a valid WTA configuration. By Theorem 5.3.32 and Lemma 5.2.2 we have:

\[
\mathbb{P}[\mathcal{E}_i | N^{i\Delta}] = \mathbb{P}[\mathcal{E}_i | N^{i\Delta}, N^{(i+1)\Delta-1}, \ldots, N^1] \geq 1/8.
\]

Let \( Z_0, \ldots, Z_{r-1} \in \{0, 1\} \) be independent coin flips, with \( \mathbb{P}[Z_i = 1] = 1/8 \). Applying Lemma 5.2.3:

\[
\mathbb{P}[\mathcal{E}] = \mathbb{P}\left[ \bigcap_{i=0}^{r-1} \mathcal{E}_i \right] \geq \mathbb{P}\left[ \bigcap_{i=0}^{r-1} Z_i \geq 1 \right] = 1 - \left( \frac{7}{8} \right)^r.
\]

Using that \( r = 6(\log_2(1/\delta) + 1) \):

\[
\mathbb{P}[\mathcal{E}] \geq 1 - \left( \frac{7}{8} \right)^{6(\log_2(1/\delta) + 1)} \geq 1 - \frac{\delta}{2}.
\]

Thus, with probability \( \geq 1 - \frac{\delta}{2} \) there is some time \( t \leq r \cdot \Delta \leq 72(\log_2 n + 1) \cdot (\log_2(1/\delta) + 1) \leq t_c \) in which \( N^t \) is a valid WTA configuration. By Corollary 5.3.13, if \( C \) is a valid WTA configuration then

\[
\mathbb{P}[N^t = N^{t+1} = \ldots = N^{t+t_s} | N^t = C] \geq 1 - t_s(n+2)e^{-\gamma/2} \geq 1 - \frac{\delta}{e^5},
\]

where the bound holds by our assumption that \( \gamma \geq 4 \ln((n+2)t_s/\delta) + 10 \). We thus have that the network reaches a valid WTA configuration within time \( t_c \) and remains in it for time \( t_s \) with probability \( \geq (1 - \frac{\delta}{e^5}) \cdot (1 - \frac{\delta}{e^5}) \geq 1 - \delta \), yielding the theorem. \( \square \)

We conclude by showing with what parameters \( T_{n, \gamma} \) solves the expected-time WTA problem of Definition 5.2.9.

**Theorem 5.3.3** (Two-Inhibitor Expected-Time WTA). For \( \gamma \geq 4 \ln((n+2)t_s) + 10 \), \( T_{n, \gamma} \) solves WTA-EXP\((n, t_c, t_s)\) for any \( t_c \geq 108(\log_2 n + 3) \).

**Proof.** Recall that in Definition 5.2.9 we defined the convergence time for any infinite input execution \( \alpha_X \) and output execution \( \alpha_Y \):

\[
t(\alpha_X, t_s, \alpha_Y) = \min \{ t : Y^t \text{ is a valid WTA output configuration for } X^t \text{ and } Y^t = \ldots = Y^{t+t_s} \}.
\]

247
Define the worst case expected convergence time of $T_{n,\gamma}$ on input $\alpha_X$ by:

$$t_{\max}(\alpha_X) = \max_{N^0} \left( \mathbb{E}_{\alpha_Y \sim D_Y(T_{n,\gamma}, N^0, \alpha_X)} t(\alpha_X, t_s, \alpha_Y) \right).$$

To prove the lemma we must prove that for any $\alpha_X$ with $X^t$ fixed for all $t$, $t_{\max}(\alpha_X) \leq 108(\log_2 n + 3)$. Fixing such an $\alpha_X$, for any starting configuration $N^0$, let $\mathbb{E}$ and $\mathbb{P}$ denote the expectation and probability of an event taken over executions drawn from $D(T_{n,\gamma}, N^0, \alpha_X)$.

Let $\Delta = (12 \log_2 n + 30)$ and let $\mathcal{E}_1$ be the event that there is some $t \in \{1, \ldots, \Delta\}$ where $N^t$ is a valid WTA configuration. Let $\mathcal{E}_{\text{stab}}$ be the event that there is some $t \in \{1, \ldots, \Delta\}$ where $N^t$ is a valid WTA configuration and additionally, where $N^t = \ldots = N^{t+t_s}$. Let $\bar{\mathcal{E}}_1$ and $\bar{\mathcal{E}}_{\text{stab}}$ be the complements of these two events. By Theorem 5.3.32, for any initial configuration $N^0$

$$\mathbb{P}_{N^0}[\mathcal{E}_1] \geq 1/8. \quad (5.35)$$

Further, by Corollary 5.3.13, if $C$ is a valid WTA configuration then,

$$\mathbb{P}_{N^0}[N^t = N^{t+1} = \ldots = N^{t+t_s} | N^t = C] \geq 1 - t_s(n+2)e^{-\gamma/2} \geq 1 - \frac{1}{t_s \cdot e^{5}} \quad (5.36)$$

where the bound holds since $\gamma \geq 4 \ln((n+2)t_s) + 10 \geq 2 \ln((n+2)t_s^2) + 10$ and so $e^{-\gamma/2} \leq \frac{1}{(n+2)t_s^2 \cdot e^{5}}$. Together (5.35) and (5.36) give that:

$$\mathbb{P}_{N^0}[\mathcal{E}_{\text{stab}}] \geq \mathbb{P}_{N^0}[\mathcal{E}_{\text{stab}} | \mathcal{E}_1] \cdot \mathbb{P}_{N^0}[\mathcal{E}_1] \geq \frac{1}{8} \cdot \left( 1 - \frac{1}{t_s \cdot e^{5}} \right) \geq \frac{1}{8} - \frac{1}{t_s \cdot e^{5}}.$$

We can write:

$$\mathbb{E}_{N^0}[t(\alpha_X, t_s, \alpha_Y)] = \mathbb{E}_{N^0}[t(\alpha_X, t_s, \alpha_Y) | \mathcal{E}_{\text{stab}}] \cdot \mathbb{P}_{N^0}[\mathcal{E}_{\text{stab}}]$$

$$+ \mathbb{E}_{N^0}[t(\alpha_X, t_s, \alpha_Y) | \bar{\mathcal{E}}_1, \bar{\mathcal{E}}_{\text{stab}}] \cdot \mathbb{P}_{N^0}[\bar{\mathcal{E}}_1, \bar{\mathcal{E}}_{\text{stab}}]$$

$$+ \mathbb{E}_{N^0}[t(\alpha_X, t_s, \alpha_Y) | \bar{\mathcal{E}}_1] \cdot \mathbb{P}_{N^0}[\bar{\mathcal{E}}_1] \quad (5.37)$$

Conditioned on $\mathcal{E}_{\text{stab}}$ (which also requires that $\mathcal{E}_1$ occurs), the network converges within $\Delta$ steps and stabilizes for $t_s$ steps. Thus, we have:

$$\mathbb{E}_{N^0}[t(\alpha_X, t_s, \alpha_Y) | \mathcal{E}_{\text{stab}}] \leq \Delta.$$
Conditioned on $E_1$, $\tilde{E}_{stab}$ the network converges, but does not stabilize. We can bound

$$E_{N_0}[t(\alpha_X, t_s, \alpha_Y)|E_1, \tilde{E}_{stab}] \leq (\Delta + t_s) + E_{N_0}[t(\alpha_X, t_s, \alpha_Y)]$$

$$\leq \Delta + t_s + t_{max}(\alpha_X).$$

Finally, conditioned on $\tilde{E}_1$, the network does not converge within $\Delta$ steps. We have:

$$E_{N_0}[t(\alpha_X, t_s, \alpha_Y)|\tilde{E}_1] \leq \Delta + E_{N_0}[t(\alpha_X, t_s, \alpha_Y)]$$

$$\leq \Delta + t_{max}(\alpha_X).$$

We can plug these bounds along with the probability bounds of (5.35) and (5.36) into (5.37) to obtain:

$$E_{N_0}[t(\alpha_X, t_s, \alpha_Y)] \leq \Delta \cdot \left(\frac{1}{8} - \frac{1}{t_s \cdot e^5}\right) + (\Delta + t_{max}(\alpha_X) + t_s) \cdot \frac{1}{t_s \cdot e^5} + (\Delta + t_{max}(\alpha_X)) \cdot \frac{7}{8}$$

$$\leq \Delta + t_{max}\left(\frac{7}{8} + \frac{1}{t_s \cdot e^5}\right) + \frac{t_s}{t_s \cdot e^5}$$

$$\leq \Delta + t_{max}(\alpha_X) \cdot \frac{8}{9} + \frac{1}{e^5}.$$ 

Since this bound holds for all $N_0$ we have:

$$t_{max}(\alpha_X) \leq \Delta + t_{max}(\alpha_X) \cdot \frac{8}{9} + \frac{1}{e^5}$$

which gives $t_{max}(\alpha_X) \leq 9\Delta + \frac{9}{e^5} \leq 9\Delta + 1$. This bound holds for all $\alpha_X$ and so gives the lemma, after recalling that $\Delta = (12 \log_2 n + 30)$ so $9\Delta + 1 \leq 108(\log_2 n + 3)$. \qed

### 5.4 WTA Lower Bounds

The simple family of two-inhibitor networks presented in Section 5.3 gives convergence to a valid WTA output configuration in $O(\log n \cdot \log(1/\delta))$ steps with probability $\geq 1 - \delta$, as long as the weight scaling parameter $\gamma$ is set large enough. Specifically, by Theorem 5.3.2, these networks solve WTA($n, t_c, t_s, \delta$) with $t_c = O(\log n \cdot \log(1/\delta))$ and $t_s$ exponentially large in $\gamma$. In this section we ask whether this is optimal, considering two questions:

1. Are there networks that achieve comparable convergence speed with just a single auxiliary neuron?
2. Are there networks using two auxiliary neurons that converge faster?

We answer these questions for somewhat restricted classes of simple SNNs and symmetric SNNs, described in Definitions 5.4.1 and 5.4.2 below. These classes of networks include, in particular, the construction studied in Section 5.3.

We show that a simple SNN with just a single auxiliary neuron cannot solve WTA(n, tc, t8, δ) with \( t_s = \Omega\left(\frac{t_8}{\log n}\right) \). That is, the network cannot effectively converge to a valid WTA output state and remain in this state for a significant time compared to its convergence time. Additionally, we show that no symmetric SNN with two auxiliary neurons can improve on the convergence time of the two-inhibitor network \( T_{n,γ} \) proven in Theorem 5.3.2 by more than a \( O(\log \log n) \) factor.

We define the restricted network classes we consider in our lower bounds below.

**Definition 5.4.1 (Simple SNN).** A spiking neural network \( \mathcal{N} = \langle N, w, b, f \rangle \) is a simple SNN if it contains \( n \) input neurons labeled \( x_1, \ldots, x_n \) and \( n \) output neurons labels \( y_1, \ldots, y_n \) and satisfies:

- \( w(x_i, y_j) = 0 \) and \( w(y_i, y_j) = 0 \) for all \( j \neq i \). I.e., each input does not connect to outputs, other than its corresponding output, and outputs do not connect to each other.

Note that in a simple SNN, auxiliary neurons may connect to each other, may have incoming edges from the input neurons, and may form unrestricted connections with the output neurons. In our two-auxiliary neuron lower bound we consider a further restricted class of networks:

**Definition 5.4.2 (Symmetric SNN).** A simple SNN \( \mathcal{N} = \langle N, w, b, f \rangle \) is a symmetric SNN if it contains \( n \) input neurons labeled \( x_1, \ldots, x_n \) and \( n \) output neurons labels \( y_1, \ldots, y_n \) and satisfies:

- For all \( u, v \in A \), \( w(u, v) = w(v, u) = 0 \). I.e., there are no connections between auxiliary neurons.

- For all \( u \in A \), \( w(y_i, u) = w(y_j, u) \). I.e., each auxiliary neuron is affected in the same way by each output.

- For all \( i, j \), \( w(x_i, y_i) = w(x_j, y_j) \), \( w(y_i, y_i) = w(y_j, y_j) \), \( w(u, y_i) = w(u, y_j) \) for all \( u \in A \), and \( b(y_i) = b(y_j) \). I.e., all outputs have identical incoming connections from their corresponding inputs, themselves, and the auxiliary neurons, and have identical biases.
5.4.1 Single Auxiliary Neuron Lower Bound

We begin with our lower bound for simple SNNs with just a single auxiliary neuron.

**Theorem 5.4.3** (One Neuron Lower Bound). For any \( n \geq 20, \delta \leq 1/2, \) and any spike probability function \( f : \mathbb{R} \rightarrow [0, 1] \) (satisfying the restrictions in Section 5.2.1), there is no simple SNN \( \mathcal{N} = (N, w, b, f) \) with just a single auxiliary neuron that solves \( \text{WTA}(n, t_c, t_s, \delta) \) with \( t_s > 10 t_c \cdot \frac{\ln(2 t_c)}{\ln n} \).

We note that Theorem 5.4.3 applies to simple SNNs (Definition 5.4.1). However, we conjecture that the result holds for any SNN, without structural restrictions. We leave proving a more general bound as an open question, for now.

**Proof Outline.** We will prove Theorem 5.4.3 assuming that the single auxiliary neuron is an inhibitor. It will be easy to see that a nearly identical proof goes through when the auxiliary neuron is excitatory. At a high level, our proof shows that the convergence and stability inhibitors employed by the two-inhibitor networks described Section 5.3 are necessary. A single auxiliary neuron is not able to both drive fast convergence to a valid WTA output configuration and to maintain stability once the network is in such a state. In more detail, our proof breaks into three steps:

1. We show in Lemma 5.4.4 that the network must be relatively ‘active’ if it solves \( \text{WTA}(n, t_c, t_s, \delta) \). Specifically, if the single inhibitor \( a \) does not fire, then any output corresponding to a firing input must fire with probability \( \geq 1 - \delta^{1/t_c} \). Otherwise, starting from a configuration in which no outputs fire, the network would take longer than \( t_c \) steps to reach a valid WTA output configuration with probability \( 1 - \delta \).

2. Conversely, we show in Lemma 5.4.8 that if the inhibitor \( a \) does fire, then any output with a firing input must cease firing at the next time with probability \( \geq 1 - n^{-\frac{10 t_c}{\ln n}} \). Otherwise, starting from a configuration in which \( \Omega(n) \) outputs fire, with probability \( \geq 1/2 \), the network would take longer than \( t_c \) steps to converge to a valid WTA output configuration (with a single firing output).

3. We combine these results a network with just one inhibitor cannot maintain a valid WTA output configuration for \( t_s = \Omega \left( t_c \cdot \frac{\ln t_c}{\ln n} \right) \) consecutive steps with probability \( \geq 1/2 \) (i.e., the network cannot achieve sufficient stability).

Consider any time \( t \) in which \( \mathcal{N} \) is in a valid WTA output configuration. If \( a \) does not fire at time \( t \), then by (1), if there are \( \Omega(n) \) active inputs, at least
one output which did not fire at time \( t \) fires with probability \( \geq 1 - \delta^{\Omega(n/t_c)} \) at time \( t + 1 \). If \( a \) does fire, then by (2) the winning output stops firing at time \( t + 1 \) with probability \( \geq 1 - n^{-\frac{1}{10t_c}} \). In any case, if \( \delta \leq 1/2 \), with probability \( \geq 1 - n^{-\frac{1}{10t_c}} \), the output configuration changes, and stability is broken.

Since this relatively high probability of breaking stability holds at any time in which \( \mathcal{N} \) is in a valid WTA output configuration, it is enough to show that stability cannot be maintained with probability \( \geq \epsilon \) for \( \Omega \left( t_c \cdot \frac{\ln 1/\epsilon}{\ln n} \right) \) steps. By setting \( \epsilon = O(t_c) \) and applying a union bound, we can show that, with probability \( \geq 1/2 \), in the first \( t_c \) time steps, \( \mathcal{N} \) never reaches a valid WTA output configuration and remains in this configuration for \( t_s \) consecutive steps. Thus, \( \mathcal{N} \) does not solve WTA\((n, t_c, t_s, \delta)\) for \( \delta \leq 1/2 \).

We start by showing that if the inhibitor \( a \) does not fire at time \( t \), then any output corresponding to a firing input must fire with reasonably high probability at time \( t + 1 \). We in fact prove a more general lemma, for networks containing any number of inhibitors, since this result will be useful in our lower bound for two-inhibitor networks presented in Section 5.4.2. The proof is not complicated by adding more inhibitors.

**Lemma 5.4.4 (Output Firing Probability When No Inhibitors Are Active).** Let \( \mathcal{N} = \langle N, w, b, f \rangle \) be any simple SNN which solves WTA\((n, t_c, t_s, \delta)\) and whose auxiliary neurons \( a_1, ..., a_m \) are all inhibitory. For any \( i \), any configuration \( C \) with \( C(x_i) = 1 \) and \( C(a_j) = 0 \) for all \( j \), and any \( t \),

\[
\mathbb{P}[y_{t+1} = 1 | N^t = C] \geq 1 - \delta^{1/t_c}.
\]

**Proof.** Consider any \( i \in \{1, ..., n\} \). Assume for the sake of contradiction that there is some configuration \( C \) with \( C(x_i) = 1 \), \( C(a_j) = 0 \) for all \( j \), and

\[
\mathbb{P}[y_{t+1} = 1 | N^t = C] < 1 - \delta^{1/t_c}.
\]

This assumption additionally implies three claims. First we can see that, since \( y_i \) is excitatory,

**Claim 5.4.5.** There exists some configuration \( C \) with \( C(x_i) = 1 \), \( C(a_j) = 0 \) for all \( j \) and \( C(y_i) = 0 \) with \( \mathbb{P}[y_{t+1} = 1 | N^t = C] < 1 - \delta^{1/t_c} \).

From Claim 5.4.5 we can additionally conclude that, since, by Definition 5.4.1, \( y_i \) can only have connections from itself, \( x_i \), and \( a_1, ..., a_m \):
Claim 5.4.6. For any configuration $C$ with $C(x_i) = 1$, $C(a_j) = 0$ for all $j$ and $C(y_i) = 0$, $\mathbb{P}[y_i^{t+1} = 1 | N^t = C] < 1 - \delta^{1/tc}$.

Finally, Claim 5.4.6 implies that, since $a_1, ..., a_m$ are all inhibitors,

Claim 5.4.7. For any configuration with $C(x_i) = 1$ and $C(y_i) = 0$, $\mathbb{P}[y_i^{t+1} = 1 | N^t = C] < 1 - \delta^{1/tc}$.

Consider input execution $\alpha_X$ with $X^t$ fixed for all $t$ (i.e., $X^t = X^{t'}$ for any $t, t'$), $x_i^t = 1$, and $x_j^t = 0$ for all $j \neq i$. Let $N^0$ be any initial configuration of $N$ consistent with $\alpha_X$ (i.e., $N^0(X) = X^0$) and with $y_i^0 = 0$.

Since $N$ solves WTA($n, t_c, t_s, \delta$), an infinite output execution drawn from $D_Y(N, N^0, \alpha_X)$ must, with probability $\geq 1 - \delta$, reach a valid WTA output configuration (Definition 5.2.6) for some $t \leq t_c$. In particular, with probability $\geq 1 - \delta$, there must be some $t \leq t_c$ in which $y_i^t = 1$. So, letting $\mathcal{E}_0(t)$ be the event that $y_i^{t'} = 0$ for all $t' \leq t$, we have $\mathbb{P}[\mathcal{E}_0(t_c)] \leq \delta$.

Additionally, $\mathbb{P}[\mathcal{E}_0(0)] = 1$ and using Claim 5.4.7 above and inducting on $t$, for any $t \geq 1$:

$$\mathbb{P}[\mathcal{E}_0(t)] = \mathbb{P}[\mathcal{E}_0(t)|\mathcal{E}_0(t-1)] \cdot \mathbb{P}[\mathcal{E}_0(t-1)] \quad \text{(Since } \mathcal{E}_0(t) \subseteq \mathcal{E}_0(t-1).)$$

$$> (1 - (1 - \delta^{1/tc}))^t = \delta^{tc/tc}.$$

We thus have

$$\mathbb{P}[\mathcal{E}_0(t_c)] > \delta^{tc/tc} = \delta$$

which contradicts that fact that $\mathbb{P}[\mathcal{E}_0(t_c)] \leq \delta$, giving the lemma.

We next show that if the inhibitor $a$ does fire at time $t$, then any output must cease firing at time $t + 1$ with reasonably large probability. Formally, we show this statement for roughly half of the $n$ outputs. It may be possible that some outputs fire with large probability at time $t + 1$ whenever their corresponding inputs fire at time $t$. However, for convergence to occur rapidly give an input execution in which all inputs, this cannot be the case for most outputs.

Again, since it will be useful in the two-inhibitor lower bound proven in Section 5.4.2, we show a more general result which pertains to networks with any number of auxiliary inhibitors.
Lemma 5.4.8 (Output Firing Probability When All Inhibitors Are Active). Let $\mathcal{N} = \langle N, w, b, f \rangle$ be any simple SNN which solves WTA($n, t_c, t_s, \delta$) for $n \geq 20$ and $\delta \leq 1/2$ and whose auxiliary neurons $a_1, \ldots, a_m$ are all inhibitory. There is some set $S \subseteq \{1, \ldots, n\}$ with $|S| \geq \lceil n/2 \rceil$ such that, for any $i \in S$, any configuration $C$ with $C(x_i) = 1$ and $C(a_j) = 1$ for all $j$, and any $t$,

$$\mathbb{P}[y_i^{t+1} = 0 | N^t = C] \geq 1 - n^{-\frac{1}{10\epsilon}}.$$

**Proof.** Assume for the sake of contradiction that there is some set $\mathcal{R} \subseteq \{1, \ldots, n\}$ with $|\mathcal{R}| = \lceil n/2 \rceil + 1$ such that, for each $i \in \mathcal{R}$, there exists some configuration $C$ with $C(x_i) = 1$, $C(a_j) = 1$ for all $j$ and

$$\mathbb{P}[y_i^{t+1} = 1 | N^t = C] > n^{-\frac{1}{10\epsilon}}.$$

From this assumption we can deduce three claims. First, since each $y_i$ is excitatory,

**Claim 5.4.9.** For each $i \in \mathcal{R}$ there exists some configuration $C$ with $C(x_i) = 1$, $C(a_j) = 1$ for all $j$ and $C(y_i) = 1$ with $\mathbb{P}[y_i^{t+1} = 1 | N^t = C] > n^{-\frac{1}{10\epsilon}}$.

Claim 5.4.9 further implies, since $y_i$ can only have connections from itself, $x_i$, and $a_1, \ldots, a_m$ (see Definition 5.4.1):

**Claim 5.4.10.** For any configuration $C$ with $C(x_i) = 1$, $C(a_j) = 1$ for all $j$ and $C(y_i) = 1$, $\mathbb{P}[y_i^{t+1} = 1 | N^t = C] > n^{-\frac{1}{10\epsilon}}$.

Finally, from Claim 5.4.10 and the fact that $a_1, \ldots, a_m$ are all inhibitors we can conclude:

**Claim 5.4.11.** For any configuration with $C(x_i) = 1$ and $C(y_i) = 1$, $\mathbb{P}[y_i^{t+1} = 1 | N^t = C] > n^{-\frac{1}{10\epsilon}}$.

Let $\alpha_X$ be any infinite input execution with $X^t$ fixed for all $t$ and $X^t(x_i) = 1$ for all $i$. Let $N^0$ be any initial configuration of $\mathcal{N}$ consistent with $\alpha_X$ (i.e., $N^0(X) = X^0$) and with $Y^0(y_i) = 1$ for all $i$.

Since $\mathcal{N}$ solves WTA($n, t_c, t_s, \delta$), an infinite output execution drawn from $D_Y(\mathcal{N}, N^0, \alpha_X)$ must, with probability $\geq 1 - \delta$, reach a valid WTA output configuration (Definition 5.2.6) for some $t \leq t^c$. In particular, with probability $\geq 1 - \delta$, there must be some $t \leq t_c$ in which $y_i^t = 0$ for at most one $i \in \mathcal{R}$.

Let $I_{act}(t, i) \in \{0, 1\}$ be an indicator of the event that $y_i^{t'} = 1$ for all $t' \leq t$. If $I_{act}(t_c, i) = 1$ for more than one $i \in \mathcal{R}$, then the network has not reached a valid
WTA output state within time $t_c$. Thus, since $\mathcal{N}$ solves WTA($n$, $t_c$, $t_s$, $\delta$) we have:

$$\mathbb{P}\left[\sum_{i \in \mathcal{R}} I(\text{act}(t_c, i)) \geq 2\right] \leq \delta. \quad (5.38)$$

We can bound $\mathbb{P}\left[\sum_{i \in \mathcal{R}} I(\text{act}(t_c, i)) \geq 2\right]$ from below using Claim 5.4.11 above and Lemma 5.2.4. Define for all $i$ and $t$ a random variable $Z_{i,t} \in \{0, 1\}$ which is set to 1 independently with probability $n^{-\frac{t}{16}\epsilon}$. Let $\tilde{I}(t_c, i)$ be an indicator of the event that $Z_{i,t_c} = \ldots = Z_{i,t_c} = 1$. Clearly the $\tilde{I}(t_c, i)$ variables are independent and $\mathbb{P}[\tilde{I}(t_c, i) = 1] = \left(n^{-\frac{t_c}{16}\epsilon}\right)^{t_c} = n^{-\frac{t_c}{10}}$.

By (5.38) and Lemma 5.2.4 we thus have:

$$\delta \geq \mathbb{P}\left[\sum_{i \in \mathcal{R}} I(\text{act}(t_c, i)) \geq 2\right] \geq \mathbb{P}\left[\sum_{i \in \mathcal{R}} \tilde{I}(t_c, i) \geq 2\right] = 1 - \left(1 - n^{-\frac{t}{16}}\right)^{|\mathcal{R}|} - |\mathcal{R}| \left(1 - n^{-\frac{t}{16}}\right)^{|\mathcal{R}| - 1} \geq 1 - n \left(1 - n^{-\frac{t}{16}}\right)^{n/4}$$

where in the last step we bound $|\mathcal{R}| - 1 \geq \left\lfloor n/2 \right\rfloor \geq n/4$. Rearranging:

$$\frac{1 - \delta}{n} \leq \left(1 - n^{-\frac{t}{16}}\right)^{n/4} \leq e^{-\frac{9/10}{4}}. \quad (5.39)$$

We can check that whenever $n \geq 20$, $e^{-\frac{9/10}{4}} < \frac{1}{2^n} < \frac{1 - \delta}{n}$, by our assumption that $\delta \leq 1/2$. This contradicts (5.39), thus giving the lemma.

We conclude by combining Lemmas 5.4.4 and 5.4.8 to prove Theorem 5.4.3. We first show a simple auxiliary lemma which lower bounds the probability that a valid WTA output configuration at time $t$ remains fixed at time $t+1$ in terms of the network convergence time $t_c$ and stability time $t_s$. The smaller $t_c$ and the larger $t_s$, the larger the lower bound on this probability is.

Note that the theorem only lower bounds the probability that the output $Y^t$ stays fixed for some configuration $C$ where $C(Y)$ is a valid WTA output. It does not bound this probability for all such configurations, and in fact such a bound cannot be shown for all such configurations. Recall, for example, that for our two-inhibitor networks in Section 5.3, both near-valid WTA configurations (Definition 5.3.15) and valid WTA configurations (Definition 5.3.11) have valid WTA output configurations. However,
the output of a near-valid configuration only remains fixed with constant probability (Lemma 5.3.21).

**Lemma 5.4.12** (Single Step Stability Probability). If $\mathcal{N} = \langle N, w, b, f \rangle$ is a simple SNN which solves $\text{WTA}(n, t_s, t_s, \delta)$ for $\delta \leq 1/2$, then there must exist some configuration $C$ with $C(Y)$ a valid WTA output configuration such that:

$$P[Y^{t+1} = Y^t | N^t = C] \geq \frac{1}{(2t_c)^{1/t_s}} \geq 1 - \ln \frac{2t_c}{t_s}. \tag{5.40}$$

*Proof.* The second inequality simply follows since $e^{-x} \geq 1 - x$ for all $x$. So we focus on proving the first inequality. Assume for the sake of contradiction that for every configuration $C$ with $C(Y)$ a valid WTA output configuration,

$$P[Y^{t+1} = Y^t | N^t = C] < \frac{1}{(2t_c)^{1/t_s}}.$$

For any $t, i$, let $\mathcal{E}_{\text{stab}}(t, i)$ be the event that $Y^t = Y^{t+1} = \ldots = Y^{t+i}$. Trivially $P[\mathcal{E}_{\text{stab}}(t, 0)] = 1$ for all $t$. Using the assumption of (5.40) and induction we can bound for any $i \geq 1$:

$$P[\mathcal{E}_{\text{stab}}(t, i) | N^t = C] = P[\mathcal{E}_{\text{stab}}(t, i) | \mathcal{E}_{\text{stab}}(t, i-1), N^t = C] \cdot P[\mathcal{E}_{\text{stab}}(t, i-1) | N^t = C]$$

(Since $\mathcal{E}_{\text{stab}}(t, i-1) \subseteq \mathcal{E}_{\text{stab}}(t, i)$.)

$$< \frac{1}{(2t_c)^{1/t_s}} \cdot P[\mathcal{E}_{\text{stab}}(t, i-1) | N^t = C]$$

$$\leq \left( \frac{1}{(2t_c)^{1/t_s}} \right)^i.$$

Thus, for any $C$ with $C(Y)$ a valid WTA output configuration,

$$P[\mathcal{E}_{\text{stab}}(t, t_s) | N^t = C] < \left( \frac{1}{(2t_c)^{1/t_s}} \right)^{t_s} < \frac{1}{2t_c}. \tag{5.41}$$

Let $\mathcal{E}$ be the event that $\mathcal{N}$ reaches a valid WTA output configuration within $t \leq t_c$ steps and remains in this output configuration for $t_s$ consecutive steps. Let $Z_1, \ldots, Z_{t_c}$ be i.i.d. random variables with $Z_t = 1$ with probability $\frac{1}{2t_c}$ and $Z_t = 0$ otherwise.
Invoking (5.41) and Lemma 5.2.3,
\[
\mathbb{P}[\mathcal{E}] < \mathbb{P} \left[ \sum_{t=1}^{t_c} Z_t \geq 1 \right] = 1 - \left( 1 - \frac{1}{2t_c} \right)^{t_c} < \frac{1}{2} < 1 - \delta
\]
for \( \delta \leq 1/2 \). This contradicts the fact that \( \mathcal{N} \) solves WTA\((n, t_c, t_s, \delta)\), giving the lemma. \(\Box\)

We can now combine Lemmas 5.4.4 and 5.4.8 to show that in a single-inhibitor network, for any configuration \( C \) with \( C(Y) \) a valid WTA output configuration \( \mathbb{P}[Y^{t+1} = Y^t | N^t = C] \) cannot be too large. This contradicts Lemma 5.4.12, giving our lower bound.

**Proof of Theorem 5.4.3.**

Consider any simple SNN \( \mathcal{N} = (N, w, b, f) \) with just a single auxiliary neuron \( a \), which solves WTA\((n, t_c, t_s, \delta)\) for \( n \geq 20, \delta \leq 1/2, t_s > 10t_c \cdot \frac{\ln(2t_c)}{\ln n} \). Let \( S \) be the set of indices shown to exist in Lemma 5.4.8, which do not fire with too high probability when all inhibitors in the network fire.

Let \( \alpha_X \) be the infinite input execution with \( X^t \) fixed for all \( t \), \( X^t(x_i) = 1 \) for all \( i \in S \) and \( X^t(x_i) = 0 \) for all \( i \notin S \). Let \( N^0 \) be any initial configuration of \( \mathcal{N} \) consistent with \( \alpha_X \).

Since \( \mathcal{N} \) solves WTA\((n, t_c, t_s, \delta)\), an infinite output execution drawn from \( \mathcal{D}_Y(\mathcal{N}, N^0, \alpha_X) \) must, with probability \( \geq 1 - \delta \), reach a valid WTA output state (Definition 5.2.6) for some \( t \leq t_c \) and remain in this state for \( t_s \) consecutive steps. Let \( C \) be any configuration where \( C(Y) \) is a valid WTA output configuration for \( \alpha_X \). We must have for exactly one \( i \in S \), \( C(y_i) = 1 \). Let \( \mathcal{E}_{\text{fail}}(t) \) be the event that \( Y^{t+1} \neq Y^t \). We consider two cases:

**Case 1: \( C(a) = 0 \).**

In this case, by Lemma 5.4.4, for all \( j \in S \), \( y_j \) fires with probability \( \geq 1 - \delta^{1/t_c} \) at time \( t + 1 \). So, with probability \( \geq 1 - \delta^{1/t_c} \geq 1 - \delta^{\frac{1}{4t_c}} \) as least one output other than the winner fires at time \( t + 1 \). This gives:
\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t) | N^t = C] \geq 1 - \delta^{\frac{1}{4t_c}} \geq 1 - n^{-\frac{1}{4t_c}},
\] (5.43)
where the second inequality follows from the assumption that \( n \geq 20 \) and \( \delta \leq 1/2 \).

**Case 2:** \( C(a) = 1 \).

In this case, Lemma 5.4.8 gives that, conditioned on \( N^t = C \), \( y_i \) does not fire at time \( t + 1 \) with probability \( \geq 1 - n^{-\frac{1}{10\epsilon}} \). This gives:

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t) | N^t = C] \geq 1 - n^{-\frac{1}{10\epsilon}}.
\] (5.44)

So overall, combining (5.43) and (5.44) we have for \( C \) with \( C(Y) \) a valid WTA output configuration,

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t) | N^t = C] \geq 1 - n^{-\frac{1}{10\epsilon}}
\]

and so

\[
\mathbb{P}[Y^{t+1} = Y^t | N^t = C] \leq n^{-\frac{1}{10\epsilon}}.
\]

For \( t_s > 10\epsilon \cdot \frac{\ln(2t_c)}{\ln n} \) this gives

\[
\mathbb{P}[Y^{t+1} = Y^t | N^t = C] < n^{-\frac{\ln 2t_c}{t_s \ln n}} < \frac{1}{(2t_c)^{1/t_s}}.
\] (5.45)

This contradicts Lemma 5.4.12, giving the theorem.

\[\square\]

**Remark on the Tightness of Theorem 5.4.3.** We note that our proof of Theorem 5.4.3 is loose. In bounding \( \mathbb{P}[\mathcal{E}] \) in (5.42), we do not consider the time required to converge to a valid WTA output state, or the time spent in this converged state before convergence is broken. We conjecture that if this time were taken into account, it would be possible improve the \( \ln(2t_c) \) term, as well as add a dependence on the failure probability \( \delta \), giving a lower bound of \( t_s = O\left(\frac{t_c}{\log n \cdot \log(1/\delta)}\right) \).

We note that by simply removing the stability inhibitor from our two-inhibitor network family presented in Section 5.3, we obtain a family of single inhibitor WTA networks with \( t_s = 1 \) and \( t_c = O(\log n \cdot \log(1/\delta)) \). This matches the conjectured stronger lower bound above up to a constant factor since for \( t_c = O(\log n \cdot \log(1/\delta)) \) we have \( O\left(\frac{t_c}{\log n \cdot \log(1/\delta)}\right) = O(1) \).

**Theorem 5.4.13** (Single-Inhibitor WTA Network). There exists a simple SNN with a single inhibitory auxiliary neuron which solves \( \text{WTA}(n, t_s, t_c, \delta) \) for \( t_s = 1 \) and \( t_c = O(\log n \cdot \log(1/\delta)) \).
Proof Sketch. Let $T_{n,\gamma}$ be identical to $T_{n,\gamma}$ as described in Section 5.3.1, but with $a_s$ removed from the network and with $w(a_c, y_i) = -2\gamma$ for all $i$. In $T_{n,\gamma}$, $w(a_c, y_i) = w(a_s, y_i) = -\gamma$ so $w(a_c, y_i) + w(a_s, y_i) = -2\gamma$. Thus, in $T'_{n,\gamma}$, when $a'_c = 1$, the firing probabilities of all neurons at time $t + 1$ are identical to what they would be in $T_{n,\gamma}$ assuming the same configuration at time $t$ but with $a'_c = a'_s = 1$.

Using this equivalence, it is tedious but easy to check that an analogous result to Theorem 5.3.32 holds, where a valid WTA configuration is redefined to be any configuration $C$ where $C(Y)$ is a valid WTA output configuration and $C(a_c) = 1$. By a similar to result to Lemma 5.3.21, with probability $1/2 - ne^{-\gamma/2}$, if $T'_{n,\gamma}$ is in such a configuration at time $t$, it is also in a valid WTA output configuration at time $t + 1$. Thus, with $\Theta(1)$ probability, a valid WTA output configuration is reached and maintained for $t_s = 1$ steps within $O(\log n)$ steps. We can then use an argument similar to that of Theorem 5.3.2 to argue that in $O(\log n \cdot \log(1/\delta))$ steps a valid WTA output configuration is reached and maintained for 1 step with probability $\geq 1 - \delta$.

5.4.2 Two Auxiliary Neuron Lower Bound

We next give a convergence time lower bound for SNNs with two auxiliary neurons, showing that the rate given by the family of two-inhibitor networks $T_{n,\gamma}$ presented in Section 5.3 is optimal up to a $O(\log \log n)$ factor. To simplify our argument, we focus the further restricted class of symmetric SNNs described in Definition 5.4.2, proving:

**Theorem 5.4.14** (Two Neuron Lower Bound). For any $n \geq 341$, $\delta \leq 1/2$, and any spike probability function $f : \mathbb{R} \to [0, 1]$ (satisfying the restrictions in Section 5.2.1), there is no symmetric SNN $\mathcal{N} = (N, w, b, f)$ using two auxiliary neurons that solves WTA($n, t_c, t_s, \delta$) with $t_c \leq \frac{1}{30 \ln \ln n}$ and $t_s \geq 32 \ln n \cdot \ln 2t_c$.

As with Theorem 5.4.3, we conjecture that this result holds more generally, for any SNN with two auxiliary neurons (i.e., without making the assumptions of Definition 5.4.2). In the theorem we require $t_s \geq 32 \ln n \cdot \ln 2t_c$. However, we conjecture that the result holds even for $t_s = O(1)$.

**Proof Outline.** Our proof of Theorem 5.4.14 is similar in spirit to that of Theorem 5.4.3. We consider the case when both auxiliary neurons are inhibitors and note that a similar proof applies when one or both of the neurons are excitatory.

With two inhibitors we have to not only consider the cases when neither inhibitor fires (analyzed in Lemma 5.4.4) and when both inhibitors fire (analyzed in Lemma
5.4.8), but also the cases in which one of the inhibitors fires. Our analysis breaks down as follows:

1. By Lemma 5.4.4, if neither inhibitor fires at time $t$, then at time $t+1$ any output corresponding to a firing input must fire with probability $\geq 1 - \delta^{1/t_c} = \Omega(\frac{1}{\ln n})$ when $\delta \leq 1/2$ and $t_c \leq \frac{\ln n}{30\ln \ln n}$. By Lemma 5.4.8, if both inhibitors fire at time $t$, then at time $t + 1$, any output with a firing input must not fire at time $t + 1$ with probability $\geq 1 - n^{\frac{1}{t_c}} \geq 1 - \frac{1}{\ln n}$ when $t_c \leq \frac{\ln n}{30\ln \ln n}$ and $n$ is sufficiently large.

2. In Lemma 5.4.16 we show that, by the above bounds, if we consider an input with $\Theta(\ln^2 n)$ firing inputs, then if either both inhibitors fire or neither inhibitor fires at time $t$, except with probability $\leq \frac{1}{\ln n}$, at time $t + 1$, either 0 or $\geq 2$ outputs will fire, and so $\mathcal{N}$ will not be in a valid WTA output configuration.

3. In Lemma 5.4.18 we show that, in order for $\mathcal{N}$ to stabilize to a valid WTA output configuration for $t_s$ steps, if $\mathcal{Y}^t$ is a valid WTA output configuration, then exactly one inhibitor must fire with good probability at time $t + 1$. Otherwise, if neither or both inhibitors fire at time $t + 1$, by Lemma 5.4.16, $\mathcal{Y}^{t+2}$ is unlikely to be a valid WTA output configuration. So if $t_s$ is large, over $t_s$ steps, stability is likely to be broken at some point.

4. In Lemma 5.4.20 we prove that, since the inhibitors fire independently at time $t+1$ conditioned on $\mathcal{N}'$, Lemma 5.4.18 in fact requires that one of the inhibitors fires with high probability at time $t + 1$ when $\mathcal{Y}^t$ is a valid WTA output configuration and that the other inhibitor is silent with high probability.

By our symmetry assumption (Definition 5.4.2), given a fixed input firing pattern, the probability that an inhibitor fires at time $t + 1$ depends only on the number of outputs that fire at time $t$. So we can in fact show a stronger result: one inhibitor (assume without loss of generality $a_1$) fires with high probability at time $t + 1$ when $\|\mathcal{Y}^t\|_1 = 1$ while the other (assume without loss of generality $a_2$) remains silent with high probability at time $t + 1$ when $\|\mathcal{Y}^t\|_1 = 1$. Since all outputs are excitatory, this implies that $a_1$ fires with high probability whenever $\|\mathcal{Y}^t\|_1 \geq 1$, while $a_2$ does not fire with high probability whenever $\|\mathcal{Y}^t\|_1 \leq 1$.

This result shows that, in any two-inhibitor network with fast convergence and a reasonably long stability period $t_s$, the inhibitors must exhibit separate behaviors. Neuron $a_1$ fires with high probability at time $t + 1$ whenever one output fires at time $t$, maintaining stability of valid WTA configurations. Neuron $a_2$ is
silent with high probability at time $t + 1$, except possibly when $\|Y^t\|_1 \geq 2$. We can see this separation, for example, in the behavior of $a_s$ and $a_c$ in the two-inhibitor $T_{n,\gamma}$ networks analyzed in Section 5.3 (see Lemma 5.3.7). The stability inhibitor, $a_s$, fires with high probability at time $t + 1$ when at least one output fires at time $t$ (e.g., when the network is in a valid WTA configuration). The convergence inhibitor, $a_c$, only fires with high probability at time $t + 1$ when at least two outputs fire at time $t$.

5. In Corollary 5.4.25 we use Lemma 5.4.18 to show that it is unlikely that $a_2$ ever fires at a time in which $a_1$ does not, which will be useful in our eventual case analysis (see Step 7).

6. In Lemma 5.4.26 we show that, since when $a_1$ fires alone it must maintain stability of a valid WTA output configuration, when $a_1$ fires at time $t$, any output with an active input which fired at time $t$ is likely to continue firing at time $t + 1$. Any output that did not fire at time $t$ is unlikely to fire at time $t + 1$. This result shows that $a_1$ must act as a stability inhibitor, reflecting the role of $a_s$ in the two-inhibitor network family presented in Section 5.3.

In Corollary 5.4.27 we show that Lemma 5.4.26 implies that, if $Y^t$ is not a valid WTA output configuration and just $a_1$ fires at time $t$, since the output firing states are maintained with high probability at time $t + 1$, $Y^{t+1}$ is unlikely to be a valid WTA output configuration.

7. We finally prove Theorem 5.4.14 via a case analysis. By Lemma 5.4.16, if 0 or 2 inhibitors fire at time $t$, $Y^{t+1}$ is unlikely to be a valid WTA output configuration (see Step 2 above). By Corollary 5.4.27, if $a_1^t = 1$, $a_2^t = 0$, and $Y^t$ is not a valid WTA output configuration, then $Y^{t+1}$ is unlikely to be a valid WTA output configuration (see Step 6 above). Finally, it is unlikely that we ever have $a_1^t = 0$, $a_2^t = 1$ (see Step 5 above). Thus, convergence to a valid WTA output configuration is relatively unlikely at all times, letting us prove a lower bound on convergence time.

We first define a hard input execution, based on Lemma 5.4.8, which shows that at least half of the output neurons must not fire with too high probability when all inhibitors in the network fire. Specifically, Lemma 5.4.8 guarantees the existence of some set $S$ with $|S| \geq \lceil n/2 \rceil$ such that for any $i \in S$, any configuration $C$ of $N$ with
\( C(x_i) = 1 \) and \( C(a_1) = C(a_2) = 1 \), and any time \( t \),

\[
P[y_{t+1}^i = 0 | N^t = C] \geq 1 - n^{-\frac{1}{1+3}}.
\]

Since in Theorem 5.4.14 we require \( n \geq 341 \) we easily have \( \lfloor n/2 \rfloor \geq \lfloor \ln^2 n \rfloor \) and so can construct a hard input execution as follows:

**Definition 5.4.15 (Hard Input Execution).** Let \( \mathcal{N} = (N, w, b, f) \) be any simple SNN with two auxiliary inhibitory neurons \( a_1, a_2 \) which solves WTA\((n, t_c, t_s, \delta)\) for \( n \geq 341 \) and \( \delta \leq 1/2 \). Fix any set \( \mathcal{R} \subseteq \{1, ..., n\} \) with \( |\mathcal{R}| = \lfloor \ln^2 n \rfloor \) such that for any \( i \in \mathcal{R} \), any \( C \) with \( C(x_i) = 1 \) and \( C(a_1) = C(a_2) = 1 \), and any time \( t \),

\[
P[y_{t+1}^i = 0 | N^t = C] \geq 1 - n^{-\frac{1}{1+3}}.
\]

Let \( X_{\text{hard}, \mathcal{N}} \) be the input configuration with \( X_{\text{hard}, \mathcal{N}}(x_i) = 1 \) for all \( i \in \mathcal{R} \), and \( X_{\text{hard}, \mathcal{N}}(x_i) = 0 \) for all \( i \notin \mathcal{R} \). Let \( \alpha_{\text{hard}, \mathcal{N}} \) be the infinite input execution with \( X^t = X_{\text{hard}, \mathcal{N}} \) for all \( t \).

**Lemma 5.4.16 (Valid WTA is Unlikely After Both or Neither Inhibitors Fire).** Let \( \mathcal{N} = (N, w, b, f) \) be any simple SNN with two auxiliary inhibitory neurons \( a_1, a_2 \) which solves WTA\((n, t_c, t_s, \delta)\) for \( n \geq 341 \), \( \delta \leq 1/2 \), and \( t_c \leq \frac{\ln n}{30 \ln \ln n} \). For any configuration \( C \) with \( C(X) = X_{\text{hard}, \mathcal{N}} \) (Definition 5.4.15) and with \( C(a_1) = C(a_2) = 1 \) or \( C(a_1) = C(a_2) = 0 \),

\[
P[||Y^{t+1}|| = 1 | N^t = C] \leq \frac{1}{\ln n}.
\]

**Proof.** We prove the lemma in two cases depending on the inhibitor behavior.

**Case 1:** \( C(a_1) = C(a_2) = 0 \).

In this case, by Lemma 5.4.4, since \( X^t(x_i) = X_{\text{hard}, \mathcal{N}}(x_i) = 1 \) for any \( i \in \mathcal{R} \) by Definition 5.4.15,

\[
P[y_{t+1}^i = 1 | N^t = C] \geq 1 - \delta^{1/t_c} \geq 1 - \frac{1}{2^{\ln \ln n}}
\]

where the second inequality follows from our assumption that \( \delta \leq 1/2 \) and \( t_c \leq \frac{\ln n}{30 \ln \ln n} \). For any \( x \in [1, 2] \), \( (1 - 1/x) \geq \frac{\log_2 x}{2} \). Since \( 2^{\ln \ln n} \in [1, 2] \) this gives:

\[
P[y_{t+1}^i = 1 | N^t = C] \geq \frac{\ln \ln n}{2 \ln n}.
\] (5.46)
Using (5.46) we can bound the probability that \( \|Y^{t+1}\|_1 \neq 1 \) by:

\[
\mathbb{P}[\|Y^{t+1}\|_1 \neq 1 | N^t = C] \geq 1 - |\mathcal{R}| \left( 1 - \frac{\ln \ln n}{2 \ln n} \right)^{|\mathcal{R}|-1}.
\]

We can check numerically that since \(|\mathcal{R}| = \lfloor \ln^2 n \rfloor \) and by assumption \( n \geq 341 \), the above can be lower bounded to give:

\[
\mathbb{P}[\|Y^{t+1}\|_1 \neq 1 | N^t = C] \geq 1 - \frac{1}{\ln n}.
\]

This gives \( \mathbb{P}[\|Y^{t+1}\|_1 = 1 | N^t = C] \leq \frac{1}{\ln n} \) and thus the lemma in this case.

**Case 2:** \( C(a_1) = C(a_2) = 1 \).

In this case, by Lemma 5.4.8 and the assumption that \( t_c \leq \frac{\ln n}{30 \ln \ln n} \), for any \( i \in \mathcal{R} \):

\[
\mathbb{P}[y_{t+1}^i = 1 | N^t = C] \leq n^{-\frac{1}{10 \ln n}} \leq e^{-\frac{30 \ln \ln n}{10}} \leq \frac{1}{\ln^3 n}. \tag{5.47}
\]

Using (5.47) we can bound:

\[
\mathbb{P}[\|Y^{t+1}\|_1 = 1 | N^t = C] \leq \frac{|\mathcal{R}|}{\ln^3 n} = \frac{\lfloor \ln^2 n \rfloor}{\ln^3 n} \leq \frac{1}{\ln n},
\]

which gives the lemma in this case.

By Lemma 5.4.16, if \( a_1^t = a_2^t = 0 \) or \( a_1^t = a_2^t = 1 \), then \( Y^{t+1} \) is unlikely to have \( \|Y^{t+1}\|_1 = 1 \) and thus is unlikely to be a valid WTA output configuration. Thus, to stabilize to any valid WTA output configuration \( C \), if \( N^t = C \) exactly one of \( a_1 \) or \( a_2 \) must fire at time \( t+1 \). Otherwise convergence will likely be broken at time \( t+2 \).

To prove this, we first show an auxiliary lemma, very similar to Lemma 5.4.12, which bounds the probability of maintaining stability over two time steps in terms of the convergence and stability times \( t_c \) and \( t_s \).

**Lemma 5.4.17** (Lower Bound on the Two-Step Stability Probability). If \( \mathcal{N} = (N, w, b, f) \) is a simple SNN which solves WTA \( (n, t_c, t_s, \delta) \) for \( \delta \leq 1/2 \), then there
exists some configuration \( C \) with \( C(Y) \) a valid WTA output configuration such that:

\[
\mathbb{P}[Y^{t+2} = Y^{t+1} = Y^t | N^t = C] \geq 1 - \frac{4 \ln 2 t_c}{t_s}. \tag{5.48}
\]

**Proof.** Our proof mirrors that of Lemma 5.4.12. Assume for the sake of contradiction that for any \( C \) with \( C(Y) \) a valid WTA output configuration,

\[
\mathbb{P}[Y^{t+2} = Y^{t+1} = Y^t | N^t = C] < 1 - \frac{4 \ln 2 t_c}{t_s}.
\]

For any \( t, i \), let \( \mathcal{E}_{\text{stab}}(t, i) \) be the event that \( Y^t = Y^{t+1} = \ldots = Y^{t+i} \). Trivially, \( \mathbb{P}[\mathcal{E}_{\text{stab}}(t, 0)] = 1 \) for all \( t \). Using the assumption if (5.48) and induction we can bound for any \( i \geq 2 \):

\[
\mathbb{P}[\mathcal{E}_{\text{stab}}(t, i) | N^t = C] = \mathbb{P}[\mathcal{E}_{\text{stab}}(t, i) | \mathcal{E}_{\text{stab}}(t, t-2), N^t = C] \cdot \mathbb{P}[\mathcal{E}_{\text{stab}}(t, i-2) | N^t = C]
\]

(Since \( \mathcal{E}_{\text{stab}}(t, i-2) \subseteq \mathcal{E}_{\text{stab}}(t, i) \).)

\[
< \left( 1 - \frac{4 \ln 2 t_c}{t_s} \right) \cdot \mathbb{P}[\mathcal{E}_{\text{stab}}(t, i-2) | N^t = C]
\]

\[
\leq \left( 1 - \frac{4 \ln 2 t_c}{t_s} \right)^{i/2}.
\]

Thus, for any \( C \) with \( C(Y) \) a valid WTA output configuration,

\[
\mathbb{P}[\mathcal{E}_{\text{stab}}(t, t_s) | N^t = C] < \left( 1 - \frac{4 \cdot \ln 2 t_c}{t_s} \right)^{t_s/2}
\]

\[
< \left( 1 - \frac{4 \cdot \ln 2 t_c}{t_s} \right)^{t_s/4}
\]

\[
< \frac{1}{2 t_c}. \tag{5.49}
\]

Let \( \mathcal{E} \) be the event that \( \mathcal{N} \) reaches a valid WTA output configuration within \( t \leq t_c \) steps and remains in this output configuration for \( t_s \) consecutive steps. Let \( Z_1, \ldots, Z_{t_c} \) be i.i.d. random variables with \( Z_t = 1 \) with probability \( \frac{1}{2 t_c} \) and \( Z_t = 0 \) otherwise.
Invoking (5.49) and Lemma 5.2.3,

\[ P[E] < P \left[ \sum_{t=1}^{t_c} Z_t \geq 1 \right] = 1 - \left( 1 - \frac{1}{2t_c} \right)^{t_c} < 1/2 \]

< 1 - \delta  \tag{5.50}

for \( \delta \leq 1/2 \). This contradicts the fact that \( \mathcal{N} \) solves WTA\((n, t_c, t_s, \delta)\), giving the lemma.

We can now use Lemmas 5.4.16 and 5.4.17 to show that, for \( \mathcal{N} \) to stabilize to a valid WTA output configuration for \( t_s \) steps with good probability, if \( Y^t \) is a valid WTA output configuration, then, with high probability, exactly one inhibitor must fire at time \( t + 1 \).

**Lemma 5.4.18 (A Single Inhibitor is Likely to Fire After a Valid WTA Configuration).** Let \( \mathcal{N} = (N, w, b, f) \) be any simple SNN with two auxiliary inhibitory neurons \( A = \{a_1, a_2\} \) which solves WTA\((n, t_c, t_s, \delta)\) for \( n \geq 341, \delta \leq 1/2, \) and \( t_c \leq \frac{\ln n}{30 \ln \ln n} \). For any configuration \( C \) with \( C(X) = X_{hard,N} \) (Definition 5.4.15) and with \( C(Y) \) a valid WTA output configuration,

\[ P[\|A^{t+1}\|_1 = 1|N^t = C] \geq 1 - \frac{8 \cdot \ln 2t_c}{t_s}. \]

Proof. Assume for the sake of contradiction that there exists \( C \) with \( C(Y) \) a valid WTA output configuration and

\[ P[\|A^{t+1}\|_1 = 1|N^t = C] < 1 - \frac{8 \cdot \ln 2t_c}{t_s}. \]

From this assumption, since in a symmetric SNN (Definition 5.4.2), \( w(y_i, u) = w(y_j, u) \) for all \( i, j \) and \( u \in A \), and since each auxiliary neuron may only have connections from the inputs and outputs (not to the other auxiliary neurons), we can deduce the stronger claim:

**Claim 5.4.19.** For every \( C \) with \( C(Y) \) a valid WTA output configuration,

\[ P[\|A^{t+1}\|_1 = 1|N^t = C] < 1 - \frac{8 \cdot \ln 2t_c}{t_s}. \]

Using Claim 5.4.19 we can bound the probability that \( \mathcal{N} \) remains in a valid WTA output configuration at time \( t + 2 \) if it is in a valid configuration at time \( t \). Specifically,
for any $C$ with $C(Y)$ a valid WTA output configuration:

$$P[Y_t+2 = Y^t|N^t = C] = P[Y_t+2 = Y^t||A_t+1||_1 = 1, N^t = C] \cdot P[|A_t+1||_1 = 1|N^t = C]$$

$$+ P[Y_t+2 = Y^t||A_t+1||_1 \neq 1, N^t = C] \cdot P[|A_t+1||_1 \neq 1|N^t = C]$$

$$< \left(1 - \frac{8 \cdot \ln 2t_C}{t_s}\right) + \left(\frac{8 \cdot \ln 2t_C}{t_s}\right) \cdot P[Y_t+2 = Y^t||A_t+1||_1 \neq 1, N^t = C].$$

(5.51)

Since $C(Y)$ is a valid WTA output configuration, having $Y_t+2 = Y^t$ requires that $||Y_t+2||_1 = 1$. Thus by Lemma 5.4.16 we can bound:

$$P[Y_t+2 = Y^t||A_t+1||_1 \neq 1, N^t = C] \leq \frac{1}{\ln n}.$$

Plugging back into (5.51), for any $C$ with $C(Y)$ a valid WTA output configuration:

$$P[Y_t+2 = Y^t|N^t = C] < \left(1 - \frac{8 \cdot \ln 2t_C}{t_s}\right) + \left(\frac{8 \cdot \ln 2t_C}{t_s}\right) \cdot \left(\frac{1}{\ln n}\right)$$

$$< 1 - \frac{4 \cdot \ln 2t_C}{t_s}.$$  (5.52)

where the last inequality holds easily since we require $n \geq 341$ and so $\ln n \geq 2$. Using (5.52) we can bound:

$$P[Y_t+2 = Y_t+1 = Y^t|N^t = C] \leq P[Y_t+2 = Y^t|N^t = C] < 1 - \frac{4 \cdot \ln 2t_C}{t_s}.$$

This contradicts Lemma 5.4.17, giving the lemma. \qed

Since at time $t+1$, conditioned on the configuration at time $t$, $a_1$ and $a_2$ fire independently, we can in fact strengthen Lemma 5.4.18 to show that one of $a_1, a_2$ fires with high probability at time $t+1$ when $||Y^t||_1 \geq 1$ and that the other remains silent with high probability when $||Y^t||_1 \leq 1$.

**Lemma 5.4.20** (Separation of Inhibitor Behaviors). Let $\mathcal{N} = \langle N, w, b, f \rangle$ be any symmetric SNN with two auxiliary inhibitory neurons $A = \{a_1, a_2\}$ which solves $WTA(n, tc, ts, \delta)$ for $n \geq 341$, $\delta \leq 1/2$, $t_c \leq \frac{\ln n}{30 \ln \ln n}$, and $\frac{8\ln 2t_C}{t_s} \leq \frac{1}{4}$. There exists some $i \in \{1, 2\}$ such that, for any configuration $C$ with $C(X) = X_{\text{hard},\mathcal{N}}$ (Definition 5.4.15),
1. If \( \|C(Y)\|_1 \geq 1 \), then
\[
\mathbb{P}[a_i^{t+1} = 1 | N^t = C] \geq 1 - \frac{8 \cdot \ln 2t_c}{t_s}.
\]

2. If \( \|C(Y)\|_1 \leq 1 \), then for \( j \neq i \),
\[
\mathbb{P}[a_j^{t+1} = 1 | N^t = C] \leq \frac{12 \cdot \ln 2t_c}{t_s}.
\]

We can assume without loss of generality that \( i = 1 \).

Proof. We prove the two conclusions in sequence. We first show that there exists some \( i \) such that conclusion (1) holds. Fixing \( i \), we then show that for \( j \neq i \), conclusion (2) holds.

**Conclusion 1:**

Assume for the sake of contradiction that for both \( i \in \{1, 2\} \) there exists some configuration \( C \) with \( C(X) = X_{\text{hard,N}} \), with \( \|C(Y)\|_1 \geq 1 \), and with
\[
\mathbb{P}[a_i^{t+1} = 1 | N^t = C] < 1 - \frac{8 \cdot \ln 2t_c}{t_s}.
\]

From this assumption we can deduce two claims. First, since all \( y_i \) are excitatory:

**Claim 5.4.21.** For both \( i \in \{1, 2\} \), there exists some configuration \( C \) with \( C(X) = X_{\text{hard,N}} \), with \( \|C(Y)\|_1 = 1 \), and with \( \mathbb{P}[a_i^{t+1} = 1 | N^t = C] < 1 - \frac{8 \cdot \ln 2t_c}{t_s} \).

Further, since by Definition 5.4.2, a symmetric SNN has \( w(y_i, u) = w(y_j, u) \) for all \( i, j \) and \( u \in A \), and since each inhibitor can only have incoming connections from the inputs and outputs,

**Claim 5.4.22.** For both \( i \in \{1, 2\} \), for every \( C \) with \( C(X) = X_{\text{hard,N}} \) and with \( C(Y) \) a valid WTA output configuration,
\[
\mathbb{P}[a_i^{t+1} = 1 | N^t = C] < 1 - \frac{8 \cdot \ln 2t_c}{t_s}.
\]

Since conditioned on \( N^t \), \( a_1^{t+1} \) and \( a_2^{t+2} \) are independent, we can compute, for any
If \( P[a_{l+1}^t = 1|N^t = C] \geq \frac{1}{2} \), then (5.53) is maximized by setting \( P[a_{l+1}^t = 1|N^t = C] = 0 \), giving via Claim 5.4.22:

\[
P[|A^{t+1}|_1 = 1|N^t = C] = P[a_{l+1}^t = 1|N^t = C] < 1 - \frac{8 \ln 2t_c}{t_s}.
\]

If \( P[a_{l+1}^t = 1|N^t = C] \leq \frac{1}{2} \), (5.53) is maximized by setting \( Pr[a_{l+1}^t = 1|N^t = C] = 1 - \frac{8 \ln 2t_c}{t_s} \), giving:

\[
P[|A^{t+1}|_1 = 1|N^t = C] < P[a_{l+1}^t = 1|N^t = C] \cdot \frac{8 \ln 2t_c}{t_s}
\]

\[
+ (1 - P[a_{l+1}^t = 1|N^t = C]) \cdot \left(1 - \frac{8 \ln 2t_c}{t_s}\right).
\]

Using our requirement that \( \frac{8 \ln 2t_c}{t_s} \leq \frac{1}{4} \), (5.54) is maximized by setting \( P[a_{l+1}^t = 1|N^t = C] = 0 \), again giving:

\[
P[|A^{t+1}|_1 = 1|N^t = C] = P[a_{l+1}^t = 1|N^t = C] < 1 - \frac{8 \ln 2t_c}{t_s}.
\]

In either case, we have a contradiction of Lemma 5.4.18, giving the result.

**Conclusion 2:**

From conclusion (1) proven above, we can assume without loss of generality that, for any configuration \( C \) with \( C(X) = X_{hard,N} \) and with \( ||C(Y)||_1 \geq 1 \),

\[
P[a_{l+1}^t = 1|N^t = C] \geq 1 - \frac{8 \cdot \ln 2t_c}{t_s}.
\]

I.e., we assume that the index \( i \) in the lemma statement satisfies \( i = 1 \). To prove conclusion (2) Assume for the sake of contradiction that there exists some configuration \( C \) with \( C(X) = X_{hard,N} \) and with \( ||C(Y)||_1 \leq 1 \) such that \( P[a_{l+1}^t = 1|N^t = C] > \frac{12 \ln 2t_c}{t_s} \). Since all outputs are excitatory, from this assumption we can conclude:
Claim 5.4.23. There exists some configuration $C$ with $C(X) = X_{hard,N}$ and with $\|C(Y)\|_1 = 1$ such that $\mathbb{P}[a_{t+1}^{t+1} = 1 | N^t = C] > \frac{12 \ln 2t_c}{t_s}$.

Further, since, by Definition 5.4.2, a symmetric SNN has $w(y_i, u) = w(y_j, u)$ for all $i, j$ and $u \in A$, and since each inhibitor can only have incoming connections from the inputs and outputs,

Claim 5.4.24. For every $C$ with $C(X) = X_{hard,N}$ and with $C(Y)$ a valid WTA output configuration,

$$\mathbb{P}[a_{t+1}^{t+1} = 1 | N^t = C] > \frac{12 \cdot \ln 2t_c}{t_s}.$$  

Using Claim 5.4.24 we can prove conclusion (2) by considering two cases.

Case 1: $\mathbb{P}[a_{t+1}^{t+1} = 1 | N^t = C] > 1/2$.

In this case, by (5.53) and (5.55), we have for $C$ with $C(Y)$ a valid WTA output configuration:

$$\mathbb{P}[\|A^{t+1}\|_1 = 1 | N^t = C] = \mathbb{P}[a_1^{t+1} = 1 | N^t = C] \cdot (1 - \mathbb{P}[a_2^{t+1} = 1 | N^t = C])$$
$$+ (1 - \mathbb{P}[a_1^{t+1} = 1 | N^t = C]) \cdot \mathbb{P}[a_2^{t+1} = 1 | N^t = C]$$
$$< \frac{1}{2} + \frac{8 \cdot \ln 2t_c}{t_s}$$
$$< 1 - \frac{8 \cdot \ln 2t_c}{t_s}$$  

(5.56)

where the last inequality follows from our requirement that $\frac{8 \cdot \ln 2t_c}{t_s} \leq \frac{1}{4}$. (5.56) contradicts Lemma 5.4.18, giving the result in this case.

Case 2: $\mathbb{P}[a_{t+1}^{t+1} = 1 | N^t = C] \leq 1/2$.

In this case, by (5.55), Claim 5.4.24, and (5.53) we have for any $C$ with $C(Y)$ a valid WTA output configuration:

$$\mathbb{P}[\|A^{t+1}\|_1 = 1 | N^t = C] = \mathbb{P}[a_1^{t+1} = 1 | N^t = C] \cdot (1 - \mathbb{P}[a_2^{t+1} = 1 | N^t = C])$$
$$+ (1 - \mathbb{P}[a_1^{t+1} = 1 | N^t = C]) \cdot \mathbb{P}[a_2^{t+1} = 1 | N^t = C]$$
$$< \left( 1 - \frac{12 \ln 2t_c}{t_s} \right) + \frac{4 \cdot \ln 2t_c}{t_s}$$
$$< 1 - \frac{8 \cdot \ln 2t_c}{t_s}.$$  

(5.57)

Again, (5.57) contradicts Lemma 5.4.18, giving the result in this case.  

\[ \square \]
From Lemma 5.4.20 we can easily show that it is unlikely that $a_2$ ever fires when $a_1$ does not.

**Corollary 5.4.25** (Neuron $a_2$ Rarely Fires Alone). Let $\mathcal{N} = (N, w, b, f)$ be any symmetric SNN with two auxiliary inhibitory neurons $a_1, a_2$ which solves $WTA(n, t_c, t_s, \delta)$ for $n \geq 341$, $\delta \leq 1/2$, $t_c \leq \frac{\ln n}{30 \ln \ln n}$, and $\frac{8 \ln 2t_s}{t_s} \leq \frac{1}{4}$. For any configuration $C$ with $C(X) = X_{hard,\mathcal{N}}$ (Definition 5.4.15):

$$\mathbb{P}[a_1^{t+1} = 0 \text{ and } a_2^{t+1} = 1 | N^t = C] \leq \frac{12 \cdot \ln 2t_c}{t_s}.$$

**Proof.** We prove this result in two cases.

**Case 1:** $\|C(Y)\|_1 \leq 1$.

In this case, using Lemma 5.4.20 conclusion (2):

$$\mathbb{P}[a_1^{t+1} = 0 \text{ and } a_2^{t+1} = 1 | N^t = C] \leq \mathbb{P}[a_2^{t+1} = 1 | N^t = C] \leq \frac{12 \cdot \ln 2t_c}{t_s}.$$

**Case 2:** $\|C(Y)\|_1 > 1$.

In this case, applying Lemma 5.4.20 conclusion (1):

$$\mathbb{P}[a_1^{t+1} = 0 \text{ and } a_2^{t+1} = 1 | N^t = C] \leq \mathbb{P}[a_1^{t+1} = 0 | N^t = C]$$

$$= 1 - \mathbb{P}[a_1^{t+1} = 0 | N^t = C]$$

$$\leq \frac{8 \cdot \ln 2t_c}{t_s}.$$

\[\Box\]

In combination, Lemma 5.4.16 and Corollary 5.4.25 show that, in order for a valid WTA output state to be maintained with high probability, some inhibitor, (which we assume without loss of generality is $a_1$) must fire alone. Using this fact, we can characterize the firing behavior of the outputs when $a_1$ fires alone. Since $a_1$ maintains stability, if it fires alone at time $t$, all outputs maintain the same firing state at time $t+1$ as at time $t$ with high probability.

**Lemma 5.4.26** (Neuron $a_1$ Enforces Stability). Let $\mathcal{N} = (N, w, b, f)$ be any symmetric SNN with two auxiliary inhibitory neurons $a_1, a_2$ which solves $WTA(n, t_c, t_s, \delta)$ for $n \geq 341$, $\delta \leq 1/2$, $t_c \leq \frac{\ln n}{30 \ln \ln n}$, and $\frac{8 \ln 2t_s}{t_s} \leq \frac{1}{4}$. For any configuration $C$ with $C(X) = X_{hard,\mathcal{N}}$ (Definition 5.4.15) and with $C(a_1) = 1$ and $C(a_2) = 0$: 270
1. For all \( i \in \mathcal{R} \), if \( C(y_i) = 1 \) then \( \Pr[y_{i+1} = 1 | N^t = C] \geq 1 - \frac{16 \ln 2t_c}{t_s} \).

2. For all \( i \in \mathcal{R} \), if \( C(y_i) = 0 \) then \( \Pr[y_{i+1} = 0 | N^t = C] \geq \left( 1 - \frac{16 \ln 2t_c}{t_s} \right)^{1/|\mathcal{R}|^{-1}} \).

**Proof.** In a symmetric SNN (Definition 5.4.2) all outputs have identical incoming connections and biases. Thus, to prove the lemma it suffices to show that there exists a configuration \( C \) with \( C(X) = X_{\text{hard},N} \) and with \( C(a_1) = 1 \) and \( C(a_2) = 0 \), such that:

1. There exists \( i \in \mathcal{R} \) with \( C(y_i) = 1 \) and \( \Pr[y_{i+1} = 1 | N^t = C] \geq 1 - \frac{16 \ln 2t_c}{t_s} \).

2. There exists \( i \in \mathcal{R} \) with \( C(y_i) = 0 \) and \( \Pr[y_{i+1} = 0 | N^t = C] \geq \left( 1 - \frac{16 \ln 2t_c}{t_s} \right)^{1/|\mathcal{R}|^{-1}} \).

We will show that these bounds must hold for at least one configuration in order for the network to reach a valid WTA output configuration in \( t_c \) steps and remain in this configuration for \( t_s \) consecutive steps. Let \( \mathcal{E}(t) \) denote the event that \( Y^t = Y^{t+1} = Y^{t+2} \). For any \( C \) we have:

\[
\Pr[\mathcal{E}(t) | N^t = C] = \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = a_2^{t+1}] \cdot \Pr[a_1^{t+1} = a_2^{t+1} | N^t = C] \\
+ \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 0, a_2^{t+1} = 1] \cdot \Pr[a_1^{t+1} = 0, a_2^{t+1} = 1 | N^t = C] \\
+ \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \cdot \Pr[a_1^{t+1} = 1, a_2^{t+1} = 0 | N^t = C] \\
\leq \Pr[a_1^{t+1} = 0, a_2^{t+1} = 1 | N^t = C] \\
+ \max \left( \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = a_2^{t+1}], \Pr[\mathcal{E}(t) | Y^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \right).
\]

(5.58)

We can upper bound the first term of (5.58) by \( \frac{12 \ln 2t_c}{t_s} \) using Corollary 5.4.25. Additionally, using Lemma 5.4.16, we can bound \( \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = a_2^{t+1}] \leq \frac{1}{\ln n} \). This gives:

\[
\Pr[\mathcal{E}(t) | N^t = C] \leq \frac{12 \ln 2t_c}{t_s} + \max \left( \frac{1}{\ln n}, \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \right).
\]

(5.59)

Applying Lemma 5.4.17 gives that there must exist some \( C \) with \( C(Y) \) a valid WTA output configuration such that \( \Pr[\mathcal{E}(t) | N^t = C] \geq 1 - \frac{4 \ln 2t_c}{t_s} \). So combining with (5.59):

\[
\max \left( \frac{1}{\ln n}, \Pr[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \right) \geq 1 - \frac{16 \ln 2t_c}{t_s}.
\]
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By our assumption that \( \frac{8\ln 2t_c}{ts} \leq \frac{1}{4} \) and the fact that \( n \geq 341 \) we easily have that \( \frac{1}{2n} \leq 1 - \frac{16\ln 2t_c}{ts} \), meaning that in fact, there must exist some \( C \) with \( C(Y) \) a valid WTA output configuration such that:

\[
\mathbb{P}[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \geq 1 - \frac{16\ln 2t_c}{ts}.
\]  

(5.60)

We can now easily prove the two conclusions of the lemma using similar arguments.

**Conclusion 1:**

Assume for the sake of contradiction that for every configuration \( C \) with \( C(X) = X_{hard,N} \) and with \( C(a_1) = 1 \) and \( C(a_2) = 0 \), for all \( i \in \mathcal{R} \) with \( C(y_i) = 1 \),

\[
\mathbb{P}[y_i^{t+1} = 1 | N^t = C] < 1 - \frac{16\ln 2t_c}{ts}.
\]

Then, for every \( C \) with \( C(Y) \) a valid WTA output configuration we have:

\[
\mathbb{P}[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \leq \mathbb{P}[Y^{t+2} = Y^{t+1} | N^{t+1} = C, a_1^{t+1} = 1, a_2^{t+1} = 0]
\]

\[
< 1 - \frac{16\ln 2t_c}{ts}.
\]

contradicting (5.60) and giving the lemma.

**Conclusion 2:**

Assume for the sake of contradiction that for every configuration \( C \) with \( C(X) = X_{hard,N} \) and with \( C(a_1) = 1 \) and \( C(a_2) = 0 \), for all \( i \in \mathcal{R} \) with \( C(y_i) = 0 \),

\[
\mathbb{P}[y_i^{t+1} = 0 | N^t = C] < \left( 1 - \frac{16\ln 2t_c}{ts} \right)^{1/(|\mathcal{R}| - 1)}.
\]

Then, again for every \( C \) with \( C(Y) \) a valid WTA output configuration we have:

\[
\mathbb{P}[\mathcal{E}(t) | N^t = C, a_1^{t+1} = 1, a_2^{t+1} = 0] \leq \mathbb{P}[Y^{t+2} = Y^{t+1} | N^{t+1} = C, a_1^{t+1} = 1, a_2^{t+1} = 0]
\]

\[
< \left( 1 - \frac{16\ln 2t_c}{ts} \right)^{1/(|\mathcal{R}| - 1)}
\]

\[
< 1 - \frac{16\ln 2t_c}{ts}
\]

contradicting (5.60) and giving the lemma. \( \square \)
Lemma 5.4.26 implies that when just $a_1$ fires, since this leads to stability, it is unlikely to lead to a valid WTA output configuration when starting from an invalid output configuration. That is, $a_1$ does not drive convergence to a valid WTA output configuration.

**Corollary 5.4.27** (Neuron $a_1$ Does Not Drive Convergence). Let $N = \langle N, w, b, f \rangle$ be any symmetric SNN with two auxiliary inhibitory neurons $a_1, a_2$ which solves $WTA(n, t_c, t_s, \delta)$ for $n \geq 341$, $\delta \leq 1/2$, $t_c \leq \frac{\ln n}{30 \ln n}$, and $\frac{8 \ln 2t_c}{t_s} \leq \frac{1}{4}$. For any configuration $C$ with $C(X) = X_{\text{hard}, N}$ (Definition 5.4.15), with $C(a_1) = 1$ and $C(a_2) = 0$, and in which $C(Y)$ is not a valid WTA output configuration:

$$P[Y^{t+1} \text{ is a valid WTA output configuration} | N^t = C] \leq \frac{32 \ln 2t_c}{t_s}.$$ 

**Proof.** The proof can be split into two cases, depending on if $C(Y)$ is not a valid WTA output configuration because too many valid outputs are firing or because no outputs are firing. Let $\mathcal{R} \subseteq \{1, ..., \}$ be the set of indices with $X_{\text{hard}, N}(x_i) = 1$.

**Case 1:** $|\{i \in \mathcal{R} | C(y_i) = 1\}| \geq 2$.

Let $Y(\mathcal{R})$ denote the set of outputs restricted to the indices in $\mathcal{R}$. In order for $Y^{t+1}$ to be a valid WTA output configuration for $X_{\text{hard}, N}$, we must have $\|Y(\mathcal{R})^t\|_1 = 1$. We can apply Lemma 5.4.26 conclusion (1) to bound:

$$P[\|Y(\mathcal{R})^{t+1}\|_1 \geq 2 | N^t = C] \geq \left( 1 - \frac{16 \ln 2t_c}{t_s} \right)^2 \geq 1 - \frac{32 \ln 2t_c}{t_s}$$

and thus $P[Y^{t+1} \text{ is a valid WTA output configuration} | N^t = C] \leq \frac{32 \ln 2t_c}{t_s}$.

**Case 2:** $|\{i \in \mathcal{R} | C(y_i) = 1\}| = 0$.

In this case, we can apply Lemma 5.4.26 conclusion (2) to bound:

$$P[\|Y(\mathcal{R})^{t+1}\|_1 = 0 | N^t = C] \geq \left( 1 - \frac{16 \ln 2t_c}{t_s} \right)^{1/(|\mathcal{R}| - 1)}$$

By our assumption that $n \geq 341$, $\frac{|\mathcal{R}|}{|\mathcal{R}| - 1} = \frac{|\ln^2 n|}{|\ln^2 n| - 1} \leq \frac{34}{33} < 2$. So we have:

$$P[\|Y(\mathcal{R})^{t+1}\|_1 = 0 | N^t = C] \geq \left( 1 - \frac{16 \ln 2t_c}{t_s} \right)^2 \geq 1 - \frac{32 \ln 2t_c}{t_s}.$$
Thus, $\mathbb{P}[Y^{t+1} \text{ is a valid WTA output configuration } | N^t = C] \leq \frac{32 \ln 2t}{t}$, giving the lemma.

We can now prove the main two-inhibitor lower bound Theorem 5.4.14 via a case analysis which combines Lemma 5.4.16, Corollary 5.4.25, and Corollary 5.4.27.

**Proof of Theorem 5.4.14.**

Assume that $\mathcal{N} = (N, w, b, f)$ is a symmetric SNN with two auxiliary inhibitory neurons $a_1, a_2$ which solves $WTA(n, t_c, t_s, \delta)$ for $n \geq 341$, $\delta \leq 1/2$, $t_c \leq \frac{\ln n}{30 \ln \ln n}$, and $\frac{\ln 2t}{t} \leq \frac{1}{32 \ln n}$. Assume that the network is given the hard input execution $a_{\text{hard}, \mathcal{N}}$ (Definition 5.4.15) and starts with initial state $N^0$ in which $Y^0$ is not a valid WTA output configuration and $a_1^0 = a_2^0 = 0$.

Let $\mathcal{E}_{\text{fail}}(t)$ be the event that for every $t' \leq t$, $Y^{t'}$ is not a valid WTA output configuration. Let $\mathcal{E}_{01}(t)$ be the event that for every $t' \leq t$, we do not have $a_1^{t'} = 0$ and $a_2^{t'} = 1$.

We can bound $\mathbb{P}[\mathcal{E}_{\text{fail}}(t)] \geq \mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)]$ and write, using that $\mathcal{E}_{\text{fail}}(t-1) \subseteq \mathcal{E}_{\text{fail}}(t)$ and $\mathcal{E}_{01}(t-1) \subseteq \mathcal{E}_{01}(t)$,

$$
\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)] = \mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|\mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)] \cdot \mathbb{P}[\mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)].
$$

(5.61)

Conditioned on $\mathcal{E}_{\text{fail}}(t-1)$ and $\mathcal{E}_{01}(t-1)$, $Y^{t-1}$ is not a valid WTA output configuration and $(a_1^{t-1}, a_2^{t-1}) \neq (0, 1)$. Let $\mathcal{C}$ be the set of all configurations which are not valid WTA output configurations and which have $(C(a_1), C(a_2)) \neq (0, 1)$. We can expand (5.61) as:

$$
\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)] = \mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|\mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)] \cdot \mathbb{P}[\mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)]
$$

$$
= \sum_{C \in \mathcal{C}} \mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|N^{t-1} = C] \cdot \mathbb{P}[N^{t-1} = C, \mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)].
$$

(5.62)

Note that by the law of total probability since $\mathcal{E}_{\text{fail}}(t-1)$ and $\mathcal{E}_{01}(t-1)$ requires that $C \in \mathcal{C}$:

$$
\sum_{C \in \mathcal{C}} \mathbb{P}[N^{t-1} = C, \mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)] = \mathbb{P}[\mathcal{E}_{\text{fail}}(t-1), \mathcal{E}_{01}(t-1)].
$$

(5.63)

We now bound $\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|N^{t-1} = C]$ in (5.62) in two cases:
Case 1: \(C(a_1) = C(a_2) = 1\) or \(C(a_1) = C(a_2) = 0\).

In this case, for any \(C \in \mathcal{C}\) with \(C(a_1) = C(a_2)\), by Lemma 5.4.16,

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t)|N^{t-1} = C] \geq 1 - \frac{1}{\ln n}.
\]

By Corollary 5.4.25,

\[
\mathbb{P}[\mathcal{E}_{01}(t)|N^{t-1} = C] \geq 1 - \frac{12 \cdot \ln 2t_c}{t_s} \geq 1 - \frac{1}{\ln n},
\]

where the second inequality follows from our requirement that \(\frac{\ln 2t_c}{t_s} \leq \frac{1}{32 \ln n}\). Additionally, conditioned on \(N^{t-1}\), \(\mathcal{E}_{\text{fail}}(t)\) and \(\mathcal{E}_{01}(t)\) are independent since they involve disjoint sets of neurons. Thus we can bound:

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|N^{t-1} = C] \geq \left(1 - \frac{1}{\ln n}\right)^2. 
\tag{5.64}
\]

Case 2: \(C(a_1) = 1\) and \(C(a_2) = 0\).

In this case, for any \(C \in \mathcal{C}\), since \(C(Y)\) is not a valid WTA output configuration, by Corollary 5.4.27,

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t)|N^{t-1} = C] \geq 1 - \frac{32 \cdot \ln 2t_c}{t_s} \geq 1 - \frac{1}{\ln n}
\]

where the second inequality follows from our requirement that \(\frac{\ln 2t_c}{t_s} \leq \frac{1}{32 \ln n}\). As above we also have \(\mathbb{P}[\mathcal{E}_{01}(t)|N^{t-1} = C] \geq 1 - \frac{1}{\ln n}\) and since \(\mathcal{E}_{\text{fail}}(t)\) and \(\mathcal{E}_{01}(t)\) are independent conditioned on \(N^{t-1}\):

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|N^{t-1} = C] \geq \left(1 - \frac{1}{\ln n}\right)^2. 
\tag{5.65}
\]

Together (5.64) and (5.65) and the definition of \(\mathcal{C}\) give us:

Claim 5.4.28. For any \(C\) which is not a valid WTA configuration and with \((C(a_1), C(a_2)) \neq (0, 1)\),

\[
\mathbb{P}[\mathcal{E}_{\text{fail}}(t), \mathcal{E}_{01}(t)|N^{t-1} = C] \geq \left(1 - \frac{1}{\ln n}\right)^2.
\]

Completing the Theorem.
We conclude by using Claim 5.4.28 to lower bound the probability of converging to a valid WTA configuration within \( t_c \) steps. Substituting the bound of Claim 5.4.28 into (5.62) and (5.63) we have:

\[
P[E_{\text{fail}}(t), E_{\text{con}}(t)] \geq \sum_{C \in \mathcal{C}} \left( 1 - \frac{1}{\ln n} \right)^2 \cdot P[N^{t-1} = C, E_{\text{fail}}(t-1), E_{\text{con}}(t-1)]
\]

\[
\geq \left( 1 - \frac{1}{\ln n} \right)^2 \cdot P[E_{\text{fail}}(t-1), E_{\text{con}}(t-1)]
\]

Since we choose \( N^0 \) with \( Y^0 \) not a valid WTA output configuration and \( a_1^0 = a_2^0 = 0 \), \( P[E_{\text{fail}}(0), E_{\text{con}}(0)] = 1 \). Thus, via induction, we have for any \( t \geq 0 \),

\[
P[E_{\text{fail}}(t), E_{\text{con}}(t)] \geq \left( 1 - \frac{1}{\ln n} \right)^{2t}.
\]

Plugging in \( t_c \leq \frac{\ln n}{30 \ln \ln n} \) we have:

\[
P[E_{\text{fail}}(t_c)] \geq \sum_{C \in \mathcal{C}} \left( 1 - \frac{1}{\ln n} \right)^{\frac{\ln n}{15 \ln \ln n}} \geq \frac{1}{e^{1/15}} > 1/2.
\]

This contradicts the fact that \( N \) solves WTA\((n, t_c, t_\delta, \delta)\) for \( \delta \geq 1/2 \), giving the lower bound. \( \square \)

5.5 Faster Convergence With More Inhibitors

In this section we show how to speed up the two-inhibitor construction of Section 5.3 by using \( \alpha > 2 \) inhibitors. We give a formal convergence proof for a construction which uses \( \lceil \log_2 n \rceil + 1 \) inhibitors and converges with constant probability in \( O(1) \) time (and with probability \( \geq 1 - \delta \) in \( O(\log 1/\delta) \) time). We then describe the high level idea behind two constructions that give a tradeoff between the number of inhibitors used and the convergence time.

5.5.1 Use of History Period

Our \( \lceil \log_2 n \rceil + 1 \)-inhibitor construction (as well as the sketched constructions which give an inhibitor-convergence time tradeoff) requires using a history period of \( h = 2 \), as suggested in Section 5.2.5. At a high level, to achieve fast convergence, our networks
use the larger number of inhibitors available to create higher levels of inhibition at
time $t$ corresponding to higher number of firing outputs at time $t - 1$. This strategy
however, leads to ‘race conditions’. If many outputs fire at time $t$ and exactly one
output fires at time $t + 1$, there will still be a high level of inhibition at time $t + 1$.
Thus, at time $t + 2$ it is likely that the single firing output at time $t + 1$ will stop
firing and so the network will not stabilize to a valid WTA output state.

To avoid this race condition, we use history so that an output’s self-loop excites
the output for two time steps. The stability inhibitor $a_s$ will also be excited for two
time steps by the outputs. In this way, if a single output $y_i$ fires at time $t$, while at
time $t + 1$ no outputs may fire due to high levels of inhibition, at time $t + 2$ the history
will cause both $a_s$ and $y_i$ to fire, and the network to stabilize to a valid WTA state.

**Generalized Model with History Period**

Following the basic SNN model of Section 5.2 we define an SNN model with history
period $h$ for any $h \geq 1$. The changes to the definition are highlighted in gray.

An SNN $\mathcal{N} = \langle N, w, b, f, h \rangle$ with history period $h$ consists of:

- $N$, a set of neurons, partitioned into a set of input neurons $X$, a set of output
  neurons $Y$, and a set of auxiliary neurons $A$. $N$ is also partitioned into a set of
  excitatory and inhibitory neurons $E$ and $I$. All input and output neurons are
  excitatory.

- $h \in \mathbb{Z}^{\geq 1}$, a positive integer indicating the neural response history period.

- $w : N \times N \times \{1, ..., h\} \to \mathbb{R}$, a weight function describing the weighted synaptic
  connections between the neurons in the network. $w$ is restricted in a few notable
  ways:
    - $w(u, x, l) = 0$ for all $u \in N$, $x \in X$, and $l \in \{1, ..., h\}$.
    - Each excitatory neuron $v \in E$ has $w(v, u, l) \geq 0$ for every $u$ and $l \in \{1, ..., h\}$.
    - Each inhibitory neuron $v \in I$ has $w(v, u, l) \leq 0$ for every $u$ and $l \in \{1, ..., h\}$.

- $b : N \to \mathbb{R}$, a bias function, assigning an activation bias to each neuron.

- $f : \mathbb{R} \to [0, 1]$, a spike probability function, satisfying a few restrictions:
    - $f$ is continuous and monotonically increasing.
    - $\lim_{x \to \infty} f(x) = 1$ and $\lim_{x \to -\infty} f(x) = 0$. 
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Remark on the Time Dependent Weight Function: The only difference between the above model and our basic SNN model of Section 5.2.1 is in the specification of the weight function $w$. In the model with history period $h$, $w$ describes the strength of the synaptic connections between neurons in $N$, as a function of the time difference between a spike and the current time (from 1 up to $h$). $w(u, v, 1)$ is the weight corresponding to the most recent time and $w(u, v, h)$ corresponds to the most distant time within the history period. The weight function, for example, can be used to model the decaying effect of a spike over time, if we set $|w(u, v, 1)| \geq |w(u, v, 2)| \geq ... \geq |w(u, v, h)|$.

Network Dynamics With History Period

In our SNN with history period model, configurations and executions are defined as in our basic model (see Section 5.2.2). The behavior of the SNN is determined as follows:

- **Input Neurons**: As in our basic model, we specify how the infinite input execution $X^0X^1...$ is determined. In this chapter, we will fix the input so that for each $u \in X$, $u^t$ is constant for all $t \geq 0$.

- **Initial Firing States**: For each non-input $u \in N \setminus X$, the firing states in the first $h$ time slots $v^0, v^1, ..., v^{h-1}$ are arbitrary, where $h$ is this history length.

- **Firing Dynamics**: For each non-input neuron $u \in N \setminus X$ and every time $t \geq h$, let $\text{pot}(u, t)$ denote the membrane potential at time $t$ and $p(u, t)$ denote the corresponding firing probability. These values are calculated as:

\[
\text{pot}(u, t) = \left( \sum_{i=1}^{h} \sum_{v \in N} w(v, u, i) \cdot v^{t-i} \right) - b(u) \quad \text{and} \quad p(u, t) = f(\text{pot}(u, t)) \quad (5.66)
\]

where $f$ is the spike probability function. At time $t$, each non-input neuron $u$ fires independently with probability $p(u, t)$. Note that equation (5.66) is defined only for $t \geq h$, in which case $t - i \geq 0$ for all $i \in \{1, ..., h\}$. It is analogous to the potential calculation (5.1), used for our basic model, except that the summation of spikes is over $h$ time steps.

An SNN $\mathcal{N} = \langle N, w, b, f, h \rangle$ with history period $h$, length $h$ execution $\alpha^h = N^0N^1...N^{h-1}$, and infinite input execution $\alpha_X$ define a probability distribution over infinite executions, $\mathcal{D}(\mathcal{N}, \alpha^h, \alpha_X)$. This distribution is the natural distribution that
follows from applying the stochastic firing dynamics of (5.66). As with our basic model (see Section 5.2.2), we can also define a corresponding distribution \( \mathcal{D}_Y(N, \alpha^h, \alpha_X) \) on infinite output executions.

**Solving Problems in Networks with History**

As in our basic model, a problem \( P \) is a mapping from an infinite input execution \( \alpha_X \) to a set of output distributions. A network \( N \) is said to solve problem \( P \) on input \( \alpha_X \) if, for any length \( h \) initial execution \( \alpha^h \), the output distribution \( \mathcal{D}_Y(N, \alpha^h, \alpha_X) \) is an element of \( P(\alpha_X) \). A network \( N \) is said to solve problem \( P \) if it solves \( P \) on every infinite input execution \( \alpha_X \).

### 5.5.2 \( O(1) \) Convergence Time with \( O(\log n) \) Inhibitors

In this section we describe and analyze a family of networks that converge to a valid WTA state with constant probability in constant time and uses \( O(\log n) \) inhibitors.

We have one stability inhibitor \( a_s \) that functions similarly to the stability inhibitor in our two-inhibitor construction (Definition 5.3.1), ensuring that, once the network reaches a valid WTA output configuration, it remains in this configuration for \( t_s \) consecutive time steps with high probability (see Corollary 5.5.19). This stability inhibitor employs a history period of length 2. We prove in Lemma 5.5.7 that it fires with high probability at time \( t + 1 \) whenever at least one output fires at time \( t \) or \( t - 1 \).

We additionally have \([\log_2 n]\) convergence inhibitors, labeled \( a_1, \ldots, a_{[\log_2 n]} \). For each \( i \), \( a_i \) fires with high probability at time \( t + 1 \) whenever \( k \geq 2^i \) outputs fire at time \( t \). In this way, with high probability, \( a_1, \ldots, a_i \) fire and all other inhibitors do not fires at time \( t + 1 \) whenever the number of firing outputs \( k \) is in the range \( [2^i, 2^{i+1}) \) (see Lemma 5.5.8). Note that we define our network so \( a_1, \ldots, a_{[\log_2 n]} \) have no incoming connections that use the length 2 history period (i.e., \( w(u, a_i, 2) = 0 \) for all \( u \) and all \( i \in \{1, \ldots, [\log_2 n]\} \)). Thus, the firing probabilities of these inhibitors at time \( t + 1 \) depend only on the firing pattern at time \( t \).

We set the inhibitory weights such that when \( a_i \) fires at time \( t \) (along with \( a_j \) for all \( j \leq i \)), each firing output fires at time \( t + 1 \) with probability \( p_i \approx \frac{1}{2^i} \) (see Lemma 5.5.12). For \( k \in [2^i, 2^{i+1}) \) we thus have \( p_i \cdot k \in [1, 2) \). We will show that this ensures that, with constant probability, exactly one output fires at time \( t + 1 \) (see Corollary 5.5.13). Once a single output fires, using the length-two history mechanism described in Section 5.5.1, the network stabilizes to a valid WTA state with high probability.
We begin with a formal definition of the network below:

**Definition 5.5.1** (Constant Time WTA Network). For any $n \in \mathbb{Z}^{>2}$ and $\gamma \in \mathbb{R}^+$, let $\mathcal{L}_{n,\gamma} = \langle N, w, b, f, 2 \rangle$ where the spike probability, weight, and bias functions are defined as follows:

- The spike probability function $f$ is defined to be the basic sigmoid function:
  \[
  f(x) \overset{\text{def}}{=} \frac{1}{1 + e^{-x}}.
  \]

- The set of neurons $N$ consists of a set of $n$ input neurons $X$, labeled $x_1, \ldots, x_n$, a set of $n$ corresponding outputs $Y$, labeled $y_1, \ldots, y_n$, and $\log_2 n + 1$ auxiliary inhibitory neurons labeled $a_s$ and $a_1, \ldots, a_{\log_2 n}$.

- The weight function $w$ is given by:
  - $w(x_i, y_i, 1) = 6\gamma$, for all $i$.
  - $w(y_i, y_i, 1) = w(y_i, y_i, 2) = 2\gamma$, for all $i$.
  - $w(a_s, y_i, 1) = -\gamma$, for all $i$.
  - $w(a_1, y_i, 1) = -7\gamma/2 - \ln(2)$, for all $i$.
  - $w(a_j, y_i, 1) = -\ln(2)$, for all $i$ and $j \in \{2, \ldots, \log_2 n\}$.
  - $w(y_i, a_s, 1) = w(y_i, a_s, 2) = \gamma$, for all $i$.
  - $w(y_i, a_j, 1) = \gamma$, for all $i$ and $j \in \{1, \ldots, \log_2 n\}$.
  - $w(u, v, i) = 0$ for any $u, v$ and $i \in \{1, 2\}$ whose connection is not specified above.

- The bias function $b$ is given by:
  - $b(y_i) = 11\gamma/2$ for all $i$.
  - $b(a_s) = \gamma/2$.
  - $b(a_i) = 2^i \cdot \gamma - \gamma/2$ for all $i \in \{1, \ldots, \log_2 n\}$.

**Use of History.** Note that in our network definition above, we use the history mechanism only in two places. We set $w(y_i, y_i, 1) = w(y_i, y_i, 2) = 2\gamma$, for all $i$, meaning that each output's self-loop affects its potential for two time steps. We also set $w(y_i, a_s, 1) = w(y_i, a_s, 2) = \gamma$ for all $i$, meaning that the stability inhibitor is affected by the outputs for two steps.
Due to the high level of inhibition inducted by the convergence inhibitors $a_1, \ldots, a_{\lfloor \log_2 n \rfloor}$, after the network reaches a configuration with just a single firing output, it will likely transition to a state with no firing outputs, since the number of firing inhibitors will still reflect the number of firing outputs in the previous time step. The length-two output self-loop and output to inhibitor connections allow the network to recover from this state. Specifically, in Lemma 5.5.18 and Corollary 5.5.19, we show that if the network reaches a valid WTA output state at time $t$, with good probability it will return to this state at time $t + 2$ and remain in this state for $t_s$ consecutive steps.

In our two-inhibitor construction, no history was necessary. The inhibition in the network was always low enough such that, after reaching a near-valid WTA configuration with a single firing output, with constant probability the network would transition to a valid-WTA configuration and stabilize in this configuration (see Lemma 5.3.21).

We prove the following theorems on the performance of $\mathcal{L}_{n, \gamma}$:

**Theorem 5.5.2** (*$O(\log n)$*-Inhibitor WTA). For $\gamma \geq \ln((n + 2)t_s/\delta)$, $\mathcal{L}_{n, \gamma}$ solves WTA($n, t_c, t_s, \delta$) for any $t_c \geq \log_2 (1/\delta) + 1$. $\mathcal{L}_{n, \gamma}$ contains $\lfloor \log_2 n \rfloor + 1$ auxiliary inhibitors.

**Theorem 5.5.3** (*$O(\log n)$*-Inhibitor Expected-Time WTA). For $\gamma \geq \ln((n + 2)t_s/\delta)$, $\mathcal{L}_{n, \gamma}$ solves WTA-EXP($n, t_c, t_s$) for any $t_c \geq 4$. $\mathcal{L}_{n, \gamma}$ contains $\lfloor \log_2 n \rfloor + 1$ auxiliary inhibitors.

**Proof Roadmap.** We prove Theorems 5.5.2 and 5.5.3 in Section 5.5.5. The analysis is broken down as follows:

Section 5.5.3: Prove basic two-step lemmas which characterize single time step transitions of $\mathcal{L}_{n, \gamma}$, showing that the neurons behave as described in the above high-level description.

Section 5.5.4: Prove that, once in a valid WTA output configuration, as long as certain other stability conditions are satisfied, $\mathcal{L}_{n, \gamma}$ stays in this configuration with high probability.

Section 5.5.5: Show that all configurations of $\mathcal{L}_{n, \gamma}$ transition with constant probability to a stable and valid WTA configuration within $O(1)$ time steps.

Section 5.5.6: Complete the analysis, demonstrating with what parameter values $\mathcal{L}_{n, \gamma}$ solves the winner-take-all problem (Definitions 5.2.7 and 5.2.9).
5.5.3 Two-Step Lemmas

As in our analysis of our two-inhibitor network family in Section 5.3.2, we begin with a series of lemmas which characterize the basic transition probabilities of $\mathcal{L}_{n,\gamma}$. Since we employ history period $h = 2$, these lemmas consider the behavior of the network at time $t + 1$ conditioned on its configuration at times $t$ and $t - 1$.

We first note that an analog to Lemma 5.3.4 still holds for all inhibitory neurons.

**Lemma 5.5.4 (Characterization of Firing Probabilities).** For any time $t \geq 1$ and any $a \in A$:

- If $\text{pot}(u, t) = 0$, then $p(u, t) = 1/2$.
- If $\text{pot}(u, t) < 0$, then $p(u, t) \leq e^{-\gamma/2}$.
- If $\text{pot}(u, t) > 0$, then $p(u, t) \geq 1 - e^{-\gamma/2}$.

**Proof.** The proof is essentially identical to that of Lemma 5.3.4. We just use that for each inhibitor $a \in A$ and each $i$ and $h \in \{1, 2\}$, $w(y, a, h)$ and $b(a)$ are all multiples of $\gamma/2$. \hfill \square

Analogs to Lemma 5.3.5 and Corollary 5.3.6 also still hold, ensuring that, with high probability, outputs that do not correspond to firing inputs do not fire.

**Lemma 5.5.5 (Correct Output Behavior).** For any time $t \geq 1$, any configurations $C, C'$ of $\mathcal{L}_{n,\gamma}$, and any $i$ with $C(x_i) = 0$,

$$\mathbb{P}[y_{i, t+1} = 1 | N^t = C, N^{t-1} = C'] \leq e^{-3\gamma/2}.$$

**Proof.** If $N^t = C$ then $x_i^t = C(x_i)$. We can compute $y_i$'s potential at time $t + 1$, assuming $x_i^t = 0$:

$$\text{pot}(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a, y_i, 1)a_i^t$$

$$+ \sum_{j=1}^{\lceil \log_2 n \rceil} w(a_c, y_i, 1)a_c^t - b(y_i)$$

$$\leq 0 + 2\gamma + 2\gamma + 0 + 0 - 11\gamma/2 = -3\gamma/2.$$

We thus have $p(y_i, t + 1) \leq \frac{1}{1 + e^{3\gamma/2}} \leq e^{-3\gamma/2}$. \hfill \square
Corollary 5.5.6 (Correct Output Behavior, All Neurons). For any time $t \geq 1$ and configurations $C, C'$ of $L_{n, \gamma}$,

$$\mathbb{P}[y_i^{t+1} \leq x_i^t \text{ for all } i \mid N^t = C, N^{t-1} = C'] \geq 1 - ne^{-3\gamma/2}.$$  

Proof. The proof is essentially identical to that of Corollary 5.3.6. If $C(x_i) = 1$ then conditioned on $N^t = C$, $x_i^t = 1$ and so $y_i^{t+1} \leq x_i^t$ always. Otherwise, by Lemma 5.5.5, if $C(x_i) = 0$, then $\mathbb{P}[y_i^{t+1} = 0 \mid N^t = C, N^{t-1} = C'] \geq 1 - e^{-3\gamma/2}$. Union bounding over all such inputs (of which there are at most $n$) gives the corollary. \hfill $\square$

We next show that the inhibitors $a_s, a_1, \ldots, a_{\log_2 n}$ behave as expected. The following lemmas can be viewed as a generalization of Lemma 5.3.7. We first show that, due to our use of history, $a_s$ fires with high probability at time $t + 1$ whenever at least one output fires at time $t$ or $t - 1$.

Lemma 5.5.7 (Correct Stability Inhibitor Behavior). For any time $t \geq 1$ and configurations $C, C'$ of $L_{n, \gamma}$,

1. If $\|C(Y)\|_1 = \|C'(Y)\|_1 = 0$, then $\mathbb{P}[a_s^{t+1} = 0 \mid N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}$.

2. If $\|C(Y)\|_1 \geq 1$ or $\|C'(Y)\|_1 \geq 1$, then $\mathbb{P}[a_s^{t+1} = 1 \mid N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}$.

Proof. We prove the two conclusions separately.

Conclusion 1: $\|C(Y)\|_1 = \|C'(Y)\|_1 = 0$.

In this case, $a_s$ receives no excitatory signal from the outputs so,

$$\text{pot}(a_s, t + 1) = -b(a_s) < 0.$$  

Thus by Lemma 5.5.4,

$$\mathbb{P}[a_s^{t+1} = 0 \mid N^t = C] \geq 1 - e^{-\gamma/2}.$$  

Conclusion 2: $\|C(Y)\|_1 \geq 1$ or $\|C'(Y)\|_1 \geq 1$.
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In this case we have:

$$pot(a_s, t + 1) = \sum_{j=1}^{n} [w(y_j, a_s, 1)y_j^t + w(y_j, a_s, 2)y_j^{t-1}] - b(a_s)$$

$$\geq \gamma - \gamma/2 = \gamma/2.$$ 

We thus have by Lemma 5.5.4:

$$P[a_s^{t+1} = 1| N^t = C] \geq 1 - e^{-\gamma/2},$$

which gives the lemma.

As described in Section 5.5.2, the convergence inhibitors $a_1, \ldots, a_{\lceil \log_2 n \rceil}$ fire at time $t + 1$ depending on the number of firing outputs at time $t$. They have no incoming connections which affect them for two rounds, and thus their firing probabilities at time $t + 1$ do not depend on the firing pattern at time $t - 1$. We prove that $a_j$ for all $j \leq i$ fire with high probability at time $t + 1$ whenever the number of firing outputs at time $t$ falls in the range $[2^i, 2^{i+1})$. Further, all $a_j$ for $j > i$ do not fire with high probability.

**Lemma 5.5.8 (Correct Convergence Inhibitor Behaviors).** For any time $t \geq 1$ and configurations $C, C'$ of $L_{n, \gamma}$,

1. If $\|C(Y)\|_1 < 1$, then

$$P[a_i^{t+1} = 0 \text{ for all } i \in \{1, \ldots, \lceil \log_2 n \rceil\}| N^t = C, N^{t-1} = C'] \geq 1 - \lceil \log_2 n \rceil \cdot e^{-\gamma/2}.$$

2. For any $i \in \{1, \ldots, \lceil \log_2 n \rceil\}$, if $\|C(Y)\|_1 = k$ for $k \in [2^i, 2^{i+1})$, then:

$$P[a_1^{t+1} = \ldots = a_i^{t+1} = 1 \text{ and } a_{i+1}^{t+1} = \ldots = a_{\lceil \log_2 n \rceil}^{t+1} = 0| N^t = C, N^{t-1} = C']$$

$$\geq 1 - \lceil \log_2 n \rceil \cdot e^{-\gamma/2}.$$ 

**Proof.** We prove the two conclusions of the lemma separately.

**Conclusion 1:** $\|C(Y)\|_1 \leq 1$. 
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In this case we have for all $i$:

$$\text{pot}(a_i, t + 1) = \sum_{j=1}^{n} w(y_j, a_i, 1)y_j^t - b(a_i)$$

$$\leq \gamma - 3\gamma/2 = -\gamma/2.$$ 

Again by Lemma 5.5.4 and a union bound,

$$\mathbb{P} \left[ \sum_{i=1}^{[\log_2 n]} a_i^{t+1} = 0 | N^t = C, N^{t-1} = C' \right] \geq 1 - [\log_2 n] \cdot e^{-\gamma/2}.$$

**Conclusion 2:** $\|C(Y)\|_1 = k$ for $k \in [2^i, 2^{i+1})$.

In this case, for any $j \leq i$ we have:

$$\text{pot}(a_j, t + 1) = \sum_{l=1}^{n} w(y_l, a_s, 1)y_l^t - b(a_j)$$

$$= k \cdot \gamma - 2^j \gamma + \gamma/2 \geq \gamma/2$$

where the last inequality follows since $k \geq 2^j \geq 2^i$. In contrast for $j > i$:

$$\text{pot}(a_j, t + 1) = \sum_{l=1}^{n} w(y_l, a_s, 1)y_l^t - b(a_j)$$

$$= k \cdot \gamma - 2^j \gamma + \gamma/2 \leq -\gamma/2$$

where the last inequality follows from the fact that $k < 2^{i+1} \leq 2^j$. Overall, by Lemma 5.5.4 and a union bound,

$$\mathbb{P}[a_1^{t+1} = \ldots = a_i^{t+1} = 1 \text{ and } a_{i+1}^{t+1} = \ldots = a_{[\log_2 n]}^{t+1} = 0 | N^t = C, N^{t-1} = C']$$

$$\geq 1 - [\log_2 n] \cdot e^{-\gamma/2},$$

which gives the lemma $\square$

It will be useful in our future bounds to consider the class of configurations in which all outputs and inhibitors behave as expected. Such a configuration is analogous to the good configurations of our two-inhibitor networks (Definition 5.3.17), from which we were able to show convergence.
Definition 5.5.9 (Typical Configuration). A typical configuration is any configuration $C$ with $C(y_i) \leq C(x_i)$ for all $i$ and $C(a_s) \geq C(a_1) \geq \ldots \geq C(a_{\lceil \log_2 n \rceil})$.

In combination, Corollary 5.5.6, Lemma 5.5.7 and Lemma 5.5.8 give:

Corollary 5.5.10 (Correct Behavior, All Neurons). Assume the input execution $\alpha_X$ of $L_{n, \gamma}$ has $X^t$ fixed for all $t$ and consider configurations $C, C'$ with $C(X) = C'(X) = X^t$. For any time $t \geq 1$:

$$\Pr[N^{t+1} \text{ is a typical configuration } | N^t = C, N^{t-1} = C'] \geq 1 - (n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2}.$$ 

Proof. Since the input is fixed, by Corollary 5.5.6,

$$\Pr[y_i^{t+1} \leq x_i^{t+1} | N^t = C, N^{t-1} = C'] \geq 1 - n \cdot e^{-\gamma/2}. \tag{5.67}$$

If $\|C(Y)\|_1 \leq 1$ then by Lemma 5.5.8 conclusion (2),

$$\Pr[a_1^{t+1} = \ldots = a_{\lceil \log_2 n \rceil}^{t+1} = 0 | N^t = C, N^{t-1} = C'] \geq 1 - \lceil \log_2 n \rceil \cdot e^{-\gamma/2}.$$ 

If $\|C(Y)\|_1 > 1$ then by Lemma 5.5.7 conclusion (2), Lemma 5.5.8 conclusion (2), and a union bound,

$$\Pr[a_s^{t+1} = a_1^{t+1} = \ldots = a_i^{t+1} = 1 \text{ and } a_{i+1}^{t+1} = \ldots = a_{\lceil \log_2 n \rceil}^{t+1} = 0 | N^t = C, N^{t-1} = C']$$

$$\geq 1 - (\lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2}.$$ 

Combining these two cases, we have

$$\Pr[a_s^{t+1} \geq a_1^{t+1} \geq \ldots \geq a_{\lceil \log_2 n \rceil}^{t+1} | N^t = C, N^{t-1} = C'] \geq 1 - (\lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2},$$

which gives the lemma after a union bound with (5.67) \hfill \Box

We next show that the stability inhibitor firing alone, with high probability, induces exactly the outputs that fired at one of the previous two time steps to fire in the next step. This Lemma is analogous to Lemma 5.3.9 for our two-inhibitor networks.
Lemma 5.5.11 (Stability Inhibitor Effect). Assume the input execution $\alpha_X$ of $L_{n,\gamma}$ has $X^t$ fixed for all $t$ and consider configurations $C, C'$ with $C(X) = C'(X) = X^t$, $C(a_s) = 1$, $C(a_i) = 0$ for all $i \in \{1, \ldots, \lceil \log_2 n \rceil \}$, and $C(y_i) \leq C(x_i), C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,

$$\mathbb{P}[y_{i}^{t+1} = \max(y_{i}^{t}, y_{i}^{t-1}) \text{ for all } i | N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}$$

Proof. Conditioned on $N^t = C, N^{t-1} = C'$, $y_i^t \leq x_i^t$ and $y_i^{t-1} \leq x_i^{t-1}$ by assumption. So for any output with $\max(y_i^t, y_i^{t-1}) = 1$ we must have $x_i^t = 1$. This gives:

$$\text{pot}(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_s^t$$

$$+ \sum_{j=1}^{[\log_2 n]} w(a_j, y_i, 1)a_j^t - b(y_i)$$

$$\geq 6\gamma + 2\gamma \cdot \max(y_i^t, y_i^{t-1}) - \gamma + 0 - 11\gamma/2$$

$$\geq 3\gamma/2.$$

In contrast, for any output with $\max(y_i^t, y_i^{t-1}) = 0$:

$$\text{pot}(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_s^t$$

$$+ \sum_{j=1}^{[\log_2 n]} w(a_j, y_i, 1)a_j^t - b(y_i)$$

$$\leq 6\gamma + 0 + 0 - \gamma + 0 - 11\gamma/2$$

$$= -\gamma/2.$$

So, if $\max(y_i^t, y_i^{t-1}) = 1$, then $y_i^{t+1} = 1$ with probability $\geq 1 - e^{-3\gamma/2}$. If $\max(y_i^t, y_i^{t-1}) = 0$, then $y_i^{t+1} = 0$ with probability $\geq 1 - e^{-\gamma/2}$. The lemma follows after union bounding over all $n$ outputs. 

We next characterize the effect of the convergence inhibitors. We show that when $l$ inhibitors fire, any firing output that also fired in the previous time step, fires with probability $\Theta(1/l)$. We will show in Corollary 5.5.13 that this implies that in the next step, with constant probability, exactly one output fires, and in fact the configuration is a valid WTA output configuration.

Lemma 5.5.12 below is analogous to Lemma 5.3.10 for our two-inhibitor networks, except that the firing probability is $\Theta(1/l)$ rather than $1/2$. Since this firing probability is smaller when a larger number of outputs fire at time $t$, convergence to a
single firing output with constant probability occurs in 1 step, rather than \(O(\log n)\) steps.

**Lemma 5.5.12** (Convergence Inhibitor Effect). Assume the input execution \(\alpha_X\) of \(\mathcal{L}_{n,\gamma}\) has \(X^t\) fixed for all \(t\) and consider configurations \(C, C'\) with \(C(X) = C'(X) = X^t, C(a_s) = C(a_1) = ... C(a_i) = 1, C(a_{i+1}) = ... = C(a_{\log_2 n}) = 0\) for some \(l \geq 1\), and \(C(y_i) \leq C(x_i), C'(y_i) \leq C'(x_i)\) for all \(i\). For any time \(t \geq 1\),

1. \(\mathbb{P}[y_i^{t+1} \leq \min(y_i^t, y_i^{t-1}) \text{ for all } i | N^t = C, N^{t-1} = C'] \geq 1 - ne^{-2\gamma}\).

2. If \(\min(y_i^t, y_i^{t-1}) = 1\), \(\mathbb{P}[y_i^{t+1} = 1 | N^t = C, N^{t-1} = C'] = \frac{1}{1+2\gamma}\).

3. For \(i \neq j\), \(y_i^{t+1}\) and \(y_j^{t+1}\) are independent conditioned on \(N^t = C, N^{t-1} = C'\).

**Proof.** Conditioned on \(N^t = C, N^{t-1} = C'\), if \(\min(y_i^t, y_i^{t-1}) = 1\), then \(y_i^t = y_i^{t-1} = 1\) and by assumption \(x_i^t = 1\). We can thus compute:

\[
\text{pot}(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_i^t + w(a_1, y_i, 1)a_i^t + \\
\quad \quad + \sum_{j=2}^{[\log_2 n]} w(a_j, y_i, 1)a_j^t - b(y_i) \\
= 6\gamma + 4\gamma - \gamma - 7\gamma/2 - \ln 2 - (l - 1) \cdot \ln 2 - 11\gamma/2 \\
= -l \cdot \ln 2.
\]

We thus have

\[
\mathbb{P}[y_i^{t+1} = 1 | N^t = C] = f(-l \cdot \ln 2) = \frac{1}{1+2\gamma}.
\]

This gives conclusion (2). Conclusion (3) holds since, with \(N^t\) and \(N^{t-1}\) fixed with history length 2, \(u^{t+1}\) is independent of \(v^{t+1}\) for all \(u \neq v\). We can also bound if \(\min(y_i^t, y_i^{t-1}) = 0\):

\[
\text{pot}(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_i^t + w(a_1, y_i, 1)a_i^t + \\
\quad \quad + \sum_{j=2}^{[\log_2 n]} w(a_j, y_i, 1)a_j^t - b(y_i) \\
\leq 6\gamma + 2\gamma - \gamma - 7\gamma/2 - \ln 2 - (l - 1) \cdot \ln 2 - 11\gamma/2 \\
\leq -2\gamma.
\]

Thus, \(\mathbb{P}[y_i^{t+1} = 1 | N^t = C, N^{t-1} = C'] \leq e^{-2\gamma}\). By a union bound over at most \(n\) such outputs, we have, with probability \(\geq 1 - ne^{-2\gamma}\), \(y_i^{t+1} = \min(y_i^t, y_i^{t-1})\) for all \(i\), giving
conclusion (1) and completing the lemma.

We now formalize the fact that the network converges to a valid WTA output configuration in just a single step with constant probability, as long as the number of inhibitors matches the minimum number of firing outputs in the preceding two steps. Corollary 5.5.13 can be viewed as an analog to Lemma 5.3.23 for our two inhibitor networks, except that the number of outputs is reduced to 1, rather than just cut in half, with constant probability.

**Corollary 5.5.13 (Constant Probability of a Valid WTA Configuration).** Assume the input execution \( \alpha_X \) of \( \mathcal{L}_{n, \gamma} \) has \( X^t \) fixed for all \( t \) and consider configurations \( C, C' \) with \( C(X) = C'(X) = X^t \), \( C(a_i) = C(a_i) = ... = C(a_i) = 1 \), \( C(a_{i+1}) = ... = C(a_{i+1}) = 0 \) for some \( i \geq 1 \), and \( C(y_i) \leq C(x_i) \), \( C'(y_i) \leq C'(x_i) \) for all \( i \). For any time \( t \geq 1 \), if \( \| \min(C', C) \|_1 \in [2^t, 2^{t+1}) \), then

\[
\mathbb{P}[Y^{t+1} \text{ is a valid WTA output configuration } | N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - ne^{-2\gamma}.
\]

**Proof.** Let \( \tilde{Y} \) be the set of outputs who fire in both in \( C, C' \). So \( \| \tilde{Y} \|_1 = \| \min(C', C) \|_1 \). By conclusions (2) and (3) of Lemma 5.5.12, and the assumption that \( \| \min(C', C) \|_1 \in [2^t, 2^{t+1}) \):

\[
\mathbb{P}[\| \tilde{Y}^{t+1} \|_1 = 1 | N^t = C, N^{t-1} = C'] = \frac{1}{1 + 2^t} \cdot \left(1 - \frac{1}{1 + 2^t}\right)^{\| \tilde{Y}^t \|_1} \cdot \| \tilde{Y}^t \|_1 \\
\geq \frac{1}{1 + 2^t} \left(1 - \frac{1}{1 + 2^t}\right)^{2^t} \cdot 2^t \\
\geq \frac{2^t}{1 + 2^t} \cdot \frac{1}{8} \geq \frac{1}{16}.
\]

Further, by conclusion (1) of Lemma 5.5.12, no output outside if \( \tilde{Y} \) fires at time \( t+1 \) with probability \( \geq 1 - ne^{-2\gamma} \). Additionally, by assumption, for all \( y_i \in \tilde{Y}, x_i = 1 \). So since if exactly one output in \( \tilde{Y} \) fires, \( N^{t+1} \) is a valid WTA output configuration. This gives the corollary by a union bound. \( \square \)

We also show a related corollary – if the number of firing inhibitors exceeds the appropriate amount for the number of firing outputs, then with good probability, no outputs fire in the next time step.
**Corollary 5.5.14** (Constant Probability of Zero Firing Outputs). Assume the input execution $\alpha_X$ of $L_{n,\gamma}$ has $X^t$ fixed for all $t$ and consider configurations $C, C'$ with $C(X) = C'(X) = X^t$, $C(a_2) = C(a_1) = \ldots C(a_l) = 1$, $C(a_{l+1}) = \ldots = C(a_{\lceil \log_2 n \rceil}) = 0$ for some $l \geq 1$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$, if $\| \min(C', C) \|_1 \in [0, 2^{l+1})$, then

$$P[\|Y^{t+1}\|_1 = 0 | N^t = C, N^{t-1} = C'] \geq \frac{1}{8} - ne^{-2\gamma}$$

**Proof.** Let $\tilde{Y}$ be the set of outputs who fire in both in $C, C'$. So $\|\tilde{Y}\|_1 = \| \min(C', C) \|_1 \in [0, 2^{l+1})$. By conclusions (2) and (3) of Lemma 5.5.12:

$$P[\|\tilde{Y}^{t+1}\|_1 = 0 | N^t = C, N^{t-1} = C'] = \left(1 - \frac{1}{1 + 2^l}\right)^{\|\tilde{Y}^t\|_1}$$

$$\geq \left(1 - \frac{1}{1 + 2^l}\right)^{2^{l+1}}$$

$$\geq \frac{1}{8}.$$  

Further, by conclusion (1) of Lemma 5.5.12, no output outside if $\tilde{Y}$ fires at time $t+1$ with probability $\geq 1 - ne^{-2\gamma}$. This gives the corollary by a union bound.  

Finally, we show that if there is no inhibition in the network, all outputs corresponding to firing inputs are likely to fire at the next time step.

**Lemma 5.5.15** (No Inhibitor Effect). For any time $t \geq 1$ and configurations $C, C'$ of $L_{n,\gamma}$, if $\|C(A)\|_1 = 0$, then

$$P[y_i^{t+1} = x_i^t \text{ for all } i | N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.$$  

**Proof.** We consider two cases:

**Case 1:** $x_i^t = 0$. 

290
In this case:

\[
pot(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_s^t + \sum_{j=1}^{\log_2 n} w(a_j, y_i, 1)a_j^t - b(y_i) \\
\leq 0 + 4\gamma + 0 + 0 - 11\gamma/2 \\
\leq -3\gamma/2.
\]

This gives

\[
P[y_i^{t+1} = 0 = x_i^t | N^t = C, N^{t-1} = C'] \geq 1 - e^{-2\gamma}.
\]

**Case 2:** \(x_i^t = 1\).

In this case:

\[
pot(y_i, t + 1) = w(x_i, y_i, 1)x_i^t + w(y_i, y_i, 1)y_i^t + w(y_i, y_i, 2)y_i^{t-1} + w(a_s, y_i, 1)a_s^t + \sum_{j=1}^{\log_2 n} w(a_j, y_i, 1)a_j^t - b(y_i) \\
\geq 6\gamma + 0 + 0 - 11\gamma/2 \\
\geq \gamma/2.
\]

This gives

\[
P[y_i^{t+1} = 1 = x_i^t | N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}.
\]

The lemma then follows after union bounding over all \(n\) outputs. \(\square\)

### 5.5.4 Stability

In this section we show that once in a valid WTA output configuration (Definition 5.2.6), the network remains in this configuration with high probability. Due to our use of a length-two history period, our stability proof requires certain conditions on the firing states at both times \(t\) and times \(t - 1\). We will focus on the case when there is at least one firing input (i.e., when \(\|X^t\| \geq 1\)). In the case \(\|X^t\| = 0\), convergence to a valid WTA output configuration and stability of this configuration follow easily from Lemma 5.5.5.

Definition 5.5.16 below can be viewed as a two-step generalization of a near-valid WTA configuration of our two-inhibitor networks (Definition 5.3.15).
Definition 5.5.16 (Near-Stable Pair of Configurations). Assume the input execution \( \alpha_X \) of \( L_{n,\gamma} \) has \( X^t \) fixed for all \( t \) and \( \|X^t\|_1 \geq 1 \). Consider configurations \( C, C' \) with \( C(X) = C'(X) = X^t \). The ordered pair \( (C', C) \) is near-stable if:

1. \( \| \max(C'(Y), C(Y)) \|_1 = 1 \), where \( \max(C'(Y), C(Y)) \) is the entrywise maximum of \( C'(Y), C(Y) \). This condition requires that exactly one output fires in configurations \( C', C \). It may fire in one or both configurations.

2. \( C(a_s) = C'(a_s) = 1 \).

3. \( C(a_i) = 0 \) for all \( i \in \{1, \ldots, n\} \).

4. \( C(y_i) \leq C(x_i), C'(y_i) \leq C'(x_i) \) for all \( i \).

Note that by conditions (1) and (4), at least one of \( C(Y), C'(Y) \) is a valid WTA output configuration (Definition 5.2.6). In our proofs, it will be useful to refer to the output whose existence is guaranteed by condition (1). Thus we define:

Definition 5.5.17. Assume the input execution \( \alpha_X \) of \( L_{n,\gamma} \) has \( X^t \) fixed for all \( t \) and \( \|X^t\|_1 \geq 1 \). For any near-stable pair of configurations \( (C', C) \) with \( C(X) = C'(X) = X^t \), let \( \text{out}(C', C) \in \{1, \ldots, n\} \) be equal to the index of the unique output that fires in \( C', C \) (whose existence is guaranteed by condition (1) of Definition 5.5.16).

We next show that if the configurations \( (N^{t-1}, N^t) \) are near-stable, then with high probability, \( N^{t+1} \) will be a valid WTA output configuration. Further, the network will stabilize for \( t_s \) steps. That is, with high probability, we will have \( N^{t+1} = \ldots = N^{t+t_s+1} \). Lemma 5.5.16 is analogous to Lemma 5.3.21 for our two-inhibitor networks.

Lemma 5.5.18 (Reaching Stability From Near-Stable Configurations). Assume the input execution \( \alpha_X \) of \( L_{n,\gamma} \) has \( X^t \) fixed for all \( t \) and that \( \|X^t\|_1 \geq 1 \). Consider any near-stable pair of configurations \( (C', C) \) with \( C(X) = C'(X) = X^t \). For any time \( t \geq 1 \), conditioned on \( N^t = C, N^{t-1} = C' \), with probability \( \geq 1 - (n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2} \),

1. \( N^{t+1} \) is a valid WTA output configuration (Definition 5.2.6).

2. \( y_{\text{out}}(N^{t-1}, N^t) = 1 \). That is, the winner at time \( t + 1 \) is the output firing in \( N^{t-1} \), and/or \( N^t \).

3. \( (N^t, N^{t+1}) \) is also a near-stable pair of configurations.
Proof. By condition (1) of Definition 5.5.16, for all \( j \neq \text{out}(N^{t-1}, N^t) \), \( y^t_j = y^{t-1}_j = 0 \). Additionally, by conditions (2) and (3), \( a_s \) is the only inhibitor that fires at time \( t \). So by Lemma 5.5.11,

\[
P[Y^{t+1} = \max(Y^t, Y^{t-1}) | N^t = C] \geq 1 - ne^{-\gamma/2}.
\] (5.68)

This gives that \( y^{t+1}_{\text{out}(N^{t-1}, N^t)} = 1 \) while \( y^{t+1}_j = 0 \) for all \( j \neq \text{out}(N^{t-1}, N^t) \). By condition (4) of Definition 5.5.16 we must also have \( x^{t+1}_{\text{out}(N^{t-1}, N^t)} = 1 \). This implies conclusions (1) and (2) of the lemma. It remains to show conclusion (3).

Condition (1) of Definition 5.5.16 holds if \( Y^{t+1} = \max(Y^t, Y^{t-1}) \) (see (5.68)) since \( y^{t+1}_{\text{out}(N^{t-1}, N^t)} = 1 \) and further, \( y_{\text{out}(N^{t-1}, N^t)} \) is the only output that may fire at time \( t \). Conditions (2) and (3) with probability \( \geq 1 - (\lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2} \) conditioned on \( N^t = C, N^{t-1} = C' \) by Lemmas 5.5.7 and 5.5.8 and a union bound. Finally, condition (4) holds if \( Y^{t+1} = \max(Y^t, Y^{t-1}) \) (see (5.68)). Overall, by a union bound, all three conclusions hold with probability \( \geq 1 - (n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2} \), giving the lemma.

We can use Lemma 5.5.18 to show that \( \mathcal{L}_{n, \gamma} \) remains in a valid WTA configuration for \( t_s \) consecutive time steps with good probability.

**Corollary 5.5.19** (Stability of Valid WTA Configurations). Assume the input execution \( \alpha_X \) of \( \mathcal{L}_{n, \gamma} \) has \( X^t \) fixed for all \( t \) and that \( \|X^t\|_1 \geq 1 \). Consider any near-stable pair of configurations \( (C', C) \) with \( C(X) = C'(X) = X^t \). For any time \( t \geq 1 \), . For any time \( t \) conditioned on \( N^t = C, N^{t-1} = C' \), with probability \( \geq 1 - 3t_s n \cdot e^{-\gamma/2} \), \( Y^{t+1} \) is a valid WTA output configuration and further,

\[
Y^{t+1} = Y^{t+2} = \ldots = Y^{t+t_s+1}.
\]

**Proof.** We apply Lemma 5.5.18 for each time \( t + 1, \ldots, t + t_s + 1 \) in succession. This is possible since by conclusion (3), if \( (N^{t-1}, N^{t-1}) \) is a near-stable pair of configurations, then with high probability \( (N^t, N^{t+1}) \) is as well. Conclusion (1) gives that \( N^{t+1}, \ldots, N^{t+t_s+1} \) are all valid WTA configurations and conclusion (2) gives that \( Y^{t+1} = Y^{t+2} = \ldots = Y^{t+t_s+1} \). By a union bound over these \( t_s \) steps, the conclusion holds with probability \( \geq 1 - t_s(n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2} \geq 1 - 3t_s n \cdot e^{-\gamma/2} \). \( \square \)
5.5.5 Convergence in $O(1)$ Steps

We now use the transition lemmas of Section 5.5.3 to show that, starting from any configuration, the network converges to a near-stable pair of configurations (Definition 5.5.16) with constant probability in $O(1)$ time steps. Combined with Corollary 5.5.19 this shows convergence to a valid WTA configuration (and stability within this configuration for $t_s$ steps) in $O(1)$ steps with constant probability.

Our analysis is tedious by straightforward. It breaks down into nine cases, based on the initial output and inhibitor behavior. These cases are summarized in Table 5.2. Since some cases depend on our bounds for others, we do not prove them in the order listed.

| Output Count $||Y^t||_1$ | Inhibitor Count $||A^t||_1$ | Lemma |
|--------------------------|--------------------------|-------|
| 0                        | 0                        | Lemma 5.5.20 |
| 0                        | 1                        | Lemma 5.5.27 |
| 0                        | any $a > 1$              | Lemma 5.5.28 |
| 1                        | 0                        | Lemma 5.5.24 |
| 1                        | 1                        | Lemma 5.5.25 |
| 1                        | any $a > 1$              | Lemma 5.5.26 |
| any $k > 1$              | 0                        | Lemma 5.5.23 |
| any $k > 1$              | 1                        | Lemma 5.5.22 |
| any $k > 1$              | any $a > 1$              | Lemma 5.5.21 |

Table 5.2: Summary of cases from which we show convergence in $O(1)$ steps to a near-stable pair of configurations (Definition 5.5.16) with constant probability.

Lemma 5.5.20 ($||Y^t||_1 = ||A^t||_1 = 0$). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n,\gamma}$ has $X^t$ fixed for all $t$ and that $||X^t||_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$ and $||C(Y)||_1 = ||C(A)||_1 = 0$. For any time $t \geq 1$,

$$
P[(N^{t+3}, N^{t+4}) \text{ is near-stable } | N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
$$

Proof. The proof follows from a series of four steps, arguing about the state of $\mathcal{L}_{n,\gamma}$ at times $t+1, t+2, t+3, t+4$.

Step 1:
Let $\mathcal{E}_1$ be the event that $y_i^{t+1} = x_i^{t+1}$ for all $i$ and that $a_i^{t+1} = 0$ for all $i \in \{1, \ldots, \lfloor \log_2 n \rfloor \}$. By Lemma 5.5.15, since $\|C(A)\|_1 = 0,$

$$\mathbb{P}[y_i^{t+1} = x_i^{t+1} \text{ for all } i | N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.$$  

Additionally, since $\|C(Y)\|_1 = 0,$ by Lemma 5.5.8 conclusion (1),

$$\mathbb{P}[a_i^{t+1} = 0 \text{ for all } i \in \{1, \ldots, \lfloor \log_2 n \rfloor \} | N^t = C, N^{t-1} = C'] \geq 1 - \lfloor \log_2 n \rfloor \cdot e^{-\gamma/2}.$$  

Thus, by a union bound we have:

$$\mathbb{P}[\mathcal{E}_1 | N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor) \cdot e^{-\gamma/2}. \quad (5.69)$$

**Step 2:**

Let $\mathcal{E}_2$ be the event that $y_i^{t+2} = x_i^{t+2}$ for all $i$ and that for $l = \lfloor \log_2 (\|X^t\|_1) \rfloor$, $a_i^{t+2} = a_i^{t+2} = \ldots = a_i^{t+2} = 1$ and $a_{i+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0$ (if $l = 0$, just $a_{s+2}^{t+2} = 1$).

Conditioned on $\mathcal{E}_1$, the only inhibitor that possibly fires at time $t+1$ is $a_s$. We can separately consider the cases when $a_s^{t+1} = 0$ and when $a_s^{t+1} = 1$. By Lemma 5.5.11,

$$\mathbb{P}[y_i^{t+2} = x_i^{t+2} \text{ for all } i | \mathcal{E}_1, a_s^{t+1} = 1, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.$$  

By Lemma 5.5.15 we also have

$$\mathbb{P}[y_i^{t+2} = x_i^{t+2} \text{ for all } i | \mathcal{E}_1, a_s^{t+1} = 0, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.$$  

By the law of total probability this gives:

$$\mathbb{P}[y_i^{t+2} = x_i^{t+2} \text{ for all } i | \mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}. \quad (5.70)$$  

We also apply Lemma 5.5.8. Conditioned on $\mathcal{E}_1$, for $l = \lfloor \log_2 (\|X^t\|_1) \rfloor$, we have $\|Y^{t+1}\|_1 = \|X^t\|_1 \in [2^l, 2^{l+1})$, which gives that,

$$\mathbb{P}[a_1^{t+2} = \ldots = a_i^{t+2} = 1 \text{ and } a_{i+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0 | \mathcal{E}_1, N^t = C, N^{t-1} = C'] \\ \geq 1 - \lfloor \log_2 n \rfloor \cdot e^{-\gamma/2}. \quad (5.71)$$
Similarly, applying Lemma 5.5.7, since conditioned on \( E_i \), \( \|Y_{t+1}\|_1 = \|X_{t+1}\|_1 \geq 1 \):

\[
P[a_{t+2}^s = 1|E_1, N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}. \tag{5.72}
\]

Combining (5.70), (5.71), and (5.72) we have:

\[
P[E_2|E_1, N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}. \tag{5.73}
\]

**Step 3:**

Let \( E_3 \) be the event that \( Y_{t+3} \) is a valid WTA configuration, and that for \( l = \lfloor \log_2 (\|X^t\|_1) \rfloor \), \( a_s^{t+3} = a_1^{t+3} = \ldots = a_l^{t+3} = 1 \) and \( a_{s+1}^{t+3} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+3} = 0 \).

If \( l = 0 \), conditioned on \( E_1, E_2 \), we have \( Y_{t+1} = Y_{t+2} = X^t \) and so \( \|Y_{t+1}\|_1 = \|Y_{t+2}\|_1 = \|X^t\|_1 = 1 \). By the stability property of Lemma 5.5.11 we thus have:

\[
P[Y_{t+3} \text{ is a valid WTA output configuration }|E_1, E_2, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.
\]

Otherwise, for \( l \geq 1 \), by Corollary 5.5.13, since conditioned on \( E_1 \) and \( E_2 \),

\[
\|\min(Y_{t+1}, Y_{t+2})\|_1 = \|X^t\|_1 \in [2^l, 2^{l+1})
\]

and \( a_s^{t+2} = a_1^{t+2} = \ldots = a_l^{t+2} = 1 \) and \( a_{s+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0 \),

\[
P[Y_{t+3} \text{ is a valid WTA output configuration }|E_1, E_2, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - ne^{-2\gamma}.
\]

We can easily bound the probability of \( a_s^{t+3} = a_1^{t+3} = \ldots = a_l^{t+3} = 1 \) and \( a_{s+1}^{t+3} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+3} = 0 \) using the same arguments as in (5.71) and (5.72), giving, via a union bound:

\[
P[E_3|E_1, E_2, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}. \tag{5.74}
\]

**Step 4:**

Finally, let \( E_4 \) be the event that \( \max(Y_{t+3}, Y_{t+4}) = 1 \), \( a_s^{t+4} = 1 \), \( \sum_{j=1}^{\lfloor \log_2 n \rfloor} a_j^{t+4} = 0 \) and \( y_i^{t+4} \leq x_i^{t+4} \) for all \( i \). We can check via Definition 5.5.16 that if \( E_3 \) and \( E_4 \) occur, then \( (N^{t+3}, N^{t+4}) \) is a near-stable pair.

Since conditioned on \( E_3 \), \( a_s^{t+3} = a_1^{t+3} = \ldots = a_l^{t+3} = 1 \) and \( a_{s+1}^{t+3} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+3} = 0 \),
if \( l \geq 1 \), by Lemma 5.5.12 conclusion (1),

\[
\mathbb{P}[\|Y^{t+4}\|_1 \leq \|Y^{t+3}\|_1 | \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}. \tag{5.75}
\]

Since conditioned on \( \mathcal{E}_3 \), \( \|Y^{t+3}\|_1 = 1 \), this gives \( \max(Y^{t+3}, Y^{t+4}) = 1 \). If \( l = 0 \), then we have an identical bound via the stability property of Lemma 5.5.11.

Again, since conditioned on \( \mathcal{E}_3 \), \( \|Y^{t+3}\|_1 = 1 \), by Lemma 5.5.7,

\[
\mathbb{P}[a_{s}^{t+4} = 1 | \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3, N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}. \tag{5.76}
\]

By Lemma 5.5.8, this also gives

\[
\mathbb{P} \left[ \sum_{j=1}^{[\log_2 n]} a_{j}^{t+4} = 0 | \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3, N^t = C, N^{t-1} = C' \right] \geq 1 - [\log_2 n] \cdot e^{-\gamma/2}. \tag{5.77}
\]

By a union bound using (5.75),(5.76), and (5.77),

\[
\mathbb{P}[\mathcal{E}_4 | \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3, N^t = C, N^{t-1} = C'] \geq 1 - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2}. \tag{5.78}
\]

**Completing the proof:**

Let \( \mathcal{E} \) be the event that \((N^{t+3}, N^{t+4})\) is near-stable. We can complete the proof by bounding:

\[
\mathbb{P}[\mathcal{E} | N^t = C, N^{t-1} = C'] \geq \mathbb{P}[\mathcal{E}_3, \mathcal{E}_4 | N^t = C, N^{t-1} = C']
\geq \mathbb{P}[\mathcal{E}_4 | \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_3, N^t = C, N^{t-1} = C']
\cdot \mathbb{P}[\mathcal{E}_3 | \mathcal{E}_1, \mathcal{E}_2, N^t = C, N^{t-1} = C']
\cdot \mathbb{P}[\mathcal{E}_2 | \mathcal{E}_1, N^t = C, N^{t-1} = C']
\cdot \mathbb{P}[\mathcal{E}_1 | N^t = C, N^{t-1} = C'].
\]

We can bound the above terms using (5.69), (5.73),(5.74), and (5.78) giving:

\[
\mathbb{P}[\mathcal{E} | N^t = C, N^{t-1} = C'] \geq \left( 1 - (n + [\log_2 n]) \cdot e^{-\gamma/2} \right) \left( 1 - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2} \right)
\cdot \left( \frac{1}{16} - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2} \right) \cdot (1 - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2})
\geq \frac{1}{16} - 4(n + [\log_2 n] + 1) \cdot e^{-\gamma/2}
\geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]
Lemma 5.5.21 ($\|Y^t\|_1 > 1$, $\|A^t\|_1 > 1$). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n, \gamma}$ has $X^t$ fixed for all $t$ and that $\|X^t\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$, $\|C(Y)\|_1 > 1$, $\|C(A)\|_1 > 1$, $C(a_s) = 1$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,

$$\mathbb{P}[(N^{t+i}, N^{t+i+1}) \text{ is near-stable for some } i \leq 7 | N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}.$$ 

Proof. Again the proof follows from a series of steps, arguing about the state of $\mathcal{L}_{n, \gamma}$ at times $t + 1, t + 2, \ldots$. Let $E$ be the event that $(N^{t+i}, N^{t+i+1})$ is near-stable for some $i \leq 7$.

Step 1:

Let $E_1$ be the event that $y^t_i \leq y^t_i$ for all $i$ and that for $l = \lfloor \log_2 (\|Y^t\|_1) \rfloor$, $a_s^{t+2} = a_1^{t+2} = \ldots = a_l^{t+2} = 1$ and $a_{l+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0$ (note that $l \geq 1$ since $\|Y^t\|_1 > 1$). Let $E_{1,0}$ be the event that $E_1$ holds and $\|Y^{t+1}\|_1 = 0$. Let $E_1,1$ be the event that $E_1$ holds and $\|Y^{t+1}\|_1 > 1$. Finally, let $E_{1,>1}$ be the event that $E_1$ holds and $\|Y^{t+1}\|_1 > 1$. Applying Lemmas 5.5.7, 5.5.8, and 5.5.12 and a union bound:

$$\mathbb{P}[E_1 | N^t = C, N^{t-1} = C'] \geq 1 - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2}. \quad (5.79)$$

Step 2:

Let $E_2$ be the event that $\|Y^{t+2}\|_1 = 0$, that $a_s^{t+2} = 1$ if $\|Y^{t+1}\|_1 > 0$, and that for $l' = \lfloor \log_2 (\|Y^{t+1}\|_1) \rfloor$, $a_1^{t+2} = \ldots = a_{l'}^{t+2} = 1$ and $a_{l'+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0$. Since, conditioned on $E_1$, $\|Y^{t+1}\|_1 \leq \|Y^t\|_1 \leq 2^{l+1}$, $a_s^{t+2} = a_1^{t+2} = \ldots = a_{l'}^{t+2} = 1$ and $a_{l'+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0$, by Corollary 5.5.14 combined with Lemmas 5.5.7, 5.5.8:

$$\mathbb{P}[E_2 | E_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{8} - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2}. \quad (5.80)$$

We now write:

$$\mathbb{P}[E | N^t = C, N^{t-1} = C'] \geq \min \left( \mathbb{P}[E_1 | E_2, E_{1,0}, N^t = C, N^{t-1} = C'], \mathbb{P}[E_1 | E_2, E_{1,1}, N^t = C, N^{t-1} = C'], \mathbb{P}[E_1 | E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \right) \cdot \mathbb{P}[E_2 | E_1, N^t = C, N^{t-1} = C'] \cdot \mathbb{P}[E_1 | N^t = C, N^{t-1} = C']$$
Using (5.79) and (5.80) we can bound the above by:

\[
P[\mathcal{E} | N^t = C, N^{t-1} = C'] \geq \min \left( P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,0}, N^t = C, N^{t-1} = C'], P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,1}, N^t = C, N^{t-1} = C'], P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,>1}, N^t = C, N^{t-1} = C'] \right) \cdot \left( \frac{1}{8} - 6n \cdot e^{-\gamma/2} \right).
\]

(5.81)

We bound the minimum above by considering each of the three cases separately.

**Case 1:** \( P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,0}, N^t = C, N^{t-1} = C'] \).

Conditioned on \( \mathcal{E}_2 \), \( \|Y^{t+2}\|_1 = 0 \). So by Lemma 5.5.20,

\[
P[(N^{t+5}, N^{t+6}) \text{ is near-stable } | \mathcal{E}_2, \mathcal{E}_{1,0}, \|A^{t+2}\|_1 = 0, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

(5.82)

If \( \|A^{t+2}\| \geq 1 \) then, conditioned on \( \mathcal{E}_2 \), we must have \( a_s^{t+2} = 1 \). Let \( \mathcal{E}_3 \) be the event that \( \|Y^{t+3}\|_1 = \|A^{t+3}\|_1 = 0 \). By Lemmas 5.5.7, 5.5.8, and 5.5.11 and the fact that conditioned on \( \mathcal{E}_{1,0}, \|Y^{t+1}\|_1 = 0 \),

\[
P[\mathcal{E}_3 | \mathcal{E}_2, \mathcal{E}_{1,0}, \|A^{t+2}\|_1 \geq 1, N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}
\]

(5.83)

Again by Lemma 5.5.20,

\[
P[(N^{t+6}, N^{t+7}) \text{ is near-stable } | \mathcal{E}_3, \mathcal{E}_2, \mathcal{E}_{1,0}, \|A^{t+2}\|_1 = 0, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

Combined with (5.83) this gives

\[
P[(N^{t+6}, N^{t+7}) \text{ is near-stable } | \mathcal{E}_2, \mathcal{E}_{1,0}, \|A^{t+2}\|_1 \geq 1, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 15n \cdot e^{-\gamma/2}.
\]

By the law of total probability, combined with (5.82) we have

\[
P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,0}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 15n \cdot e^{-\gamma/2}
\]

(5.84)

which completes this case.

**Case 2:** \( P[\mathcal{E} | \mathcal{E}_2, \mathcal{E}_{1,1}, N^t = C, N^{t-1} = C'] \).
In this case, conditioned on \( E_{1,1} \) and \( E_2, a_s^{t+1} = a_s^{t+2} = 1, a_s \) is the only inhibitor that fires at time \( t + 2 \), \( \|Y^{t+1}\|_1 = 1 \), and \( \|Y^{t+2}\|_1 = 0 \). Thus, \( (N^{t+1}, N^{t+2}) \) is a near-stable pair of configurations, and so vacuously,

\[
P[\mathcal{E} | E_2, E_{1,0}, N^t = C, N^{t-1} = C'] = 1
\]

which completes this case.

**Case 3:** \( P[\mathcal{E} | E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \).

In this case, conditioned on \( E_{1,>1} \) and \( E_2, \|A^{t+2}\|_1 > 1 \) and \( a_s^{t+2} = 1 \). Let \( E_3 \) be the event that \( \|Y^{t+3}\|_1 = 0 \) and that if \( \|A^{t+3}\|_1 \geq 1, a_s^{t+3} = 1 \). By Lemmas 5.5.7, 5.5.8, and 5.5.12,

\[
P[E_3 | E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1)e^{-\gamma/2}.
\]

In the case that \( \|A^{t+3}\|_1 = 0 \), we can again apply Lemma 5.5.20 to give:

\[
P[(N^{t+6}, N^{t+7}) \text{ is near-stable } | E_3, \|A^{t+3}\|_1 = 0, E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

In the case that \( \|A^{t+3}\|_1 \geq 1 \), let \( E_4 \) be the event that \( \|Y^{t+4}\|_1 = \|A^{t+4}\| = 0 \). We have by Lemmas 5.5.7, 5.5.8 and 5.5.11,

\[
P[E_4 | E_3, \|A^{t+3}\|_1 \geq 1, E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1)e^{-\gamma/2}.
\]

Further, again by Lemma 5.5.20 we have:

\[
P[(N^{t+7}, N^{t+8}) \text{ is near-stable } | E_4, E_3, \|A^{t+3}\|_1 = 0, E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

Combined with (5.88) this gives:

\[
P[(N^{t+7}, N^{t+8}) \text{ is near-stable } | E_3, \|A^{t+3}\|_1 = 0, E_2, E_{1,>1}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 15n \cdot e^{-\gamma/2}.
\]
Further, combined with (5.87), by the law of total probability,

\[ P[\mathcal{E}|\mathcal{E}_3, \mathcal{E}_2, \mathcal{E}_{1,>1}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 15n \cdot e^{-\gamma/2}. \]  

(5.89)

Finally, combining (5.89) with (5.86) we have:

\[ P[\mathcal{E}|\mathcal{E}_2, \mathcal{E}_{1,>1}, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 18n \cdot e^{-\gamma/2} \]  

(5.90)

completing this case.

**Completing the proof.**

Using equations (5.84), (5.85), and (5.90) in the three cases above along (5.81):

\[ P[\mathcal{E}|N^t = C, N^{t-1} = C'] \geq \min \left( P[\mathcal{E}|\mathcal{E}_2, \mathcal{E}_{1,0}, N^t = C, N^{t-1} = C'], P[\mathcal{E}|\mathcal{E}_2, \mathcal{E}_{1,1}, N^t = C, N^{t-1} = C'], P[\mathcal{E}|\mathcal{E}_2, \mathcal{E}_{1,>1}, N^t = C, N^{t-1} = C'] \right) \cdot \left( \frac{1}{8} - 6n \cdot e^{-\gamma/2} \right) \]

\[ \geq \left( \frac{1}{16} - 18n \cdot e^{-\gamma/2} \right) \cdot \left( \frac{1}{8} - 6n \cdot e^{-\gamma/2} \right) \]

\[ \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}, \]

completing the lemma. \( \square \)

Using Lemma 5.5.21 it is not hard to complete the cases when \( ||Y^t||_1 > 1 \) and \( ||A^t||_1 \leq 1 \).

**Lemma 5.5.22** (\( ||Y^t||_1 > 1, ||A^t||_1 = 1 \)). Assume the input execution \( \alpha_X \) of \( L_n, \gamma \) has \( X^t \) fixed for all \( t \) and that \( ||X^t||_1 \geq 1 \). Consider any pair of configurations \( C', C \) with \( C(X) = C'(X) = X^t, ||C(Y)||_1 > 1, ||C(A)||_1 = 1, C(a_s) = 1, \) and \( C(y_i) \leq C(x_i), C'(y_i) \leq C'(x_i) \) for all \( i \). For any time \( t \geq 1 \),

\[ P[(N^{t+i}, N^{t+i+1}) \text{ is near-stable for some } i \leq 8| N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 28n \cdot e^{-\gamma/2}. \]

**Proof.** Let \( \mathcal{E} \) be the event that \( (N^{t+i}, N^{t+i+1}) \) is near-stable for some \( i \leq 8 \). Let \( \mathcal{E}_1 \) be the event that \( y_i^{t+1} \geq y_i^t \) and \( y_i^{t+1} \leq x_i^{t+1} \) for all \( i \), that \( a_s^{t+1} = 1 \), and that \( ||A^{t+1}||_1 > 1 \). By Corollary 5.5.6 and Lemmas 5.5.7, 5.5.8, and 5.5.11, we have:

\[ P[\mathcal{E}_1|N^t = C, N^{t-1} = C'] \geq 1 - (2n + [\log_2 n] + 1)e^{-\gamma/2}. \]
Further, by Lemma 5.5.22 since conditioned on $\mathcal{E}_1$, $\|Y^{t+1}\|_1 > 1$ and $\|A^{t+1}\|_1 > 1$ with $a_s^{t+1} = 1$:

$$
\mathbb{P}[\mathcal{E}|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}.
$$

This gives the lemma since:

$$
\mathbb{P}[\mathcal{E}|N^t = C, N^{t-1} = C'] \geq \mathbb{P}[\mathcal{E}|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \cdot \mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C']
\geq \frac{1}{128} - 28n \cdot e^{-\gamma/2}.
$$

Lemma 5.5.23 ($\|Y^t\|_1 > 1$, $\|A^t\|_1 = 0$). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n,\gamma}$ has $X^t$ fixed for all $t$ and that $\|X^t\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$, $\|C(Y)\|_1 > 1$, $\|C(A)\|_1 = 0$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,

$$
\mathbb{P}[(N^{t+i}, N^{t+i+1}) \text{ is near-stable for some } i \leq 8|N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 27n \cdot e^{-\gamma/2}.
$$

Proof. Let $\mathcal{E}$ be the event that $(N^{t+i}, N^{t+i+1})$ is near-stable for some $i \leq 8$. Let $\mathcal{E}_1$ be the event that $y_i^{t+1} = x_i^{t+1}$ for all $i$, that $a_s^{t+1} = 1$, and that $\|A^{t+1}\|_1 > 1$. Note that since $\|C(Y)\|_1 > 1$ and $C(y_i) \leq C(x_i)$ for all $i$, $\mathcal{E}_1$ implies that $\|Y^{t+1}\|_1 = \|X^{t+1}\|_1 > 1$. By Lemmas 5.5.7, 5.5.8, and 5.5.15:

$$
\mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1)e^{-\gamma/2}.
$$

Further, by Lemma 5.5.22 since conditioned on $\mathcal{E}_1$, $\|Y^{t+1}\|_1 > 1$ and $\|A^{t+1}\|_1 > 1$ with $a_s^{t+1} = 1$:

$$
\mathbb{P}[\mathcal{E}|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}.
$$

This gives the lemma since:

$$
\mathbb{P}[\mathcal{E}|N^t = C, N^{t-1} = C'] \geq \mathbb{P}[\mathcal{E}|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \cdot \mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C']
\geq \frac{1}{128} - 27n \cdot e^{-\gamma/2}.
$$

\[\square\]
We next complete the remaining cases when \( \| Y_t \|_1 \leq 1 \).

**Lemma 5.5.24** (\( \| Y_t \|_1 = 1, \| A_t \|_1 = 0 \)). Assume the input execution \( \alpha_X \) of \( L_n, \gamma \) has \( X_t \) fixed for all \( t \) and that \( \| X_t \|_1 \geq 1 \). Consider any pair of configurations \( C', C \) with \( C(X) = C'(X) = X_t, \| C(Y) \|_1 = 1, \| C(A) \|_1 = 0 \), and \( C(y_i) \leq C(x_i) \), \( C'(y_i) \leq C'(x_i) \) for all \( i \). For any time \( t \geq 1 \),

\[
\mathbb{P}[N_{t+3}, N_{t+4}] \text{ is near-stable } | N^t = C, N^{t-1} = C' | \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

**Proof.** The proof follows from a series of four steps, arguing about the state of \( L_n, \gamma \) at times \( t + 1, t + 2, t + 3, t + 4 \). The analysis closely mirrors that of Lemma 5.5.20, for the case when \( \| Y_t \|_1 = 0 \) and \( \| A_t \|_1 = 0 \).

**Step 1:**

Let \( E_1 \) be the event that \( y_i^{t+1} = x_i^{t+1} \) for all \( i \), that \( a_i^{t+1} = 0 \) for all \( i \in \{1, \ldots, \lceil \log_2 n \rceil \} \), and that \( a_s^{t+1} = 1 \). By Lemma 5.5.15, since \( \| C(A) \|_1 = 0 \),

\[
\mathbb{P}[y_i^{t+1} = x_i^{t+1} \text{ for all } i \mid N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}.
\]

Additionally, since \( \| C(Y) \|_1 = 1 \), by Lemma 5.5.8 conclusion (1),

\[
\mathbb{P}[a_i^{t+1} = 0 \text{ for all } i \in \{1, \ldots, \lceil \log_2 n \rceil \} \mid N^t = C, N^{t-1} = C'] \geq 1 - \left[ \log_2 n \right] \cdot e^{-\gamma/2}.
\]

Finally, by Lemma 5.5.7,

\[
\mathbb{P}[a_s^{t+1} = 1 \mid N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}.
\]

Thus, by a union bound we have:

\[
\mathbb{P}[E_1 \mid N^t = C, N^{t-1} = C'] \geq 1 - (n + \left[ \log_2 n \right] + 1) \cdot e^{-\gamma/2}. \tag{5.91}
\]

**Step 2:**

Let \( E_2 \) be the event that \( y_i^{t+2} = x_i^{t+2} \) for all \( i \) and that for \( l = \left\lfloor \log_2 (\| X_t \|_1) \right\rfloor \), \( a_s^{t+2} = a_1^{t+2} = \ldots = a_l^{t+2} = 1 \) and \( a_i^{t+2} = \ldots = a_{\left\lfloor \log_2 n \right\rfloor}^{t+2} = 0 \) (if \( l = 0 \), just \( a_s^{t+2} = 1 \)). Conditioned on \( E_1 \), the only inhibitor that fires at time \( t + 1 \) is \( a_s \). We can separately consider the cases when \( a_s^{t+1} = 0 \) and when \( a_s^{t+1} = 1 \). By Lemma 5.5.11 and the fact
that \( y_i^{t+1} = x_i^{t+1} \) for all \( i \),

\[
\mathbb{P} [ y_i^{t+2} = x_i^{t+2} \text{ for all } i | \mathcal{E}_1, N^t = C, N^{t-1} = C' ] \geq 1 - ne^{-\gamma/2}. \tag{5.92}
\]

We also apply Lemma 5.5.8. Conditioned on \( \mathcal{E}_1 \), for \( l = \lfloor \log_2 (\|X^t\|_1) \rfloor \), we have \( \|Y^{t+1}\|_1 = \|X^t\|_1 \in [2^l, 2^{l+1}) \), which gives that,

\[
\mathbb{P} [ a_1^{t+2} = \ldots = a_i^{t+2} = 1 \text{ and } a_{i+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0 | \mathcal{E}_1, N^t = C, N^{t-1} = C' ] \\
\geq 1 - \lfloor \log_2 n \rfloor \cdot e^{-\gamma/2}. \tag{5.93}
\]

Similarly, applying Lemma 5.5.7, since conditioned on \( \mathcal{E}_1, \|Y^{t+1}\|_1 = \|X^{t+1}\|_1 \geq 1 \):

\[
\mathbb{P} [ a_s^{t+2} = 1 | \mathcal{E}_1, N^t = C, N^{t-1} = C' ] \geq 1 - e^{-\gamma/2}. \tag{5.94}
\]

Combining (5.92), (5.93), and (5.94) we have:

\[
\mathbb{P} [ \mathcal{E}_2 | \mathcal{E}_1, N^t = C, N^{t-1} = C' ] \geq 1 - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}. \tag{5.95}
\]

**Step 3:**

Let \( \mathcal{E}_3 \) be the event that \( Y^{t+3} \) is a valid WTA configuration, and that for \( l = \lfloor \log_2 (\|X^t\|_1) \rfloor \), \( a_s^{t+3} = a_1^{t+3} = \ldots = a_t^{t+3} = 1 \) and \( a_{t+1}^{t+3} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+3} = 0 \).

If \( l = 0 \), conditioned on \( \mathcal{E}_1, \mathcal{E}_2 \), we have \( \|Y^{t+1}\|_1 = \|Y^{t+2}\|_1 = 1 \) and \( Y^{t+1} = Y^{t+2} = X^t \). By the stability property of Lemma 5.5.11 we thus have:

\[
\mathbb{P} [ Y^{t+3} \text{ is a valid WTA output configuration } | \mathcal{E}_1, \mathcal{E}_2, N^t = C, N^{t-1} = C' ] \geq 1 - ne^{-\gamma/2}.
\]

Otherwise, for \( l \geq 1 \), by Corollary 5.5.13, since conditioned on \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \),

\[
\| \min(Y^{t+1}, Y^{t+2}) \|_1 = \|X^t\|_1 \in [2^l, 2^{l+1})
\]

and \( a_1^{t+2} = a_2^{t+2} = \ldots = a_i^{t+2} = 1 \) and \( a_{i+1}^{t+2} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+2} = 0 \),

\[
\mathbb{P} [ Y^{t+3} \text{ is a valid WTA output configuration } | \mathcal{E}_1, \mathcal{E}_2, N^t = C, N^{t-1} = C' ] \geq \frac{1}{16} - ne^{-2\gamma}.
\]

We can easily bound the probability of \( a_s^{t+3} = a_1^{t+3} = \ldots = a_t^{t+3} = 1 \) and \( a_{t+1}^{t+3} = \ldots = a_{\lfloor \log_2 n \rfloor}^{t+3} = 0 \) using the same arguments as in (5.93) and (5.94), giving, via a union
Step 4:

Finally, let $E_4$ be the event that $\max(Y_{t+3}, Y_{t+4}) = 1$, $a_{t+4} = 1$, $\sum_{j=1}^{[\log_2 n]} a_j = 0$ and $y_{i,t+4} \leq x_{i,t+4}^4$ for all $i$. We can check via Definition 5.5.16 that if $E_3$ and $E_4$ occur, then $(N_{t+3}, N_{t+4})$ is a near-stable pair.

Since conditioned on $E_3$, $a_{t+3} = a_{t+3} = \ldots = a_{t+3} = 1$ and $a_{t+3} = \ldots = a_{[\log_2 n]} = 0$, if $l \geq 1$, by Lemma 5.5.12 conclusion (1),

$$\mathbb{P}[\|Y_{t+4}\|_1 \leq \|Y_{t+3}\|_1 | E_1, E_2, E_3, N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}. \quad (5.97)$$

Since conditioned on $E_3$, $\|Y_{t+3}\|_1 = 1$, this gives $\max(Y_{t+3}, Y_{t+4}) = 1$. If $l = 0$, then we have an identical bound via the stability property of Lemma 5.5.11.

Again, since conditioned on $E_3$, $\|Y_{t+3}\|_1 = 1$, by Lemma 5.5.7,

$$\mathbb{P}[a_{t+4} = 1 | E_1, E_2, E_3, N^t = C, N^{t-1} = C'] \geq 1 - e^{-\gamma/2}. \quad (5.98)$$

By Lemma 5.5.8, this also gives

$$\mathbb{P} \left[ \sum_{j=1}^{[\log_2 n]} a_j = 0 | E_1, E_2, E_3, N^t = C, N^{t-1} = C' \right] \geq 1 - [\log_2 n] \cdot e^{-\gamma/2}. \quad (5.99)$$

By a union bound using (5.97), (5.98), and (5.99),

$$\mathbb{P}[E_4 | E_1, E_2, E_3, N^t = C, N^{t-1} = C'] \geq 1 - (n + [\log_2 n] + 1) \cdot e^{-\gamma/2}. \quad (5.100)$$

Completing the proof:

Let $E$ be the event that $(N_{t+3}, N_{t+4})$ is near-stable. We can complete the proof
by bounding:

\[
\mathbb{P}[\mathcal{E}|N^t = C, N^{t-1} = C'] \geq \mathbb{P}[\mathcal{E}_3, \mathcal{E}_4|N^t = C, N^{t-1} = C'] \\
\geq \mathbb{P}[\mathcal{E}_4|\mathcal{E}_1, \mathcal{E}_2, N^t = C, N^{t-1} = C'] \\
\cdot \mathbb{P}[\mathcal{E}_3|\mathcal{E}_1, \mathcal{E}_2, N^t = C, N^{t-1} = C'] \\
\cdot \mathbb{P}[\mathcal{E}_2|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \\
\cdot \mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C']
\]

We can bound the above terms using (5.91), (5.95), (5.96), and (5.100) giving:

\[
\mathbb{P}[\mathcal{E}|N^t = C, N^{t-1} = C'] \geq (1 - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}) \cdot (1 - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}) \\
\cdot \left(\frac{1}{16} - (n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2}\right) \\
\geq \frac{1}{16} - 4(n + \lfloor \log_2 n \rfloor + 1) \cdot e^{-\gamma/2} \\
\geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}.
\]

\[\square\]

The remaining cases follow relatively straightforwardly from the previous lemmas.

**Lemma 5.5.25** ($\|Y^t\|_1 = 1, \|A^t\|_1 = 1$). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n, \gamma}$ has $X^t$ fixed for all $t$ and that $\|X^t\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$, $\|C(Y)\|_1 = 1$, $\|C(A)\|_1 = 1$, $C(a_a) = 1$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,

\[
\mathbb{P}[\text{is near-stable for some } i \leq 9|N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 28n \cdot e^{-\gamma/2}.
\]

**Proof.** Let $\mathcal{E}$ be the event that $(N^{t+i}, N^{t+i+1})$ is near-stable for some $i \leq 9$. Let $\mathcal{E}_1$ be the event that $y_i^{t+1} \geq y_i^t$ and $y_i^{t+1} \leq x_i^{t+1}$ for all $i$, that $a_i^{t+1} = 1$, and that $\|A^{t+1}\|_1 > 1$. By Corollary 5.5.6 and Lemmas 5.5.7, 5.5.8, and 5.5.11, we have:

\[
\mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C'] \geq 1 - (2n + \lfloor \log_2 n \rfloor + 1)e^{-\gamma/2}.
\]

We consider two cases, dependent on the number of firing outputs at time $t + 1$. Conditioned on $\mathcal{E}_1$, $\|Y^{t+1}\|_1 \geq \|Y^t\|_1 = 1$. By Lemma 5.5.22 since conditioned on $\mathcal{E}_1$,
\[ \|A^{t+1}\|_1 > 1 \text{ with } a_{s}^{t+1} = 1: \]

\[ \mathbb{P}[\mathcal{E}|\mathcal{E}_1, \|Y^{t+1}\| > 1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}. \]

Alternatively, if \( \|Y^{t+1}\| = 1 \), then \((N^t, N^{t+1})\) is already a near-stable pair of configurations (Definition 5.5.16) so we vacuously have

\[ \mathbb{P}[\mathcal{E}|\mathcal{E}_1, \|Y^{t+1}\| = 1, N^t = C, N^{t-1} = C'] = 1. \]

By the law of total probability this gives:

\[ \mathbb{P}[\mathcal{E}|\mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 24n \cdot e^{-\gamma/2}. \]

Finally, we obtain the lemma by combining this bound with (5.101).

\[ \square \]

**Lemma 5.5.26** (\( \|Y^t\|_1 = 1, \|A^t\|_1 > 1 \)). Assume the input execution \( \alpha_X \) of \( \mathcal{L}_{n, \gamma} \) has \( X^t \) fixed for all \( t \) and that \( \|X^t\|_1 \geq 1 \). Consider any pair of configurations \( C', C \) with \( C(X) = C'(X) = X^t \), \( \|C(Y)\|_1 = 1 \), \( \|C(A)\|_1 > 1 \), \( C(a_s) = 1 \), and \( C(y_i) \leq C(x_i) \), \( C'(y_i) \leq C'(x_i) \) for all \( i \). For any time \( t \geq 1 \),

\[ \mathbb{P}[(N^t, N^{t+1}) \text{ is near-stable } | N^t = C, N^{t-1} = C'] \geq 1 - 3n \cdot e^{-\gamma/2}. \]

**Proof.** Let \( \mathcal{E}_1 \) be the event that \( \|A^{t+1}\|_1 = 1 \) and \( a_{s}^{t+1} = 1 \). Again Lemmas 5.5.7 and 5.5.8 we have:

\[ \mathbb{P}[\mathcal{E}_1|N^t = C, N^{t-1} = C'] \geq 1 - ([\log_2 n] + 1) \cdot e^{-\gamma/2}. \]

Let \( \mathcal{E}_2 \) be the event that \( \|Y^{t+1}\| \leq 1 \) and that \( y_i^{t+1} \leq x_i^{t+1} \) for all \( i \). By Lemma 5.5.12,

\[ \mathbb{P}[\mathcal{E}_2|N^t = C, N^{t-1} = C'] \geq 1 - ne^{-\gamma/2}. \]

If \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \) both occur, \((N^t, N^{t+1})\) is a near-stable pair of configurations, giving the lemma by a union bound and the fact that \((n + [\log_2 n] + 1) \leq 3n. \)

\[ \square \]
Lemma 5.5.27 ($\|Y_t\|_1 = 0, \|A_t\|_1 = 1$). Assume the input execution $\alpha_X$ of $L_{n,\gamma}$ has $X^t$ fixed for all $t$ and that $\|X^t\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$, $\|C(Y)\|_1 = 0$, $\|C(A)\|_1 = 1$, $C(a_s) = 1$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,

$$
\mathbb{P}[(N^{t+i}, N^{t+i+1}) \text{ is near-stable for some } i \leq 10 | N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 31ne^{-\gamma/2}.
$$

Proof. Let $\mathcal{E}$ be the event that $(N^{t+i}, N^{t+i+1})$ is near-stable for some $i \leq 10$. Let $\mathcal{E}_1$ be the event that $a_s^{t+1} = 1$ if $\|Y^{t-1}\|_1 \geq 1$ and 0 otherwise, that $a_i^{t+1} = 0$ for all $i \in \{1, \ldots, \lceil \log_2 n \rceil \}$, and that $y_i^{t+1} = \max(y_i^{t-1}, y_i^t)$ for all $i$. By Lemmas 5.5.7, 5.5.8, and 5.5.11

$$
\mathbb{P}[\mathcal{E}_1 | N^t = C, N^{t-1} = C'] \geq 1 - (n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2}
$$

(5.102)

We next consider two cases, based off the number of firing outputs at time $t - 1$.

Case 1: $\|C'(Y)\|_1 = 0$.

In this case, conditioned on $\mathcal{E}_1$, $\|Y^{t+1}\|_1 = \|A^{t+1}\|_1 = 0$. Thus, by Lemma 5.5.20,

$$
\mathbb{P}[(N^{t+4}, N^{t+5}) \text{ is near-stable } | \mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{16} - 12n \cdot e^{-\gamma/2}
$$

(5.103)

Case 2: $\|C'(Y)\|_1 \geq 1$.

In this case, conditioned on $\mathcal{E}_1$, $a_s^{t+1} = 1$, $\|A^{t+1}\|_1 = 1$ and $\|Y^{t+1}\|_1 \geq 1$. Thus by Lemmas 5.5.22 and 5.5.25,

$$
\mathbb{P}[\mathcal{E} | \mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 28n \cdot e^{-\gamma/2}
$$

(5.104)

Overall by (5.103) and (5.104) we have

$$
\mathbb{P}[(N^{t+i}, N^{t+i+1}) \text{ is near-stable for some } i \leq 10 | N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 28n \cdot e^{-\gamma/2},
$$

which gives the lemma when combined with (5.102).
Lemma 5.5.28 ($\|Y_t\|_1 = 0, \|A_t\|_1 > 1$). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n,\gamma}$ has $X_t$ fixed for all $t$ and that $\|X_{t}\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X_t$, $\|C(Y)\|_1 = 0$, $\|C(A)\|_1 > 1$, $C(a_s) = 1$, and $C(y_i) \leq C(x_i)$, $C'(y_i) \leq C'(x_i)$ for all $i$. For any time $t \geq 1$,  
\[ \mathbb{P}[(N_{t+i}, N_{t+i+1}) \text{ is near-stable for some } i \leq 11 | N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 33ne^{-\gamma/2}. \]

Proof. Let $\mathcal{E}$ be the event that $(N_{t+i}, N_{t+i+1})$ is near-stable for some $i \leq 11$. Let $\mathcal{E}_1$ be the event that $a_{t+i} = 0$ for all $i \in \{1, \ldots, \lfloor \log_2 n \rfloor \}$, and that $\|Y_{t+1}\|_1 = 0$. By Lemmas 5.5.8 and 5.5.12,
\[ \mathbb{P} [ \mathcal{E}_1 | N^t = C, N^{t-1} = C'] \geq 1 - (n + \lfloor \log_2 n \rfloor) \cdot e^{-\gamma/2}. \]  
(5.105)

Further, by Lemmas 5.5.20 and 5.5.27,
\[ \mathbb{P} [ \mathcal{E} | \mathcal{E}_1, N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 31n \cdot e^{-\gamma/2}. \]

This gives the lemma when combined with (5.105). \hfill \Box

5.5.6 Completing the Analysis

By combining the nine cases of Lemmas 5.5.20, 5.5.21, 5.5.22, 5.5.23, 5.5.24, 5.5.25, 5.5.26, 5.5.27, and 5.5.28 we can conclude the following general statement:

Lemma 5.5.29 ($O(1)$ Step Convergence From Typical Configurations). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n,\gamma}$ has $X_t$ fixed for all $t$ and that $\|X_{t}\|_1 \geq 1$. Consider any pair of typical configurations (Definition 5.5.9) $C', C$ with $C(X) = C'(X) = X_t$. For any time $t \geq 1$,
\[ \mathbb{P} [(N_{t+i}, N_{t+i+1}) \text{ is near-stable for some } i \leq 11 | N^t = C, N^{t-1} = C'] \geq \frac{1}{128} - 33ne^{-\gamma/2}. \]

Proof. The nine cases of the above listed lemmas cover all possible pairs of typical configurations $C, C'$. So the lemma follows immediately. \hfill \Box

From Lemma 5.5.29 we can conclude an even more general result:
Lemma 5.5.30 (General $O(1)$ Step Convergence). Assume the input execution $\alpha_X$ of $\mathcal{L}_{n,\gamma}$ has $X^t$ fixed for all $t$ and that $\|X^t\|_1 \geq 1$. Consider any pair of configurations $C', C$ with $C(X) = C'(X) = X^t$. For any time $t \geq 1$,

$$\mathbb{P}[N^{t+i}, N^{t+i+1}] \text{ is near-stable for some } i \leq 13|N^t = C, N^{t-1} = C'| \geq \frac{1}{128} - 39n e^{-\gamma/2}.$$

Proof. By Corollary 5.5.10, for any $C', C$,

$$\mathbb{P}[N^{t+1}, N^{t+2} \text{ are typical } |N^t = C, N^{t-1} = C'] \geq 1 - 2(n + \lceil \log_2 n \rceil + 1) \cdot e^{-\gamma/2} \geq 1 - 6n \cdot e^{-\gamma/2}.$$

The lemma then follows by combining this bound with Lemma 5.5.29.

Finally, using Lemma 5.5.30, we can prove the two main theorems of this section. The proofs are similar to those of the main theorems for the two-inhibitor network in Section 5.3.7.

Theorem 5.5.2 ($O(\log n)$-Inhibitor WTA). For $\gamma \geq 12 \ln(39t_s n/\delta)$, $\mathcal{L}_{n,\gamma}$ solves WTA$(n, t_c, t_s, \delta)$ for any $t_c \geq 2086(\log_2(1/\delta)+1)$. $\mathcal{L}_{n,\gamma}$ contains $\lceil \log_2 n \rceil + 1$ auxiliary inhibitors.

Proof. Consider $\mathcal{L}_{n,\gamma}$ starting with any initial configurations $N^0, N^1$ and given an infinite input execution $\alpha_X$ with $X^t$ fixed for all $t$. We consider two cases:

Case 1: $\|X^t\|_1 \geq 1$.

Let $\Delta = 15$ and $r = 139(\log_2(1/\delta) + 1)$. Let $\mathcal{E}$ be the event that there is some time $t \leq t_c$ where $(N^t, N^{t+1})$ is a near-stable pair of configurations.

For any $i \geq 0$, let $\mathcal{E}_i$ be the event that there is some time $t \in \{i \Delta+1, \ldots, (i+1) \Delta-1\}$ where $(N^t, N^{t+1})$ is a near-stable pair of configurations. By Lemma 5.5.30 we have:

$$\mathbb{P}[\mathcal{E}_i | N^{i\Delta}] \geq \frac{1}{128} - 39n \cdot e^{-\gamma/2} \geq \frac{1}{200}$$

by the requirement that $\gamma > 12 \ln(39t_s n/\delta)$. Let $Z_0, \ldots, Z_{r-1} \in \{0, 1\}$ be independent coin flips, with $\mathbb{P}[Z_i = 1] = 1/200$. Applying Lemma 5.2.3:

$$\mathbb{P}[\mathcal{E}] = \mathbb{P}\left[ \bigcap_{i=0}^{r-1} \mathcal{E}_i \right] \geq \mathbb{P}\left[ \sum_{i=0}^{r-1} Z_i \geq 1 \right] = 1 - \left( \frac{199}{200} \right)^r.$$
Using that $r = 139(\log_2(1/\delta) + 1)$ and that $(\frac{199}{200})^{139} \leq \frac{1}{2}$:

$$\mathbb{P}[\mathcal{E}] \geq 1 - (\frac{199}{200})^{139(\log_2(1/\delta)+1)} \geq 1 - \frac{\delta}{2}.$$ (5.106)

Thus, with probability $\geq 1 - \frac{\delta}{2}$ there is some time $t \leq r \cdot \Delta - 1 \leq 2085 \cdot (\log_2(1/\delta) + 1) - 1 \leq t_c - 2$ in which $(N^t, N^{t+1})$ is a near-stable pair of configurations. By Corollary 5.5.19, if $(N^t, N^{t+1})$ is a near-stable pair, with probability $\geq 1 - 3t_sn \cdot e^{-\gamma/2}$, $N^{t+2}$ is a valid WTA configuration and:

$$Y^{t+2} = Y^{t+3} = \ldots = Y^{t+2+t_s}.$$ 

By the requirement that $\gamma \geq 12 \ln(39t_sn/\delta)$ and (5.106) we thus have that the network reaches a valid WTA configuration within time $t_c$ and remains in it for time $t_s$ with probability at least:

$$\left(1 - \frac{\delta}{2}\right) \cdot \left(1 - \frac{\delta}{e^6}\right) \geq 1 - \delta,$$

yielding the theorem in this case.

**Case 0:** $\|X^t\|_1 = 0$

In this case, by Corollary 5.5.6 and a union bound, for any configurations $C, C'$ with $C(X) = C'(X) = X^t$:

$$\mathbb{P}[\|Y^2\|_1 = \ldots = \|Y^{2+t_s}\|_1 = 0 | N^1 = C, N^0 = C'] \geq 1 - 3t_sn \cdot e^{-\gamma/2} \geq 1 - \delta$$

by the requirement that $\gamma \geq 12 \ln(39t_sn/\delta)$. This easily gives the theorem in this case since when $\|X^t\|_1 = 0, \|Y^t\|_1 = 0$ is a valid WTA output configuration.

We now use a similar argument to show with what parameters $\mathcal{L}_{n,\gamma}$ solves the expected-time WTA problem of Definition 5.2.9.

**Theorem 5.5.3** ($O(\log n)$-Inhibitor Expected-Time WTA). For $\gamma \geq 12 \ln(39t_sn)$, $\mathcal{L}_{n,\gamma}$ solves WTA-EXP($n, t_c, t_s$) for any $t_c \geq 4001$. $\mathcal{L}_{n,\gamma}$ contains $\lceil \log_2 n \rceil + 1$ auxiliary inhibitors.

**Proof.** Our proof closely follows that of Theorem 5.3.3. Recall that in Definition 5.2.9 we defined the convergence time for any infinite input execution $\alpha_X$ and output
execution $\alpha_Y$:

$$t(\alpha_X, t_s, \alpha_Y) = \min \{ t : Y^t \text{ is a valid WTA output configuration for } X^t \text{ and } Y^t = ... = Y^{t+t_s} \}.$$ 

Define the worst case expected convergence time of $\mathcal{L}_{n,\gamma}$ on input $\alpha_X$ by:

$$t_{\text{max}}(\alpha_X) = \max_{\alpha^1 = N_0^0N_1^1} \mathbb{E}_{\alpha_Y \sim D_Y(\mathcal{L}_{n,\gamma}, \alpha^1, \alpha_X)}[t(\alpha_X, t_s, \alpha_Y)].$$

To prove the lemma we must prove that for any $\alpha_X$ with $X^t$ fixed for all $t$, $t_{\text{max}}(\alpha_X) \leq 16$. Fixing such an $\alpha_X$, for any initial configuration $\alpha^1 = N_0^0N_1^1$, let $\mathbb{E}$ and $\mathbb{P}$ denote the expectation and probability of an event taken over executions drawn from $D(\mathcal{L}_{n,\gamma}, \alpha^1, \alpha_X)$.

We consider the case when $\alpha_X$ has $||X^t||_1 \geq 1$. The case when $||X^t||_1 = 0$ follows easily from a similar proof using Corollary 5.5.6.

Let $\Delta = 15$ and let $\mathcal{E}_1$ be the event that there is some $t \in \{1, ..., \Delta - 1\}$ where $(N^t, N^{t+1})$ is a near-stable pair of configurations. Let $\mathcal{E}_{\text{stab}}$ be the event that there is some $t \in \{1, ..., \Delta - 1\}$ where $(N^t, N^{t+1})$ is a near-stable pair of configurations and additionally, where $N^{t+2}$ is a valid WTA output configuration with $N^{t+2} = ... = N^{t+2+t_s}$. Let $\overline{\mathcal{E}}_1$ and $\overline{\mathcal{E}}_{\text{stab}}$ be the complements of these two events. By Lemma 5.5.30, for any initial $\alpha^1 = N_0^0N_1^1$:

$$\mathbb{P}_{\alpha^1}[\mathcal{E}_1] \geq \frac{1}{128} - 39ne^{-\gamma/2} \geq \frac{1}{200}. \quad (5.107)$$

by the requirement that $\gamma \geq 12 \ln(39t_s\gamma)$. Further, by Corollary 5.5.19, if $(C', C)$ is a near-stable pair of configurations, then

$$\mathbb{P}_{\alpha^1}[N^{t+1} \text{ is a valid WTA output config. and } N^{t+2} = ... = N^{t+2+t_s} | N^t = C', N^{t+1} = C]$$

$$\geq 1 - \frac{3t_sne^{-\gamma/2}}{1000t_s}$$

$$\geq 1 - \frac{1}{1000t_s}. \quad (5.108)$$

where the bound holds since $\gamma \geq 12 \ln(39t_s\gamma) \geq 6 \ln(39t^2_s\gamma)$ and so $e^{-\gamma/2} \leq \frac{1}{(39nt_s)^5} \leq \frac{1}{1000t_s}$. Together (5.107) and (5.108) give that:

$$\mathbb{P}_{\alpha^1}[\mathcal{E}_{\text{stab}}] \geq \mathbb{P}_{\alpha^1}[\mathcal{E}_{\text{stab}}|\mathcal{E}_1] \cdot \mathbb{P}_{\alpha^1}[\mathcal{E}_1] \geq \frac{1}{200} \cdot \left(1 - \frac{1}{1000t_s}\right) \geq \frac{1}{200} - \frac{1}{1000t_s}.$$
We can write:

\[
\mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)] = \mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\mathcal{E}_{stab}] \cdot \mathbb{P}_{\alpha_1}[\mathcal{E}_{stab}]
\]

\[
+ \mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\mathcal{E}_1, \bar{\mathcal{E}}, \mathcal{E}_{stab}] \cdot \mathbb{P}_{\alpha_1}[\mathcal{E}_1, \bar{\mathcal{E}}, \mathcal{E}_{stab}]
\]

\[
+ \mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\bar{\mathcal{E}}_1] \cdot \mathbb{P}_{\alpha_1}[\bar{\mathcal{E}}_1]
\]

(5.109)

Conditioned on \(\mathcal{E}_{stab}\) (which also requires that \(\mathcal{E}_1\) occurs), the network reaches a near-stable pair of configuration within \(\Delta\) steps, reaches a valid WTA output configuration within \(\Delta + 1\) steps, and stabilizes for \(t_s\) steps. Thus, we have:

\[
\mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\mathcal{E}_{stab}] \leq \Delta + 1.
\]

Conditioned on \(\mathcal{E}_1, \bar{\mathcal{E}}_{stab}\) the network reaches a near-stable pair of configurations, but does not stabilize. We can bound

\[
\mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\mathcal{E}_1, \bar{\mathcal{E}}_{stab}] \leq (\Delta + 1 + t_s) + \mathbb{E}_{N^{\Delta+t_s}N^{\Delta+1+t_s}}[t(\alpha_X, t_s, \alpha_Y)]
\]

\[
\leq \Delta + 1 + t_s + t_{max}(\alpha_X).
\]

Finally, conditioned on \(\bar{\mathcal{E}}_1\), the network does not reach a pair of near-stable configurations within \(\Delta\) steps. We have:

\[
\mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)|\bar{\mathcal{E}}_1] \leq \Delta + \mathbb{E}_{N^{\Delta-1}N^{\Delta}}[t(\alpha_X, t_s, \alpha_Y)]
\]

\[
\leq \Delta + t_{max}(\alpha_X).
\]

We can plug these bounds along with the probability bounds of (5.107) and (5.108) into (5.109) to obtain:

\[
\mathbb{E}_{\alpha_1}[t(\alpha_X, t_s, \alpha_Y)] \leq (\Delta + 1) \cdot \left( \frac{1}{200} - \frac{1}{1000t_s} \right) + (\Delta + 1 + t_{max}(\alpha_X) + t_s) \cdot \frac{1}{1000t_s}
\]

\[
+ (\Delta + t_{max}(\alpha_X)) \cdot \frac{199}{200}
\]

\[
\leq \Delta + 1 + t_{max} \left( \frac{199}{200} + \frac{1}{1000t_s} \right) + \frac{t_s}{1000t_s}
\]

\[
\leq \Delta + 1 + t_{max}(\alpha_X) \cdot \frac{249}{250} + \frac{1}{1000}.
\]
Since this bound holds for all $\alpha^i$ we have:

$$t_{\text{max}}(\alpha_X) \leq \Delta + 1 + t_{\text{max}}(\alpha_X) \cdot \frac{249}{250} + \frac{1}{100}$$

which gives $t_{\text{max}}(\alpha_X) \leq 250(\Delta + 1) + \frac{250}{1000} \leq 250\Delta + 251$. This bound holds for all $\alpha_X$ and so gives the lemma, after recalling that $\Delta = 15$. \qed

5.5.7 Constructions With Runtime Tradeoffs

The family of two-inhibitor networks of Section 5.3 and the family of $O(\log n)$-inhibitor networks of Section 5.5.2 represent two extremes of a tradeoff between number of inhibitors and runtime. As shown in Theorem 5.4.3, the two-inhibitor network uses the minimum number of neurons required to solve WTA with a reasonably long stability period. At least when considering a constant probability of success, the $O(\log n)$-inhibitor networks gives optimal convergence time of $O(1)$ steps. In this section we outline, at a high level, two families of networks that allow a tradeoff between these two extremes.

Fixed Convergence Time Construction

The first construction lets us to achieve any desired convergence time $\theta$ if sufficiently many inhibitors are used. Specifically, we describe a family of networks which converge to a valid WTA output configuration with constant probability in $O(\theta)$ steps (and with probability $\geq 1 - \delta$ in $O(\theta \cdot \log 1/\delta)$ steps), using $O(\theta \log^{1/\theta} n)$ inhibitors. Note that setting $\theta = 1$ recovers the runtime-inhibitor tradeoff of our $O(\log n)$-inhibitor networks.

We have one stability inhibitor $a_s$ that functions in the same way as the stability inhibitor in our $O(\log n)$-inhibitor construction (Definition 5.5.1), ensuring that, once the network reaches a valid WTA output configuration, it remains in this configuration for $t_s$ consecutive time steps with high probability (as long as some other stability conditions, similar to the near-stable condition of Definition 5.5.16 are satisfied).

The remaining inhibitors are split into $\theta$ groups each containing $O(\log^{1/\theta} n)$ inhibitors. The $i^{th}$ group for $i \in \{2, ..., \theta\}$ is responsible for reducing the number of competing outputs from any number $k \in \left(2^{\log^{(i-1)/\theta} n}, 2^{\log^{i/\theta} n}\right]$.
to some $k' \leq 2^{\log^{(1-1/\theta)} n}$. With $O(\log^{1/\theta} n)$ inhibitors this can be done with high probability in $O(1)$ time steps via a method described below. Thus, in $O(\theta)$ time steps, the number of firing outputs (corresponding to firing inputs will reduce from at most $2^{\log^{1/\theta} n} = n$ down to $2^{\log^{1/\theta} n}$. Once the number of computing outputs is this low, the final group of $O(\log^{1/\theta} n)$ inhibitors can drive convergence to WTA with constant probability in $O(1)$ steps using an identical strategy to that employed in our $O(\log n)$-inhibitor network. $n$ is just replaced by $2^{\log^{1/\theta} n}$.

It remains to explain how the number of competing outputs is reduced from $k \in [2^{\log^{(1-1/\theta)} n}, 2^{\log^{1/\theta} n}]$ to $k' \leq 2^{\log^{(1-1/\theta)} n}$ in a single time step using $O(\log^{1/\theta} n)$ inhibitors. Again, we use a strategy similar to our $O(\log n)$-inhibitor construction. Depending on the number of firing outputs at time $t$, the $O(\log^{1/\theta} n)$ inhibitors in group $i$ induce $O(\log^{1/\theta} n)$ different firing probabilities. Letting $\Delta(j) = j \cdot \log^{(1-1)/\theta} n$, these firing probabilities are:

$$\frac{1}{2\Delta(1)}, \frac{1}{2\Delta(2)}, \cdots, \frac{1}{2\Delta((\log^{1/\theta} n - 1))}, \frac{1}{2\Delta(\log^{1/\theta} n)}.$$

Note that $\Delta(1) = \log^{(1-1)/\theta} n$ and $\Delta(\log^{1/\theta} n) = \log^{1/\theta} n$. Additionally, the ratio between adjacent probabilities is $2^{\log^{(1-1)/\theta} n}$. Thus, for any number $k \in [2^{\log^{(1-1)/\theta} n}, 2^{\log^{1/\theta} n}]$ of firing outputs at time $t$, the inhibitors can induce a firing probability between $\frac{1}{k}$ and $\frac{2^{\log^{(1-1)/\theta} n}}{k}$. Thus, with good probability, the number of firing outputs will reduce to some value $k' \leq 2^{\log^{(1-1)/\theta} n}$.

While we do not analyze this construction in detail, using similar proof techniques to those used for our $O(\log n)$-inhibitor construction, it is possible to show:

**Theorem 5.5.31** ($\theta$-Step WTA). For any $n \in \mathbb{Z}^{\geq 2}$ and $\theta \in \mathbb{Z}^{\geq 1}$ there is an a family of SNNs containing $O(\theta \cdot \log^{1/\theta} n)$ auxiliary inhibitory neurons which solve WTA($n, t_c, t_s, \delta$) for any $t_s, \delta$ and any $t_c \geq c_1 \cdot \theta(\log_2(1/\delta) + 1)$, where $c_1$ is some fixed constant.

**Fixed Inhibitor Budget Construction**

Our second construction is a family of networks using $\alpha$ inhibitors for any $\alpha \geq 2$, which converges to a valid WTA state with constant probability in $O(\alpha \cdot (\log n)^{1/(\alpha-1)}$ steps (and with probability $\geq 1 - \delta$ in $O(\alpha \cdot (\log n)^{1/(\alpha-1)} \cdot \log 1/\delta)$ steps. Note that for $\alpha = 2$, this gives convergence in $O(\log n)$ steps, matching the performance of the two-inhibitor network construction of Section 5.3.

As in our two-inhibitor construction (Definition 5.3.1) and $O(\log n)$-inhibitor construction (Definition 5.5.1) we employ one stability inhibitor, which ensures that,
once the network reaches a valid WTA output configuration, it remains in such a configuration with good probability for $t_s$ consecutive steps (again, as long as some other stability conditions, similar to the near-stable condition of Definition 5.5.16 are satisfied).

We label the remaining $\alpha - 1$ inhibitors $a_1, \ldots, a_{\alpha-1}$. For each $i$, $a_i$ fires with high probability at time $t + 1$ whenever $k \geq 2^{(\log n)^{((i-1)/(\alpha-1))}}$ outputs fire at time $t$. In this way, with high probability, $a_1, \ldots, a_i$ fire (and all other inhibitors do not fire) at time $t + 1$ whenever the number of firing outputs $k$ is in the range:

$$R_i \eqdef \left[2^{(\log n)^{((i-1)/(\alpha-1))}}, 2^{(\log n)^{1/(\alpha-1)}}\right].$$

We set the inhibitory weights such that when $a_i$ fires (along with $a_j$ for all $j < i$), each firing output fires in the next step with probability $p_i = \frac{1}{2^{(\log n)^{((1-1)/(\alpha-1))}}}$. For $k \in R_i$ we have:

$$p_i \cdot k \in \left[1, 2^{(\log n)^{1/(\alpha-1)}} \cdot \left(1 - 1/((\log n)^{1/(\alpha-1)})\right)\right].$$

With each output continuing to fire with probability $\frac{1}{2^{(\log n)^{((1-1)/(\alpha-1))}}}$ in each step, starting from at most $2^{(\log n)^{1/(\alpha-1)}}$ competing outputs, we thus reach a configuration with $k \leq 2^{(\log n)^{((1-1)/(\alpha-1))}}$ firing outputs with good probability within $O((\log n)^{1/(\alpha-1)})$ steps. Overall, over $\alpha$ such levels, the network reaches a valid WTA configuration with constant probability in $O(\alpha \cdot (\log n)^{1/(\alpha-1)})$ steps.

Again, while we do not analyze this construction here, it is possible to prove the following:

**Theorem 5.5.32** ($\alpha$-Inhibitor WTA). For any $n, \alpha \in \mathbb{Z}^{\geq 2}$ there is an a family of SNNs containing $\alpha$ auxiliary inhibitory neurons which solve WTA($n, t_c, t_s, \delta$) for any $t_s, \delta$ and any $t_c \geq c_1 \cdot \alpha(\log n)^{1/(\alpha-1)} \cdot (\log_2(1/\delta) + 1)$, where $c_1$ is some fixed constant.

### 5.6 Discussion and Future Work

We have presented an exploration of the WTA problem in stochastic spiking neural networks, giving network constructions, runtime analysis, and lower bounds. Our work leaves open a number of questions, both in regards to the WTA problem, and more broadly, in exploring spiking neural networks from an algorithmic perspective. We discuss some of these directions below. See also Section 5.2.5 in which we discuss possible extensions two and modifications of our basic spiking neural network model.
5.6.1 Winner-Take-All Extensions and Open Questions

We first overview future work directly related to the WTA problem studied in this chapter.

Lower Bounds

In Section 5.4 we present lower bounds for one and two-inhibitor WTA networks (Theorems 5.4.3 and 5.4.14). In [LMP17a] we also give nearly tight lower bounds on the convergence time for networks using $\alpha > 2$ inhibitors, in a similar model to the one presented here. A few interesting open questions remain:

- Can our lower bound for two-inhibitor networks (Theorem 5.4.14) be tightened to match our upper bound (Theorem 5.3.2) up to a constant factor, rather than a $O(\log \log n)$ factor?

- Our lower bounds apply to somewhat restricted classes of simple and symmetric SNNs (Definitions 5.4.1 and 5.4.2 respectively.) We conjecture, however, that these lower bounds can be shown for general SNNs, with no restrictions on the network structure.

- It would be interesting to obtain lower bounds which help explain the relationship between history and convergence time. Our $O(\log n)$-inhibitor network of Section 5.5.2 achieves constant probability, $O(1)$ convergence time. However, it requires a history period of two steps. Is it possible to show that, with no history period (i.e., in the basic SNN model of Section 5.2), it is not possible to achieve this convergence time? Is the $O(\log n)$ time for our two-inhibitor network optimal for historyless networks, regardless of the number of inhibitors used? In a network with history, is it possible to solve WTA with a single auxiliary neuron, or can the lower bound of Theorem 5.4.3 be extended to this case?

Variations on the WTA Problem

Our work focuses on a simplified WTA problem in which all inputs either fire at every time step or never fire (see Definition 5.2.7). The challenge in solving this problem is in breaking symmetry between the firing inputs. In future work we plan to extend this work to consider more general variants of WTA, discussed below.
• **Non-Binary WTA:** We plan to extend our WTA work to a *non-binary* setting, in which inputs have different firing rates and selection is based on those rates. The most common requirement is for the network to select an input neuron with the highest or near-highest firing rate [YG89, CGL92, OL06]. In the most basic setting, we can consider $n$ inputs $x_1, \ldots, x_n$ with firing rates $r_1, \ldots, r_n \in [0, 1]$ as neurons that fire independently at random at each time step, each time with probability $r_i$. In [LMP17c], we presented an initial exploration of the non-binary WTA problem with inputs of this type, giving a solution using $O(n \log n)$ auxiliary neurons to select an input with firing rate within a constant factor of the maximum. It seems that in our basic SNN model, $\Omega(n \log n)$ auxiliary neurons may in fact be necessary: essentially, for each input neuron, $\Omega(\log n)$ auxiliary neurons are needed to record a short firing history, from which the firing probability $r_i$ can be (implicitly) estimated to within a constant factor, with high probability. Thus, networks using a sublinear number of auxiliary neurons, like those we gave for binary WTA, may be ruled out. However, more efficient solutions may be possible if we use an SNN model with a history period. Even without history, efficient solutions may be possible if we relax or modify the WTA problem. For example, we may just require selecting each neuron with probability $\frac{r_i}{\sum_{i=1}^{n} r_i}$, or some other function of the firing probabilities.

• **WTA with Different Output Conditions:** It would be interesting to consider variations on the basic output condition of the WTA problem, both in the binary and non-binary input setting. For example, $k$-WTA is a common variant of WTA, in which the goal is to select $k$ inputs with the highest or near-highest firing rates [MEAM89, Maa96, WS03, HW08], rather than just as single input. $k$-WTA, for example, has been used in recent work in modeling sparse coding in the fly olfactory via random projection methods [DSN17]. It would be interesting to understand the fundamental complexity (in terms of network complexity and convergence time) of implementing this primitive in spiking neural networks.

**Applications of WTA**

Finally, it would be interesting to explore how our WTA constructions can be integrated into solutions to higher-level neural tasks. Some problems which may be worth considering are:
• Attention in sensory processing systems, which is thought to be implemented via WTA competition [LIK99, IK01]. In this setting, a specific set of neurons is activated while others are suppressed, allowing computation to happen on the selected neurons without interference. Formulating and studying simple tasks which model the use of WTA as an attention mechanism would be an interesting direction.

• The use of WTA in neural sparse coding algorithms [DSN17]. In this setting, a stimulus, such as a specific odor, triggers the firing of a large set of neurons, which is then “sparsified” via non-binary k-WTA competition to k neurons that encode the odor – those with the strongest response to the stimulus.

• Clustering problems, in which the network is set up such that, when given any input, the neuron which corresponds to the best cluster assignment for this input fires at the highest rate. Non-binary WTA can be used to select this neuron [AF94, WR94].

5.6.2 Other Neural Computational Primitives

WTA is a basic primitive that seems to be useful in a broad range of neural tasks, discussed above. It is also useful in exploring the computational power of SNNs and studying tradeoffs among such costs as runtime, network size, and the use of randomness. In future work, we hope to identify other such basic primitives, as a means of building a general algorithmic theory for spiking neural networks. We discuss some possible directions below:

Neural Indexing

In [LMP17b] we define and study the Neuro-RAM problem: the network is given a set of n binary inputs \( X_1 \), along with a smaller set of \( \log n \) inputs \( X_2 \) whose firing pattern represents an index into \( X_1 \). The goal is the for the output to fire if and only if the selected neuron in \( X_1 \) is firing. In [LMP17b], we applied our Neuro-RAM primitive to the similarity testing problem: given two binary inputs \( X_1, X_2 \), determine with high probability whether their Hamming distance is greater than some threshold. We solved this problem efficiently by using a Neuro-RAM model to select and compare random positions in \( X_1 \) and \( X_2 \).

It would be interesting to formulate other basic neural tasks that may employ a Neuro-RAM primitive. For example, one can consider estimating the differences
between firing patterns (e.g., representing sensory inputs at successive times), estimating the average firing activity of a group of neurons responding to some stimulus, or randomly “exploring” different sets of neurons whose firing may trigger a desired response (such as the recall of a memory).

In our work, aside from efficient Neuro-RAM constructions, we give lower bounds demonstrating that these constructions give a near-optimal tradeoff between network size and runtime in our basic SNN model with a sigmoidal spike probability function. Our proofs are based on reducing an SNN to a distribution over deterministic networks, and then bounding the VC dimension [Vap98] of these networks.

Generally, while VC dimension has been studied for spiking networks [ZP96, MS99], we are the first to apply it to prove computational lower bounds. We hope to continue our work, greatly expanding the toolkit for proving lower bounds in biologically plausible networks, including those with different spike probability functions, with history, and even with refractory periods or spike propagation delays.

Further, Neuro-RAM lower bounds let us compare our SNN models with artificial neural network models that use continuous-output gates, e.g., sigmoidal gates [Bar93, Bar97] or rectified linear units (ReLUs) [JKLR09, NH10]. The Neuro-RAM problem can be solved very efficiently in such networks [Koi96], contrasting with its apparent difficulty in SNNs. However, the continuous-output solutions do not seem very robust: they do not appear to tolerate small variations in edge weights, and they seem to rely on precise (infinite precision) gate outputs. We hope that comparing these models with our SNNs could lead to a better understanding of continuous-output circuits in noisy settings. We conjecture that in these settings, these networks behave more like their spiking network counterparts than like ideal continuous-output networks.

### Binary Vector Problems

Beyond the WTA and Neuro-RAM problems it would also be interesting to consider other basic problems with fixed input firing patterns, that is, binary vector problems. For example, the problem of estimating the total firing strength of a population of neurons corresponds to determining the Hamming weight of a binary input vector. More complex problems include string matching, in which we test whether the input firing pattern contains a copy of a specified substring. In the brain, this may be used for pattern recognition, or for alignment and comparison of patterns triggered by multiple stimuli.
Problems with Non-Binary Inputs

It would also be valuable to consider problems in which the input is non-binary, for example, problems that require computing some function of the firing rates of the input neurons. For example, we may consider the problem of approximating the sum of input firing probabilities, or more generally, some norm of the firing rate vector $r_1, \ldots, r_n$. We may also consider similarity testing under different norms (generalizing the Hamming distance similarity testing problem in [LMP17b]).

Many algorithms proposed in computational neuroscience and computer science apply operations such as addition and multiplication to continuous neuron output values [DR89, AZGMS14, AGMM15, DSN17]. These continuous output values can be thought of as abstractions of firing rates in SNNs. We would like to understand how such basic operations may be emulated in more biologically plausible SNNs.

Synchronization Problems

Finally, it would be interesting to study algorithmic primitives that are not expressed in terms of simple input-output mappings. Notably, we would like to consider synchronization problems in which neurons, starting from arbitrary firing states, cooperate to align their firing in some way. Synchronization of spiking patterns and the emergence of neural rhythms are widely studied in both empirical and computational neuroscience [VVAE94, Buz06, RGDA97, WSO+07]. Synchronization is also an important technique used in distributed algorithms [BL85, KO87, Cri89, LSW09], and thus is a natural problem to include in an algorithmic theory of neural computation.

5.6.3 Learning Problems and Dynamic Networks

The work presented in this chapter, as well as the work proposed in Section 5.6.2 focuses on computation in static networks, with fixed edge weights. An important direction is studying algorithms for learning in dynamic spiking networks, in which synapse weights change throughout the computation via, for example, a Hebbian update rule.

In classical Hebbian learning [Heb05, CD08], the weight of a synapse is continuously updated by a factor that depends on the product of the firing strengths of its two endpoints. The more the firing of the endpoints correlates, the stronger the synapse becomes. We hope to define a Hebbian-style rule for our synchronous SNN models similar to, for example, the simple rule used in [LMPV18]. When both endpoints fire at the same time, the synapse weight should increase by a small factor, and when just
one fires, the weight may decrease. We then hope to use our dynamic network model to study the costs of many learning problems such as memory formation and concept association [Ama77, Val05, LMPV18], linear classification [HNGS+06], principal component analysis [San89, HO97, HO00], and sparse coding [OF04, AGMM15].

5.6.4 Neural Linear Algebraic Computation

Finally, a very interesting open direction is to tie together the two parts of this thesis, understanding how linear algebraic computation may be performed in spiking neural networks, possibly with the use of randomized computation. As discussed in Chapter 2, randomized algorithms have recently led to a number of breakthroughs in fundamental linear-algebraic and geometric problems such as linear regression [CW13, CLM+15], low-rank approximation [Sar06, NN13], clustering [BZD10], and locality-sensitive hashing [DIIMO4, AI06].

Many mechanisms used in neural computation have close analogs to randomized linear algebraic techniques; e.g., Oja’s Hebbian-style rule for neural principal component analysis (PCA) [HO97, HO00] is a common technique for low-memory PCA and eigenvector approximation [Sha15, JJK+16]. Fast linear-algebraic methods based on random projections [Ach03, Sar06] are also conjectured to play a role in neural computation [GS12a, AZGMS14], with random synaptic connectivity providing a natural implementation of randomized dimensionality-reduction. We hope to study the application of these techniques in stochastic spiking neural networks, forging connections with work on new algorithms for fast linear algebraic computation.
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