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ABSTRACT

With the globalization of trade, transit time reliability has become a critical point in the shipping industry as irregularities will lead to more delays further down the supply chain. Our sponsoring company, A.P. Møller – Mærsk A/S (Maersk) provides freight forwarding services to its clients, offering them a complete set of supply chain solutions for shipping their goods across the world. Currently Maersk uses an in-house tool, Harmony, which provides descriptive analytics for shipment times and their variations based on historical distributions. However, Maersk is facing commercial pressure from its customers for a better estimation of its shipment transit time reliability, which has become a key measurement of its operational performance. The goal of our project was to determine whether Machine Learning and predictive analytics can improve the estimated time of arrival for a shipment. Using Machine Learning computing, we developed a model capable of predicting shipping times by training the algorithms on historical shipment data, and incorporating external sources of data related to the most impactful factors regarding schedule reliability (e.g. holiday seasons and port congestion levels). We found that Machine Learning in this instance might be a partial answer to this problem, as it performs better on long lead time than on short lead time when comparing to more classical approaches. Our model has a mean absolute error (MAE) of 3.74 days when making a prediction at the time of booking transportation whereas our baseline model (which only considers historical average transit times on a shipping lane) predicts with a 4.3 days MAE at the same time. When making a prediction at the time the vessel leaves the port of origin, the two models actually perform similarly, with a MAE of 2.1 days for both.
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1. INTRODUCTION

With the globalization of trade, maritime shipping has become a key component of international trade. As a consequence, container vessels’ route scheduling reliability has become a critical point in the shipping industry as irregularities will lead to more delays further down the supply chain and will drive up the overall cost of container shipping (Chung and Chiang, 2011).

The freight forwarding arm of Maersk has developed a tool, Harmony, to help the decision-making process when it comes to organizing transportation for a shipment. It uses historical data to provide the user with an average and its associated deviation of the elapsed time between transportation booking and delivery at destination. This tool can be classified as a descriptive tool as it does not make any recommendation, but simply provides statistics regarding past data.

Maersk’s Supply Chain Development department is determined to use the latest progress in supply chain technology to enhance this tool’s capabilities. It wishes to integrate Machine Learning capabilities and apply them to improve prediction of cargo arrival time at destination by combining historical and contextual data.

Using Machine Learning computing, we developed a model capable of improving the predictability of shipping times. Our model is 15% more accurate than a naïve mean model and 10% more accurate than a linear regression model for long lead times (measured on the mean absolute error in days). The model relies on historical data (for example, transit time statistics of carriers) but also on external sources of data for the most impactful factors (such as port congestion or holidays) regarding schedule reliability for container vessels.

We researched drivers of variability in shipping transit times and we tested several Machine Learning algorithms in order to select the one that minimizes the predictions’ error margin. This algorithm, coupled with Harmony in its present state, introduces a prediction component to the output of the tool by giving the user an estimated date of unloading at the destination port for a shipment.
2. LITERATURE REVIEW

This chapter reviews the literature we consulted to help us answer the question posed by our research project: how can we use Machine Learning to improve prediction of cargo arrival time at destination port by combining historical transit variability and data pertaining to external relevant factors?

We researched the relevant literature on the maritime shipping industry in order to find out what factors are generally accepted as main drivers of variability in cargo transit time, how to handle big data, the associated data mining and where to find publicly available data in a transportation context, and finally, get a better view on the Machine Learning methods that exist and their different uses (see Figure 1).

Figure 1: Map of literature sources
2.1. Maritime Shipping Industry

Our study has been primed mainly by four papers, each talking about different subjects in relation to the maritime shipping industry. Chung and Chiang (2011) investigated the consequences on hinterland supply chains of schedule reliability for container liners. It showed that if these liners are not on time, this will have an operational effect on the downstream supply chain and will increase the overall cost of shipping for the shipper. This publication helped us to assert the importance of schedule reliability in container shipping.

Sanchez, Hoffman, Micco, Pizzolitto, Sgut and Wilmsmeier (2003) explored various port performance indicators (PPI), such as terminal turnaround or loading and unloading of a container or productivity of the terminal. These PPI were used to build a model to evaluate the cost of maritime transport. They used the Principal Component Analysis method to build their model off of these PPI. It was found that all the PPI relating to port congestion are part of the resulting first component, which explains over 40% of the total variance of the model. We used this paper to validate our hypothesis about port congestion being a relevant factor in schedule reliability.

Vernimmen, Dullaert, and Engelen (2007) addressed the importance of on-time cargo shipping for an entire supply chain. It also looked at potential factors driving variability in transit time for container liners and separated them in two groups: the factors that are within the control of the shipping company (for example, not planning buffer time to account for contingencies in their weekly schedule) and those out of the company’s hands (such as weather, strikes etc.). This publication was a valuable resource to select factors impacting ship schedule reliability.

Mohd Salleh, Riahi, Yang and Wang (2007) shed light on the shipping industry and the factors that may drive variability in transit time. They categorized the critical factors identified as influential regarding arrival punctuality in two overarching groups: port conditions (such as tidal window and weather conditions at port, inland corridors…) and vessel conditions (like speed, crews’ reliability etc.). It also detailed the model they used to predict a container’s arrival, using a Fuzzy Rule-Based Bayesian Network (FRBBN), which we will talk about more in details in section 2.3.
2.2. Big Data

We found some datasets coming from big data in the context of port and container ship operations. However, the main point we have learned from our search is that the data publicly available is scarce and when it is available, it is not necessarily up to date. This is a theme that is well documented in the Review of Maritime Transport 2016, UNCTAD (2016).

The main challenge in this study is the big data part. As described in the UNCTAD publication, port data (even though ports are often operated by state organizations) is scarce because it is seen as a competitive advantage not to disclose them. Moreover, shipping lines data are also hard to obtain since they are operated by private companies that do not disclose their operational performance indicators. Nonetheless, it is still possible to collect and process data for at least one of the factors at play in schedule reliability for container ships: weather. Lee, Aydin, Choi, Lekhavat and Irani (2018) talked about how to collect data from the European Spatial Agency’s Earth Observation satellites network Copernicus and how to apply found weather patterns to the operations of the maritime shipping industry.

2.3. Machine Learning Methods

Mohd Salleh et al. (2007) described how the use of a FRBBN is useful in predicting a containership’s arrival at destination port. Their model was more accurate than the Neural Network model proposed by Fancello, Pani, Pisano, Serra, Zudas and Fadda (2011). However, the limitation in the FRBBN model is that it is more suitable for a small-scale use case so that it is difficult to replicate for new cases and data sets. Machine Learning models, on the other hand, are powerful in making the computer algorithms to “learn” from existing data, and the models are subsequently validated and tested with old and new data. Despite being less accurate, the Neural Network model described in Fancello et al (2011) is more suitable for a business application. We will also explore different Machine Learning algorithms such as Linear Regression and Random Forest.
The basis for the theoretical background and the application of Machine Learning in a business context was described in Shmueli, Bruce, Yahav, Patel, & Lichtendahl, (2018). They described in details how Linear Regression, Neural Networks and Random Forest work and how they are applied in practice on different datasets. We were also able to utilize the vast knowledge in the python open-source community for algorithm development, for instance Scikit-learn, Buitinck et al. (2013) and Pedregosa et al. (2011) and the Keras library (Cholet, 2015).
3. DATA AND METHODOLOGY

In order to answer the research question about how to use Machine Learning to improve prediction of cargo availability at the destination port by combining historical transit variability and data pertaining to external relevant factors, we perform the following procedures in the analysis. Note that in this report we use the shipping routes between South-East Asia and North America, which represent the most used routes for the company, as a base to build a model that will be a proof of concept for the company’s future use on a larger perimeter, which may include all of their routes.

3.1. Terminology and definitions

First, it is important to establish data science naming conventions that will be used throughout this report. In this project, we used supervised Machine Learning algorithms. To train these algorithms, we need as an input various samples that consist of features and a target variable. A sample is one row in the dataset and consists of all the information available about one shipment. A feature is the name for one specific type of information about this row. Since a row represents a shipment, a feature could be, for example, the average time a carrier needs for a specific route. The target variable is defined as the variable the model tries to predict. For the model depart, this is the time period in days from when the container ship left from the port of origin to the date when the container is unloaded at the port of destination.

We divide the shipment process into four segments which match our four different models: booked, received, gate-in and depart. The model booked starts at booking date. The model received starts at the date when the shipment is received by the shipper. The model gate-in starts at the date when the shipment arrives at the port of origin. Finally, the model depart starts the prediction at the time the containership leaves the port of origin. The four models yield four outputs regarding the time of unloading for the shipment in the port of arrival, each becoming more precise as the journey goes along.
3.2. Analyzing the historical data and selecting relevant external factors

Our partner company Maersk provided us with the following: 10 files, in the comma separated values (CSV) format covering a total of 2,804,989 shipments that occurred between October 10, 2015 and November 3, 2018. Each CSV file is composed of 44 columns corresponding to different information about the shipments, with each line of data representing a shipment. For our project, the interesting part of the dataset consists of 18 timestamps indicating when the shipment reached a milestone during the transport.

The important milestones for this project are, in chronological order:

- The booking date, which is the date when the transport from origin to final destination is booked (called “book date” in the dataset);
- The receive date, which is the date when the cargo is received by the shipper at the port of origin (called “Actual Receipt Date” in the dataset);
- The gate-in date, which is the date when the cargo enters the yard where it will wait to be loaded on the vessel (called “Gate In Origin-Actual” in the dataset);
- The vessel departure date, which is the date when the cargo leaves the port of origin (called “Vessel Actual Departure” in the dataset)
- The vessel arrival date, which is the date when the cargo arrives at the port of destination (called “Vessel Actual Arrival-Actual” in the dataset)
- The unload date, which is the date when the cargo is unloaded from the vessel (“Container Unload From Vessel-Actual”)

In addition, the dataset provides the name of the carrier, shipper, customer and port of origin and destination for each shipment. The full list of columns with the corresponding description can be found in Appendix A.

Lastly, as every record of the dataset represents one shipment, it is important to note that we cannot use every single observation for modelling as multiple shipments get consolidated into one container and then multiple containers get loaded onto one vessel. In order to avoid duplicates, we changed the level of granularity at which we exploit the dataset based on the model that is run. For example, using all of the
shipment data for the model that makes a prediction at the booking date (using the model \textit{booked}) is necessary, whereas only data consolidated to the container level is relevant for the model that makes a prediction at the vessel departure date (model \textit{depart}).

The whole dataset contains information about 131 unique routes between nine different countries. The ports on these routes are located in the United States, Europe and Asia. There are 51 unique carriers and 3280 unique shippers using these routes. It is important to note that all routes do not have the same number of data points. Consequently, the accuracy of the models’ predictions on routes with fewer observations could be worse than others with many observations.

Considering all the carriers on one route, we observe that the transit time can significantly vary between shipments. Figure 2 depicts the observed transit times in days between the ports of Ningbo, China and Long Beach, California. According to the dataset, the minimum transit time a carrier needs for this route is 15 days while the longest transit time is more than double with a median of 21 days. 80% of all shipments will arrive in Long Beach after 22 days at sea.
Of course, when looking at different port combinations, the transit time and its associated standard deviation vary as well but not necessarily in the same magnitude. Generally speaking, we observed that as transit time gets longer, the associated variability becomes greater (both in terms of days and percentage).

Furthermore, there is also variability regarding the time spent in either the port of departure or the port of arrival by the container. This variability depends on the performance of the ports. Figures 3 and 4 show the time distribution of the time spent by containers in the ports of Los Angeles, California and Yantian, China. As explained later in the report, Los Angeles is only considered a port of arrival within this project. The distribution shown in Figure 3 is only for containers arriving in Los Angeles. This time period represents the moment between when the vessel arrives at the port and when the container is unloaded from the vessel.
Figure 3: Transit time Port of Los Angeles in days - The bar chart represents the distribution of time from arrival at the port until the container is discharged, while the line chart represents the cumulative frequency of this time period.

On the opposite side, the data from the port of Yantian represents the time it took for the cargo to be loaded on the vessel. The timeframe it covers ranges from the receive date to the vessel departure date. It is clear that we are facing a lot of variance at this step of the journey. This variance can be explained by the fact that only some shipments have to be consolidated. Likewise, certain shipments can be stored on the port’s yard for a couple of days before being loaded, either because they arrived on the yard earlier than scheduled or because they missed their original vessel departure and are waiting for the next one.
Lastly, when considering carriers in the dataset, it shows a rather consolidated profile, i.e. more than 50% of the records are associated with only four carriers, whereas the rest of the shipments are associated with 47 other carriers (see Figure 5).

As shown above, there is a great number of route-carrier combinations present in the dataset. In order to minimize the number of combinations to work with, after consulting the partner company, we agreed to limit the scope of our study to shipments loaded in South East Asia (China, Hong Kong and Vietnam) and
unloaded in the United States. This geographical choice was made because the amount of data for routes with European discharging ports is less substantial compared to that of the routes with US discharging ports. However, the geographic scale can be easily adapted by the company at a later stage. After defining this scope and dropping observations without an unload date, the final dataset used in the study is composed of 1,744,278 shipment records spread across 74 distinct routes. The shipments are moved by 31 different carriers and 2,997 unique shippers.

3.3. Selecting relevant external factors

Chinese New Year

During the Chinese New Year festivities, ports are expected to work slower. Based on an interview with Maersk, we identified a 14-day time interval before the historical dates of Chinese New Year to model this effect. This period is used to model the slowdown in activity that happens prior to the actual celebration. In the model, we use a binary column: it takes the value one if the timestamp ‘Expected Receipt Date’ falls into this period. If not, the value is zero and therefore, there is no impact of Chinese New Year on the expected transit time for the shipment.

Port Congestion US

We obtained daily data for number of containers unloaded in a given port from Panjiva Inc. (source: https://panjiva.com/). The maximum number of containers unloaded over the period 2015-2018 sets a baseline (capacity). Then we compared that capacity to the flow on a given day using a rolling mean of three days. As an example, for the 24th of April, we will take the historical volumes unloaded on the 23rd, 24th and the 25th, calculate the mean of the 3 days and then compare it to that max capacity determined before. This helps to determine the historically used capacity for a port at this time of the year.
Weather

Weather data was not taken in account into our modelling. We made this decision because of the lack of free publicly available data. Another factor in our decision was the imperative to solve the dilemma of considering weather patterns around the port of departure and port of arrival versus weather throughout the entire route of the vessel (which would require to know approximately what route the vessel took).

Positioning of the Container on the vessel

Positioning of the container on the vessel refers to the slot the container has been assigned to on the vessel. After interviews with Maersk, it was determined that this could be a factor of influence as it reportedly has a great impact on the unloading time of the container. We even found out that there are so called “premium spaces” on the vessels: these are the slots where the containers are unloaded first at port of destination, which allows these containers to be out of the vessel and then the port of destination faster. However, we could not include that factor into our modelling for three reasons:

- First, detailed placement of a container (or a customer’s containers) on a vessel is variable and might be proprietary data to the ocean carrier and the customer
- Second, while we might have been able to access such data for Maersk’s operations, this would have been the only carrier for which we would have had this kind of information. This would create a model biased towards Maersk because the output would be more precise, thus influencing the user’s decision to select Maersk as the carrier. Our goal here is to develop a carrier agnostic model, that will help to make the best decision that is in the shipper’s best interests and not the carriers’.
- Third, this kind of data would have increased the amount of data necessary to run our model by a substantial magnitude, making it longer to train and run and more complex to handle in general.
3.4. Selecting features for the Machine Learning model

The following part describes the features used in the models and the data they are built on. Not all of the features are used in every one of the four different models. Appendix B includes a table that shows which features are used in which model.

**Average time spent at Port of origin (Port of origin mean)**

This is the average time shipments spend in the port of origin from the moment when they are received by the shipper until the vessel leaves the port. The average is based on the different shipper and port combinations.

**Standard deviation of time spent at Port of origin (Port of origin SD)**

This is the standard deviation of the average time shipments spend in the port of origin from the moment when they are received by the shipper until the vessel leaves the port. The standard deviation is based on the different shipper and port combinations.

**Average time spent at Port of destination (Port of destination mean)**

This is the average time shipments spend at the port of destination from the moment when the containership arrives at the port of destination until the containers are discharged at the port. The average is based on the different customer and port combinations.

**Standard deviation of time spent at Port of destination (Port of destination SD)**

This is the standard deviation of the time shipments spend at the port of destination from the moment when the containership arrives at the port of destination until the containers are discharged at the port. The standard deviation is based on the different customer and port combinations.
Average time spent per Route (Route mean)
This is the average transit time a containership needs to travel from one port to another. This average is based on the different carrier and route combinations.

Schedule
This is a refined route mean. This average also depends on the day of the week the containership left the port of origin. It helps simulating the different schedules and loops that carriers provide for the same port combination. Carriers operate vessels on different loops that include a fixed number of ports. The vessels will arrive at the same port on the same day of the week but may travel on a different route.

Origin Service
This is a binary column indicating if the shipment has to be consolidated at the port of origin after it is received by the shipper. Consolidation may add to the overall transit time.

Holiday
This is a binary column indicating if the shipment falls within a two-week period before Chinese New Year.

Quarter
This is the z-score of the transit time for every shipment in the dataset normalized by the carrier route combination:

\[
    z_{score} = \frac{x - \bar{x}}{\sigma}
\]

To be able to compare different routes, the mean and standard deviation used to calculate the z-score are not the mean and standard deviation of all transit times but for every carrier and route combination. We then calculate the average z-score for every quarter. This indicates a higher average transit time in one quarter compared to another.
**Expected Time to port**

The time period between the booking date and the expected time the shipper will receive the shipment at the port of origin. This expected time is given by the customer.

**Port of origin late**

This is a binary column indicating if the shipment is received after the expected received date.

**Port of origin latest**

This is a binary column indicating if the shipment is received after the latest possible received date given by the shipper.

**Capacity of port of destination**

This is the percentage of total capacity historically occupied at the port of destination in a two-day window around the expected arrival date of the containership.

**Late departure**

This is a binary column indicating if the containership left the port of origin later than the expected date of departure.

---

**3.5. Selecting a Machine Learning algorithm**

Building on the research from Fancelli et al (2011) and their Neural Network model, we experimented with Linear Regression and Random Forest to see if these algorithms perform better on our dataset than a Neural Network. After comparing the results of these three algorithms, we decided to build the final prediction model with a Random Forest algorithm. Final results and choice of hyperparameters for the Random Forest are discussed further in chapter 4.1.
To test and validate the performance of the different algorithms, we split the data in a training set and a test or validation set. The training set consist of the first two years of data and was used to train the models and select the best hyperparameters. The test set is the data from the most recent year in our dataset and was used to validate the performance of our models. All algorithms were trained and tested on the same training and test set so that we could compare their performance.

We used Python programming language to write the code for our models. To create, train and use the final models for prediction there are three relevant scripts in the final program. The first script is used to clean the data, remove missing values and transform all columns to the right format. The second script automatically reads in all the relevant data, trains and saves the final model. Users can choose which one of the four models they want to train and if the model should be trained on a whole new data set or add new data to an existing model. The third script is used for prediction in a production environment. The program can read input data like the choice of carrier, shipper and route and then predict the corresponding estimated date of unloading at the port of destination (see Appendix C). The output also contains a 90% confidence interval with the earliest and latest unloading date. The input is currently made by choosing the variables via a dropdown menu in an Excel sheet, but can be changed by the company to any other input method.

3.6. Coupling our models with Harmony

Our main goal was to be able to add a prediction capability to the existing descriptive tool Harmony. As our models build on the same historical data as Harmony, the two can be coupled with minor adjustments. The company would have to add data only about port congestion and about Chinese New Year dates.

Right now, Harmony is a descriptive analysis tool: it takes historical data and then describes what happened in the past at every milestone along the way for a shipment on a certain shipping lane. Coupled with our program, the tool would also be able to look ahead and predict the unloading time of a container at the port of destination.
If Maersk wants to extend the capability of the prediction tool to other routes, they can follow the same methodology and just add to our model. The historical data will be used in the same format for different routes. Additionally, port congestion data for the new ports touched by these new routes would also have to be supplied in order to train the extended model. From there, predictions can be made in the same way as they are done in our original program.
4. RESULTS AND ANALYSIS

In this section, we will present the results obtained by the different Machine Learning algorithms we have tested. Then we will compare them and justify our choice of using the Random Forest algorithm.

4.1. Results using the Random Trees algorithm

The Random Forest algorithm is an ensemble method that consists of multiple Regression Trees used either for classification or prediction. The algorithm uses “if-then” statements to split the data into subgroups that minimize the variance of the target value in these subgroups. The difference from Regression Trees is that the Random Forest algorithm produces multiple Regression Trees by randomly sampling the training data with replacement. The splits are found randomly by looking at only a subsample of all features and splitting on the feature that reduces the variance the most. In order to yield better results, Random Forest algorithms grow much bigger trees than a simple Regression Tree. If a Regression Tree is grown until the end, it is certain to overfit the data and only perform well on the training set. Because the Random Forest randomly samples multiple training sets and predicts the results by averaging all the trees, it will not overfit as much as the simple Regression Tree. Ensemble methods typically perform better on predicting an outcome but lose the interpretability of the model. Shmueli et al. (2018) use the example of an investor in the financial market who creates a portfolio of assets to reduce his risk to explain why ensemble methods typically improve predicting power and reduce variance in the predicted outcome.

In the model used for this project, the splitting criterion is reducing the mean squared error after the split. The number of features available for a split in this model is the square root of the number of all features. The algorithm used is the RandomForestRegressor from the popular Python library “Scikit-learn” (Buitinck et al., 2013 and Pedregosa et al., 2011).
Figure 6 represents a Decision Tree on the model *booked*. The first split is on the average time the carrier needs for this specific route. The next split is on the expected time from booking date to received by shipper. All of these splits reduce the mean squared error of the samples in the leaves of the tree. This is a representation of how a Decision Tree works. The final Random Forest model is deeper, splits on random selected variables and consists of 500 of these regression trees.

*Figure 6: Sample of a Decision Tree - This figure displays one branch of one of the trees used in the booked model*

We ran all the models multiple times with different depths of the trees in order to decide the proper tree depth that results in the most stable parameters. In Figure 7, the model *booked* performance, measured by mean absolute percentage error (MAPE), on the training and test data sets is presented.
Figure 7: Performance regarding to hyperparameter depth of the trees

It shows that in terms of MAPE, the model applied to the training dataset significantly outperforms that on the test set, suggesting overfitting, when the depth of the trees becomes deeper. As a result, we chose 10 as the tree depth because it provides the most stable results. In Table 1 the performance of the most stable models is represented with their test set performance indicators.
**Table 1: Key performance indicators of the Random Forest models - Aggregated results for all carriers on all routes of the test set**

<table>
<thead>
<tr>
<th>Model</th>
<th>R²</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
<th>Root mean squared error</th>
<th>Depth of the Trees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Booked</td>
<td>0.64</td>
<td>3.74</td>
<td>0.1075</td>
<td>5.44</td>
<td>10</td>
</tr>
<tr>
<td>Received</td>
<td>0.74</td>
<td>3.36</td>
<td>0.0981</td>
<td>4.68</td>
<td>7</td>
</tr>
<tr>
<td>Gate_in</td>
<td>0.82</td>
<td>3.0</td>
<td>0.1004</td>
<td>4.02</td>
<td>9</td>
</tr>
<tr>
<td>Depart</td>
<td>0.88</td>
<td>2.1</td>
<td>0.0939</td>
<td>2.76</td>
<td>5</td>
</tr>
</tbody>
</table>

As expected, the accuracy gets better as the shipments move forward on the route. The model `depart` has the best performance indicators. The predictive power of all of the models could be improved by adding more features. For example, after consulting industry specialists, we concluded that the position of the container on the vessel has an impact on unloading time spent in the port of destination. The information about the positioning on the vessel would impact the performance of all the models.

Table 2 shows the performance indicators of our baseline model. The baseline model tests the mean of the target variable by carrier on a specific route from the first two years in the dataset against the third year. We can see that the Random Forest performs better for all models. However, as the cargo gets closer to its destination, the performance difference between the baseline model and the Random Forest decreases. Especially the Random Forest model `depart` does not perform significantly better than the baseline model.

**Table 2: Key performance indicators of the baseline models - Aggregated results for all carriers on all routes of the test set**

<table>
<thead>
<tr>
<th>Model</th>
<th>R²</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
<th>Root mean squared error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Booked</td>
<td>0.51</td>
<td>4.3</td>
<td>0.12</td>
<td>6.57</td>
</tr>
<tr>
<td>Received</td>
<td>0.73</td>
<td>3.72</td>
<td>0.111</td>
<td>5.24</td>
</tr>
<tr>
<td>Gate_in</td>
<td>0.8</td>
<td>3.1</td>
<td>0.1013</td>
<td>4.24</td>
</tr>
<tr>
<td>Depart</td>
<td>0.88</td>
<td>2.14</td>
<td>0.0941</td>
<td>2.84</td>
</tr>
</tbody>
</table>
4.2. Results using the Neural Network algorithm

A Neural Network is a black box algorithm that tries to mimic the activity of the human brain. The advantage of a Neural Network over other Machine Learning algorithms like Linear Regression is that it automatically finds non-linear relationships between the features (Shmueli et al., 2018). Neural Networks perform very well on highly complex problems. For example, they are used in practice to classify pictures of tumors in the medical sector or to predict the steering pattern in self driving cars. This algorithm can be used not only for classification, but also for regression. Fancello et al. (2011), used a Neural Network with one or two hidden layers to predict the arrival time of shipments in ports (see Figure 8).

![Figure 8: Representation of a Neural Network - Source: www.datacamp.com](image)

The Neural Network Model uses the same input variables as the Random Forest. The difference is that it is a black box and it is not possible to visualize what happens inside the model. For this project, we used the widely used open source Python library Keras, which is an interface for the Tensorflow backend (Chollet, 2015).

The final parameters for the algorithm were found by trial and error. The final model uses one hidden layer with 50 neurons. The hidden layer also uses 20% dropout regularization to minimize the risk of overfitting the data. The neurons use a rectified linear unit activation function and the model minimizes the mean
squared error of the prediction. Before training the model, all variables are standardized to transform all features to the same scale.

As we saw with the Random Forest models, the Neural Network performs better than the baseline model on the first two models where the transit time and overall variability is larger (see Table 3). The Neural Network actually performs slightly worse than the naive mean on the models gate-in and depart. Another downside of the Neural Network models is their need for big computational resources. Training a Neural Network takes much more time and resources than any other model. The model could be improved by adding more hidden layers, but the accuracy gains would be marginal and the computational power needed to train the model would increase even more.

Table 3: Key performance indicators of the Neural Network models - Aggregated results for all carriers on all routes of the test set

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>Mean absolute error</th>
<th>Mean absolute percentage error</th>
<th>Root mean squared error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Booked</td>
<td>0.61</td>
<td>3.99</td>
<td>0.1157</td>
<td>5.71</td>
</tr>
<tr>
<td>Received</td>
<td>0.73</td>
<td>3.33</td>
<td>0.095</td>
<td>4.72</td>
</tr>
<tr>
<td>Gate in</td>
<td>0.8</td>
<td>3.21</td>
<td>0.1115</td>
<td>4.23</td>
</tr>
<tr>
<td>Depart</td>
<td>0.85</td>
<td>2.33</td>
<td>0.0997</td>
<td>3.12</td>
</tr>
</tbody>
</table>
4.3. Comparing results between Neural Network and Random Forest

Here we are not only comparing the results of the Random Forest and the Neural Network, but we are also comparing both of them against the baseline model. This baseline model is the average of the target variable for every route carrier combination, calculated on the training set with a naïve mean.

Although the baseline model for the model depart yields similar results as the Machine Learning models, the Random Forest performs best on all four models (see figure 9).

![Figure 9: Comparison of Metrics: Random Forest vs Neural Network vs Baseline](image)

Not only does the Random Forest model perform better on predicting the target variable, it is also easier to train and implement in a production system. The time required to train the Random Forest model is less than for the Neural Network. Furthermore, the model is also not a black box like the Neural Network. It is thus easier to explain to stakeholders what a Random Forest does compared to a Neural Network.
As mentioned before, Neural Networks perform very well on very complex nonlinear problems. In this project the Random Forest performs better, probably because there is not enough complexity in the data for the Neural Network to really shine.

We selected the set of Random Forest models as they result in the highest accuracy (ranging from 2 to 3.75 days on the mean absolute error, depending on the model segments), compared to the baseline and Neural Network. Moreover, the Random Forest algorithm has a good interpretability, especially compared to Neural Networks, which helps monitoring it. It also has the benefit of shorter computing time.
5. DISCUSSION

In this section, we will discuss the results as well as the performance of the models. We will evaluate results and performance from an operations’ point of view as well as from a modelling standpoint. The latter will explore the limitations of using such models to make predictions as opposed to using “simple” and more traditional approaches.

5.1. Quality of our model

In order to assess the quality of the predictions made using our models from an operational standpoint, Maersk shared with us their time interval error metric, which they use to assess prediction accuracy regarding ETA. According to this metric, the prediction can be two days too late or one day early compared to the actual recorded time of unloading of the cargo at the port of destination. Our Random Forest model does an acceptable job with its predictions on the test set. Figure 10 shows the percentage of all predictions that fall into that time interval, for each of the four models.
Figure 10: Percent of predictions falling in the time interval between two days before and one day after the actual arrival in the test set

Figure 11 shows the mean absolute error comparison and the R2 statistic between all the models we tested: Random Forest, Linear Regression and our baseline model. We can see that the Random Forest performs better, but the gap between the Random Forest and the simpler models is decreasing, and it becomes almost non-existent as the shipment progresses along. This observation leads us to believe that one option to exploit our model might be only to use it for the first 3 milestones: booked, received and gate-in. Essentially, the model *depart* would not be used for predicting the last leg of the journey, but could be replaced by the baseline or a Linear Regression. The upside for this configuration would be the lower maintenance of the overall system with one Machine Learning model replaced by a more traditional modelling approach.
This decreasing difference in performance can be explained by the fact that more stakeholders are involved from booking to gate-in, compared to after the vessel has left the port of origin. More stakeholders involved suggest higher friction and uncertainty in the system, thus it is more difficult to predict. This last leg of the journey is, to a large extent, under the control of the carrier. Moreover, it has been the carriers’ focus to improve the service reliability.

To further improve the models, especially the depart model, more features could be added. For example, container positioning on the vessel, GPS positioning of the vessel and the corresponding timestamps along its journey to track its progress could be added. However, in the scope of our project, we did not have this kind of data available to be able to add it to our modelling.

Other models, like the one developed by Mohd Salleh et al. (2017) also include features regarding the weather conditions, at the port of arrival and en-route. In our case, we did not have access to such data but
it could be interesting in the future to include such features and measure the subsequent improvement of our models.

5.2. Limitations of our approach

Machine Learning is a method that is rather data intensive in two ways: it requires a lot of data in order to kick-start the analysis and modelling and it requires that this data be of at least moderate and at best great quality. For great quality to be achieved, this means there should be no missing or wrong data points in the dataset, as well as consistent and useable formatting of the data. If not, the length of the data cleaning part of the project might be considerably extended, which could pose a timing problem, especially if the project is bound in time.

Furthermore, developing such a model demands analytics and coding skills. These two skills, even if required, are not enough: having subject-matter experts providing input on the industry practices and interpreting results and data is crucial to the success of such an endeavor.

Looking further down the road, since the end goal of a project like ours is to supply our partner company with a functioning tool, this means Maersk will have to work on the models in order to make them a part of their computing environment. For example, the models we are delivering draw their data from several Excel files but in the future, we can imagine a direct link to a database instead.
6. CONCLUSION

Shipping goods across the world will always involve variability in some ways. This is not a deterministic environment. What we sought to accomplish with this project was not to eliminate this variability but rather mitigate its effects on the supply chains it impacts through better prediction of time spent in transit.

Given the encouraging results we have obtained through our model, we can say that using Machine Learning to predict an ETA for a shipment is a valid use of this computing discipline. However, we also found this is a valid use if lead times are long. As we have demonstrated in this report, of the four models we built, the one that performs the “least well” compared to more traditional methods is the depart model, as this is the last leg of the trip with the fewest days left on the trip and the least variability.

In this study, we limited our scope to the South East Asia to North America routes but the same models developed for this purpose could be used for any routes, given that the models are trained and supplied with the appropriate data. As a consequence, the relevant factors we have identified as impactful for transit times, such as port congestion or time of the year, in these models are relevant for any part of the world.

Furthermore, another insight of our study is that our approach could be applied to any shipping industry. We could envision a similar project being conducted for the trucking industry for example. As long as the necessary data is available and the impactful factors can be identified, the method can be adapted for any shipping route in the word.

In the future, it would be worth investigating the possibility of including weather patterns in the model as a way to improve its accuracy, if access to reliable data can be guaranteed. Another way to improve the model would be to have more detailed data that provide more timestamps along the way of the shipment as opposed to having a timestamp only at the beginning and one at the end of each process. We are confident that this would drive up the accuracy of the model even though this seems difficult to achieve. It implies that data is collected everywhere along the way and then centralized for a later use. However, with the advent of the Internet of Things (IoT) and the increasing demand for instant tracking, this aim might be achieved in the near future.
Lastly, the ultimate goal for the evolution of our model would be to cover the entire journey of the shipment as opposed to stopping at the unloading from the vessel at the port of arrival. Indeed, in our study, we focused on the journey from transportation booking to the unloading of the vessel due to a lack of reliable data for subsequent steps. We believe that our model covers most of the variance that can happen for a shipment but with access to more data for the following steps, all the way to the final delivery at the customer’s facility, it would be possible to make an actual prediction of when a load will be delivered.
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APPENDIX A

Description of each columns contained in the original dataset provided by Maersk.

<table>
<thead>
<tr>
<th>Column Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PO Line Uploaded</td>
<td>Date when data is uploaded to the system (not relevant)</td>
</tr>
<tr>
<td>POH Client Date</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>POH Upload Date</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>Book Date</td>
<td>Date when customer books the transport</td>
</tr>
<tr>
<td>Receipt Date</td>
<td>Date when shipment is received by the shipper</td>
</tr>
<tr>
<td>Consolidation Date</td>
<td>Date of consolidation:</td>
</tr>
<tr>
<td></td>
<td>“CY” should be same date, “CFS” could be 2-6 days later</td>
</tr>
<tr>
<td>ETD</td>
<td>Estimated time of departure from port of origin</td>
</tr>
<tr>
<td>ETA</td>
<td>Estimated time of arrival at port of destination</td>
</tr>
<tr>
<td>ATD</td>
<td>Actual time of departure from port of origin</td>
</tr>
<tr>
<td>ATA</td>
<td>Actual time of arrival at port of destination</td>
</tr>
<tr>
<td>ConsigneeName</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>PO Number</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>Origin Service</td>
<td>Indicates if shipments have to be consolidated at port of origin; Either CFS (Container Freight Station) or CY (Container Yard)</td>
</tr>
<tr>
<td>Destination Service</td>
<td>Indicates that shipment has to be consolidated</td>
</tr>
<tr>
<td>Consignee</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>Carrier</td>
<td>Name of Carrier</td>
</tr>
<tr>
<td>VOCC Carrier</td>
<td>If carrier is a non-vessel operating carrier then the real carrier name is here</td>
</tr>
<tr>
<td>Carrier SCAC</td>
<td>Standard Carrier Alpha Code - 4 letter code for the carrier</td>
</tr>
<tr>
<td>CBL Number</td>
<td>Commercial Bill of Lading number</td>
</tr>
<tr>
<td>Booking Number</td>
<td>Reference number for booking</td>
</tr>
<tr>
<td>Shipper</td>
<td>Name of the shipper; the factory who sends the goods</td>
</tr>
<tr>
<td>Original Port Of Loading</td>
<td>Name of the city of the port of origin</td>
</tr>
<tr>
<td>Original Port Of Loading Site</td>
<td>Country of port of origin</td>
</tr>
<tr>
<td>Final Port Of Discharge</td>
<td>Name of city of the port of destination</td>
</tr>
<tr>
<td>Description</td>
<td>Description</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Final Port Of Discharge Site</td>
<td>Country of port of destination</td>
</tr>
<tr>
<td>Actual Measurement</td>
<td>Measurement of the container</td>
</tr>
<tr>
<td>Earliest Receipt Date</td>
<td>Shipping window start</td>
</tr>
<tr>
<td>Expected Receipt Date</td>
<td>Customer will tell this date when booking a shipment</td>
</tr>
<tr>
<td>Latest Receipt Date</td>
<td>Shipping window end</td>
</tr>
<tr>
<td>Actual Receipt Date</td>
<td>Date when shipment is actually delivered at port of origin</td>
</tr>
<tr>
<td>Empty Equipment Dispatch-Actual</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>Gate In Origin-Actual</td>
<td>Date of entry at port of origin</td>
</tr>
<tr>
<td>Container Loaded On Vessel-Actual</td>
<td>Date when container is loaded on vessel</td>
</tr>
<tr>
<td>Container Unload From Vessel-Actual</td>
<td>Date when container is unloaded from vessel at port of destination</td>
</tr>
<tr>
<td>Gate Out Destination-Actual</td>
<td>Date when container leaves port of destination</td>
</tr>
<tr>
<td>Container Empty Return-Actual</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>Equipment Number</td>
<td>Reference number of the container</td>
</tr>
<tr>
<td>Confirmation Date</td>
<td>(not relevant)</td>
</tr>
</tbody>
</table>
**APPENDIX B**

Table summing up which features are used in each of the four models developed.

<table>
<thead>
<tr>
<th>Name</th>
<th>booked</th>
<th>received</th>
<th>gate-in</th>
<th>depart</th>
</tr>
</thead>
<tbody>
<tr>
<td>Port of origin mean</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Port of origin SD</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Port of destination mean</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Port of destination SD</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Route mean</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Schedule</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Origin service</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Holiday</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Quarter Z-score</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Expected time to port</td>
<td></td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Port of Origin late</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Port of Origin latest</td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Capacity of Port of Destination</td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Late departure</td>
<td></td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>
**APPENDIX C**

List of the data field from the user to input into one of the four model to then obtain a prediction. Please note that not all the fields are required to be populated in the input file to run all the models.

<table>
<thead>
<tr>
<th>Column Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer</td>
<td>Name of the end customer who will receive the shipment</td>
</tr>
<tr>
<td>Carrier</td>
<td>Carrier’s Standard Carrier Alpha Code</td>
</tr>
<tr>
<td>Shipper</td>
<td>Name of the shipper</td>
</tr>
<tr>
<td>Original Port of Loading</td>
<td>Name of the port of departure</td>
</tr>
<tr>
<td>Final Port of Discharge</td>
<td>Name of the port of arrival</td>
</tr>
<tr>
<td>Origin Service</td>
<td>Either CFS (Container Freight Station) or CY (Container Yard)</td>
</tr>
<tr>
<td>Expected Receipt Date</td>
<td>Expected receipt date of the shipment by the shipper in the port of origin</td>
</tr>
<tr>
<td>Book Date</td>
<td>Date on which the transport was booked</td>
</tr>
<tr>
<td>Gate-in Origin Actual</td>
<td>Actual date of when the container on the port’s yard</td>
</tr>
<tr>
<td>Actual Receipt Date</td>
<td>Actual date of when the shipper receives the goods</td>
</tr>
<tr>
<td>Latest Receipt Date</td>
<td>Latest receipt date, given by the shipper</td>
</tr>
<tr>
<td>ETD</td>
<td>Expected Time of Departure of the vessel</td>
</tr>
<tr>
<td>ATD</td>
<td>Actual Time of Departure of the vessel</td>
</tr>
<tr>
<td>ETA</td>
<td>Expected Time of Arrival of the vessel</td>
</tr>
</tbody>
</table>