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Abstract

Therapeutic protein products with high solution concentration often possess ex-
tremely high viscosity and have di�culties in processing and delivery. It is desirable
to predict and control the viscosity of protein solutions based on their interactions
at the molecular level. Fundamental understanding on their rheology will greatly fa-
cilitate the development and engineering of biopharmaceuticals. In general, viscosity
of attractive colloidal dispersions increases with their concentration and attraction
strength, and diverges at the gel point. In this thesis, we investigate the mechanism
of enhanced viscosity of concentrated protein solutions and colloidal dispersions due
to inter-particle attractions.

Coarse-grained models of protein solutions and colloidal dispersions are devel-
oped. We improve a previously developed 12-bead model by considering the hydro-
dynamic interactions and using the correct forms of screened electrostatic potential
and dispersion forces to simulate monoclonal antibody solutions. The model cap-
tures anisotropic e�ects and correctly recovers the solution micro-structures. A ran-
dom patchy sphere model with controllable surface patchiness is also developed to
describe more general colloidal particles with anisotropic interactions. We observe
signi�cant deviations in micro-structure and thermodynamics from isotropic particles
at modest particle concentrations. Dynamics and rheology are sensitive to near-
�eld non-central interactions and the resulting rigid constraints. Considering these
constraints improves the viscosity prediction of concentrated antibody solutions and
explains the diverging viscosity during gelation of attractive colloidal dispersions. It
is also noticed that the rigid constraints in physical gels play a similar role in rheology
as the cross-links in chemical gels. We have demonstrated that the rigid constraints,
which are seldom accounted for in previous works, are indispensable when computing
the stress of a sheared suspension.

Thesis Supervisor: James W. Swan
Title: Texaco-Mangelsdorf Career Development Professor
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Chapter 1

Introduction

We come across colloids in our daily lives more often than we think. Yogurt, hand

cream, blood, paint, and fog are all colloids. Colloids are mixtures of two or more

components: One serves as a continuous medium in which the others are dispersed.

In a colloidal dispersion, the dispersed components are micrometer or nanometer

sized particles/droplets/bubbles, and the whole mixture is kinetically stable and has

uniform properties. Colloidal dispersions enjoy wide applications in engineering and

food industry, and with recent development, they are also being used in body armors

and 3D printing. Therapeutic protein products, such as monoclonal antibodies, can

also be regarded as colloidal dispersions, since protein molecules are usually globular

in aqueous solutions and have sizes of nanometers. Colloidal dispersion belongs to a

special kind of material named �soft matter�, which also includes polymer solutions

and melts. One of the key features of soft matters is that their thermal relaxation

time scale is around seconds, which is also the scale of human perception of time.

As a consequence, they are often in a non-equilibrium state under physical processes,

and the interplay between external �elds and thermodynamic �uctuations results in

versatile structural and rheological behaviors.

Similar to polymer solutions, colloidal dispersions are always non-Newtonian �u-

ids, and the rheological properties are sensitive to the interactions between suspended

particles, such as excluded volume, hydrodynamic interactions, electrostatic forces,

and dispersion forces. Rheology of colloidal dispersions is crucial from an application
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standpoint. For example, a shear-thickening material is desirable for body armor,

but not for ketchup. Also, some monoclonal antibody solutions have extremely high

viscosity when concentrated, which leads to di�culties in processing and delivery.

Therefore, fundamental understanding and predictive power of rheological properties

of colloidal dispersions will be of great help for the rational design of these mate-

rials. Theoretical study of colloidal dispersion rheology dates back to the work of

Einstein in 1906, where a linear relation between viscosity η and volume fraction ϕ

is derived at dilute limit [1, 2]: η/ηs = 1 + 2.5ϕ, where ηs is the solvent viscosity.

Models with higher-order approximations have been developed in the last century to

investigate more complicated systems, such as suspensions of higher concentrations

[3], viscoelasticity under oscillatory shear �ow [4], and dispersions of particles with

short-range interactions [5]. Many models give successful predictions of rheological

responses under deformation, but most of them are limited to semi-dilute regime and

linear micro-structural perturbation. Therefore, more investigation is necessary to

improve our understanding on the rheology of colloidal dispersions.

This thesis focuses on the rheology of colloidal dispersions of particles with short-

range attractions, or attractive colloidal dispersions. Inter-particle attraction is com-

mon in colloidal dispersions and protein solutions, which usually originates from chem-

ical bonds, electrostatics, dispersion interactions, or depletion forces. Intriguing phase

behavior is observed in attractive colloidal dispersions. The attraction aggregates

particles to form clusters, and the sizes of clusters grow with increasing attraction

strength. Depending on the kinetics, either a dense �uid, crystals or disordered aggre-

gates can appear [6]. If the concentration is su�ciently high, the whole suspension will

percolate. Rheological properties change along with the micro-structure in this pro-

cess: With larger, or even percolated clusters and stronger interactions, shear stress

increases rapidly, and there is a point where zero shear viscosity diverges and the ma-

terial starts to yield. This point is called critical gel point. Unfortunately, colloidal

gelation and the diverging viscosity due to it are still not well understood. In this

thesis, we will investigate the mechanism of increasing viscosity due to inter-particle

attractions, and propose a previously overlooked factor that plays an important role
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in suspension rheology � the constraints between nearly touching particles.

Computer simulation has been a powerful tool in physics research since its appli-

cation in the Manhattan Project,1 and the recent boost of computation power due to

the application of general-purpose computing on graphics processing units (GPGPU)

provides opportunities for simulations with higher �delity and larger system. Here

is how a typical computer simulation is performed: Firstly, a complicated physical

system is abstracted into a mathematical model, where only critical physical factors

are considered. Then, computer programs are developed to solve this mathematical

model and give predictions of the original problem. If the predictions can be validated

by experiments, the mathematical model is able to capture and describe the system.

Otherwise, some factors are missing in the model. Computer simulation enables us

to freely control the physics considered in a model so that it is possible to analyze the

role and importance of each factor. In addition, once the model is proven to be valid,

time-consuming or risky experiments can be avoided. In this thesis, coarse-grained

simulations of colloidal dispersions are developed and performed to understand their

physics and rheology. Di�erent assumptions are made to investigate the roles of

attractions, hydrodynamics, and constraints between particles.

This thesis is organized as follows. Chapter 2 introduces the numerical methods

that we will use in this thesis for dynamic simulations of colloidal dispersions and

protein solutions. For a two-phase �uid, it is critical to model the motion of both dis-

persed particles and solvent molecules. Colloidal particles and protein molecules are at

nanometric scale, and it has been shown that continuum description of �uid mechan-

ics is capable to capture their dynamics in solvents. In addition, the Reynolds number

characterizing Brownian motion of particles at this length scale is much smaller than

1, so �uid mechanics of the solvent can be described by the Stokes equations. The

linearity of the Stokes equations makes it possible for an implicit solvent simulation

scheme, which means it is not necessary to explicitly solve the velocity and pressure

�eld of the solvent, and their e�ects are taken into account by adjusting the governing

equations of particle motion. Two coarse-graining approaches of simulating the hy-

1It was Monte Carlo simulation of hard-spheres [7].
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drodynamics of colloidal particles and protein molecules through Brownian dynamics

are introduced in this chapter. The �rst approach is to use a single spherical bead

for each colloidal particle, and the �ow �elds generated by beads are modeled as

those due to a point force and isotropic quadrupole moment. The second approach

is to use a rigid assembly of spherical beads to represent a particle with arbitrary

shape. The interactions between beads in particles are still modeled the same way as

the �rst approach, and the rigid composite-bead particles have better descriptions of

their many-body hydrodynamic interactions. GPU-accelerated matrix-free Positively

Split Ewald (PSE) method and iterative matrix inversion scheme were used for these

computations, which exhibit substantial improvements in computational complexity

over existing approaches.

In Chapter 3, rheology of the simplest model of colloidal dispersions � hard-sphere

suspensions are investigated by Brownian dynamics simulations with large amplitude

oscillatory shear (LAOS). LAOS is a widely used technique in recent experimental

studies to probe the nonlinear and unsteady rheology of soft matter materials. In

LAOS, an oscillatory shear �ow with maximum strain rate γ̇0 and angular frequency

ω is imposed. The time dependent strain rate can be written as γ̇(t) = γ̇0 cosωt, and

the corresponding strain is γ(t) = γ0 sinωt, where γ0 = γ̇0/ω is the maximum strain

amplitude. The time varying stress and micro-structure under LAOS are simulated

by Brownian dynamics (without hydrodynamic interactions) for dispersions with two

volume fractions ϕ = 0.10, 0.40. The shear stress, �rst and second normal stress di�er-

ences are analyzed by Fourier-transform rheology. Highly nonlinear micro-structural

perturbations are identi�ed and correlated with the magnitude of the stress response.

The �rst departures from linearity in the shear and normal stresses are compared to

recent theoretical predictions of the same, and agreement with scaling predictions in

the limit of high frequency oscillation is found. Higher order nonlinearities in the

stress response are found in the regime of rapid oscillation with order unity strain

amplitude. These derive from symmetry breaking through shear induced ordering

of the dispersion. These results con�rm that LAOS responses outside of the weakly

nonlinear, low frequency oscillation regime are a highly sensitive probe of interactions
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between microscopic constituents in soft matters.

In Chapter 4, 5, and 6, rheology of attractive colloidal dispersions is investigated

through 3 di�erent systems. In Chapter 4, concentrated solutions of monoclonal anti-

bodies are studied. Monoclonal antibodies and their derivatives represent the fastest

growing segment of the biopharmaceutical industry. However, depending on the pep-

tide sequence within the antibody, some high concentration formulations of them are

found to be too viscous to process and inject. Therefore, it is desirable to predict

and control the viscosity of protein solutions based on their inter-molecular interac-

tions. Fundamental understanding on the rheology of protein solutions can greatly

facilitate the development and engineering of biopharmaceuticals. In this chapter,

a coarse-grained computational model accounting for electrostatic, dispersion and

long-ranged hydrodynamic interactions of two model monoclonal antibodies is de-

veloped. Self-association, micro-structure and resulting transport properties of their

solutions are investigated. The structure factor across a range of solution conditions

predicted by Brownian dynamics simulations shows quantitative agreement with neu-

tron scattering experiments. Consistent with the structure factor, homogeneous and

dynamical association of the antibodies is observed with no evidence of phase separa-

tion. Self-di�usivity and viscosity from simulations show the appropriate trends with

concentration, but respectively over and under predict the experimentally measured

values. By adding constraints to the self-associated clusters that rigidify them under

�ow, prediction of the transport properties is signi�cantly improved with respect to

experimental measurements. It is thus hypothesized that these rigidity constraints

are associated with missing degrees of freedom in the coarse-grained model resulting

from patchy and heterogeneous interactions among coarse-grained domains.

In order to systematically analyze the role of particle surface heterogeneity on so-

lution structure and rheological properties, a random patchy sphere model with con-

trollable heterogeneity is developed in Chapter 5. Surface heterogeneity is not only

common in protein molecules, but also in synthesized colloidal particles. During par-

ticle synthesis, heterogeneous chemical functionalization, processes of self-assembly,

or phase separation, can all lead to heterogeneous colloidal surfaces which results in
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anisotropic interactions between particles. Monte Carlo method with Ising model

is used to generate controllable random patchiness on tessellated spherical surfaces.

Pairwise attraction or repulsion is imposed between patches depending on their types.

Brownian dynamics simulations with hydrodynamic interactions are then applied to

explore the di�erences in structure and rheology between random patchy particles and

homogeneous (or isotropic) particles with equal second virial coe�cient and thus in-

distinguishable thermodynamically at low particle concentrations. It has been shown

that at modest particle concentrations, signi�cant deviations from the isotropic model

are evident in the micro-structure, giving drastically di�erent percolation transition

points. Heterogeneous interactions also impose extra constraints on the relative rota-

tion between neighboring particles, increasing the elastic modulus of gels built from

heterogeneous colloids and shifting the gel point measurably. The work in this chap-

ter supports the hypothesis in Chapter 4 that surface heterogeneity has signi�cant

impact on the rheology of protein solutions, which might be missing during the coarse-

graining process. Also, the heterogeneity e�ect on suspensions under arrest poten-

tially explains the previous discrepancies in literature over the relationship among

percolation, gelation, and phase separation.

Chapter 6 investigates the mechanism of enhanced viscosity due to local con-

straints, such as patch-patch interactions or surface frictions. Similar to the approach

in Chapter 4, we rigidify part of the particles under �ow and predict the viscosity

of the suspension. But instead of imposing rigid constraints to all associated par-

ticles, only a randomly selected portion of them are rigidi�ed. The percentage of

rigid bonds among all bonds characterizes the cluster rigidity and the extent of con-

straints in suspension. This allows us to quantitatively investigate the role of rigid

constraints on enhanced viscosity of colloidal dispersions with short-range attraction.

Hydrodynamic contribution to dispersion viscosity with a range of cluster rigidity is

calculated numerically, and it has been shown that rigid constraints are essential for

the enhanced viscosity of attractive colloidal dispersions. Critical gel point is located

where particles connected by rigid bonds percolate. In the vicinity of critical gel

point, diverging viscosity and critical behavior that agrees with previous studies are
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observed. The percentage of rigid bonds plays a similar role in critical relations as the

extent of cross-linking reactions in chemical gels, which suggests a close connection

between chemical and physical gelation. We also de�ned an e�ective volume frac-

tion as the summation of each rigid cluster's volume based on hydrodynamic radius

divided by the system volume. Universal relationship is observed between the hy-

drodynamic viscosity and the e�ective volume fraction, regardless of particle number

density and attraction strength.

The thesis concludes with a brief summary of the key results and a discussion of

future directions (Chapter 7).
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Chapter 2

Numerical Simulation of Colloidal

Dispersions

2.1 Brownian Dynamics Simulation

Colloidal dispersions are two-phase mixtures, and it is important to model the mo-

tion of both dispersed particles and solvent molecules. One approach to capture both

e�ects is to use explicit solvent models, such as molecular dynamics (MD) and dis-

sipative particle dynamics (DPD), where the �ow �eld of the solvent is represented

by moving particles. The other approach is to use a continuum description of the

solvent. It has been shown that continuum description of �uid mechanics is capable

to capture the dynamics of nanometer- to micrometer-sized colloidal particles in sol-

vents. In addition, the Reynolds number: Re = ρsRU/ηs, where ρs is the density of

the solvent, R is the length scale of the particles, and U ∼ kBT/ηsR
2 is the charac-

teristic velocity of Brownian motion, is around the order of 10−6 to 10−3. Therefore,

�uid mechanics of the solvent can be described by the Stokes equations. The linearity

of the Stokes equations makes it possible for an implicit solvent simulation scheme.

This approach is called Brownian dynamics (BD), Rotne-Prager-Yamakawa (RPY)

dynamics, or Stokesian dynamics (SD), depending on the detailed implementation of

�uid mechanics.
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2.1.1 Governing equations

Particles suspended in a �uid undergo Brownian motion caused by the collision with

�uid molecules. As the number of collision is enormous, Brownian motion is re-

garded as a stochastic process rather than deterministic. The N -particle probability

density ΨN(x, t) is used to describe the time dependent structure of the particles in

a suspension. It is de�ned as the probability of �nding N particles at point x in

6N -dimensional phase space at time t. The evolution equation of ΨN(x, t) is the

Smoluchowski equation [1]:

∂ΨN

∂t
= ∇ ·

[
D ·

(
∇ΨN +

∇E
kBT

ΨN

)
−UΨN

]
, (2.1)

in which D is the di�usion tensor, E is the external potential, and U is the imposed

�ow velocity. Solving this equation will give all the information of the Brownian

particles, but the high dimensionality of x rules out that possibility.

The N -body stochastic process can also be described by equations of motion for

each particle, and numerical integration of these equations can potentially obtain

the same probability distribution of the Brownian particles. For any particle in a

quiescent suspension, its trajectory satis�es the Langevin equation:

d

dt

p
L

 =

FH

TH

+

FB

TB

+

FP

TP

 , (2.2)

where p and L are the momentum and angular momentum of all the particles, re-

spectively. The force (F) and torque (T) vectors consist of three contributions: (i) a

hydrodynamic contribution (superscript H) caused by drag of the solvent on the par-

ticle; (ii) a stochastic contribution (superscript B) responsible for Brownian motion of

the particles; and (iii) a deterministic non-hydrodynamic inter-particle contribution

(superscript P ) de�ned as the negative gradient of the interaction potential, −∇E,

including e�ects from excluded volume and all other inter-particle interactions. For a

nanometer- or micrometer-sized particle in a viscous �uid, the characteristic time scale

for momentum relaxation, or the inertial time scale is approximately τ I = ρR2
H/ηs,
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where ρ is the density and RH is the hydrodynamic radius of the particle. This time

scale is less than 10−6 seconds for colloidal dispersions. However, the di�usion time

scale τD = 6πηsR
3
H/kBT which describes the characteristic time for Brownian motion,

is approximately 1 second. Thus, changes in the momentum and angular momentum

occur much faster than all other dynamic processes, and the left hand side of the

Langevin equation (2.2) is zero.

Hydrodynamic interactions (FH and TH) are long-ranged interactions due to the

�ow �eld perturbation caused by particle motion in a viscous �uid. Present in any

solution, hydrodynamic interactions greatly a�ect the dynamics of colloidal disper-

sions, and including them in computational models is crucial to accurately explain

kinetic phenomena such as gelation [2, 3], and transport properties such as di�usivity

and viscosity [4, 5]. Since the Stokes equations are linear, the �ow �eld perturbation

due to particle motion is also a linear function of particle velocities and angular ve-

locities. As a result, the hydrodynamic force FH and torque TH due to the �ow �eld

perturbation are linear in the particle velocity U and angular velocity Ω, and the

relation can be represented by a matrix [6]:

FH

TH

 = −

RFU RFΩ

RTU RTΩ

 ·

U
Ω

 , (2.3)

where R matrices with di�erent subscripts represent force/torque � velocity/angular

velocity couplings and are called resistance tensors. Therefore, the governing equation

of particle motion can be converted to:

U
Ω

 =

RFU RFΩ

RTU RTΩ

−1

·

FB

TB

+

FP

TP

 . (2.4)

This equation gives the velocities of all particles at each time step, so particle tra-

jectories can be obtained by numerical integration. The probability distribution of

particles and all suspension properties under equilibrium can be obtained with su�-

cient simulation time or multiple independent simulations.
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2.1.2 Simulation under shear and stress calculation

Micro-structure perturbation and rheology under deformation can be obtained by

imposing the strain �eld on the simulation system. The �rst e�ect of the strain �eld

is that the freely draining particles will drift along with the �ow �eld. In addition, the

strain �eld will give rise to surface traction on the particles because of their no-slip

boundary condition. When a linear strain is imposed, the hydrodynamic forces FH
e ,

torques TH
e , and stresslets SH

e of the particles can be expressed as:

FH
e = RFE · e,

TH
e = RTE · e,

SH
e = RSE · e,

(2.5)

where RFE, RTE, and RSE are resistance tensors representing force, torque, and

stresslet couplings with the strain �eld, and e is the rate-of-strain tensor. The force

and torque on the particles give rise to translational and rotational motion, as shown

in (2.4), so the extra velocity and angular velocity caused by the strain �eld are:

Ue

Ωe

 =

RFU RFΩ

RTU RTΩ

−1

·

RFE

RTE

 · e+

U∞

Ω∞

 , (2.6)

where U∞ and Ω∞ represent the velocity and angular velocity of the bulk �ow. For

a simple shear �ow with velocity gradient γ̇xy,

U∞ =


γ̇xyy

0

0

 and Ω∞ =


0

0

−γ̇xy/2

 , (2.7)

and the symmetric rate-of-strain tensor is:

e =


0 γ̇xy/2 0

γ̇xy/2 0 0

0 0 0

 . (2.8)
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Combining the velocity/angular velocity in (2.4) and (2.6) gives the total velocity of

hydrodynamically interacting particles.

The bulk stress, σ in a dispersion deformed at rate of strain e is given by [7]:

σ = −pfI+ 2ηse− nkBT I+ σH + σP + σB, (2.9)

where pf is the pressure of solvent, 2ηse is the contribution from the bulk solvent

under shear, and −nkBT I is the isotropic pressure contributed by thermal energy. n

is the number density of particles. The last three terms are the particle phase contri-

butions to the stress: σH is the hydrodynamic contribution; σP is the contribution

from deterministic inter-particle interactions; and σB is the contribution arising from

Brownian relaxation of the dispersion.

In the dilute limit, the hydrodynamic contribution is given by the familiar Ein-

stein's expression σH = 5ηsϕe. However, in solutions with higher concentrations, the

stress coupling with particle motion and strain �eld gives higher order terms and can-

not be simpli�ed by this expression. In addition to the stresslet SH
e contribution, the

relative motion to the �uid also contributes to the hydrodynamic stress σH linearly

through the stresslet coupling resistance tensors RSU and RSΩ. Thus the total stress

contributed hydrodynamically is [8]:

σH = − 1

V

∑
N

[
RSU RSΩ

]
·

RFU RFΩ

RTU RTΩ

−1

·

RFE

RTE

−RSE

 · e, (2.10)

where V is the volume of the simulation box, and the summation is performed on all

the N particles in it. The contribution from deterministic inter-particle interactions

σP can be expressed as [8]:

σP = − 1

V

∑
N

xFP +
[
RSU RSΩ

]
·

RFU RFΩ

RTU RTΩ

−1

·

FP

TP

 , (2.11)

where the �rst term is the virial contribution, and the second term is the hydrody-
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namic stress due to relative motion of particles in a �uid driven by inter-particle force

and torque. The Brownian contribution to the stress σB is [8]:

σB = −kBT
V

∑
N

∇ ·

[
RSU RSΩ

]
·

RFU RFΩ

RTU RTΩ

−1 , (2.12)

which can either be evaluated directly [9] or estimated by various random �nite dif-

ference schemes [10].

2.1.3 Brownian dynamics without hydrodynamic interactions

Depending on the �uid mechanics model, resistance tensors take di�erent forms. The

simplest model is to ignore torque, stresslet, and any inter-particle hydrodynamic

interactions, where the resistance tensor is identity matrix. The hydrodynamic force

FH is simply the Stokes drag force:

FH = −6πηsRHU, (2.13)

and the overdamped Langevin equation can be written as:

U = U∞ + (FB + FP )/6πηsRH . (2.14)

According to the �uctuation-dissipation theorem, the mean value and the autocorre-

lation function of FB can be characterized by [1]:

⟨FB⟩ = 0,

⟨FB(0)FB(t)⟩ = 2kBT (6πηsRH)Iδ(t),
(2.15)

where δ(t) is the Dirac delta function. The displacement of particles ∆x at each time

step ∆t can be calculated as:

∆x = U∞∆t+∆xB +∆xP , (2.16)
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where ∆xB is the displacement caused by Brownian force and satisfy:

⟨∆xB⟩ = 0 and ⟨∆xB∆xB⟩ = 2kBT∆t

6πηsRH

I. (2.17)

Neglecting hydrodynamic interactions, the bulk stress is simpli�ed to:

σ = −pfI+ 2ηs(1 +
5

2
ϕ)e− nkBT I− n⟨xFP ⟩. (2.18)

This model is the most widely used �Brownian dynamics� (without hydrodynamic

interactions) in previous simulation studies on colloidal dispersions, which will be

adopted in Chapter 3 for hard-sphere suspension simulations.

2.2 Rotne-Prager-Yamakawa Approximation

Rotne-Prager-Yamakawa approximation is a far-�eld approximation for velocity-force

couplings between spherical particles [11]. It has been shown to give satisfactory

predictions on kinetic phenomena such as gelation [2, 3]. It also ignores torque and

stresslet, but far-�eld hydrodynamic interactions are included in this model. The �ow

�elds generated by spheres are approximated as those due to a point force and point

quadrupole.

The overdamped Langevin equation of this model is:

U = U∞ +MRPY ·
(
FB + FP

)
, (2.19)

where MRPY is the Rotne-Prager-Yamakawa (RPY) mobility tensor, which is the

inversion of resistance tensor RFU. The matrix is dense and the expression of its

block at row α, column β is:

MRPY
αβ =


1

6πηsRH
I if α = β,(

1 +
R2

H

3
∇2

)
1

8πηsr
(I+ r̂r̂) if α ̸= β and r ≥ 2RH ,

1
6πηsRH

[
(1− 9r

32RH
)I+ 3r

32RH
r̂r̂
]

if α ̸= β and r < 2RH ,

(2.20)
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where r̂ and r are the unit vector and distance between the centers of spheres α and

β, respectively. Hydrodynamic interactions must also be considered when computing

the Brownian stochastic force FB. According to the �uctuation-dissipation theorem,

the mean value and the autocorrelation function of FB are:

⟨FB⟩ = 0,

⟨FB(0)FB(t)⟩ = 2kBT
(
MRPY

)−1
δ(t).

(2.21)

Discretizing the overdamped Langevin equation in time with the Euler-Maruyama

integrator yields a discrete displacement:

∆x = U∞∆t+MRPY · FP∆t+ kBT∇ ·MRPY∆t+∆xB, (2.22)

where the ∇ · MRPY term is zero for RPY tensor. The stochastic displacement

∆xB satis�es ⟨∆xB⟩ = 0 and ⟨∆xB∆xB⟩ = 2kBTMRPY∆t. The bulk stress of

Rotne-Prager-Yamakawa approximation has the same expression (2.18) as Brownian

dynamics without hydrodynamic interactions.

A high-performance algorithm named the Positively Split Ewald (PSE) method

was recently developed to vastly accelerate these calculations [12]. The algorithm

decomposes the hydrodynamic interactions into a local contribution and global con-

tribution, which are evaluated independently using high performance algorithms. The

utilized implementation of the PSE method was built as a plugin to HOOMD-blue

[13, 14], a molecular dynamics suite optimized for massively parallel processing on

GPUs. The PSE method scales linearly in the number of suspended objects and to

our knowledge is the fastest algorithm for Brownian dynamics simulations with the

RPY mobility.
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2.3 Hydrodynamic Modeling of Rigid Composite-bead

Particles

To improve the description of near-�eld hydrodynamic interactions and enable simu-

lations of particles with arbitrary shapes, a composite-bead particle model for hydro-

dynamic calculations is developed. In this approach, the surface of each particle is

tessellated with spherical beads, and the interactions between these beads still follow

the RPY approximation. It has been shown that this model can converge to the

accurate solution of the hydrodynamic resistance of spheres with increasing number

of beads tessellating the surface [4].

Here is how this model computes hydrodynamic interactions in a quiescent sus-

pension without deformation: The force on any bead fα = fEα + fCα can be divided into

an external force fEα , representing the force from other particles or external �elds, and

a constraint force fCα , which is the internal force necessary to keep the particle rigid.

The external force is known, but the constraint force cannot be directly expressed.

However, there are relationships that fEα and fCα must satisfy: (i) the summation and

total moment of fEα on a composite-bead particle i must be equal to the total force

and torque on that particle; and (ii) the summation and total moment of fCα on any

particle i must be zero. Therefore, bead force fα satis�es:

FB
i + FP

i =
∑
α∈i

fα,

TB
i +TP

i =
∑
α∈i

Hi,α · fα,
(2.23)

where Hi,α is:

Hi,α =


0 −(zα − zi) yα − yi

zα − zi 0 −(xα − xi)

−(yα − yi) xα − xi 0

 , (2.24)

where (xα−xi), (yα−yi), and (zα−zi) are the x, y, and z components of the location

of each bead α relative to the reference point of the corresponding composite-bead
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particle i. The reference point is usually selected to be the center of mass or the

hydrodynamic center. Because the composite-bead particle moves rigidly, the velocity

of any bead uα can be calculated from the velocity and angular velocity of the rigid

composite:

uα = Ui +HT
i,α ·Ωi, (2.25)

where Ui and Ωi are the translational and angular velocity of particle i, respectively.

Because the transformations in (2.23) and (2.25) are linear, we can de�ne a grand

matrix Σ that correlates force, torque, translational velocity, and angular velocity on

all composite-bead particles to bead forces f and velocities u:FB

TB

+

FP

TP

 = Σ · f and u = ΣT ·

U
Ω

 . (2.26)

Note that the interactions between the beads still follow the RPY approximation:

u = MRPY · f . (2.27)

Therefore, if we combine equations (2.26) and (2.27), a resistance relation between the

total force/torque and translational/angular velocity of hydrodynamically interacting,

rigid composite-bead particles can be obtained:FB

TB

+

FP

TP

 = Σ ·
(
MRPY

)−1 ·ΣT ·

U
Ω

 , (2.28)

with the matrix product Σ ·
(
MRPY

)−1 ·ΣT acting as the resistance tensor in (2.4).

A schematic plot showing this model is shown in �gure 2-1. The mean value and the

autocorrelation function of the Brownian stochastic force on the beads fB still satisfy:

⟨fB⟩ = 0,

⟨fB(0)fB(t)⟩ = 2kBT
(
MRPY

)−1
δ(t),

(2.29)

so that the stochastic force FB and torque TB for the entire composite-bead parti-
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Figure 2-1: The fundamental problem of BD simulation with hydrodynamic interac-
tions for rigid composite-bead particles: computing velocity U and angular velocity
Ω from force F = FB + FP and torque T = TB + TP . The relation between bead
force f and velocity u is known and described by the RPY tensor: u = MRPY · f , but
the constraint force fC is unknown.

cle, which can be obtained by summing the fB on each bead in it, agree with the

�uctuation-dissipation theorem.

Let us consider the case with deformation and stress calculation now. For a rigid

particle i consisting of beads α, its stresslet S is:

Si =
1

2

∑
α∈i

[
(xα − xi) f

T
α + fα (xα − xi)

T
]
. (2.30)

In an imposed linear �ow with strain rate tensor e, an extra term for a�ne motion

must be added to the velocity expression of each bead (2.25):

uα = Ui +HT
i,α ·Ωi + e · (xα − xi) . (2.31)

Both of these relations are linear, so we can use tensorsK andK′ to express compactly

relations (2.30) and (2.31) for all the particles:

S = K · f and u = ΣT ·

U
Ω

+K′ · e, (2.32)
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and obtain the resistance relations:RFE

RTE

 = Σ ·
(
MRPY

)−1 ·K′,

RSE = K ·
(
MRPY

)−1 ·K′,[
RSU RSΩ

]
= K ·

(
MRPY

)−1 ·ΣT .

(2.33)

Now, we can calculate all the resistance tensors from RPY tensor and geometric

matrices Σ, ΣT , K, and K′, both of which can be computed e�ciently. Iterative

matrix inversion scheme GMRES was applied to solve the whole linear system. The

detailed algorithm of this model is described in Appendix A. Readers are also referred

to [15, 16] for more discussion. An e�cient implementation utilizing GPU has been

built as a plugin to HOOMD-blue [13, 14], and can be downloaded from our group

website http://web.mit.edu/swangroup/software.shtml.
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Chapter 3

Large Amplitude Oscillatory Shear of

Hard-sphere Colloidal Dispersions

Reproduced in part from [1]. Copyright c⃝ 2016 AIP Publishing.

3.1 Introduction

Recent theoretical and experimental advances have been made in the study of colloidal

dispersions in large amplitude oscillatory shear (LAOS). LAOS allows for high signal

to noise investigation of unsteady deformation and is a useful probe of the nonlinear

and unsteady rheology of many complex �uids [2�7]. LAOS can be regarded as a

homotopy between linear viscoelasticity and steady shear across the frequency-strain

rate space. In LAOS, an oscillatory shear �ow with maximum strain rate γ̇0 and

angular frequency ω is imposed. The time dependent strain rate may be written as

γ̇(t) = γ̇0 cosωt, and the corresponding strain is γ(t) = γ0 sinωt, where γ0 = γ̇0/ω

is the maximum strain amplitude. Unlike small amplitude oscillatory shear (SAOS),

the shear stress response of colloidal dispersions under LAOS typically is not a simple

sinusoidal function, thus storage and loss moduli (G′ and G′′) cannot fully describe the

nonlinear stress behavior. In addition, the �rst and second normal stress di�erences

can have hysteretic and nonlinear response under LAOS [4].

Various models for complex �uids have been studied and applied to interpret the
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stress results measured in LAOS experiments. Two approaches have arisen in the

literature. The �rst approach utilizes a constitutive model and performs nonlinear

parameter estimation on a LAOS response. Nam et al. predicted stresses of entangled

polymer solution under LAOS at di�erent strain amplitudes and frequencies with the

classic Giesekus model [8]. The Giesekus constitutive equation is a dumbbell model

with an anisotropic stress term due to molecular orientation. The model parameters

were obtained through nonlinear regression, and agreement was achieved between

model and experimental result. Gurnon et al. applied similar methodology and

successfully predicted the shear stress in wormlike micellar solutions [9]. Bharadwaj

and Ewoldt have applied a fourth-order �uid expansion to make predictions for the

leading order nonlinearities in shear stresses in polymer melts at low-frequencies [10].

The ordered �uid expansion is an approach most e�ective at both low strain rates

and low frequencies where the scaling of stress with strain-rate and frequency is

easily predicted. Co-rotational constitutive models have been studied extensively in

LAOS [11, 12]. In several recent works, shear stress and normal stress di�erences

were modeled and predicted for the co-rotational Maxwell model and co-rotational

�ANSR� model, and compared with experimental measurements [13�15].

A second approach is to derive the LAOS response from micro-mechanical gov-

erning equations, that accounts for the balance of forces on the micro-structural con-

stituents of the complex �uid under study. This approach is more fundamental and

potentially more revealing. Various constitutive models have been derived for polymer

melts and solutions beginning with the micro-structural perspective. Typically, such

approaches model a single entity or pair of entities whose equilibrium conformation

is distorted by the imposed �ow [16]. For example, two of recent works derived shear

stress and normal stress di�erences for dilute rigid dumbbell suspensions deformed

in LAOS by solving for the dumbbell orientation distribution [17, 18]. For colloidal

dispersions, the spatial and temporal evolution of the con�guration of particles in

solution satis�es the Smoluchowski equation. An early application in the linear re-

sponse limit by Batchelor [19] obtained the second-order dependence of the steady

shear viscosity on particle volume fraction (i.e. Huggins coe�cient). Others solved
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the same problem in the linear, unsteady limit and predicted the dependence of com-

plex viscosity on frequency in colloidal dispersions [20, 21]. With a similar method,

predictions of shear stress and normal stress di�erences have been made in a weakly

nonlinear regime termed medium amplitude oscillatory shear (MAOS) [22, 23]. In

the MAOS regime, the stress response is expanded asymptotically with respect to the

maximum strain rate γ̇0, and matched asymptotics are used to extended predictions

of the stress response as a function of frequency to modest values of strain amplitude.

Harmonics of the micro-structural deformation were calculated using an asymptotic

expansion of the Smoluchowski equation with respect to γ̇0. Corresponding harmonics

of suspension stress were derived from these micro-structural harmonics. Predictions

of the suspension stress up to order γ̇30 were formulated and compared favorably with

experimental measurements of the same. Predictions were made in two limits: one

in which hydrodynamic interactions between particles are su�cient to yield a high

frequency elastic plateau in linear response, and the other in which hydrodynamic

interactions are weak and no high frequency plateau emerges. Exisiting experimental

results re�ect the �rst limit. In the present work MAOS predictions of the second

limit will be test by discrete element simulations. The combination of experiment,

simulation, and theory in varying limits serve to illuminate the time varying stress

response of colloids, for which a generic constitutive model does not exist.

Lissajous curves are commonly used to graphically characterize the response of

non-Newtonian �uids to LAOS by plotting the periodic stress response against either

the imposed oscillatory strain or strain rate (�gure 3-1). When shear stress is plotted

against the strain, the Lissajous curve is termed elastic since a purely elastic material

would exhibit no hysteresis. That is, the Lissajous curve encloses no area. Likewise,

when the stress is plotted against the rate of strain, the Lissajous curve is termed

viscous because the curve for a purely dissipative material encloses no area. Thus,

characterization of elastic-like and viscous-like behavior is straightforward. For the

present work, data is depicted in the form of viscous Lissajous curves.

The most commonly used method to analyze the time dependent LAOS stress

response is Fourier-transform rheology [24]. This technique decomposes the stress
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Figure 3-1: Shear stress response in LAOS can be characterized by Lissajous curves.
On the left, the shear stress is depicted as a function of time, and on the right, this
periodic function is turned into a Lissajous curve, where the shear stress is shown as
a function of shear rate.

signal into a set of Fourier modes which are integer harmonics of the base frequency, ω.

A nonlinearity in the stress can be exhibited in all of the modes, though under certain

limiting conditions such as MAOS, di�erent harmonics of the imposed oscillation

frequency will re�ect speci�c details about the underlying micro-mechanics that drive

the stress response. Ewoldt, Hosoi, and McKinley de�ned a new framework which

uses Chebyshev polynomials of the �rst kind as decomposition basis functions [25].

This framework enables some physical interpretation of the higher harmonics in terms

of coe�cients of these basis functions. Because the stress data in this chapter coincide

with direct time dependent measurements of micro-structural deformations, the more

straightforward approach of Fourier-transform rheology is used.

As a periodic function, the stress response in LAOS can be represented completely

by a Fourier series [24]:

σij(t; γ̇0, ω) =
∑
n

σ∗
ij,n(γ̇0, ω)e

inωt, (3.1)

in which σ∗
ij,n(γ̇0, ω) is the complex Fourier coe�cient of the nth harmonic. Subscript

i and j are the directions for the stress tensor. The axes of shear �ow are de�ned as: x:

velocity direction, y: velocity gradient direction, and z: vorticity direction. Except

for cases with secondary �ows and wall slip [26], only odd harmonics are included

for shear stress, and only even ones for �rst and second normal stress di�erences

54



because of the odd time reversal symmetry for shear stress and even symmetry for

normal stress di�erences. For the rheology of particulates suspended in a �uid, the

Fourier coe�cients for the shear stress can be scaled directly with the viscosity of

the suspending medium, ηs, and the maximum shear rate, γ̇0. For the normal stress

di�erence coe�cients, an additional factor of τDγ̇0 is used to de�ne dimensionless

coe�cients, which become independent of γ̇0 in the limit of small shear rates:

σxy(t; γ̇0, ω) = ηsγ̇0
∑
n odd

A∗
xy,n(γ̇0, ω)e

inωt,

N1(t; γ̇0, ω) = σxx(t; γ̇0, ω)− σyy(t; γ̇0, ω) = ηsτ
Dγ̇20

∑
n even

A∗
N1,n

(γ̇0, ω)e
inωt,

N2(t; γ̇0, ω) = σyy(t; γ̇0, ω)− σzz(t; γ̇0, ω) = ηsτ
Dγ̇20

∑
n even

A∗
N2,n

(γ̇0, ω)e
inωt.

(3.2)

In the linear viscoelastic regime, only the leading terms of the Fourier series are

signi�cant. The �rst harmonic is the leading term of the shear stress, and the Fourier

coe�cient is simply the complex viscosity: A∗
xy,1 = η∗/ηs = (η′ − iη′′)/ηs. For the

normal stress di�erences, the leading terms of the Fourier series are the zeroth and

second harmonics [22]. The Fourier coe�cient of the zeroth harmonic A∗
Nk,0

, which

is real, represents the mean value of each normal stress during the LAOS process.

The real and imaginary part of second harmonic A∗
Nk,2

measure di�erent phases of

the normal stress di�erences. So in the linear viscoelastic limit [8]:

Nk = Ψa
kγ̇

2
0 +Ψ′

kγ̇
2
0 cos 2ωt+Ψ′′

kγ̇
2
0 sin 2ωt, (3.3)

where A∗
Nk,0

= Ψa
k/ηsτ

D, and A∗
Nk,2

= (Ψ′
k − iΨ′′

k)/ηsτ
D.

Various other commonly used nomenclatures exist for higher harmonics of shear

stress in previous works. Ewoldt [27] comprehensively reviewed the diverse notation.

One commonly used de�nition relates the viscosity harmonics η′n(γ̇0, ω) and η
′′
n(γ̇0, ω)
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to the shear stress as:

σxy = γ̇0
∑
n odd

[η′n cosnωt+ η′′n sinnωt] . (3.4)

The relations: G′
n = ωη′′n and G′′

n = ωη′n are then used to de�ne shear moduli. It can

easily be shown that A∗
xy,n = (η′n − iη′′n)/ηs.

The third harmonic of the shear stress and the fourth harmonic of the �rst and sec-

ond normal stress di�erences represent the leading order nonlinearities in LAOS. It has

been suggested that di�erent signs in Re(A∗
xy,3) indicate shear thickening (positive)

or thinning (negative), while di�erent signs of Im(A∗
xy,3) represent strain sti�ening

(positive) or softening (negative) [25]. This interpretation, however, might be confus-

ing, for it tries to describe nonlinear responses in oscillatory shear using steady-state

nomenclature. There can be circumstances where the apparent viscosity decreases

with shear rate while Re(A∗
xy,3) is still positive, as shown in Sec. 3.3. Also, the third

harmonic of shear stress contributes no net energy dissipation in a full cycle of LAOS,

indicating that it is of a di�erent nature from the steady shear response [23].

Theoretical predictions of the response of dispersions to medium amplitude oscil-

latory shear (MAOS) were shown to agree well with experimental measurements of

the same. However, direct measurements of the micro-structural deformation were

possible only for certain �ow conditions via small angle neutron scattering. Thus,

direct correlation of the time dependent stress response with the time dependent

micro-structural deformation is not well understood [22, 23].

In this chapter, the simplest model of a colloidal dispersion�a suspension of

hard-spheres neglecting hydrodynamic interactions is studied to gain fundamental in-

sight into the response of a concentrated, microstructured material in LAOS. Here,

the particles interact with each other only through hard-sphere repulsion and struc-

ture anisotropically as directed by an imposed oscillatory shear �ow. Continuous or

discontinuous shear thickening and other rheological responses that arise from hydro-

dynamic interactions [28], are not expected to be observed in this model. Instead, the

present results are most applicable to suspensions that have been stabilized against
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aggregation by electrostatic repulsion or steric hinderance promoted by absorbed hy-

drocarbon chains on the particle surfaces. These impart repulsive force �elds that

suppress the e�ect of hydrodynamic interactions on the suspension rheology.

The shear stress, �rst and second normal stress di�erences under large amplitude

oscillatory shear are measured in Brownian dynamics simulations and analyzed by

Fourier-transform rheology. The suspension microstructure is measured by the pair-

distribution function of the particles at di�erent times during the oscillatory cycle.

The in�uence of micro-structural deformation on the rheological response is discussed

in detail. Where appropriate, direct comparison with the MAOS theory for semi-

dilute dispersions is made.

3.2 Methods

3.2.1 Brownian dynamics simulation

Brownian dynamics simulations without hydrodynamic interactions are used to model

hard-sphere colloidal dispersions. As discussed in Chapter 2, the total displacement

of a particle ∆x at each time step ∆t can be calculated as:

∆x = U∞∆t+∆xB +∆xP , (3.5)

where ∆xB is the displacement caused by Brownian force and satisfy:

⟨∆xB⟩ = 0 and ⟨∆xB∆xB⟩ = 2kBT∆t

6πηa
I, (3.6)

where a is the particle radius. The deterministic displacement ∆xP due to hard-

sphere exclusion is calculated by a �potential-free� algorithm developed by Heyes and

Melrose [29]. In this algorithm, the e�ect of imposed �ow and Brownian force for time

step ∆t are exerted �rst regardless of the hard-sphere exclusion. Then the distances

between all the particles are calculated to �nd the overlaps between the particles.

The particles with overlap are then moved back to a place where they are just at
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contact. At the same time, the interaction forces and stresses between the particles

are calculated with the displacement. If the particle radii are all the same in the

system, the displacement of them can be expressed as:

∆xP =
1

2
r̂(r − 2a)H(2a− r), (3.7)

where r̂ and r are the unit vector and distance between the centers of overlapped

particles before interaction, and H(2a−r) is Heaviside step function. The interaction

force FP can be then derived:

FP = 6πηa
∆xP

∆t
, (3.8)

which is implemented as a pairwise potential and used for stress calculation. This

algorithm is a parameter free representation of hard-sphere repulsion and lacks the

divergence characteristic of other nearly hard forces such as: FP ∼ r̂r−n. For stress

calculation, only the hard-sphere contribution to the stress: −n⟨xFP ⟩, is reported

because it is the source of nonlinearity in suspension rheology.

The general-purpose particle simulation toolkit HOOMD-blue [30, 31] with a plu-

gin to execute LAOS deformations is used to simulate 20000 particles. There are

three time scales in the simulation of a colloidal dispersion: the di�usion time scale,

τD = 6πηa3/kBT , the deformation time scale, 1/γ̇0, and oscillation time scale, 1/ω.

The time step used for the simulation must be much less than each of these to resolve

the dynamics accurately. In this chapter, the time step is selected as 10−4 multiplied

by the minimum of these three time scales at each simulation condition.

Two dimensionless groups, the Péclet number (Pe) and the Deborah number (De),

are used to characterize LAOS:

Pe =
6πηγ̇0a

3

kBT
and De =

6πηωa3

kBT
. (3.9)

Péclet number and Deborah number are the ratios of the di�usion time scale to

the �ow and oscillation time scales, respectively. They represent strength of shear
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Table 3.1: Parameters used in Brownian dynamics simulation
Parameter Value

Volume fraction (ϕ) 0.10, 0.40
Péclet number (Pe) 0.1 - 100

Deborah number (De) 0.1 - 100

and speed of oscillation relative to Brownian motion. The strain amplitude is then

γ0 = Pe/De. The parameters used in this chapter is listed in Table 3.1.

3.2.2 Fourier-transform rheology

The Fourier coe�cients are calculated as follows:

σ∗
ij,n(γ̇0, ω) =

1

TP

∫ TP

0

σij(t; γ̇0, ω)e
−inωtdt, (3.10)

where σij(t; γ̇0, ω) is the measured real-time hard-sphere contribution −n⟨xFP ⟩ of

bulk stress, and TP is the length of the oscillation period. The coe�cients are aver-

aged among all the periods. The �rst and third harmonics of shear stress, and the

zeroth, second and fourth harmonics of normal stress di�erences are calculated in this

way, and scaled by ηsγ̇0 and ηsτDγ̇20 , respectively. The stresses reconstructed by the

calculated harmonics are also shown in Sec. 3.3, �ltering out the high frequency noise

caused by Brownian motion and randomness of particle distribution.

3.3 Results and Discussion

3.3.1 Microstructure

The pair-distribution function g(r, t), which is de�ned as the probability of �nding

another particle at position r at time t with respect to each particle center, is com-

puted at di�erent points in time. A perturbation function about the equilibrium state

is de�ned to characterize micro-structural deviations: f(r, t) = g(r, t)− geq(r), where

geq(r) is the pair-distribution function at equilibrium. For an equilibrium hard-sphere

system with volume fraction less than 0.49, geq(r) will have shell structure re�ecting
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Figure 3-2: Perturbation function f(r, t) of velocity-gradient plane (ϕ = 0.40, Pe = 50,
De = 100) plotted in Cartesian (left) and polar (right) coordinate at time of maximum
strain rate. The Cartesian coordinate plot illustrates the region [−4a, 4a]× [−4a, 4a],
and the polar coordinate plot demonstrates [0, 2π] × [2a, 4a]. The colormap is se-
lected so that green represents zero. Red means higher probability density and blue
means lower probability density. High probability density regions caused by collision,
depletion zones, and wakes can be observed.

liquid-like behavior. This trivial shell structure has no rheological impact. In the

present work, f(r, t) of velocity-gradient plane is shown in polar coordinate (�gure 3-

2) to facilitate illustration of microstructure around particle. In these �gures, if the

pair density is in excess of the equilibrium value, the �gure is colored yellow-red. If

the pair density is depleted relative to equilibrium, the �gure is colored blue.

The stress responses are directly related with the microstructure. In Brownian

dynamics, only the hard-sphere contribution, −n⟨xFP ⟩, generates nonlinearity in

stress response. This averaged stress tensor has a non-zero value only when particles

are contacting one another. The stresses can be calculated with the pair-distribution

function on the surface of exclusion radius, r = 2a [20]:

σ(t) ∼
∫∫

S

nng(r = 2a, t)dΩ, (3.11)

where n is the normal vector at each point on the spherical surface. This value com-

puted with pair-distribution function is the same as the ensemble average −n⟨xFP ⟩.

As with the Fourier transform of stresses, the pair-distribution functions can also be

represented as Fourier series. So any harmonic of stress response can be calculated

from the same harmonic of pair-distribution function. For example, the �rst and third

harmonics of the shear stress are linearly proportional to the �rst and third harmonics
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Figure 3-3: Perturbation function f(r, t) of velocity-gradient plane at time of max-
imum strain rate (top) and maximum strain (bottom) of suspension with volume
fraction 0.10 (left) and 0.40 (right) in oscillatory shear �ow. Di�erent rows represent
di�erent Pe, and di�erent columns represent di�erent De, as shown on the left and
bottom of each of the diagram.
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Figure 3-4: Time averaged perturbation function f(r, t) of velocity-gradient plane of
suspension with volume fraction 0.10 (left) and 0.40 (right) in oscillatory shear �ow.

of g(r, t), and the zeroth harmonics of the �rst and second normal stress di�erences are

linearly proportional to the zeroth harmonic of g(r, t), which is just the time-averaged

pair distribution function. Although this correspondence is useful computationally, it

is not particularly revealing. Instead, imaging the microstructure at di�erent times

during the LAOS cycle shows the interplay of time varying deformation and di�usive

relaxation in setting up the far from equilibrium microstructure.

Figure 3-3 depicts the perturbation function f(r, t) in the velocity-velocity gradi-

ent plane at the time of maximum strain rate and maximum strain during a period

of LAOS (the de�nitions of these time points are given in �gure 3-1) for suspensions

with di�erent volume fractions (0.10 and 0.40). A variety of microstructures can be

observed at di�erent Péclet number and Deborah number.

In the �gure, combinations of Péclet and Deborah numbers from 10 to 100 are

compared. The point of maximum strain follows the point of maximum strain rate

during LAOS. Because the extent of deformation is increasing during this period,

the micro-structural perturbation becomes larger and more asymmetric moving from

maximum strain rate to maximum strain. The point of maximum strain rate is also

the point of zero strain � the center of the LAOS cycle. The microstructure at this
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point directly re�ects the extent to which the dispersion �remembers� its deformation

history. When Pe/De is large, the perturbation at maximum strain rate exhibits

the anti-symmetry typical of steady shear of colloidal dispersions. However, when

Pe/De is near to or smaller than unity, a four fold symmetric depletion zone becomes

apparent. This presence of this depletion zone for small strain amplitudes indicates

an asymmetry in how regions with excess or depleted pair density relax.

For suspensions with ϕ = 0.10, at smaller Pe, the di�usion of particles is quick to

dissipate accumulation of pair density as the LAOS cycle reverses. When Pe is larger

than 20, however, low pair density wakes appear and persist in f(r, t) throughout a

period of LAOS. For the oscillation frequencies studied, di�usive relaxation of these

structures is hindered by the coupling of advection with inter-particle collision.

For suspensions with ϕ = 0.40, f(r, t) is much more complicated. Depleted wakes

are suppressed at high concentration, and instead a second high probability region

can be observed further from the particle. This is indicative of a layering transition

driven by the same dilation observed for ϕ = 0.10. The dilute limit result indicates

that in order for the suspension to �ow at high ratios of Pe to De, a region of depleted

pair density must be formed around each particle. At high particle loadings there is

insu�cient space to sustain such a microstructure and symmetry breaking via layering

relieves the constraint. This shear-induced ordering phenomenon has been observed

often for dispersion under oscillatory shear [32, 33], and is likely a common feature of

soft materials under oscillatory shear. The microstructure of semi-dilute dispersions

in oscillatory shear o�ers a useful view of the micro-mechanical forces driving such a

transition.

Figure 3-4 shows the time-averaged perturbation function in the velocity-gradient

plane of suspensions with volume fraction 0.10 and 0.40 in oscillatory shear �ow. As

mentioned before, this time averaged structure contributes to the zeroth harmonics

of the �rst and second normal stress di�erences. Speci�cally, the structure in the

velocity-velocity gradient plane is linearly related to the �rst normal stress di�erence.

Except the case with very small strain amplitude γ0 = Pe/De, the averaged pertur-

bation function is far from zero, indicating that the deformation of the suspension
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is fundamentally nonlinear. The quadrapolar depletion zones and wakes surround-

ing those zones can be seen at both volume fractions. Density �uctuations along

the velocity gradient direction are associated with the layering transition and can be

observed for the higher volume fraction dispersion.

3.3.2 Shear stress

The computed Fourier coe�cients (A∗
xy,n and A∗

Nk,n
) under di�erent volume fractions

require proper scaling to collapse them to the same order of magnitude. Carnahan-

Starling equation of state is used in our work:

geq(2;ϕ) =
1− 1

2
ϕ

(1− ϕ)3
, (3.12)

where geq(2;ϕ) is the equilibrium pair-distribution function at r = 2a in a suspen-

sion with volume fraction ϕ. The osmotic pressure of the suspension contributed by

hard-sphere exclusion is proportional to ϕ2geq(2;ϕ). Thus, A∗
xy,n and A∗

Nk,n
can be

normalized by ϕ2geq(2;ϕ) to factor out the leading order e�ect of volume fraction on

stress response.

In �gure 3-5, the Fourier coe�cients of the �rst and third harmonic (A∗
xy,1 and

A∗
xy,3) of the shear stress are shown. The Fourier coe�cient of the �rst harmonic

(A∗
xy,1) shares the same trend at both volume fractions. The real part of A∗

xy,1, which

represents the viscosity, is constant at low De, but decreases drastically at higher De.

The real part of A∗
xy,1 at De = 0.1, which represents pseudo-steady state response,

decreases as Péclet number increases, corresponding to shear thinning. The steady

shear viscosity drops much faster with Pe for ϕ = 0.40, which is consistent with the

symmetry breaking layering transition.

The imaginary part of A∗
xy,1, determines elasticity in the linear viscoelastic limit.

This coe�cient is negative, but decays in magnitude to zero at high De. Additionally,

the absolute value of Im(A∗
xy,1) decays with increasing Pe. This suggests that the

micro-structural deformation at increasing Pe leads to a decrease of both viscous

dissipation and elastic storage. The real part and imaginary parts of A∗
xy,1 decrease
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Figure 3-5: Fourier coe�cients of the �rst and third harmonic (A∗
xy,1 and A∗

xy,3) of
the shear stress of suspension with volume fraction 0.10 (left) and 0.40 (right) in
oscillatory shear �ow. The Fourier coe�cients are shown as functions of Deborah
number. Di�erent curves represent di�erent Péclet numbers.

as De−1/2 when De ≫ 1 (see Section 3.3.4). This scaling law marks the transition

into the linear response domain [20, 21], where the strain amplitude is small and the

shear rate no longer a�ects the shear stress response.

The rescaled Fourier coe�cients of the third harmonic (A∗
xy,3), are similar for the

two volume fractions for all De and Pe except at the highest Péclet number, where

the layering transition is strongest. The real part of A∗
xy,3 is negative at small De,

but becomes positive with increasing oscillation rate. This same feature has been

predicted in analytical calculations of medium amplitude oscillatory shear (MAOS)

[23]. A positive maximum in this coe�cient grows with increasing Pe as well. This is a

feature not accessible to the MAOS theory. A negative value of Axy,3 at small Deborah

number indicates steady shear thinning. Although the coe�cient becomes positive at

intermediate values of De, it is not clear that one should draw the opposite conclusion

and declare the dispersion shear thickening. In fact, the intricate micro-structural

variation under conditions of intermediate De and large Pe appear to indicate that

such steady state nomenclature would be misapplied. The imaginary part of A∗
xy,3
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Figure 3-6: Shear stress of suspension with volume fraction 0.10 (black) and 0.40 (red)
in oscillatory shear �ow depicted by viscous Lissajous curves (stress plotted versus
strain rate). Di�erent rows represent di�erent Pe, and di�erent columns represent
di�erent De, as shown on the left and bottom of the diagram. The stresses are
normalized by the maximum absolute value of them, so that the shapes of the stresses
from di�erent volume fractions can be compared.
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is not a well studied rheological quantity far from the linear response limit. In that

limit, this coe�cient may be correlated with strain sti�ening or softening; but for

strongly nonlinear deformations such labels likely misleading as well. For the hard-

sphere dispersions studied here, the imaginary part of A∗
xy,3 exhibits the sign changes

also predicted by theory applied to semi-dilute dispersions in MAOS.

A noise-free shear stress reconstructed from harmonics of time dependent stress

measured in simulations is depicted by viscous Lissajous curves in �gure 3-6. For Pe

less than 30, the stress response is indistinguishable at both volume fractions studied.

When the oscillation frequency is low, the relaxation by Brownian motion is much

faster than the changes in the shear rate, so each point in the oscillation can be

regarded as a pseudo-steady state. The stress will only depend on the shear rate

and exhibits only a weak hysteresis as a consequence. As shown in the left part of

the �gure, the Lissajous curves enclose no area, and have smaller slopes at larger

time dependent shear rates, indicating shear thinning. With higher Deborah number,

thermal relaxation is slower than the forced oscillation, and elasticity is observed. In

this regime, the Lissajous curves become ellipses.

When Pe is large, the stress response di�ers between the two volume fractions

studied. A highly nonlinear stress pro�le can be observed for a volume fraction of

0.40. This nonlinearity is caused by the symmetry breaking transition in the structure

induced by the �ow, as mentioned before. Instead of closed curves, the Lissajous

�gures at Pe = 100 show extensive hysteresis, even in the low De region. In addition,

the shear stress at the time of maximum shear rate is not maximum. These nonlinear

behaviors might be caused by the periodic hopping of particles between the layers

formed by shear. These hopping events are akin to buckling of the layers on �ow

reversal and will make a large contribution to the total shear stress.

3.3.3 First and second normal stress di�erences

Figure 3-7 shows the Fourier coe�cients of the zeroth, second and fourth harmonic

(A∗
N1,0

, A∗
N1,2

and A∗
N1,4

) of the �rst normal stress di�erence of suspensions. The

Fourier coe�cient of the zeroth harmonic (A∗
N1,0

) represents the average value of
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Figure 3-7: Fourier coe�cients of the zeroth, second and fourth harmonic (A∗
N1,0

, A∗
N1,2

and A∗
N1,4

) of the �rst normal stress di�erence of suspension with volume fraction 0.10
(left) and 0.40 (right) in oscillatory shear �ow.
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Figure 3-8: First normal stress di�erence of suspension with volume fraction 0.10
(black) and 0.40 (red) in oscillatory shear �ow. Di�erent rows represent di�erent
Pe, and di�erent columns represent di�erent De, as shown on the left and bottom of
the diagram. The stresses are normalized by the maximum absolute value of them,
so that the shapes of the stresses from di�erent volume fractions can be compared.
Grey regions indicate where Fourier coe�cients inferred from the stress signals are
not statistically signi�cant.
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the �rst normal stress di�erence. The real part and imaginary part of the Fourier

coe�cient of the second harmonic (A∗
N1,2

) re�ect the amplitude of in-phase and out-of-

phase oscillation, respectively. A∗
N1,0

and Re(A∗
N1,2

) behave similarly with Re(A∗
xy,1)

of the shear stress. These two Fourier coe�cients are constant at low De, but

decrease rapidly at higher De. A∗
N1,0

and the real and imaginary parts of A∗
N1,2

also merge together at large De, representing a transition into MAOS regime. The

Fourier coe�cients of N1 scale di�erently from A∗
xy,1 at high De. For the shear stress,

A∗
xy,1 ∼ De−1/2, while for the �rst normal stress di�erence, A∗

N1,0
, and A∗

N1,2
, decay

as De−3/2 (shown in Section 3.3.4), which matches the theoretical prediction in the

semi-dilute and MAOS limits by [22].

The Fourier coe�cient of the fourth harmonic (A∗
N1,4

) is the �rst departure from

the MAOS regime and is unstudied in dispersions. Data for Pe = 1 are noisy because

of a weak stress signal, while statistically signi�cant measures of the coe�cient are

possible at higher maximum shear rates. The real part is negative at small De, grows

to a positive maximum magnitude, and then decays to zero. There are no theoretical

descriptions of how this coe�cient scales in any of the various limiting regimes.

The �rst normal stress di�erence reconstructed from the zeroth, second and fourth

harmonics is illustrated in �gure 3-8. The curves with Pe lower than 1 and De higher

than 10 (top-right) are noisy because the stress signal is weak. [22] solved for the

zeroth and second harmonics of the �rst and second normal stress di�erences using

the Smoluchowski equation in the semi-dilute and MAOS limit. They predict that the

Lissajous curves will change from a single-value parabolic curve to a bow-tie shaped

curve as De increases, and at very high De, the curves will be superposition of bow-tie

and downward-opening parabolic curves. The simulation results match well with this

prediction at volume fraction 0.10 and Pe lower than 10. Under these conditions,

only the zeroth and second harmonics are important and the fourth harmonic can

be neglected. In stress response at higher Pe, stronger nonlinearity is observed. The

increasing amplitude of the fourth harmonic introduces self-intersections into the

Lissajous curves. Nonlinearity for suspensions with a volume fraction of 0.40 shows

up in �rst normal stress di�erence at around Pe = 10. Layering in these dispersions
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Figure 3-9: Fourier coe�cients of the zeroth, second and fourth harmonic (A∗
N2,0

,
A∗

N2,2
and A∗

N2,4
) of the second normal stress di�erence of suspension with volume

fraction 0.10 (left) and 0.40 (right) in oscillatory shear �ow.

appears to introduce additional nonlinearity as the fourth harmonic plays a signi�cant

role in the stress response over a broad range of Pe and De.

The Fourier coe�cients for the zeroth, second and fourth harmonic (A∗
N2,0

, A∗
N2,2

and A∗
N2,4

) of the second normal stress di�erence of suspensions are shown in �gure 3-

9. Similar to N1, the zeroth harmonic (A∗
N2,0

) represents the mean value of the

second normal stress di�erence, and the real part and imaginary part of the second

harmonic (A∗
N2,2

) determine the amplitude of in-phase and out-of-phase oscillation,

respectively. As with the �rst normal stress di�erence, A∗
N2,0

, real and imaginary

part of A∗
N2,2

exhibit power law decay at large De. These power laws are predicted
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Figure 3-10: Second normal stress di�erence of suspension with volume fraction 0.10
(black) and 0.40 (red) in oscillatory shear �ow. Di�erent rows represent di�erent
Pe, and di�erent columns represent di�erent De, as shown on the left and bottom of
the diagram. The stresses are normalized by the maximum absolute value of them,
so that the shapes of the stresses from di�erent volume fractions can be compared.
Grey regions indicate where Fourier coe�cients inferred from the stress signals are
not statistically signi�cant.
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by MAOS theory: De−3/2 for A∗
N2,0

and Re(A∗
N2,2

), and a slower De−1 for Im(A∗
N2,2

)

(shown in Section 3.3.4) [22]. The di�erences between the real and imaginary parts

are associated with how strain and rotation in the imposed �ow couple to produce

micro-structural deformations. Coupling of straining modes produces faster decay

with De than coupling of strain with rotation [23].

The Lissajous curves for the reconstructed second normal stress di�erence is shown

in �gure 3-10. The response for the volume fraction of 0.10 and 0.40 suspensions

agrees well with the theoretical prediction in [22] up to Pe = 10. The curves are

parabolic at low De and butter�y shaped at large De. Di�erences with respect to the

�rst normal stress di�erence arise from the slower decay of Im(A∗
N2,2

) as a function

of Deborah number. Even at larger Pe where layering transitions occur in the dense

suspension, the shapes of the Lissajous curves bear a strong resemblance to those

at smaller Pe and those predicted by the semi-dilute theory. The reason for this

similarity is unclear since N2 measures di�erences between normal stresses in the

gradient and vorticity directions which should be exhibit similar sensitivity to N1

and the layering transition. Even so, self-intersection of the Lissajous curve due to a

small contribution of the fourth harmonic can be observed for Pe ≥ 50. Presumably,

weaker nonlinearities in the second normal stress di�erence arise because the micro-

structural deformation in shear �ow occurs predominantly in the velocity-velocity

gradient plane.

3.3.4 Scaling predictions

Scaling relationships of the Fourier coe�cients with Deborah number (De) are dis-

cussed in this section. The dimensionless Fourier coe�cients of the shear stress, the

�rst and second normal stress di�erences at Pe = 3 are depicted as functions of De,

and their power law scaling at large De are compared with theoretical predictions.

In �gure 3-11, the scaling relationship of Fourier coe�cients of the �rst (a) and

third (b) harmonic (A∗
xy,1 and A∗

xy,3) of the shear stress in oscillatory shear �ow is

compared with theoretical predictions. The scaling of A∗
xy,1 at large De has perfect

agreement with the theoretical prediction De−1/2 [20, 21]. Likewise, the scaling of
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Figure 3-11: Scaling relationship of Fourier coe�cients at Pe = 3 and ϕ = 0.10, 0.40
in oscillatory shear �ow. Theoretical predictions are also shown.

A∗
xy,3 matches the prediction De−3/2 [23].

The scaling relationship for coe�cients of the zeroth and second harmonics (A∗
Nk,0

and A∗
Nk,2

) of the �rst (c) and second (d) normal stress di�erences are also depicted.

De−3/2 scaling can be clearly observed for Re(A∗
N1,0

), Re(A∗
N1,2

), and Im(A∗
N1,2

), which

is the same as predicted by the MAOS theory [22]. For the second normal stress dif-

ference, Re(A∗
N2,0

) and Re(A∗
N2,2

) both have the same De−3/2 scaling, while Im(A∗
N2,2

)

has a di�erent De−1 scaling, again in agreement with the theory.

3.4 Conclusions

We have used Brownian dynamics simulation to obtain the microstructures and rhe-

ological measures of hard-sphere colloidal dispersions under LAOS. The shear stress,

�rst and second normal stress di�erences were analyzed by Fourier transform rhe-

ology and compared with theoretical predictions made in the limit of small strain

amplitudes and large Deborah numbers. The scaling of the �rst and third harmon-

ics of the shear stress, the zeroth and second harmonics of normal stress di�erences
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match well with theoretical predictions over a wide range of Péclet with Pe/De < 1

[20�23]. However, the measured pair distribution functions and stress responses of

higher volume fraction dispersions indicate symmetry breaking in the microstructure

which is the limitation of current theories. As the volume fraction of particles in-

creases, the number of neighboring particles will grow up, and thus the many-body

interactions between them cannot be neglected. Therefore, the commonly used two-

body Smoluchowski equation under semi-dilute limit cannot be used at larger volume

fraction [34]. This suggests the necessity developing a theory for modeling the full

Smoluchowski equation including many-body interactions. One potential approach

to account for these interactions which is capable of also reproducing the layering

transition is dynamical density functional theory [35], which integrates the Smolu-

chowski equation to give an equation for the particle number density in terms of an

excess Helmholtz free energy functional representing interparticle interactions. Hard

sphere systems under steady shear and active microrheology have been investigated

using this method [36, 37].

If we continue to increase the volume fraction to 0.50, non-equilibrium phase tran-

sition will emerge under high Péclet as a consequence of enhanced symmetry breaking

phenomenon. Various types of crystalline orders are observed depending on the Péclet

number and the Deborah number. Such transition is called �ow induced crystalliza-

tion, which is not only observed under shear �ows, but also under extensional �ows.

Large amplitude oscillatory extensional (LAOE) �ow, which is as simple as LAOS but

seldom investigated, can give intriguing microstructures and stress responses that are

not exhibited under LAOS, and distinct �ow induced crystallization is observed un-

der LAOE at high volume fractions. In Appendix B, �ow induced crystallization

under LAOS and LAOE simulated by Brownian dynamics is investigated and phase

diagrams on the Pe�De plane are obtained.
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Chapter 4

Structure and Relaxation in Solutions

of Monoclonal Antibodies

Reproduced in part from [1]. Copyright c⃝ 2018 ACS Publications.

4.1 Introduction

Therapeutic protein products with high concentration (>50 mg/ml) have presented

researchers with a crucial yet challenging problem in the biopharmaceutical industry.

Therapeutic monoclonal antibodies (MAbs) featuring high a�nity and speci�city for

antigens, are widely used for immunotherapy such as novel cancer therapies. In gen-

eral, high doses of the antibodies are required. Because the antibody formulations are

not concentrated enough for subcutaneous injection, expensive and time-consuming

intravenous administration is often used [2]. Subcutaneous administration has an

upper limit of dosage volume, demanding formulations with concentrations as high as

100 mg/ml [3]. However, MAb solutions with concentrations at that level, depending

on the peptide sequence, often possess extremely high viscosities [4�7], and thus lead

to di�culties in processing and delivery. Challenges also arise in terms of stability,

such as irreversible protein aggregation, adding to the risk of lost e�cacy and in-

duced immunogenicity [6, 8]. Predicting protein solution viscosity from its primary

structure is an important scienti�c and engineering challenge waiting to be met.
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Over the past few years, a large body of work has investigated the solution prop-

erties of various monoclonal antibodies under di�erent solution conditions, such as

protein concentration, pH, and ionic strength [4, 7, 9]. It has been demonstrated

that self-association among antibodies is a key factor to elevated solution viscosity

[4]. Yadav et al. investigated the e�ect of charge distribution on self-association

by utilizing rheology and dynamic light scattering (DLS) on two types of antibodies

and their charge-swap mutants [10]. The two MAbs, namely MAb1 and MAb2, have

92% sequence similarity, but were observed to have dramatically di�erent viscosities

[7]. Electrostatic interactions were assumed to be the determining factor of self-

association, since adding NaCl e�ectively decreased the solution viscosity. This was

further con�rmed by performing all-atom molecular dynamics (MD) simulation on a

single molecule and Poisson-Boltzmann (PB) calculations to understand the molec-

ular level electrostatics [11]. A recent study applied small-angle neutron scattering

(SANS) to probe the solution structure and protein-protein interactions (PPI). MAb1

was demonstrated to exhibit speci�c anisotropic interactions between the molecules

[12]. Short-time di�usivities of MAb1 and MAb2 were measured by neutron spin

echo (NSE) experiments and the di�erence was attributed to the formation of self-

associated clusters in MAb1 solutions. However, neutron scattering only serves as

an indirect method to probe the structure of antibody solutions. It presents the in-

verse problem of interpreting data and does not provide direct access to the solution

structure. It remains to be seen how to rigorously de�ne such �clusters� and what

the mechanism is for these �clusters� to in�uence transport properties. In contrast,

another type of antibody (MAbG) was shown to exhibit elevated viscosity with ad-

dition of more salt to solution [13], indicating that antibody self-association could

have a variety of mechanisms, likely hydrophobic interactions in the case of MAbG.

Neutron scattering experiments have indicated that the long-range electrostatic repul-

sions were screened and it was proposed that the antibodies clustered hierarchically

through the exposure of localized sites with short-range attraction [14].

Although these fruitful insights into the physics of concentrated protein solutions

represent progress, fundamental understanding and predictability are still lacking in
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Figure 4-1: Comparison between molecular dynamics simulation with explicit and
coarse-grained simulation with implicit solvent. The interactions between protein
and solvent molecules have to be included in form of coarse-grained forces, such as
the Brownian stochastic force and hydrodynamic forces. Screening e�ect due to the
solvent also changes the strength of electrostatic and van der Waals interactions.

this �eld. Case-by-case investigations cannot handle the complexity and variety of

possible protein self-association modes. Thus, models and computational tools are

essential for a better understanding and prediction of bulk transport properties of

concentrated protein solutions.

Traditional MD simulation methodologies track the positions of all the atoms in

molecules, and thus are useful when applied to a small number of protein molecules

on short time scales. Past works have yielded important information on the detailed

structure and dynamics of a single MAb molecule [10, 15�17], as well as binding

patterns between two MAbs to form a dimer [11, 13]. However, the computational

power required for an all-atom MD simulation of larger systems and longer time scales

needed to sample the collective behavior and bulk properties of protein solutions is

still unavailable. Simulations consisting of hundreds or thousands of molecules are

necessary to capture the characteristics of clusters with comparable sizes in concen-

trated solutions, so a certain level of simpli�cation is inevitable. Coarse-grained (CG)

molecular dynamics simulations are widely used in the �eld of biophysics [18�21]. The

complexity of macromolecules can be e�ectively reduced by grouping atoms into a
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single quasi-particle. The level of resolution for coarse-graining needs to be care-

fully selected depending on the speci�c application. The model can still be quite

detailed, with several beads for every single residue, as applied to protein-protein

binding [22], aggregate formation [23], and biomembrane [24] simulations. Alterna-

tively, every bead can represent one or more amino acids, allowing more molecules

to be simulated in the system given limited computing time and capacity. In this

approach, the protein under investigation �rstly requires a thorough structural [25]

or dynamic [26] analysis in order to identify the rigid domains of the molecule. It is

essential that the CG site mapping reproduce either critical structures or dynamical

modes within the molecule [19]. Then, the interactions between the CG sites can be

identi�ed and parameterized [27]. As shown in �gure 4-1, an important reduction

in the complexity level when transitioning from all-atom MD to CG simulation is

application of an implicit instead of explicit solvent [20]. When applying an implicit

solvent model, special considerations have to be made for the form of interactions

between CG particles. Among those is a proper account for the solution thermostat

in the form of the Brownian stochastic force acting on the coarse-grained elements

and the corresponding hydrodynamic force exerted on the same. In addition, the

strength of electrostatic interactions and dispersion forces are weakened due to di-

electric screening from the implicit solvent. These physical processes are not always

considered, which limits accuracy and predictive capability of dynamic simulations.

In the present work, we will emphasize the proper scaling of the interactions between

CG elements, aiming at reproducing experimental results for structure and dynamics

in concentrated protein solutions through a rational framework for CG simulation of

monoclonal antibodies and other macromolecular structures.
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MAb 1 MAb 2

Figure 4-2: Coarse-grained 12-bead models of MAb1 and MAb2 [29, 30]. The molec-
ular structures in the background are the crystal structure of human IgG [16] for
comparison. Blue beads represent beads with positive charge and red ones are those
with negative charge.

4.2 Theory and Methods

4.2.1 Coarse-grained model

The proprietary molecules MAb1 and MAb2 [12, 28, 29] from Genentech are selected

as the model monoclonal antibody molecules in this study. The Y-shaped antibody

molecule has an anisotropic structure and possesses highly anisotropic interactions,

caused by hydrophobic patchiness and a heterogeneous charge distribution. A previ-

ous 12-bead CG model [29, 30] derived from all-atom molecular dynamics simulations

is used in the present work to capture this anisotropy. As shown in �gure 4-2, atoms

are grouped into CG beads, which interact with each other by di�erent types of inter-

actions. Bond, angle, Urey-Bradley (UB), and dihedral interactions are considered.

The potential forms of these interactions can be found in table 4.1. In order to ob-

tain the spring constants and equilibrium values, published results on �uctuations in

all-atom MD simulations of a single protein were used [29]. The equilibrium bond

length, req, angle, θeq, and dihedral, d, are determined by averaging the MD trajec-

tory, and the spring constants, k∗, are evaluated through equipartition by computing

the magnitude of di�erent structural �uctuations [15, 26].

In this CG model, charges on the CG domains are computed by summing up the

partial charges of residues within each domain based on the CHARMM force �eld.
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Table 4.1: Potential forms of intramolecular interactions in the coarse-grained model
Interaction Potential form

Bond Ebond = kbond (r − req)
2

Angle Eangle = kangle (θ − θeq)
2

Urey-Bradley (UB) EUB = kUB (r − rUB)
2

Dihedral Edihedral = kdihedral [1 + cos(ϕ− d)]

The values of charges on each CG bead were also determined in the prior work with

this 12-bead CG model [29]. The colors of the beads in �gure 4-2 represent the sign

of these lumped charges. MAb1 has more heterogeneous charge distribution, indicat-

ing attraction between the molecules might be driven by dipolar interactions, while

MAb2 has higher net charge and the surface charges are more uniformly distributed,

indicating the molecule will aggregate less readily than MAb1.

4.2.2 Brownian dynamics simulation with hydrodynamic in-

teractions

Treating globular proteins as colloidal particles has been proven to be an e�ective

method for understanding their mesoscopic behavior [27, 31]. In the present work,

colloidal interactions are applied to each coarse-grained bead in the antibody. Brow-

nian dynamics (BD) simulation with hydrodynamic interactions is used to integrate

particle trajectories, for its e�ciency, simplicity, and ability to reproduce dynam-

ical trends in aggregation and self-association [32, 33]. Hydrodynamic interactions

change the modes of relaxation in protein solutions, and simulations have shown their

inclusion is necessary to describe the kinetics of protein association [34]. More im-

portantly, hydrodynamic interactions are indispensable for quantitative evaluation

of transport properties [35�37], such as sedimentation rate, di�usivity, and viscos-

ity, which are critical for the processing and administration of therapeutic proteins.

Hydrodynamic interactions set the rate of di�usive transport processes across large

length scales in colloidal dispersions, and are the single most important source for

viscous dissipation in concentrated formulations. Thus, it is essential to include good

models for the hydrodynamic interactions among suspended particles in CG models
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to obtain self-associated structures whose thermal relaxation processes and resistance

to �ow match well the physics in experiments. In this chapter, the mobility tensor is

approximated by the Rotne-Prager-Yamakawa (RPY) tensor, which accounts for the

far-�eld translation-force coupling [38]. Readers are referred to Chapter 2 for detailed

discussion of this approximation. The discrete displacement at each time step ∆t is

[33]:

x(t+∆t) = x(t) +M· FP∆t+∆xB, (4.1)

where x(t) is the position vector of the particles at time t, M is the RPY mo-

bility tensor, and FP is the deterministic force on each CG bead, which includes

e�ects from bonded interactions among CG elements of a single molecule, excluded

volume, electrostatic attraction/repulsion and dispersion interactions among di�er-

ent molecules. ∆xB is the stochastic displacement and satis�es ⟨∆xB⟩ = 0 and

⟨∆xB∆xB⟩ = 2kBTM∆t.

4.2.3 Electrostatics

The charge distribution on protein surfaces originates from the di�erent dissociation

tendency of individual residues. The electrostatic interactions between molecules can

be calculated or measured through various methods [39]. For explicit solvent models,

the charged surface of the protein can orient the solvent molecules to align with the

electrostatic �eld, generating an induced potential with opposite direction. Therefore,

the interactions between two proteins are weakened due to the polarized solvent by a

factor of the relative permittivity ϵr. For the implicit solvent model, this factor needs

to be included when calculating electrostatic forces.

Dissolved salt changes the strength of electrostatic interactions through a di�erent

mechanism called electrostatic screening, which weakens the electrostatic potential

between CG beads. Ions in the solution tend to approach charged colloidal particles

or protein surfaces with opposite charge. This will result in an accumulation of free
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charge surrounding the particle satisfying Boltzmann distribution:

nk = nk
b exp(−ezkψ/kBT ), (4.2)

where nk and nk
b are the number density of ion k locally and in the bulk. zk is

the charge number, and ψ is electrostatic potential satisfying Poisson's equation

ϵrϵ0∇2ψ = −ρ(f). Substituting the charge density
∑

ion k ez
knk expression for the

free charge ρ(f) gives the Poisson-Boltzmann equation:

ϵrϵ0∇2ψ = −e
∑
ion k

zknk
b exp(−ezkψ/kBT ). (4.3)

If the �rst order Taylor expansion is used for the exponential term to linearize the

equation, the electrostatic potential ψ around a spherical particle with charge q can

be solved as [40]:

ψ =
q

4πϵrϵ0

exp(κa)

1 + κa

exp(−κr)
r

, (4.4)

where κ−1 is the Debye length and determined by ionic strength:

κ2 =
e2

ϵrϵ0kBT

∑
ion k

nk
b

(
zk
)2
. (4.5)

As for interactions between two charged particles with radii a1 and a2, Bell, Levine,

and McCartney [41] used linear superposition of each particle to approximate the

overall potential, and demonstrated that the electrostatic energy Eelec can be approx-

imated as a form of the Yukawa potential:

Eelec =

(
q1q2
4πϵrϵ0

)(
exp(κa1)

1 + κa1

)(
exp(κa2)

1 + κa2

)
exp(−κr)

r
. (4.6)

This approximation gives less than 10% error as long as the distance r is longer than

either radius, which su�ces for the purpose of our simulation [42].
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4.2.4 Dispersion forces

Dispersion forces are by their nature non-additive many-body interactions [43]. In ad-

dition, the expression and strength of dispersion interactions between coarse-grained

particles are not the same as those between atoms (such as the Lennard-Jones poten-

tial). Instead, van der Waals interactions in the DLVO (Derjaguin-Landau-Verwey-

Overbeek) framework, which is commonly used for colloidal dispersions, is a more

appropriate force �eld for CG simulation [27]. Hamaker [44] assumed additivity and

integrated the interactions between each pair of molecules in two particles to approx-

imate van der Waals interactions. The interaction EvdW is then:

EvdW = −AH

π2

∫
V1

∫
V2

dx1dx2

r6
, (4.7)

where AH is Hamaker constant. For two spheres, the integral can be expressed as

[44]:

EvdW = −AH

6

[
2a1a2

r2 − (a1 + a2)2
+

2a1a2
r2 − (a1 − a2)2

+ ln
r2 − (a1 + a2)

2

r2 − (a1 − a2)2

]
. (4.8)

When the two particles are of the same size a, it can be shown that this expression de-

cays asymptotically with −16AH

9

(
a
r

)6
in the long-range regime, which is the expected

order for the dispersion interaction. AH can be directly related to the energy scale

of intermolecular dispersion interactions. According to Lifshitz's continuum theory

[45, 46], the Hamaker constant can be approximated as [27, 43, 47, 48]:

AH =
3

4
kBT

(
ϵp − ϵs
ϵp + ϵs

)2

+
3

2
kBT

∞∑
n=1,2,...

[
ϵp(iνn)− ϵs(iνn)

ϵp(iνn) + ϵs(iνn)

]2
, (4.9)

where ϵp/s and ϵp/s(iνn) are static and frequency dependent permittivities of the pro-

tein or solvent [47, 49]. For small protein molecules in water, the Hamaker constant

is approximately 3kBT according to previous experimental measurements [27, 47].

We performed a sensitivity study exploring the e�ect of AH on structure [1], and

�nd that a smaller value of 0.4 kcal/mol gives the best agreement with experimental
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Table 4.2: Parameters used in coarse-grained simulation
Parameter Value

Hydrodynamic radius (a) 2 nm
Hard-sphere radius (aHS) 1.5 nm
Relative permittivity (ϵr) 80
Hamaker constant (AH) 0.4 kcal/mol

Temperature (T ) 300 K
Time step (∆t) 2.17 ps

Simulation time (tS) 2.17 µs
Number of antibodies (N) 512, 4096
Antibody concentration (C) 10 - 200 mg/ml
NaCl concentration (CNaCl) 15, 150 mM

measurements of the structure factor. The determined value is smaller than previ-

ous experimental measurements because it measures the interaction strength between

beads rather than whole protein molecules.

4.3 Results and Discussion

Solutions of two therapeutic monoclonal antibodies MAb1 and MAb2 with various

concentrations from 10 mg/ml to 200 mg/ml were simulated. Two representative

NaCl concentrations of 15 mM and 150 mM were compared to illustrate the e�ects of

a long or short Debye screening length (κ−1). Other simulation parameters are listed

in table 4.2. It should be noted that the hydrodynamic radius of each bead is larger

than the hard-sphere radius, which is an artifact of coarse graining. The hydrody-

namic radius a is determined to ensure the single molecule di�usivity is recovered,

while the hard-sphere radius aHS is determined by matching the experimentally mea-

sured structure factor. The structure factor: S(q), short-time wave-vector dependent

di�usivity: DS(q), short-time self-di�usivity: DS
S , and viscosity η are computed and

compared with experimental results.
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Figure 4-3: Structure factor of MAb1 (top) and MAb2 (bottom) aqueous solutions
under concentrations from 10 mg/ml to 200 mg/ml. Symbol color and shape represent
simulations with various concentrations. Di�erent screening e�ects from 15 mM NaCl
and 150 mM NaCl are illustrated. Dashed lines are experimental values from SANS
experiments [12]. Note: Complex bu�er composition was used in the experiments, so
their ionic strength might not be accurately equivalent with 15 mM/150 mM NaCl.
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4.3.1 Structure

Small-angle neutron scattering (SANS) is one of the experimental techniques applied

to probe the solution structure and protein-protein interactions (PPI) [12, 50, 51].

The structure factor S(q), which is proportional to the power spectrum of number

density �uctuations in the solution, can be easily obtained from SANS results which

probes spatial correlations among atomic nuclei with large scattering cross sections.

Low wave-vector, q, and high q regions of the structure factor represent long-range

and short-range spatial correlations between suspended macro-molecules, respectively.

The q → 0 limit of S(q) is proportional to the compressibility of the colloidal dis-

persion, and serves as an indicator of net attraction/repulsion. High values of S(0)

indicate a more compressible microstructure. Readers with further interest in the

interpretation of SANS results are referred to [12].

Figure 4-3 depicts the calculated structure factor S(q) from CG simulation and

corresponding experimental results from SANS [12]. Excellent agreement can be

observed for all of the available experimental data, con�rming the validity of the

simulation method. At lower salt concentration (15 mM NaCl) where electrostatic

interactions dominate, the di�erent charge distributions between the two antibodies

have great in�uence on the solution structure. MAb1, which has a more heteroge-

neous charge distribution and lower net charge, has higher structure factor at low q.

A distinctive increase of S(q) as q decreases for concentration of 50 mg/ml is observed

in the simulation. This observation is reported to be due to the anisotropic electro-

static attraction between MAb1 molecules, and is not explained by isotropic liquid

theories [12]. The replication of this structural feature indicates that the 12-bead

model is able to capture structural features due to shape anisotropy and charge dis-

tribution. No upward trend of S(q) at low q can be found for the 10 mg/ml solution,

potentially because the solution is too dilute for the antibodies to form clusters and

display long-range correlations. It is also possible that some features of the structure

might be revealed at lower q values, which the system size used in the simulations

is unable to reveal. Examining the real space structure suggests this is not the case.
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However, future experimental investigations of such dilute antibody solutions would

prove helpful to con�rm our predictions and further understanding.

In previous CG modeling results [29, 30], either dense clusters or strong network

were observed, which would give rise to high peak at low q and could not replicate

the experimental measurements from SANS. The formation of very strong bonds

between molecules in previous works was due to neglecting the water permittivity

of approximately 80 but using the vacuum value of 1 instead. This resulted in 80

times stronger electrostatic interactions. In the present work, correct values were

used, thus no dense cluster or strong network are observed. Instead, as shown in

�gure 4-4, loosely connected clusters are prevalent in the MAb1 solution and the

whole dispersion remains homogeneous.

In contrast to MAb1, MAb2 carries higher net charge and forms fewer and smaller

clusters of monomers at low salt concentration. The repulsion between MAb2 molecules

decreases the value of the structure factor at lower q. An isotropic charged sphere

model can predict this feature of the structure factor [12], but also includes a strong

nearest neighbor peak, which was not observed in SANS experiments or the sim-

ulations in the present work. This indicates that the far-�eld structure is mainly

controlled by the net charge while the nonspherical shape prevents the antibodies

from packing compactly.

Increasing the salt concentration enhances the decay of electrostatic interactions.

The Debye length κ−1 is 2.5 nm with 15 mM NaCl, but decreases to 0.78 nm with

150 mM NaCl. As shown on the right in �gure 4-3, neither the anisotropic attraction

between MAb1 nor the repulsion between MAb2 is re�ected in S(q). The structures

are nearly identical for the entire range of concentrations. With the electrostatic

interactions screened, the e�ect of dispersion interactions is evident in the solutions

structure. The only available SANS data at 150 mg/ml MAb1 with 150 mM NaCl

supports the simulation results [28].

In order to better understand the structure of simulated antibody solutions, cluster

analysis is performed on systems with 15 mM NaCl. Two antibody molecules are

identi�ed as connected if the nearest distance between their beads is shorter than
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Figure 4-4: Cluster identi�cation of simulations at 100 mg/ml (a, b) and 150 mg/ml
(c, d) under 15 mM NaCl condition. Each bead represents a CG particle. Monomers,
oligomers with no more than 10 molecules, and larger clusters are colored white, blue,
and red, respectively. Antibodies are marked connected if one of the beads of one
antibody is closer than 1.75a with a bead of the other. The �gures were generated in
VMD [52].
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Figure 4-5: Scatter plot showing the scaling relationship between radius of gyration
Rg and size N of each identi�ed cluster in MAb solutions with 15 mM NaCl. An N1/2

scaling can be clearly observed for both MAb1 and MAb2 solutions.

a cuto� length of 1.75a. The cuto� length is determined by computing the radial

distribution function and locating the �rst local minimum. We observe an abundance

of large clusters that break and reform continually due to Brownian motion. As shown

in �gure 4-4 and 4-5, with 15 mM NaCl, many more clusters are identi�ed in MAb1

solution than MAb2. This result is consistent with the structure factor calculation.

In �gure 4-5, radius of gyration, Rg, of each antibody cluster is also computed and

illustrated as a function of cluster size. An N1/2 scaling is observed for all the cases,

con�rming the clusters are not compact but remain fractal and occupy more volume

than a geometrically dense packing.

4.3.2 Dynamics and viscosity

Di�usivity is a critical transport property of monoclonal antibodies in�uencing both

manufacture and drug delivery. It re�ects the dynamics and relaxation of a solution of

Brownian particles or macromolecules. Quanti�cation of di�usivity might sometime

be ambiguous and misleading in literature because either collective di�usivity or self-

di�usivity can be actually referred to with the blanket term �di�usivity�. Collective

di�usivity, also called gradient di�usivity or bulk di�usivity, is de�ned as the ratio
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e�ects from 15 mM NaCl (left) and 150 mM NaCl (right) are illustrated.
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between di�usive �ux and concentration gradient in a bulk protein solution as used

in Fick's law. This is a critical macroscopic transport property highly relevant to the

performance of a �ltration process [53]. Self-di�usivity, or tracer di�usivity, measures

the di�usion dynamics of a single macromolecule in motion among its neighbors,

which is an important microscopic quantity in�uencing the e�ciency of drug delivery.

Collective di�usivity and self-di�usivity are the low q limit and high q limit of wave-

vector dependent di�usivity, D(q), respectively.

In experiments, the wave-vector dependent di�usivity is usually measured by scat-

tering techniques, such as dynamic light scattering (DLS) and neutron spin echo

(NSE). Intermediate scattering function (ISF) I(q, t), which describes the decay of

number density �uctutations in time, can be obtained from the autocorrelation of the

scattering intensity in either of these experiments [54]. The decaying rate of the ISF

at di�erent q values characterizes relaxation processes across di�erent length scales.

In simulations, analogous calculations of the intermediate scattering function can be

performed by directly analyzing particle trajectories. For protein centers of mass at

time t denoted, yi(t), the intermediate scattering function can be written as:

I(q, t) =
1

N

⟨
N∑

j,k=1

e−iq·(yj(t
′+t)−yk(t

′))

⟩
, (4.10)

where the angle brackets indicate an ensemble average over many con�gurations. In

the short time limit, the intermediate scattering function I(q, t) decays exponentially

and the time constant is determined by the wave-vector dependent di�usivity DS(q):

I(q, t)/I(q) = e−q2DS(q)t. (4.11)

As shown in �gure 4-6, short-time wave-vector dependent di�usivity, DS(q), de-

pends strongly on protein type and solution conditions. The hydrodynamic function

H(q) = DS(q)S(q)/D0 is also obtained (in which D0 is the single antibody di�usivity

in free space). The low q limit of hydrodynamic function is proportional to the sedi-

mentation velocity of protein in bulk solution. The simulated MAb1 and MAb2 have
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approximately equal DS(q) at higher q values, regardless of salt concentration. This

is because the RPY tensor gives similar individual dynamics in the short-time limit.

However, di�erent solution structures in�uence collective dynamics signi�cantly in

the lower q region. For example, the diverging DS(q) of MAb2 at low q and lower

salt concentration occurs because of the strong electrostatic repulsion between the

molecules. The MAb2 solution is highly incompressible. In contrast, the MAb1 so-

lution is rather compressible and DS(q) reaches a constant value at low q. When the

salt concentration is 150 mM, on the other hand, the two antibody solutions have

similar di�usivities, which only mildly increase in the low q region. The hydrody-

namic function H(q) turns out to be similar for both antibody types and both salt

concentrations, which means the variation in DS(q) is primarily due to di�erences in

the structure factor.

The short-time self-di�usivity, DS
S , is the high q limit of short-time wave-vector

dependent di�usivity. In addition to utilizing intermediate scattering function (ISF),

there are two other methods to calculate DS
S . The �rst method is by mean squared

displacement (MSD):

DS
S = lim

∆t→0

⟨∆R2⟩
6∆t

, (4.12)

where ⟨∆R2⟩ is mean squared displacement on the protein center of mass within time

interval ∆t. DS
S can be easily obtained from molecular trajectories.

The other method, which has been applied in the present work, is static in nature

and relies on �snapshots� of the solution structure. In this approach, static struc-

ture of the antibody solution is sampled from di�erent time steps of the simulation.

During the calculation of every selected frame, each MAb molecule in the solution

is considered rigid and the mobility correlation between translational velocity and

force on these rigid entities is evaluated. Since these rigid entities are composed of

beads with RPY interactions, the rigid composite-bead particle model discussed in

Chapter 2 is applied to perform this calculation:RFU RFΩ

RTU RTΩ

 = Σ · M−1 ·ΣT . (4.13)
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Figure 4-7: Comparison of short-time self-di�usivity DS
S between simulation and ex-

periment. D0 is the single antibody di�usivity in free space. Open symbols represent
experimental values. Dashed and solid lines represent the computed di�usivity as-
suming each antibody or each identi�ed cluster to be rigid, respectively. The blue
dash-dotted lines represent the theoretical value of random hard-sphere suspension
di�usivity [55].

The grand resistance tensor can be inverted to obtain the grand mobility tensor:

MUF MUT

MΩF MΩT

 =

RFU RFΩ

RTU RTΩ

−1

(4.14)

and the short-time self-di�usivity is the trace of mobility tensor MUF:

DS
S =

kBT

3N
trMUF, (4.15)

where N is the total number of antibodies.

The dashed lines in �gure 4-7 illustrate the computed short-time self-di�usivity

DS
S using the methodology mentioned above and assuming each MAb molecule is

rigid. A comparison with experimental values from NSE measurements is made as

well. As expected, self-di�usivity from both experiments and simulations decreases

with increasing concentration. The computed di�usivity of MAb1 is slightly lower

than that of MAb2 with 15 mM NaCl, which is consistent with NSE results. However,

overall the simulated di�usivity shares similar value regardless of antibody type and

NaCl concentration. In previous SANS work [12], equivalent volume fractions ϕ were
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obtained by �tting the structure factor. The linear relation for random hard spheres

[55] DS
S/D0 = 1− 1.83ϕ is recovered if using that equivalent volume fraction, shown

by the blue dash-dotted lines.

The recovery of correct equivalent volume fraction demonstrates our model can

successfully describe the dispersion microstructure and individual dynamics of each

MAb molecule. However, the lower experimental di�usivity indicates there are miss-

ing constraints between interacting molecules not considered in the computation,

which will be discussed in detail in the next section.

The viscosity of therapeutic monoclonal antibodies is a key parameter for process-

ing and administration. However, prediction via theory or computational tools has

proven challenging. The viscosity in a dispersion of particles consists of contributions

from distinct sources: the solvent, hydrodynamic interactions, inter-particle interac-

tions between the coarse-grained beads, and Brownian motion of the molecules. With

the RPY approximation, the contribution from deterministic interactions is the only

source of di�erences between MAb1 and MAb2. This contribution can be expressed

as:

σP = −n⟨xFP ⟩. (4.16)

According to linear response theory, the zero-shear viscosity of a dispersion can be

calculated by performing equilibrium simulations and integrating the time-dependent

stress autocorrelation function [56]:

η =
V

kBT

∫ ∞

0

⟨σxy(0)σxy(t)⟩dt, (4.17)

where V is the volume of the simulation box. In �gure 4-8, the xFP contribution to

zero-shear viscosity is plotted against the solution concentration. The viscosity does

not signi�cantly depend on either antibody type or salt concentration. We �nd that

the xFP contribution to the viscosity of MAb2 is slightly higher than to MAb1 at

100 mg/ml and 150 mg/ml, but lower at 200 mg/ml. In experimental studies, however,

the viscosity of both MAb solutions grow far more rapidly with concentration than

in the simulations [7, 10, 13, 28], as shown by the dashed gray and light red lines in
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Figure 4-8: Zero-shear viscosity ηxF0 contributed by non-hydrodynamic interactions
of MAb1 and MAb2 solutions as a function of antibody concentration. The viscosity
is computed through Green-Kubo relation.

�gure 4-10. At 150 mg/ml, MAb1 should have a viscosity more than 100 times that

of water and 10 times large than the viscosity of MAb2.

Viscosity measures the energy dissipation at a certain deformation rate. The

underestimation of solution viscosity in simulations suggests that the actual relaxation

occurs more slowly than predicted by simulations based on the RPY model. Much

like the short-time di�usivity, the rates of energy dissipation due to relative motion

within the dispersion are underestimated by our approach in spite of an accurately

resolved microstructure on the length scale close to the molecular size. Resolution of

this discrepancy requires accounting for the constraints and resulting missing degrees

of freedom in the coarse-grained model.

4.3.3 E�ects from intermolecular constraints

We hypothesize that the discrepancy in self-di�usivity and viscosity between experi-

ments and our simulations applying the RPY model originates from the lack of strong

and slowly relaxing coupling between nearly touching proteins. This coupling could

have many sources that are neglected in the current course-grained model. We dis-

cuss two below and propose a method of approximation to account for these e�ects
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Figure 4-9: Force-translation couplingR21
FU between nearly touching antibodies. Solid

and dashed lines represent the 12-bead RPY model and a re�ned composite-bead
model, respectively. Di�erent colors stand for the three diagonal elements of the
resistance matrix. The con�guration of the two antibodies is shown in the image as
well. The de�nition of the axes based on the left antibody is illustrated. The blue and
red beads (positive and negative charges) represent the beads in the 12-bead model,
and the smaller white transparent ones are the particles of the re�ned model.

without increasing complexity.

One potential source is the hydrodynamic coupling between protein molecules.

Figure 4-9 depicts the hydrodynamic force resisting relative motion of two MAb

molecules as a function of the distance between the Fab domains. Here the molecules

are held in a particular orientation and one is made to translate in three orthogonal

directions to the Fab domain on the other. The molecular shapes are frozen while

di�erent coarse-grained models for resolving their hydrodynamic interactions are com-

pared. The resistance tensor denoted R21
FU represents the ratio of the measured force

to the applied velocity. For rigid, impermeable bodies with �nite curvature, this

quantity should diverge near contact due to lubrication �ows. These strong forces

slow the relative motion between nearly touching bodies. The e�ect of strong hydro-

dynamic coupling is to freeze out relative motion but in favor of collective motion of

the bodies. Although lubrication in its continuum scale form is not likely to be active
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among monoclonal antibodies, we show that decomposing the 12-bead model into a

higher order composite-bead model leads to a signi�cant increase in the predicted

hydrodynamic resistance over the more naive RPY hydrodynamic model.

Another source of dynamic constraint between nearly touching proteins is the het-

erogeneous and deformable surfaces of the macromolecules. These are decorated with

locally patchy electrostatic and hydrophobic moieties that could play an important

role in sustaining the physical bonds between molecules. This comes in two modes

neglected in the 12-bead coarse-grained model: additional friction for relative motion

between contacting proteins, and the ability of physical bonds to sustain bending

moments. Recent work [57] has shown that the 12-bead model provides a good esti-

mate of the second virial coe�cient, so these localized interactions have no role in the

global structure of the dispersion. Their only role rheologically may be to distribute

stress across self-associated clusters more e�ciently. The e�ects on rheology from

surface heterogeneity will be discussed in detail in Chapter 5.

To model generally the in�uence of these local constraints on dynamics and rhe-

ology, each MAb molecule within a self-associated cluster as shown in �gure 4-4 is

forced to satisfy an additional rigidity constraint accounting for these missing de-

grees of freedom in the coarse-graining process. The hypothesis is that the short-time

relaxation of MAb clusters is dictated by collective motion of the cluster and not

the motion of individual MAbs within it. By rigidifying the clusters in simulations,

new calculations of the self-di�usivity and the hydrodynamic contribution to viscosity

(which is also called high-frequency viscosity) can be made and compared with cal-

culations with only individual antibodies rigidi�ed. Thus, the impact of cluster level

collective relaxation modes and frozen local particle motions can be studied. Since

the static structure factor in the simulations agrees well with the experimentally

measured microstructure, we expect short-time self-di�usivities and viscosities com-

ing from simulations with and without this rigidity constraint and their comparison

to experimental results to be a direct test of the hypothesis.

Indeed, as the solid lines in �gure 4-7 show, insisting on rigid, collective motion of

self-associated clusters in the simulations successfully distinguishes self-di�usivities of
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MAb1 and MAb2 solutions with 15 mM NaCl. This distinction is not captured from

DS(q) or DS
S measurements without the additional rigidity constraint. This indicates

that a bias to collective cluster motion is a probable mechanism yielding di�erent

self-di�usivities between MAb1 and MAb2. The rigid cluster constraint also reduces

the self-di�usivity to levels lower than experimental observations across the whole

range of protein concentrations and salt concentrations. The absolutely rigid motion

of clusters is likely too strict a constraint and leads too much viscous dissipation

on short time scales. Consequently, there is an under-prediction of the di�usivity.

However, the experimental values for both proteins are cleanly bounded by the two

proposed approximations.

Einstein's contribution to the stress resulting from dilute suspended solids: σH =

5ηsϕe, provides a poor estimate of the hydrodynamic contribution to viscosity among

the constrained rigid clusters, as the solution is not dilute. Instead, the rigid composite-

bead model used in the self-di�usivity calculation is applied to compute σH : Again,

multiple �snapshots� of the simulation are selected as samples of representative an-

tibody con�gurations, and either each MAb molecule or each self-associated cluster

can be assumed to move rigidly. A �ctitious strain rate e is then imposed on the

static structures of these rigid bodies, and as mentioned in Chapter 2, the total stress

contributed hydrodynamically is [58]:

σH = − 1

V

∑
N

[
RSU RSΩ

]
·

RFU RFΩ

RTU RTΩ

−1

·

RFE

RTE

−RSE

 · e. (4.18)

The total viscosity is evaluated by adding the hydrodynamic contribution and the

inter-particle interaction contribution. Figure 4-10 shows the comparison between

viscosities computed with and without the rigid cluster assumption. The dashed lines

in �gure 4-10 show the total viscosity predicted when assuming each antibody is rigid

with no rigid constraint among clusters. Similar to the self-di�usivity without cluster

rigidity, the predicted viscosity underestimates the experimental viscous dissipation

and MAb1 appears only slightly more viscous than MAb2. The solid lines in the
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Figure 4-10: Viscosity of MAb1 and MAb2 solutions computed with rigidity con-
straint assumption compared with experiments [28]. Dashed and solid lines represent
the computed viscosity assuming each antibody or each identi�ed cluster to be rigid,
respectively. The total viscosity is evaluated by adding the hydrodynamic contribu-
tion from static structure calculation and the inter-particle interaction contribution
from Green-Kubo relation.

same �gure show viscosity predictions with the rigidity constraint imposed on all self-

associated clusters. A dramatic increase in viscosity can be observed for both MAb1

and MAb2. The predicted MAb2 viscosity exhibits quantitative agreement with the

experimental measurements. The viscosity of MAb1 is much higher than MAb2, since

the MAb1 molecules form larger self-associated structures in concentrated solution,

as shown in �gure 4-4. Despite the improvement of our prediction trends, however,

the MAb1 viscosity computed still under-predicts the experimental value, indicating

there may be other factors critical for determining protein solution viscosity.

In summary, transport properties can be estimated by coarse-grained simulations

of the equilibrium microstructure coupled to more sophisticated hydrodynamic calcu-

lations for transport properties that account in an approximate way for the missing

constraints on localized motion. Without these constraints, transport properties pre-

dicted are not able to recover the di�erences between two antibody solutions with

high sequence similarity but distinct solution microstructure. The methodology ap-

plied herein may prove useful for both rank ordering as well as quantitative prediction
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of protein solution transport properties.

4.4 Conclusions

Structure, relaxation, and their roles in macroscopic transport properties of concen-

trated monoclonal antibody solutions were investigated through Brownian dynamics

simulations with hydrodynamic interactions. The structure factor, self-di�usivity,

and viscosity have been computed and agree with experimental measurements of the

same. This is the �rst coarse-grained model to reproduce the bulk transport properties

of monoclonal antibody solutions using only microscopic parameters. The method-

ology adopted in the present work requires simulation of the equilibrium solution

microstructure coupled to hydrodynamic transport property calculations invoking

rigid constraints between bonded proteins. Such coarse-graining approaches may be

extended to other protein and macromolecular systems as well.

The distinct anisotropic attraction of MAb1 molecules due to their charge distribu-

tion is successfully captured using a simple 12-bead protein model, con�rming the im-

portant role of electrostatic interactions in antibody self-association. The anisotropic

nature of the interaction makes it challenging to build theoretical models of the struc-

ture without specialized and potentially dubious parameter �tting. Coarse-grained

simulations seem a better mode of approximation.

The hypothesis of rigid constraints within protein clusters is validated and found

to be useful in predicting macroscopic behaviors of antibody solutions with low com-

plexity models. The far-�eld RPY tensor is su�cient to predict the equilibrium self-

associated structure of two MAbs, but over-predicts the self-di�usivity and under-

predicts the viscosity. When applying an additional constraint that all clustered

molecules move rigidly, predicted results are improved signi�cantly with respect to

experiments. This constraint has features of higher order hydrodynamic models meant

to replicate missing degrees of freedom in the coarse-grained model.

To improve the transport property prediction in computational models, future in-

vestigations should be focused on understanding the nature and mechanisms of con-
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straints due to near �eld protein-protein interactions and by improving computational

frameworks for quantitative transport property prediction. For example, constructing

a composite-bead model similar with that shown in �gure 4-9 based on protein crystal

structure could provide more detailed and re�ned description of hydrodynamics and

localized interactions from heterogeneous protein surfaces. Near-�eld hydrodynamic

interactions can be modeled to desired precision with arbitrarily re�ned surface tes-

sellation [59], which will give appropriate resistance between the proteins instead of

assuming overly rigid clusters. In addition, techniques to more accurately evaluate

electrostatic interactions by solving Poisson-Boltzmann equation [60, 61] can be in-

corporated in the framework to better describe near-�eld electrostatic features and

make it possible to quantify the in�uence of such features on the dynamics of nearly

touching macromolecules.
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Chapter 5

Percolation and Gelation of Random

Patchy Sphere Suspensions

5.1 Introduction

Inter-colloid interactions are usually treated as isotropic [1�3], which for many ma-

terials can be a useful approximation for interpreting experiments [4�7]. However,

heterogeneities in the inter-particle interaction are common at the colloidal scale, and

can have signi�cant impact on micro-structure and rheology of colloidal dispersions.

Anisotropic inter-particle interactions are usually caused by heterogeneous chemical

functionalization [8, 9], self-assembly [10, 11], or phase separation [12] during parti-

cle synthesis. Anisotropic interactions are also common between proteins and other

biological macromolecules [13�15]. A fundamental understanding of the impact of

surface heterogeneity on the micro-structure and rheology of colloidal particles will

aid in the rational design of their functionalities.

One of important e�ects of surface heterogeneity is an extra constraint on rotation

of neighboring particles. This extra constraint can potentially change the thermody-

namics and gelation behavior of attractive colloidal dispersions. This is illustrated

schematically in �gure 5-1, where suspensions of particles with homogeneous or het-

erogeneous surfaces are assumed to have identical percolated micro-structure. The

homogeneous surface allows neighboring particles to freely rotate relative to each
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Homogeneous surface Heterogeneous surface

Figure 5-1: Schematic comparing particles with homogeneous surfaces (left) and het-
erogeneous surfaces (right). Identical percolated structure is assumed for both particle
types. Even for identical percolated micro-structures, the anisotropic interactions due
to heterogeneous surfaces constrain the heterogeneous particles from rotating relative
to their neighbors and generate higher bending moments under deformation than the
freely rotating homogeneous particles.

other. The rotational constraint between heterogeneous colloids generates additional

bending moments that resist deformation. This changes the complex modulus and the

gel point of the heterogeneous suspension compared to the homogeneous suspension.

Colloidal gels are important soft material for their unique mechanical properties.

They are widely applied in paints [16], cosmetics [17], and food products [18], and are

being developed for new applications such as tissue engineering [19] and 3D printing

[20]. Despite the numerous applications of colloidal gels, the location of the gel point

is not well understood. The gel transition, or critical gel point, is commonly de�ned

as the conditions at which the power law scaling with respect to frequency of both

storage modulus G′ and loss modulus G′′ coincide for all frequencies [21, 22], and

is typically determined using small amplitude oscillatory shear (SAOS) experiments.

However, other de�nitions of the critical gel point have been used [23, 24]. For exam-

ple, �percolation�, which is de�ned as the appearance of an in�nitely spanning network

in the suspension, is sometimes used interchangeably with term �gelation� [25]. Per-

colation, a structural criterion, does not necessarily ensure gelation, a rheological

criterion. Eberle and coworkers [26, 27] found that the critical gel point overlapped

perfectly with the percolation transition for polymer brush grafted nanoparticles.
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However, other works [6, 23] have shown that spinodal decomposition, which requires

much stronger inter-particle attractions than exhibited at the percolation transition,

is necessary for some colloidal dispersions to form gels. The contradicting results

from previous works indicate there is probably missing physics critical for under-

standing gelation. Surface heterogeneity is a candidate, which will be investigated in

this chapter. Understanding the in�uence of surface heterogeneity can also deepen

the knowledge of protein solution rheology. With typical size of nanometers, surface

charge distribution, and hydrophobic patches, protein molecules are highly heteroge-

neous colloidal particles [7, 15, 28]. Protein surface functionalities signi�cantly impact

the solution micro-structure and viscosity [14, 29], which is not explained by isotropic

liquid theories [13, 30] based on spherically averaged attractions and lumped charges.

The patchy particle model is one of the simplest and most �exible models that can

capture heterogeneity. Many di�erent types of patchy particles have been synthesized

with regular arrangements of surface patches, and their phase behavior [13, 31�33]

and self-assembly [34, 35] have been extensively studied. However, these studies

mainly focused on ordered self-assembled architectures [36, 37]. For general colloidal

dispersions and protein molecules in particular, a disordered, or random distribu-

tion of patches is more representative. In this chapter, we develop a �exible random

patchy sphere model and use Brownian dynamics simulations with hydrodynamic

interactions to investigate the micro-structure, thermodynamic properties, and rhe-

ology. Patchy particles are compared with uniform particles to elucidate the e�ect of

surface heterogeneity on percolation and gelation.

5.2 Methods

5.2.1 Random patchy sphere model

We have developed a model similar with that proposed by Van Lehn and Alexander-

Katz for nanoparticle-lipid bilayer simulations [38], but applied for particle suspen-

sions. The surface of a spherical particle is divided into two types of patches, as shown
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Figure 5-2: The random patchy sphere model. a) Spherical surface is tessellated
with beads that are assigned one of two states, +1 (red) or −1 (blue), to generate
patchiness. b) A schematic of the Ising model on sphere surface. Monte Carlo method
with this Ising model is applied to generate controllable random assignment. c)
Di�erent interactions between di�erent types of sites. Sites of the same type repel
while sites of opposite type attract. d) Tunable patch sizes by tuning the βJ value
in the Ising model. A constraint forcing the number of each type of site to be equal
can be imposed (�balanced�) or not (�unconstrained�).
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in �gure 5-2a). In order to obtain random patchiness, the surface of a spherical parti-

cle is tessellated with beads whose location is determined by a geodesic decomposition.

Beginning with an initial icosahedron, the edges are iteratively bisected to generate

a �ner grid set of vertices on which the beads are positioned. Each site is randomly

assigned one of two states, +1 (red) or −1 (blue), as shown in �gure 5-2a). To control

the characteristics of the patchiness, a Monte Carlo simulation of the Ising model on

the tessellated spherical surface is applied to randomly assign the states to the beads.

The energy of the Ising model is de�ned as:

EIsing = J
∑
⟨i,j⟩

σiσj, (5.1)

where σi is either +1 or −1, representing two types of sites, J is the interaction energy

factor or Ising coupling parameter, and ⟨i, j⟩ represents all neighboring beads i and

j on the spherical surface. A schematic plot showing converged samples from the

Monte Carlo simulation can be found in �gure 5-2b). By tuning the dimensionless

Ising coupling parameter βJ , which is the energy factor J normalized by the thermal

energy scale (β = 1/kBT ) in the Monte Carlo simulation, the patchiness can be

continuously controlled systematically. Figure 5-2d) shows that at lower βJ sites

prefer to have the same type as their neighbors, while at higher βJ values neighboring

sites of the same type are energetically penalized. In addition, a constraint forcing

the total number of each type of site to be equal can be imposed (called �balanced�) or

not (called �unconstrained�). As the βJ value decreases and becomes negative, �phase

separation� can be observed in the Ising model, and the patchy particle appears as a

Janus particle (�balanced�) or isotropic particle (�unconstrained�).

Particles in a suspension interact with each other, and the interaction forces and

torques are obtained by summing up the site-site interactions. Pairwise attractive or

repulsive interactions, depending on types in the pair, are used to model heterogeneous

surface e�ects. Sites of the same type repel while sites of opposite type attract, as

shown in �gure 5-2c). The Yukawa potential is used for the functional form of the site-
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Figure 5-3: Phase diagram from Baxter's adhesive hard sphere (AHS) model [39�42].

site interactions because of its simplicity and an analogy to screened electrostatics:

E(r) = ±EY
aB
r

exp(−κr), (5.2)

where r is the center-to-center distance between two bead sites, EY is the interaction

strength of the Yukawa potential, aB is the radius of individual bead sites, and κ sets

interaction range. In the present work, κaB = 1. The sign of this potential is either

positive (same type) or negative (opposite type) depending on the types of the pair

of sites.

5.2.2 Adhesive hard sphere model

Baxter's adhesive hard sphere (AHS) model is the most widely used theory describing

isotropic attractive colloidal particle suspensions [39] and serves as a reference for

comparison of experiments and simulations with di�erent types of particles. In this

model, the range of attraction potential is assumed to be in�nitesimally small, and

the attraction strength is characterized by a single parameter, the Baxter temperature
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τ , which can be obtained from the second virial coe�cient B22 [43]:

τ =
1

4 (1−B22/BHS
22 )

, (5.3)

where BHS
22 is the second virial coe�cient of the equivalent hard-sphere. B22 measures

the mean attraction between two particles and is the dominant contribution to ther-

modynamic properties in the dilute limit. A lower Baxter temperature τ indicates

a stronger mean attraction. The phase diagram of volume fraction ϕ and Baxter

temperature τ was obtained in previous works [40�42] and is shown in �gure 5-3.

To compare suspensions of patchy particles and isotropic particles, we compute

Baxter temperature τ as a measurement of the averaged interaction strength between

particles. This also allows us to directly compare our patchy particles to Baxter's AHS

model. The Baxter temperature can be computed from the second virial coe�cient

B22 by (5.3). For particles with point interactions, the pair potential E is only a

function of distance r, so B22 is obtained by a simple integration:

B22 = −2π

∫ ∞

0

[exp(−E/kBT )− 1] r2dr. (5.4)

For the patchy particles, however, the pair potential E is a function of both particles'

orientations as well, so the integration must be over the 6 degrees of freedom of the

pair of particles:

B22 =− 1

16π2

∫ ∞

0

r2dr

∫ π

0

sin θdθ

∫ 2π

0

dϕ∫ π/2

−π/2

cos βdβ

∫ 2π

0

dα

∫ 2π

0

[exp(−E/kBT )− 1] dγ,

(5.5)

where r, θ, and ϕ are the distance, polar and azimuthal angles of the second particle

relative to the �rst particle, and α, β, and γ are the yaw, pitch, and roll angles of the

second particle relative the the orientation of the �rst particle. For any of the patchy

particles, this integral is evaluated using umbrella sampling Monte Carlo integration

and B22 is used to determine the equivalent Baxter temperature.
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5.2.3 Ramped-frequency sweep method

To obtain linear viscoelastic properties G′(ω) and G′′(ω) under small amplitude os-

cillatory shear (SAOS), a ramped-frequency sweep (�chirp�) method [44, 45] is used

to investigate the rheology at a range of frequencies with a single simulation run. A

wide bandwidth oscillatory strain γxy signal is imposed:

γxy = γmax sin

[
tfω0

ln(ωf/ω0)

[(
ωf

ω0

)t/tf

− 1

]]
, (5.6)

where γmax is the maximum strain amplitude, tf is the total duration of the sweep,

and ω0 and ωf are the lowest and highest pulsation of the sweep controlling the range

of probed frequencies. From the shear stress response σxy(t), the complex modulus

can be calculated from:

G∗(ω) =
σ̃xy(ω)

γ̃xy(ω)
, (5.7)

where σ̃xy(ω) and γ̃xy(ω) are Fourier transform of shear stress and strain, respectively.

Abrupt start-up and cessation of the shear rate often introduce noise into the

Fourier transform. To resolve this issue, we apply the Tukey window function w to

the strain (γwxy = γxyw) to smooth the initial and �nal stages of the oscillatory shear:

w =


1
2
+ 1

2
cos

(
2π
δ

[
t
tf
− δ

2

])
if t

tf
∈
[
0, δ

2

]
,

1 if t
tf

∈
(
δ
2
, 1− δ

2

]
,

1
2
+ 1

2
cos

(
2π
δ

[
t
tf
− 1 + δ

2

])
if t

tf
∈
(
1− δ

2
, 1
]
,

(5.8)

where δ is the duration of the smoothing window, and is set to 0.1 through this

chapter. The maximum strain amplitude γmax is set to 3% so that the suspension is

within the linear viscoelasticity regime but the signal to noise ratio is high.
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Figure 5-4: Osmotic pressure comparison between simulation and theoretical predic-
tion by Carnahan-Starling equation with equivalent volume fraction of ϕe� = 1.2ϕ.

5.3 Results and Discussion

Brownian dynamics simulations with hydrodynamic interactions have been performed

on suspensions of random patchy particles with βJ value from −0.3 to 1.0 (uncon-

strained and balanced), isotropically attractive particles (particles composed of the

same type of attractive sites), and Janus particles (particles with two types of sites

occupying the two hemispheres) within a volume fraction range of 0.10 to 0.30. Hydro-

dynamic interactions are approximated by the rigid composite-bead particle model

discussed in Chapter 2. For each βJ value, 5 unconstrained and 5 balanced ran-

dom patchiness patterns are generated from the Monte Carlo method, and separate

simulations are performed on single particle types. 500 identical composite-bead

particles are included in the simulation box, and each particle is composed of 42

beads. For each di�erent Baxter temperature τ , a random hard-sphere con�gura-

tion of composite-bead particles is generated �rst, and the suspension is quenched to

the corresponding target interaction strength immediately. Solution micro-structure,

percolation transition, thermodynamics, and rheology are then investigated.

Volume fraction ϕ used in this chapter is based on the hydrodynamic radius of the

composite-bead particles since it is well-de�ned with the single particle mobility. How-
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ever, thermodynamic properties also depend on the excluded volume of each particle,

which is related to the interactions between beads. Hard-sphere repulsion is usually

desired, but due to the absence of a perfect hard-sphere force �eld for composite-bead

particles, certain softness is inevitable. A parabolic repulsive interaction is imposed

between beads to represent the excluded volume e�ect:

ER(r) = AR

(
r

aB
− 2

)2

, (5.9)

where the energy constant AR = 25kBT . The equivalent volume fraction based on

excluded volume is determined by computing the osmotic pressure with only this

potential (without the site-site Yukawa potential), as shown in �gure 5-4. The solid

line represents the osmotic pressure predicted by Carnahan-Starling equation:

PC-S
nkBT

= 1 + 4ϕe�
1− 1

2
ϕe�

(1− ϕe�)
3 , (5.10)

with equivalent volume fraction ϕe� = 1.2ϕ. It is observed that the osmotic pres-

sure by simulation matches perfectly with the theoretical prediction with 20% higher

volume fraction. This equivalent volume fraction is used to compare the simulation

results with thermodynamic theories for adhesive hard-spheres.

5.3.1 Micro-structure and percolation transition

At high Baxter temperature or low interaction strength, Brownian motion dominates

over the site-site interactions, and the micro-structure of any particle type is similar to

that of hard-sphere suspensions. As the Baxter temperature decreases, both isotropic

particles and patchy particles form bonds due to the attractive Yukawa potential

and aggregate to form clusters. However, the structure of the clusters formed from

isotropic particles is di�erent from the structure of the clusters formed from patchy

particles. Because of the anisotropic inter-particle interactions due to heterogeneity,

the energy pro�le between a pair of approaching patchy particles is rough and has

strong angular dependency. The roughness of the energy pro�le creates a barrier
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Figure 5-5: Simulation snapshots of various types of particles with volume fraction
ϕ = 0.30 and Baxter temperature τ = 0.05: a) isotropically attractive particles, b)
Janus particles, c) random patchy spheres with βJ = −0.2, d) random patchy spheres
with βJ = 1.

preventing rotations that would allow a patchy particle pair traverse between states

with local energy minima. This anisotropic e�ect limits the number of potential

con�gurations accessible when anisotropic particles approach each other, and arrests

them from further relaxation. Isotropic particles, on the other hand, do not have the

same rough energy landscape and rotate freely within clusters.

Simulation snapshots of di�erent types of particles quenched well below their

percolation transition (τ = 0.05) at ϕ = 0.30 are shown in �gure 5-5. All of the

suspensions percolate, but the micro-structure is di�erent despite having the same

Baxter temperature. Because isotropically attractive particles can form bonds with

each other from any orientations, and neighbors can freely rotate among di�erent

con�gurations, the aggregated particles relax and form compact clusters. Patchy

particles form more fractal clusters because only limited orientations are allowed for

bonding, and the constraint due to heterogeneity creates a barrier to further structural

relaxation. Close packed clusters are seldom observed in patchy particle solutions.
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Figure 5-6 shows the structure factors, S(q), of various types of particles at ϕ = 0.30

(wave-vector q is normalized by the bead radius aB). As the interaction strength

increases, particles form more bonds with each other, and S(q) at low q becomes

higher. However, only the isotropic particle suspension exhibits a peak at low q,

indicating long-range spatial correlation, while all the patchy particle suspensions

only have moderate increase at low q without any peak.

Figure 5-7 shows the average number of bonds (or number of nearest neighbors)

of each particle ⟨Nb⟩ at ϕ = 0.30 plotted against the Baxter temperature τ . The

number of bonds for all types of particle is approximately the same at τ values larger

than 10. However, for τ below 0.01, isotropically attractive particles have more than

6 nearest neighbors, indicating the formation of closed packed clusters, while all the

patchy particles have about 4 nearest neighbors regardless of patchiness type within

the same τ regime. The number of bonds in suspensions of patchy particles with

�ner patches (higher βJ values) starts to increase at a higher τ value than particles
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with coarser patches (lower βJ values), Janus particles, and isotropically attractive

particles. This indicates that particles with the same second virial coe�ent, or in-

distinguishable thermodynamics at low concentrations, exhibit di�erent structures at

higher concentrations depending on the surface patchiness. With �ner patchiness,

patchy particles form clusters at higher τ values where isotropic particles are still

well dispersed.

Because the number of nearest neighbors Nb is an indicator of percolation [40, 48],

the shift of the ⟨Nb⟩ − τ curves implies that surface heterogeneity will shift the per-

colation transition. Typically, the percolation transition is de�ned as the appearance

of an in�nitely spanning network in the suspension [49]. Our simulations de�ne a

suspension to be percolated when more than 50% of particle con�gurations sampled

over time have a cluster that connects with its periodic images in all three directions

of the simulation box. The percolation transition for di�erent types of particles with

volume fractions from 0.10 to 0.30 is shown in �gure 5-8. The theoretical prediction

from Percus-Yevick theory [40] for adhesive hard-spheres is also included in the plot

as a reference. For every particle type, the percolation transition τ increases with

volume fraction ϕ, which qualitatively agrees with the theoretical prediction. With

�ner patchiness, the suspension percolates at higher τ values, and the percolation

boundary moves away from the theoretical prediction. For example, the �nest patchy

particles with the highest βJ = 1 percolate at around τ = 4 with ϕ = 0.30, while the

theory predicts the percolation Baxter temperature to be approximately τ = 0.6.

In the dilute limit, the Baxter temperature is the only determining factor for

structure and percolation. As the concentration increases, many-body e�ects become

important. The highly localized attractive interactions of patchy particles bind them

together and form an arrested fractal network, which prevents the particles from ex-

ploring all phase space. The rough energy landscape enhances this arrest by imposing

a rotational constraint. This heterogeneity e�ect explains the variation in structure

factor S(q), averaged number of bonds ⟨Nb⟩, and Baxter temperature τ at percolation

transition.
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Figure 5-8: Phase diagram showing the percolation transition τ of di�erent types
of particles as a function of volume fraction. Closed circles represent percolated
suspensions, and open circles represent unpercolated suspensions. The solid line is
the percolation line predicted from Percus-Yevick theory [40].

5.3.2 Osmotic pressure

Surface heterogeneity greatly a�ects the thermodynamic properties of the suspen-

sions. Figure 5-9 shows the osmotic pressure plotted as a function of Baxter tempera-

ture τ . As τ decreases, the attraction between particles reduces the osmotic pressure

of the suspension. The theoretical prediction from Percus-Yevick theory by Baxter

[39] is also included to compare with our simulation results.

The isotropically attractive particle suspensions agree with the theoretically pre-

dicted osmotic pressure. As the surface patchiness becomes �ner, however, the pres-

sure deviates from the theory. At the same τ value, suspensions of particles with

�ner patches have lower osmotic pressure than those of particles with coarser patches.

This is another example where the Baxter temperature, or averaged pair interaction

strength cannot give a successful prediction of the thermodynamic properties of het-

erogeneous particles.

Osmotic pressure P is plotted as a function of averaged number of nearest neigh-

bors ⟨Nb⟩ as shown in �gure 5-10. The data for all types of particles collapse into
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Figure 5-9: Osmotic pressure P normalized by nkBT as a function of Baxter tem-
perature τ . The prediction from Percus-Yevick theory by Baxter [39] is shown as the
black curve.

a single master curve, which indicates the existence of a universal measurement of

attraction strength despite surface heterogeneity. In �gure 5-10, the osmotic pressure

decreases with increasing attraction strength, while the number of bonds increases.

Only perceived di�erence between particle types in the P −⟨Nb⟩ curve occurs at very

negative osmotic pressures, where isotropic particles have six bonds on average while

patchy particles have four. These bond numbers agree with the isostatic contact

numbers of frictionless spheres (ziso = 6) and perfect frictional spheres (ziso = 4),

respectively. This indicates the constraint due to surface heterogeneity is similar to

that from surface friction.

Because of the universal correlation between micro-structure and osmotic pres-

sure regardless of particle type, osmotic pressure P may be more useful than τ to

describe the percolation transition. The percolation transition is shown on the ϕ−P

plane instead of the ϕ − τ plane in �gure 5-11a). The solid curve is the percolation

pressure predicted by Percus-Yevick theory, which is obtained by calculating the per-

colation transition τ value according to [40] and using Baxter's equation of state [39]

to compute the corresponding pressure. Unlike the ϕ − τ diagram in �gure 5-8, the
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Figure 5-10: Normalized osmotic pressure P/nkBT as a function of average number
of bonds ⟨Nb⟩. The solid line is the theoretical percolation osmotic pressure using
Percus-Yevick theory.

theoretical percolation curve clearly separates percolated and unpercolated samples

for all types of particles. The only exception is at ϕ = 0.10, where �uid-�uid phase

separation competes with the percolation transition. The agreement between theory

and simulation when adopting osmotic pressure P instead of Baxter temperature τ

indicates that at the same pressure, heterogeneity does not a�ect micro-structure, un-

like the in�uence of heterogeneity at the same τ . At the percolation transition point,

there is a universal critical mechanical load, or pressure, for any particle patchiness.

Figure 5-11b) shows a schematic of the percolation transition in P − τ − ϕ space.

Osmotic pressure P is a single-valued function of volume fraction ϕ and Baxter tem-

perature τ , so the equations of state of various particle types can be represented

as di�erent two-dimensional surfaces (�particle surfaces�) in P − τ − ϕ space. The

percolation transition can also be represented by a surface. Because of the universal

percolation pressure which is only a function of ϕ, this surface is perpendicular to the

P − ϕ plane. The intersecting curve between a particle surface and the percolation

surface can be used to compute the percolation transition as a function of τ for that
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particle type. Because di�erent particle surfaces intersect the percolation surface in

di�erent places, the projections of the intersections into the τ −ϕ plane are di�erent.

Therefore, heterogeneity strongly a�ects the values of τ at which percolation occurs,

as shown in �gure 5-8.

5.3.3 Gelation

Multiple de�nitions of gelation are commonly used in literature. Here, gelation is

de�ned as described in Chambon and Winter (1987) [21]. A colloidal dispersion is

at the critical gel point if the tangent of the loss angle, tan δ, is independent of the

oscillation angular frequency ω:

tan δ(ω) =
G′′(ω)

G′(ω)
= tan(nπ/2), (5.11)

where n is called relaxation exponent and both G′(ω) and G′′(ω) scale with ωn.

When the Baxter temperature τ is higher than the gel point value, G′ is lower than

G′′. The rheology of suspension is similar to a liquid, and the scaling with ω can be

predicted from theory if in the hard-sphere limit [50]. When τ is lower than the gel

point, G′ is higher than G′′, and the dispersion behaves more like a solid. For the

composite-bead particle suspensions, at the critical gel point, the relaxation exponent

n is approximately 0.5, and G′ overlaps with G′′ [22].

Figure 5-12 shows G′ and G′′ of a suspension at ϕ = 0.30 in simulations of SAOS

with a ramped-frequency sweep (5.6). The complex modulus is normalized by the

pressure scale of the system kBT/R
3
H , and angular frequency is normalized by the

di�usion time scale of the system τD = 6πηsR
3
H/kBT . Linear viscoelastic responses

of 4 types of particles are shown at Baxter temperatures above, below, and at the

critical gel point.

The Baxter temperature τ at the critical gel point di�ers among suspensions with

di�erent particle types. Similar to observations of τ at the percolation transition, the

gel point τ increases for �ner patchiness. A similar trend with respect to the per-

colation transition volume fraction is also observed at the gel transition: τ increases
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Figure 5-11: Mechanics, or the osmotic pressure, determines the percolation transi-
tion regardless of surface heterogeneity. a) Phase diagram in the pressure−volume
fraction (P−ϕ) plane, where closed circles represent percolated suspensions, and open
circles represent unpercolated suspensions. The percolation transition has a universal
osmotic pressure regardless of particle surface heterogeneity that agrees with Percus-
Yevick theory. b) P − τ − ϕ surfaces for di�erent particle types. The percolation
transition can also be represented by a surface perpendicular to the P − ϕ plane,
because of the universal percolation pressure. The projections of the intersections
between particle surfaces and the percolation surface into the τ − ϕ plane are the
di�erent percolation τ values as shown in �gure 5-8.
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Figure 5-12: Storage modulus G′(ω) and loss modulus G′′(ω) of suspensions of dif-
ferent types of particles (shown in each subplot) at ϕ = 0.30 and various Baxter
temperatures τ above, below, and at the critical gel point. The solid lines are ω0.5

power law scalings: G = λkBT
R3

H

(
6πηsR3

Hω

kBT

)0.5

, where the prefactor λ is identically equal
to 1.0 in all of the four plots.

Table 5.1: Baxter temperature τ at the critical gel point for di�erent types particle
suspensions and volume fractions ϕ.

Type ϕ = 0.10 ϕ = 0.20 ϕ = 0.30
Isotropic 0.01 0.02 0.02
Janus 0.02 0.03 0.05

βJ = −0.2 0.1 0.3 0.5
βJ = 1 0.3 0.8 1
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with the volume fraction ϕ. The critical gel point for di�erent particle types and

volume fractions ϕ can be found in table 5.1. Some patchy particles gel above the

AHS percolation transition, τ , which again con�rms that τ cannot be used to predict

phase behavior of heterogeneous particle suspensions at moderate concentrations.

The solid black lines in �gure 5-12 show the modulus:

G = λ
kBT

R3
H

(
6πηsR

3
Hω

kBT

)0.5

, (5.12)

where the prefactor λ is 1.0 for all particle types at ϕ = 0.30, which means the complex

modulus G∗ has the same value at the gel point even for heterogeneous particles. The

complex modulus G∗ at the gel point is only determined by two physical scales: the

pressure scale kBT/R3
H and di�usion time scale τD = 6πηsR

3
H/kBT . We observe this

universal linear viscoelastic behavior at the gel point for all volume fractions between

0.10 and 0.30 though the λ values decrease with decreasing ϕ: λ(ϕ = 0.20) = 0.4 and

λ(ϕ = 0.10) = 0.1.

As shown for percolation, the osmotic pressure P instead of Baxter temperature

τ is more useful for predicting the micro-structure and thermodynamic properties for

heterogeneous particle suspensions. The percolation transition pressure is indepen-

dent of particle type, and it is interesting to ask whether the osmotic pressure is also

predictive of the gel point for di�erent particle types. After all, there is a univer-

sal viscoelastic scaling at this point. We performed equilibrium Brownian dynamics

simulations at the critical gel point to obtain the osmotic pressures for suspensions

of di�erent particle types. Figure 5-13 shows the osmotic pressure at the critical gel

point with volume fractions from 0.10 to 0.30 overlaid with the percolation transition

data in the P −ϕ plane. Compared with the universal percolation transition pressure

line, the osmotic pressure P at the critical gel point is not universal. The gel point

with respect to pressure increases with patch �neness. Suspensions of particles with

�ner patchiness have higher osmotic pressure at the critical gel point, while suspen-

sions of Janus particles and isotropically attractive particles only reach critical gel

point at very low osmotic pressure.
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Below the gel point, particles in the suspension are dynamically arrested in a

network from reaching the thermodynamic equilibrium state. Therefore, it is not

surprising that almost all types of particles have an osmotic pressure below that

of �uid-�uid phase separation by AHS model [39] (except random patchy spheres

at ϕ = 0.30), but without phase separating micro-structure. The di�erent osmotic

pressure for each type of particles partially explains the previous discrepancies in

literature over the relationship among percolation, gelation, and phase separation

[6, 23, 26, 27].

The percolation transition and the gel point are controlled by osmotic pressure P

and complex modulus G∗, respectively, which are mechanical properties with distinct

physical origins. The universality of one does not necessarily ensure universality of

the other. The micro-structure and percolation are dependent on the normal me-

chanical load among particles, which is embodied in the osmotic pressure. Rheology,

on the other hand, is also in�uenced by the bending moments and friction between

neighboring particles, which is more sensitive to surface heterogeneity. Therefore, in

experiments we may expect to observe critical gelation anywhere from the percola-

tion line to below the spinodal, due to varied surface characteristics of the dispersed

material.

Figure 5-14 shows two dynamic properties, mean squared displacement (MSD)

⟨∆r2⟩ and intermediate scattering function (ISF) F (q,∆t), at the critical gel point

for suspensions of di�erent particle types at ϕ = 0.30. The mean squared displace-

ment (MSD) is a measurement of the tracer di�usion rate of individual particles.

Figure 5-14a) shows MSD results for suspensions slightly above the percolation tran-

sition (�dispersed�) and at the critical gel point (�gel�). For dispersed suspensions, the

MSD curves are identical for all types of particles in both the short-time and long-time

limits. Without arrested network structure, the freely moving particles have linear

di�usive motion on all time scales, and the MSD is almost linear in the whole range

of lag time ∆t. At the critical gel point, however, the MSD curves di�er for di�erent

types of particles. In the short-time limit, the MSD of patchy particle suspensions

are linear in time and lay on the same curve. The isotropic particle suspensions, on
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the other hand, forms compact clusters and thus has a slightly lower MSD than the

patchy particles do. As the lag time increases, the MSD becomes sublinear with lag

time and the curves of patchy particles also start to diverge. In the long-time limit,

the MSD is linear again. The Janus particle suspension has the highest MSD value in

the long lag time regime, while the random patchy particle with βJ = 1 di�uses the

slowest. The intermediate scattering function characterizes the relaxation processes

across many length scales, represented by the various wave vector q values. In �g-

ure 5-14b), the ISF of particle suspensions at ϕ = 0.30 is shown as a function of lag

time ∆t. Three q values are selected to probe the dynamics at various length scales.

Like the MSD results, the decay of ISF is similar for all types of particles at short-

time limit, but di�ers at longer times. The ISF of the isotropically attractive particle

suspension cannot be directly compared with those of the patchy particle suspensions

because the micro-structures are quite di�erent. For the heterogeneous particles, the

Janus particle suspension decays the most rapidly and thus has the fastest relaxation

rate. The random patchy particle suspension with the �nest patchiness (βJ = 1)

ralaxes the slowest. This trend agrees with the MSD results. The di�erent long-time

dynamics among particles with di�erent heterogeneity demonstrates the constraining

e�ects imposed by patch-patch interactions. Although all the patchy particles form

arrested fractal clusters that give equal averaged bond number, they have di�erent

rates of relaxation due to di�erent energy landscape roughness.

5.4 Conclusions

Using simulations of model dispersions of random patchy spheres, we have elucidated

the di�erences between heterogeneous and isotropic particles. Patchy particles having

the same second virial coe�cient B22, and thus thermodynamically indistinguishable

in the dilute limit, can have signi�cant deviations in micro-structure compared to the

isotropic models, leading to di�erent percolation transition points at modest particle

concentrations. Surface heterogeneity can prevent particles from forming compact

clusters which arrest particles motion and shift the percolation transition away from
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the theoretical prediction of Baxter's isotropic AHS model.

Baxter temperature τ , which is determined by the second virial coe�cient B22, is

a measurement of averaged attraction strength between two particles. From measure-

ment of the number of nearest neighbors and the osmotic pressure we can conclude

that τ is not suitable for characterizing heterogeneous particles. Di�erent sizes of

patches on the particle surface lead to di�erent τ values at the percolation transition.

Instead, the micro-structure is universally controlled by mechanics, and correlated

strongly with the osmotic pressure. The percolation transition pressure is the same

for all particle types and agrees with the theoretical prediction. In addition to its im-

pact on thermodynamics, heterogeneity on particle surfaces impose extra constraints

on relative rotations between neighboring particles, resulting in higher elastic modu-

lus and slower long-time di�usion dynamics. This heterogeneity e�ect on dynamics

and rheology of particle suspensions under arrest explains the previous discrepancies

in literature over the relationship among percolation, gelation, and phase separation.

To further understand the e�ect of heterogeneity on colloidal dispersions, future

investigation should focus on the mechanism of the �shift� of Baxter temperature

and a method to compute percolation τ based on surface patch size. In addition to

patchiness, surface roughness, friction, and steric e�ect due to anisotropic shapes can

all constrain particle motion when particles approach each other. Therefore, further

quantitative understanding in the local interactions between particles at contact is

required to understand the nature of gelation and the location of gel point. A quan-

titative description of the strength of rotational hindrance is necessary to predict the

gel points of di�erent colloidal systems based on individual particle properties. Excess

bending moment could be a critical quantity to measure and characterize its contribu-

tion to complex modulus [51]. Lastly, the e�ects of anisotropic shape are not covered

in the present work, but it impacts solution micro-structure and rheology. Under-

standing the properties of non-spherical particle suspensions, which is ubiquitous in

protein drugs in the biopharmaceutical industry, is critical for their applications.
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Chapter 6

Rigid Constraints Enhance Viscosity

of Attractive Colloidal Dispersions

6.1 Introduction

Short-range non-covalent attractions in colloidal dispersions cause particles to ag-

gregate and form clusters. With increasing strength of this attraction, the sizes of

clusters grow until they undergo a percolation transition. Percolation is a necessary

condition for gelation, but gelled (mechanically rigid) state is not always observed in

percolated colloidal dispersions [1]. The relationship between percolation and gela-

tion depends on the nature of inter-particle bonds. The formation of chemical gels is

directly controlled by percolation transition [2], while physical gels are formed only

when the particles in the system spanning network are dynamically arrested, featuring

slow relaxation modes and diverging viscosity [3, 4]. Percolation theory has been well

developed for both cross-linking polymers and attractive colloidal dispersions [5�7].

Baxter's adhesive hard sphere (AHS) model [8] is the most commonly used model to

describe the thermodynamics of attractive hard sphere suspensions. In this model,

short-range attraction between particles is abstracted to a potential with in�nitely

narrow attractive well, characterized by a single parameter named Baxter tempera-

ture τ . The resulting phase diagram was validated in several studies on attractive

colloidal dispersions [9, 10].
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In contrast, theories on the physics of particle gelation have not been fully devel-

oped. As mentioned in Chapter 5, Chambon and Winter [11] de�ned the critical gel

point as the point where relaxation modulus decays with a power law: G(t) = Sct
−nc ,

which indicates G′ and G′′ have the same power law scaling with oscillation frequency

at critical gel point: G′(ω) ∼ G′′(ω) ∼ ωnc . In the vicinity of the critical gel point,

critical behavior is observed. For a chemical gel, the conversion of a cross-linking

reaction can be easily de�ned: 0 ≤ p < 1, and the zero shear viscosity η0, equilibrium

modulus Ge, and the degree of polymerization DP all grow with power laws of |pc−p|:

η0 ∼ (pc − p)−k, p < pc,

Ge ∼ (p− pc)
z, p > pc,

DP ∼ (pc − p)−γ, p < pc,

(6.1)

where pc is the percolation threshold, k, z, and γ are the critical exponents [2, 7]. For

physical gels, however, it is not clear which physical quantity can play a similar role

in the critical power laws as reaction extent p during chemical gelation.

No consensus has been reached on the mechanism of dynamic arrest nor rheolog-

ical response during gelation. Arrested spinodal decomposition and cluster-jamming

transition are two of the proposed mechanisms leading to gelation of attractive col-

loidal dispersions [3, 12]. The microscopic nature of the rheological response during

the gelation process has not been clearly identi�ed, although an analytical model has

been proposed correlating cluster formation and viscosity [13]. Numerical simula-

tions with Brownian dynamics are widely used for the fundamental understanding

of gelation. Successful predictions of structure [14, 15] and dynamics [16] have been

achieved. However, with central inter-particle interactions, the diverging viscosity

cannot be observed in simulations. One of the probable missing physics in these sim-

ulations is non-central inter-particle interactions between colloidal particles, such as

friction and interactions due to surface patchiness. Recent works have shown that

friction between rough particles has strong impact on the rheology of hard-sphere

suspensions and contributes to shear thickening and shear jamming [17�19]. Chap-
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ter 4 and Chapter 5 also demonstrated the signi�cant impact of local constraints

and surface patchiness on solutions of protein molecules and patchy particles, respec-

tively. The non-central inter-particle interactions prevent relative rotation between

aggregated particles, slowing down the relaxation and giving rise to higher bending

moments under deformation. Particles in the same cluster are constrained and tend to

have coupled motion under shear, and contribute considerably higher hydrodynamic

stress to dispersion than unconstrained particles.

In this chapter, we will investigate the role of rigid clusters created by explicit

constraints on aggregated particle motion on suspension viscosity. We show that

a transiently percolated network is not su�cient for gelation, and physical gel is

only formed when the particles that are connected by �rigid bonds� percolate. In

addition, the fraction of rigid bonds in clusters formed by short-range attraction is

found to play a similar role as the reaction extent p in chemical gels, which might

provide a potential uni�ed theory of both chemical and physical gelation. We used

computational methods to calculate and compare the hydrodynamic contribution to

viscosity ηHr with two di�erent scenarios: 1) all the particles are free from rotational

constraint; 2) a certain portion of the particles in the same cluster are constrained to

move rigidly. Critical behavior of viscosity and degree of polymerization near the gel

point is investigated.

6.2 Brownian Dynamics Simulation

Brownian dynamics simulations without hydrodynamic interactions are used to gener-

ate equilibrium particle con�gurations of attractive colloidal dispersions. In addition

to the hard-sphere repulsive interactions, the Asakura-Oosawa depletion potential is

used as the functional form of the pairwise attractive force �eld:

E(r) = E(2a)
2(2a(1 + δ))3 − 3r(2a(1 + δ))2 + r3

2(2a(1 + δ))3 − 6a(2a(1 + δ))2 + (2a)3
, 2a < r < 2a(1 + δ), (6.2)
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Figure 6-1: a) Structure factors S(q) of suspensions with volume fraction ϕ = 0.30
and a range of depletion potential strength ε. Circles represent computed S(q) in
simulations, and solid curves are �tting results by Percus-Yevick theory [20, 21]. b)
Baxter temperature τ obtained by �tting the structure factor [20, 21] with a range
of volume fraction ϕ and depletion potential strength ε. Open symbols represent
unpercolated suspensions and closed symbols represent percolated ones. The dashed
line is the theoretical percolation line on the τ −ϕ plane by Percus-Yevick theory [6].

where a is the particle radius, and δ is the interaction range. The dimensionless

parameter ε = −E(2a)/kBT is used to characterize the attraction strength. In this

chapter, δ = 0.028 is used to keep the interaction short-ranged. Simulations of 1500

particles with ε from 0.0 (hard-sphere) to 5.0 are performed over 1000 di�usion times

(6πηsa3/kBT ) to establish equilibrium states of aggregation.

The attractive particles interacting with depletion potential are then compared to

and characterized by Baxter's model. Percus-Yevick theory can be used to predict

the structure factor S(q) at a given τ value [20, 21]. Therefore, the AHS model can be

used to infer τ from the structure factor of particles with a certain form of attractive

potential. Structure factors S(q) of each simulation condition are computed and the

Baxter temperatures τ at di�erent ϕ and ε are inferred by nonlinear �tting. As an

example, �gure 6-1a) shows structure factors from Brownian dynamics simulations

and nonlinear �ttings with volume fraction ϕ = 0.30 and a range of ε. Good agreement

can be observed between simulation results and Percus-Yevick theory. In �gure 6-

1b), the Baxter temperature τ is plotted as a function of volume fraction ϕ. Di�erent
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Figure 6-2: Schematic comparing two viscosity computing approaches: a) Apply
�ctitious linear strain rate e on each composite-bead particle; b) Apply the same
strain rate on each rigidly connected cluster.

curves represent di�erent strengths of attraction, ε. It turns out that τ for attractive

particles interacting by the depletion potential is not only a function of interaction

strength, but is also a weak function of the volume fraction. This phenomenon was

also observed in a previous work in our group [22]. In �gure 6-1b), open symbols

and closed symbols represent unpercolated and percolated structures, respectively.

Two particles are identi�ed as bonded if the distance is shorter than the interaction

range δ. The simulated suspension is percolated when more than 50% of particle

con�gurations sampled over time have clusters that connect with themselves across

all of the periodic boundaries of the box. The theoretical percolation transition

line predicted by Baxter's theory is shown as the dashed line in �gure 6-1b). It

clearly separates the unpercolated and percolated structures from simulations which

are indicated by open and closed symbols.

6.3 Viscosity of Attractive Colloidal Dispersions

Snapshots of suspensions in multiple independent con�gurations are selected for the

viscosity calculation. The surface of each sphere is tessellated into a number of spher-

ical beads to improve the resolution of near-�eld hydrodynamic interactions. The

tessellation begins with bead on the vertices of an icosahedron, and �ner grids are ob-

tained by iteratively bisecting edges to generate more vertices for the beads. The rigid

composite-bead particle algorithm in Chapter 2 is then used to compute the hydrody-
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namic contribution to stress under an imposed deformation. A �ctitious linear strain

rate e is imposed on each rigid entity composed of beads. Depending on whether

rigid constraint is considered or not, the rigid entities can be either separate particles

or identi�ed rigid clusters, as shown in �gure 6-2. In the latter case, each rigid cluster

is treated as a single composite-bead particle. The total stress contributed by the

particles hydrodynamically, σH , due to the imposed �ow is:

σH = − 1

V

∑
N

[
RSU RSΩ

]
·

RFU RFΩ

RTU RTΩ

−1

·

RFE

RTE

−RSE

 · e. (6.3)

Viscosities of hard-sphere suspensions with a range of volume fractions ϕ are computed

and compared with theory. Di�erent levels of tessellation are applied to each sphere.

Figure 6-3 shows the computed viscosity as a function of volume fraction for hard-

sphere con�gurations. Di�erent colors of the curves represent di�erent numbers of

beads on each composite-bead particle. As expected, the calculated viscosity is higher

with re�ned tessellation and converges to the theoretical result (solid black curve)

[23, 24]:

ηHr =
1 + 3

2
ϕ [1 + ϕ (1 + ϕ− 2.3ϕ2)]

1− ϕ [1 + ϕ (1 + ϕ− 2.3ϕ2)]
. (6.4)

In order to improve computational e�ciency while keeping acceptable accuracy, 42-

bead particles are used for the rest of this chapter.

6.3.1 Viscosity without rigid constraints

Without rigid constraints, particles within a cluster are able to rotate freely relative

to their neighbors. Although the composite-bead particles still couple with each

other hydrodynamically, the stress is drastically di�erent between the particles that

are rigidly bonded together and those without rigid bonds. In a previous study on

single clusters using Stokesian dynamics [25], it has also been shown that the stress

contribution of a fractal aggregate held by lubrication force scales linearly with the

particle number, while that of a rigid aggregate scales with the radius of gyration of

the cluster cubed.
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late the sphere surface. The solid line is the theoretical result [23, 24].

Given the sampled suspension structures, a �ctitious linear strain of rate e is im-

posed on each particle, as shown in �gure 6-2a), and the hydrodynamic stress of the

whole suspension is computed afterwards. The curves in �gure 6-4a) show the hydro-

dynamic contribution to viscosity ηHr as a function of volume fraction ϕ at di�erent

ε values. As expected, calculated viscosity increases with both volume fraction and

attraction strength. However, the viscosity change due to varying attraction is nearly

negligible. The calculated viscosity is close to that of hard-sphere suspensions even

though the particles have a percolated structure at high volume fraction.

The reason the viscosity is insensitive to the solution structure is the lack of

coordination between aggregated particles. When particles are close to each other and

form clusters, near-�eld interactions such as friction prevent relative rotation. This

can be modeled at one level by introducing �rigid bonds�. With these rigid constraints,

the aggregated particles move collectively as a rigid unit instead of individually, and

rigid clusters contribute signi�cantly more hydrodynamic stress to the suspension. A

structurally percolated network by itself is not enough to provide su�cient stress for

gelation, and additional constraints between bonded particles are critical for colloidal
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gels to form.

6.3.2 Rigid bonds enhance dispersion viscosity

To evaluate the e�ect of rigid constraints on suspension rheology, we will start from

an extreme case by assigning rigid bonds to every particle pair that is closer than

the interaction range δ. The viscosity of the suspension is then calculated with these

constraints by imposing strain on each rigid cluster, as shown in �gure 6-2b). The

measured viscosity as a function of volume fraction is shown as the circles in �g-

ure 6-4b). The results without rigid constraints are also included (dashed lines) for

comparison. The computed viscosity ηHr with rigid constraints is much higher than

the corresponding result without the constraints. Also, the viscosity increases rapidly

with volume fraction ϕ until the suspension percolates. After the percolation transi-

tion (closed circles), the hydrodynamic contribution to viscosity is expected to diverge

with an in�nite rigid network. However, the viscosity cannot continuously increase
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Table 6.1: a) Critical volume fraction ϕc and exponent n near viscosity diverging
point �tted from viscosity data with all bonds assumed to be rigid. b) Critical rigid
bond probability pc and c) exponent k near viscosity diverging point of percolated
dispersions �tted from viscosity data.

a) ϕc and n
ε ϕc n
0 0.46 0.98
1.0 0.42 0.93
2.5 0.35 0.93
3.5 0.28 0.78
4.5 0.20 0.65
5.0 0.16 0.56

b) pc
ε ϕ = 0.20 ϕ = 0.30 ϕ = 0.45
0 - - -
1.0 - - 0.79
2.5 - - 0.58
3.5 - 0.93 0.42
4.5 - 0.64 0.38
5.0 0.83 0.51 0.32

c) k
ε ϕ = 0.20 ϕ = 0.30 ϕ = 0.45
0 - - -
1.0 - - 0.72
2.5 - - 0.84
3.5 - 0.97 0.68
4.5 - 0.89 1.01
5.0 0.85 0.77 0.71

after percolation, and there seems to be an upper bound of the computed viscosity.

The reason for this upper bound is an artifact of the algorithm applied, which can

only properly accommodate rigid clusters that are smaller than the simulation box.

The drastic viscosity di�erence due to rigid bonds suggests the important role of

local non-central interactions on relaxation in colloidal dispersions. These interactions

cause constraints on rotation and sliding motion between bonded particles. The

constrained particles move rigidly and contribute considerable hydrodynamic stress

to the suspension. Near the percolation transition point, the suspension viscosity

diverges because the sizes of the rigid clusters are close to the volume of the simulation

box. A power law scaling can be obtained by �tting the viscosity of unpercolated

suspensions as a function of volume fraction: ηHr = ηHr0(1 − ϕ/ϕc)
−n. The resulting

critical volume fraction ϕc and critical exponent n from nonlinear �tting can be found

in Table 6.1a). The power law results from �tting are shown as the solid curves in

�gure 6-4b). The critical exponent n for hard-spheres with no constraints is usually

reported to be 2 in previous experiments [19, 26, 27].
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Figure 6-5: Simulation snapshots of suspensions with di�erent percentages p of rigid
bonds. The static structure under ϕ = 0.3 and ε = 3.5 is the same for each snapshot.
Connected particles with the same color indicate they are in the same rigid cluster.

Rigid constraints in attractive colloidal dispersions play similar role in rheology

to permanent chemical bonds in chemical gels. For chemical gelation, the extent of

cross-linking reaction is used to quantitatively describe the gelling process. The extent

of rigidity in particle gels can describe gelling and potentially unify the theories on

mechanisms of physical and chemical gelation. One approach is to use the fraction of

rigid bonds, p, out of the number of all inter-particle bonds. With this de�nition, the

dashed lines and the circles in �gure 6-4b) correspond to the p = 0 and p = 1 cases,

respectively. To explore the cases with partially rigid clusters, or the 0 < p < 1 space

between the two extreme cases, only fraction of bonds, p, is selected randomly and

made rigid. The suspension viscosity is computed over ensemble of con�gurations for

di�erent p values.

Figure 6-5 visualizes how the extent of rigidity a�ects clustering. In the �gure,

some selected snapshots of a single suspension with di�erent p values are shown.

Connected particles with the same color indicate they are in the same rigid cluster.

The percolated static structure at ϕ = 0.3 and ε = 3.5 is the same for all the snapshots.
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rigidly percolated, respectively. The solid curves are �tting results to power law
relation ηHr − 1 = A(1− p/pc)

−k.

At p = 1, a system spanning rigid cluster can be clearly observed, while this huge

cluster is broken down when the p value is lower than 1.

Figure 6-6 shows the viscosity as a function of p value with di�erent attraction

strength at ϕ = 0.30. Open symbols represent suspensions that are not rigidly perco-

lated, while closed symbols are rigidly percolated. The system is not rigidly percolated

if there is no system spanning rigid cluster regardless of whether the system is per-

colated or not based on particle connection. Similar to �gure 6-4b), the computed

viscosity of the spanning rigid network has an upper bound for computational reasons

but the viscosity is supposed to diverge. A power law �t for: ηHr − 1 = A(1− p/pc)
−k

agrees well with the unpercolated data points for each simulation condition, and �t-

ting results are shown as solid curves in �gure 6-6. The �tted parameters pc and k of

all volume fractions and attraction strengths can be found in Table 6.1b) and c).

Critical scaling in the vicinity of physical gel point pc is well described by rigid

bond probability p and shares similar scaling relations with chemical gels described by

the extent of cross-linking. Scaling relations of cluster size, characterized by weight-

159



10
-2

10
-1

10
0

10
0

10
1

10
-2

10
-1

10
0

10
0

10
1

10
2

b)

-1.0

η
H r
-1

1-p/p
c

φ=0.20 φ=0.30 φ=0.45

ε=0.0

ε=1.0

ε=2.5

ε=3.5

ε=4.5

ε=5.0

-0.7

-1.8D
P
w

1-p/p
c

φ=0.20 φ=0.30 φ=0.45

ε=0.0

ε=1.0

ε=2.5

ε=3.5

ε=4.5

ε=5.0

a)

Figure 6-7: Scaling relationship of a) weight-average degree of polymerization DPw

of rigid clusters and b) calculated viscosity ηHr with (1 − p/pc) with di�erent ϕ and
ε values. The straight lines with slope values are merely power law scalings for
convenient comparison.

average degree of polymerization, and viscosity with (1− p/pc) are shown in �gure 6-

7. In �gure 6-7a), weight-average degree of polymerization DPw of rigid clusters

is plotted against (1 − p/pc). Overall, the critical exponent is approximately 1.8,

which is consistent with theoretical prediction [2, 7]. Curves with the same volume

fraction ϕ collapse into a single curve regardless of attraction strength. The critical

exponent decreases with higher volume fraction because the clusters are less fractal in

more concentrated suspensions. Viscosity near the gel point is shown in �gure 6-7b).

Similar to the degree of polymerization, curves with the same ϕ collapse, and the

exponent of power law scaling decreases with volume fraction. The critical exponent

is between 0.7 and 1.0 depending on volume fraction. In experiments, the critical

exponent of viscosity has been reported to be di�erent values from 0.7 to 1.5 [28�31],

so our predictions are within the same range with the previous works. The universal

scaling of both degree of polymerization and viscosity regardless of attraction strength

suggests that the clusters share similar internal structure when ratio p/pc is the same.
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based on the hydrodynamic radius of each rigid cluster. Only data of unpercolated
suspensions are shown. All the curves collapse with only small di�erence possibly
caused by di�erent radial distribution function.

6.3.3 Microstructural origin of enhanced viscosity

In this section, the microstructural origin of enhanced viscosity will be discussed.

Percolation and gelation are closely related to the number of bonds in both polymer

and colloidal systems [5, 32, 33]. Figure 6-8a) shows the viscosity ηHr as a function

of the average number of rigid bonds per particle ⟨Nb⟩ at di�erent extent of rigidity

p. Open and closed symbols represent unpercolated and percolated suspensions, re-

spectively. Similar to the relation between ηHr and p/pc, the ηHr − ⟨Nb⟩ curves with

the same volume fraction ϕ collapse into a universal curve, meaning suspensions have

the same viscosity as long as the numbers of rigid bonds are similar. Also, for each

volume fraction, there is a critical number of rigid bonds for percolation transition.

For an isolated spherical particle, the stresslet under a linear strain �eld scales

with the cube of its hydrodynamic radius. The viscosity contributed by hydrodynamic

stress of a suspension of hard-spheres is a function of the volume fraction based on

hydrodynamic radius. The correlation between stresslet and hydrodynamic radius

can be similar for the rigid clusters in attractive colloidal dispersions if considering
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them as composite-bead particles with fractal structures. Therefore, we can de�ne

an e�ective volume fraction of the rigid clusters in a suspension as:

ϕe� =
4π

3V

∑
cluster

R3
H , (6.5)

where RH is the hydrodynamic radius of each rigid cluster, and V is the volume of the

simulation box. Hydrodynamic radii RH of the clusters are obtained by computing

the resistance tensor of each cluster using the rigid composite-bead particle algorithm

in Chapter 2 and our previous work [34]. In �gure 6-8b), viscosity ηHr is shown as a

function of e�ective volume fraction ϕe� for di�erent particle volume fractions ϕ and

attraction strengths ε. For unpercolated suspensions, viscosity increases with ϕe� as

expected. Also, all the data points nearly collapse into a universal relation regardless

of ϕ and ε only with minor deviation. This indicates that the hydrodynamic stress

is mainly determined by the e�ective volume fraction ϕe� of the rigid clusters. The

slight viscosity di�erence between di�erent ϕ and ε might be due to the minor e�ect

from di�erent radial distribution functions between the particles.

6.4 Conclusions

We have shown that rigid clusters formed by rigid constraints between connected

spherical particles can be a source of elevated viscosity of attractive colloidal disper-

sions. A physical gel built from particles with short-range attractions is only formed

when particles that are connected by rigid bonds percolate. Critical behavior of de-

gree of polymerization and viscosity has agreement with theoretical and experimental

results if using the rigid bond probability p as the critical variable. The similarity in

rheological behavior between physical gels and chemical gels provides the possibility

of a uni�ed theory for the mechanism of diverging viscosity during gelation. The

universal relation between viscosity and e�ective volume fraction demonstrates the

mircostructural origin of viscosity in attractive colloidal dispersions.

To further understand the mechanism and nature of the local constraints, a more
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detailed model at microscopic level is required. Accurately modeling friction be-

tween contacting rough particles and patch-patch interactions between patchy parti-

cles could potentially characterize the rigid constraints in attractive colloidal disper-

sions.
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Chapter 7

Conclusions

The methods and results discussed within this thesis have established a modeling

framework for concentrated protein solutions and attractive colloidal dispersions. For

dispersions of nanometer- or micrometer-sized particles, Brownian dynamics simula-

tion gives satisfactory prediction of solution micro-structure if appropriately account-

ing for the interaction potentials, Brownian motion, and hydrodynamic interactions.

In the work on monoclonal antibody solutions, we improved a previously developed

12-bead coarse-grained model by considering the hydrodynamic interactions and using

the correct forms of screened electrostatic potential and dispersion forces. Our model

captures the anisotropic e�ects and correctly recovers the solution micro-structures.

In order to systematically understand the role of anisotropic interactions on protein

solutions and colloidal dispersions, we developed a random patchy sphere model with

controllable surface patchiness. Signi�cant deviations in micro-structure and ther-

modynamics from isotropic particles are observed at modest particle concentrations.

Therefore, the inclusion of anisotropic interactions between colloidal particles is crit-

ical to give correct predictions of solution micro-structures. The approaches applied

in this thesis can be very useful and readily extended to any other protein solutions

and colloidal dispersions with anisotropic characteristics.

Dynamics and rheology are sensitive to near-�eld non-central interactions and the

resulting constraints on sliding or rotation motion. Possible factors causing these rigid

constraints include surface heterogeneity, hydrodynamic interactions, and friction.
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With rigid constraints, colloidal particles in a cluster will move collectively instead

of separately, particularly when an imposed shear �ow is not strong enough to break

the clusters. These rigid clusters give a signi�cant amount of hydrodynamic stress to

the system. Considering rigid constraints during rheology simulation of suspension

improves the viscosity predictions for concentrated antibody solutions and explains

the diverging viscosity during the gelation process of attractive colloidal dispersions.

In the work on random patchy sphere suspensions, one of the possible source of rigid

constrains, surface heterogeneity, is quantitatively investigated. The shift of the gel

point validates our hypothesis that local patch-patch interactions give higher bending

moments under deformation, thus a�ecting the rheology of colloidal dispersions. It is

also noticed that the fraction of rigid bonds plays a similar role in physical gelation

as the extent of cross-linking reactions in chemical gelation.

This thesis serves as a cornerstone for using numerical simulation methods to

understand and predict the rheology of colloidal dispersions. In the literature, dis-

crete element simulations are seldom applied to calculate the rheological properties

of colloidal dispersions, because they almost always fail to recover the high viscosity

of attractive colloidal dispersions with only central inter-particle interactions. This

thesis demonstrates that the rigid constraints are indispensable when computing the

stress of a sheared suspension by simulations, which is usually missing in previous

works. Although the rigid cluster assumption is obviously oversimpli�ed, qualitative

agreement has been achieved for shear viscosity calculations with it.

To further improve the predictability on rheology of colloidal dispersions and pro-

tein solutions, future investigations should be focused on detailed descriptions of the

nature of local interactions between particles, such as models of friction and electro-

static interactions. Improvement of hydrodynamic model might also be desirable: For

example, near-�eld lubrication forces that diverge for approaching particles are absent

in the methods applied in this thesis. Simulation methods including the lubrication

forces, such as Stokesian dynamics, have been commonly applied for understanding

the rheology of hard-sphere suspensions, but never applied for the rheology of attrac-

tive colloidal dispersions to the best of our knowledge. Therefore, it is worthwhile
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to use Stokesian dynamics simulations to predict the rheology of attractive colloidal

dispersions and evaluate the e�ects from the lubrication interactions.

Another future direction is to develop a uni�ed theory of gelation. Currently, no

consensus has been reached on the mechanism of dynamic arrest nor the rheological

response during it. We have shown in simulations that the number of rigid bonds

characterizes the extent of gelation and explains the critical behavior in the vicinity

of critical gel point. However, this model has never been validated in experiments

due to the di�culties in quantifying the rigidity of clusters in a colloidal dispersion.

Experimental investigation on the role of rotational constraints in colloidal gels can

validate our theory and help establishing a uni�ed mechanism for both chemical and

physical gelation, in which cross-links and rigid bonds are equivalent in providing

elasticity under deformation.
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Appendix A

Algorithm of Rigid Composite-bead

Particle Simulations

A.1 Algorithm Details of Brownian Dynamics of Rigid

Composite-bead Particles

It can be noticed from Chapter 2 that the mobility problem of rigid composite-bead

particles can be regarded as a general form:

U =
(
Σ · M−1 ·ΣT

)−1 · F , (A.1)

where F represents the force and torque (including Brownian, inter-particle, and

strain contributions) and U represents the velocity and angular velocity. Although

it is feasible to solve this linear system of equations by nested iterative method,

transforming this form into a saddle point problem is a more e�cient approach:M ΣT

Σ 0

 ·

 f

−U

 =

0

F

 . (A.2)
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In order to reduce the expensive inversion operation of mobility matrixM to compute

Brownian and strain contributions to F , it turns out we can derive an equivalent form:M ΣT

Σ 0

 ·

 f

−U

 =

−K′ · e− uB

FP

 , (A.3)

where FP only includes the deterministic inter-particle contribution to the force and

torque. With this approach, we only needs one layer of iteration and each iteration

requires single mobility M evaluation (cost of computing Σ and ΣT is negligible).

When the stress needs to be computed, it is preferred to split the Brownian contri-

bution since the hydrodynamic and deterministic parts of the stress can be easily

computed as:

σH + σP = − 1

V

∑
N

(
xFP +K · fd

)
, (A.4)

where deterministic fd satis�es:M ΣT

Σ 0

 ·

 fd

−U

 =

−K′ · e

FP

 , (A.5)

where uB is not included. An e�cient preconditioner is found for the saddle point

problem: 6πηsa [I−ΣT ·
(
Σ ·ΣT

)−1 ·Σ
]

ΣT ·
(
Σ ·ΣT

)−1(
Σ ·ΣT

)−1 ·Σ − 1
6πηsa

(
Σ ·ΣT

)−1

 . (A.6)

This preconditioner does not require any mobility M calculation, but it accelerates

the iterative inversion very well since it converts the matrix to a block triangular

matrix:6πηsa [I−ΣT ·
(
Σ ·ΣT

)−1 ·Σ
]

ΣT ·
(
Σ ·ΣT

)−1(
Σ ·ΣT

)−1 ·Σ − 1
6πηsa

(
Σ ·ΣT

)−1

 ·

M ΣT

Σ 0


=

6πηsa [M−ΣT ·
(
Σ ·ΣT

)−1 ·Σ ·
(
M− 1

6πηsa
I
)]

0(
Σ ·ΣT

)−1 ·Σ ·
(
M− 1

6πηsa
I
)

I

 .
(A.7)
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The stochastic drift term of displacement∇·MUF and Brownian relaxation term of

stress ∇·
(
RSU ·MUF) are challenging to compute in Brownian dynamics simulations

[1]. In the present work, we use the random �nite di�erence scheme described in

[2, 3] to estimate these contributions. In this scheme, a random variable ψ is �rstly

generated, satisfying ⟨ψiψj⟩ = δij. The divergence term d, either ∇ · MUF or ∇ ·(
RSU ·MUF), is then evaluated as (written in Einstein notation):

dm = Bmn(xi + λψi)ψn −Bmn(xi)ψn, (A.8)

where matrix B is either MUF or RSU ·MUF depending on which term d represents,

and x is the position at the current time step. This means the linear transformation

B is evaluated at two positions: x and x + λψ, and operated on the same random

vector ψ. Scale λ measures the step size of the �nite di�erence. With small enough

step size, the expression can be approximated as:

dm = (λψi) ∂iBmn(xi)ψn = λ∂iBmn(xi) (ψiψn) . (A.9)

Thus, the ensemble average of d is:

⟨dm⟩ = λ∂iBmi, (A.10)

where ∂iBmi is the divergence of matrix B.

A.2 Brownian Dynamics of Mixtures of Rigid Composite-

bead Particles and Free Beads

In this section, an algorithm for Brownian dynamics simulation of mixtures of rigid

composite-bead particles and free beads is introduced. In this model, all the beads

interact with each other through the RPY tensor, whether free or in rigid particles,

and beads in the composite-bead particles are constrained to move rigidly. Simula-

tions of this type of mixtures are useful when the simulated particles have drastically
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di�erent sizes in the system, or parts of the objects are �exible, such as simulations

of electrophoresis and protein-polymer conjugates. An e�cient implementation of

the algorithm utilizing GPU has been built as a plugin to HOOMD-blue, and can be

downloaded from our group website http://web.mit.edu/swangroup/software.shtml.

A.2.1 Governing equation of motion

The governing equation of motion for a mixture of composite-bead particles (R) and

free beads (P) is:

UR

uP

 =

MRR MRP

MPR MPP

 ·

FR

fP

+

FB
R

fBP

+

Σ 0

0 I

 ·M−1 ·

K′ · e

0

 , (A.11)

where M is the RPY tensor regarding all the particles in the system. Again, symbol

FR represents the force and torque of rigid composite-bead particles, and UR repre-

sents the velocity and angular velocity of them. Since torque and rotation are not

considered for free beads, fP and uP represent their force and velocity.

Let us consider the deterministic motion due to inter-particle interactions and

strain �rst:Ud
R

ud
P

 =

Σ 0

0 I

 · M−1 ·

ΣT 0

0 I

−1

·

FR

fP

+

Σ 0

0 I

 · M−1 ·

K′ · e

0

 .

(A.12)

This can be transformed into:Σ 0

0 I

 ·M−1 ·

ΣT · Ud
R

ud
P

 =

FR

fP

+

Σ 0

0 I

 · M−1 ·

K′ · e

0

 . (A.13)

If we de�ne fdR and fdP as:

fdR
fdP

 = M−1 ·

ΣT · Ud
R

ud
P

−M−1 ·

K′ · e

0

 , (A.14)

176



and substitute them into the equation:Σ 0

0 I

 ·

fdR
fdP

 =

FR

fP

 . (A.15)

Obviously fdP = fP, and the whole system of equations becomes:
Σ · fdR = FR,

M ·

fdR
fP

 =

ΣT · Ud
R

ud
P

−

K′ · e

0

 , (A.16)

which can be then converted to a more familiar form:
Σ · fdR = FR,

MRR · fdR +MRP · fP −ΣT · Ud
R = −K′ · e,

MPR · fdR +MPP · fP = ud
P.

(A.17)

This can be then written in a form similar to the saddle point problem:MRR ΣT

Σ 0

 ·

 fdR

−Ud
R

 =

−MRP · fP −K′ · e

FR

 , (A.18)

after solving which the free bead velocity can be easily computed:

ud
P = MPR · fdR +MPP · fP. (A.19)

Brownian contribution can be obtained with similar approach. The governing

equation with only Brownian contribution is:Σ 0

0 I

 · M−1 ·

ΣT · UB
R

uB
P

 =

Σ 0

0 I

 · M−1 ·

uPSE
R

uPSE
P

 , (A.20)

where uPSE
R and uPSE

P are the velocity generated by the PSE algorithm. Again, we
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can de�ne fBC
R and fBC

P such that:

fBC
R

fBC
P

 = M−1 ·

ΣT · UB
R

uB
P

−M−1 ·

uPSE
R

uPSE
P

 , (A.21)

where BC means constraint force caused by Brownian motion. Therefore,Σ 0

0 I

 ·

fBC
R

fBC
P

 = 0. (A.22)

The system of equations becomes:
Σ · fBC

R = 0,

MRR · fBC
R −ΣT · UB

R = −uPSE
R ,

MPR · fBC
R − uB

P = −uPSE
P ,

(A.23)

which results in a similar saddle point problem:MRR ΣT

Σ 0

 ·

 fBC
R

−UB
R

 =

−uPSE
R

0

 , (A.24)

and the velocity of free beads can be calculated:

uB
P = uPSE

P +MPR · fBC
R . (A.25)

A.2.2 Brownian drift

Stochastic drift term kBT∇ · M is necessary for Brownian dynamics simulations to

obtain correct thermodynamic behaviors. For the RPY tensor, this term is zero, but

for a mixture of rigid composite-bead particles and free beads, this term even gives

nonzero contribution to the free beads. Therefore, the correct way to evaluate the

stochastic drift term is to generate random vector for both composite-bead particles

and free beads at the same time, and use the random �nite di�erence scheme we
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mentioned before to obtain the term. Here are the detailed steps: A random vector

ψ is �rstly generated, satisfying ⟨ψiψj⟩ = δij. The divergence term d = ∇ ·M is then

evaluated as (written in Einstein notation):

dm = Bmn(xi + λψi)ψn −Bmn(xi)ψn, (A.26)

where matrix B is:

B =

MRR MRP

MPR MPP

 . (A.27)

Scale λ measures the step size of the �nite di�erence. With small enough step size,

the expression can be approximated as:

dm = (λψi) ∂iBmn(xi)ψn = λ∂iBmn(xi) (ψiψn) . (A.28)

Thus, the ensemble average of d is:

⟨dm⟩ = λ∂iBmi, (A.29)

where ∂iBmi is the divergence of matrix B.

A.2.3 Stress calculation

Stress calculation is similar to the case with only rigid composite-bead particles. It

turns out that:K 0

0 0

 ·

fdR
fdP

 =

K 0

0 0

 · M−1 ·

ΣT 0

0 I

 ·

Ud
R

ud
P

−

K 0

0 0

 · M−1 ·

K′ · e

0


= RSU ·

Ud
R

ud
P

−RSE · e

= RSU ·MUF ·

FR

fP

+RFE · e

−RSE · e,

(A.30)
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so the deterministic contribution to the stress is:

σH + σP = − 1

V

∑
N

(
xF+K · fdR

)
. (A.31)

The Brownian contribution to the stress σB should be considered in a similar way as

the Brownian drift.
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Appendix B

Flow Induced Crystallization of

Particle Suspensions

B.1 Introduction

Colloidal dispersions can undergo phase transitions similar with atomic and molecular

systems. For a hard-sphere suspension, �uid phase will turn into crystal phase when

the volume fraction is higher than 0.49 [1]. When the suspension is under steady

or oscillatory shear �ow, crystalline order can also be observed at volume fractions

below 0.49. Shear induces crystallization and the resulting crystal will melt if the

�ow is stopped [2, 3].

Shear induced crystallization has been extensively investigated by experiments

and simulations. The experimental system varies among researchers, so only some

general rules rather than accurate parameters can be concluded for shear induced

crystallization. Layer structure is always formed under shear, but the detailed packing

scheme for the layers di�ers. The dynamic structure of shear induced crystal depend

on the volume fraction, the shear rate, the oscillation frequency and the di�usion

rate of particles. For a hard-sphere suspension, crystal is more likely to form at

larger volume fraction and larger shear rate, while the structure of crystal depends

on the volume fraction and the strain amplitude. At certain volume fraction, the

structure can change from twinned FCC (face-centered cubic) structure, sliding layer

183



structure, to string structure, as strain amplitude grows [3, 4]. The relative trajectory

of neighboring layers might depend on volume fraction, as particles will be restricted

to move in a zig-zag path or even caged in dense suspension because of hindering

by other particles. However, this is only proposed model because no observation of

zig-zag path is found yet. Recently, a new structure called �tilted layer� was found

under large shear rate and oscillatory frequency [5], where layers are not parallel with

the shear plane.

Mechanism of shear induced crystallization is still not understood for colloids

[4]. Manufacturing of colloidal crystals can be accelerated by utilizing shear induced

crystallization in processing suspensions. By understanding the mechanism, it will

be possible to design �ow induced crystallization processes rationally, and three di-

mensional colloidal crystals can be produced more e�ciently.

B.2 Shear and Oscillatory Extension Induced Crys-

tallization of Monodisperse Suspensions

Flow induced crystallization is investigated by Brownian dynamics simulations on

monodisperse hard-sphere suspensions. Di�erent kinds of shear induced crystal are

observed depending on �ow conditions. Crystalline order is also found in oscillatory

extensional �ow, which has never been reported in literature.

Monodisperse suspensions with volume fraction 0.50 are studied in shear �ow.

String, sliding layer, and twinned FCC structures similar to work by [3] are found. A

phase diagram is shown in �gure B-1(a). Di�erent structures are identi�ed by the pair-

distribution function on velocity-vorticity plane, as shown in �gure B-1(c). In string

structure, the particles form strings aligned with �ow direction but no correlation

between the strings is found. In sliding layer structure, layers are close packed in the

plane of shear, but the layers are uncorrelated and stack randomly. In twinned FCC

structure, these layers are close packed in three dimensions on the whole suspension

scale, and are found at the two time points of maximum strain in opposite directions.
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String Sliding layer Twinned FCC Type I FCC Type II FCC Type III FCC

(a) (b)

(c) (d)

String Sliding layer Twinned FCC Type I FCC Type II FCC Type III FCC

Figure B-1: Types of �ow induced crystal at volume fraction ϕ = 0.50 and pair-
distribution function used to distinguish them. (a) Types of shear induced crystal,
view on the velocity-vorticity plane. One layer of particles is shown and the relative
motion of one particle from the layer above is depicted. (b) Types of oscillatory ex-
tension induced crystal. (c) Pair-distribution function on velocity-vorticity plane of
three types of shear induced crystal. Light regions mean higher probability density,
and dark regions mean lower probability density. (d) Angular pair-distribution func-
tion g(ϕ, θ) of neighboring particles of three types of oscillatory extension induced
crystal. ϕ is de�ned as ϕ = arctan (y/x) ranging from −π to π, and θ is de�ned as
arccos (z/r) ranging from 0 to π. x, y, z, r are relative position of neighboring particle
(on x, y, z direction and distance scalar). Red dots mean having particles on those
angular directions.
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Shear induced crystallization Oscillatory extension induced crystallization

Strain amplitude = 1

Strain amplitude = 0.35

Figure B-2: Phase diagram of shear induced crystallization (left) and oscillatory
extension induced crystallization (right) at volume fraction ϕ = 0.50. The two dashed
lines in the left represent constant strain amplitude 1 and 0.35.

The phase diagram is �lled with results from simulations at di�erent Pe and De.

As depicted in �gure B-2, the suspension will stay �uid at lower Pe (< 10) while

becoming crystalline ordered at higher Pe. The order type depends on the strain

amplitude, which follows straight lines in the phase diagram (lines of constant strain

amplitude of 0.35 and 1.0 are shown in the plot). A string phase can be observed

when the strain amplitude is larger than 1.0, and twinned FCC structure is generated

with strain amplitude lower than approximately 0.50. The region between these two

strain amplitudes is the sliding layer phase. Near Pe = 20, �uid-order coexistence

occurs. Fluid-sliding layer phase appears at strain amplitude larger than 0.50, and

�uid-twinned FCC structure is induced when strain amplitude is less than 0.50.

Planar oscillatory extensional �ow is imposed on a suspension with ϕ = 0.50. The

velocity �eld is thus:

vx = −ϵ̇x, vy = 0, vz = ϵ̇z, (B.1)

where ϵ̇(t) = ϵ̇0 cosωt. Péclet number (Pe) and Deborah number (De) can be de�ned

for oscillatory extensional �ow:

Pe =
6πηϵ̇0a

3

kBT
and De =

6πηωa3

kBT
. (B.2)
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Three di�erent types of crystalline order are observed under di�erent Pe and De. As

shown in �gure B-1(b), all of the three structures are FCC, while the lattice orientation

varies. The di�erent orientations can be detected by looking at the angular pair-

distribution function for nearly touching particles, g(ϕ, θ), at zero strain amplitude,

in �gure B-1(d). In type I FCC structure, the (111) plane of the crystal is parallel with

xy plane and packed along the y direction. In type II FCC structure, the primitive

bases of the FCC cell are parallel with the x, y, and z directions. Type III FCC is

similar with type II but is rotated around the z axis by 45 degrees. These structures

have higher probability density at di�erent angular directions and di�erent number of

neighbor particles as shown in �gure B-1(d). In the phase diagram shown in �gure B-

2, dependency of structure on Pe and strain amplitude (which directly depends on

Pe/De) is depicted. The range of strain amplitude for crystallization expands as Pe

grows. At the same Pe number, the suspension will be type III, type II, and type I

FCC as strain amplitude increases.

At Pe > 50, type I FCC is induced at 0.5 < Pe/De < 0.7, type II FCC is induced

at 0.3 < Pe/De < 0.5, and type III FCC is generated at 0.05 < Pe/De < 0.3. At lower

Pe < 20, the structural dependency on strain amplitude becomes di�erent from that

at higher Pe. In the shear induced crystal, the dependency of the structure on the

strain amplitude also changes at �uid-crystal coexistence phase, where a �uid-string

phase is not found. This similarity might be related with the underlying mechanism

of �ow induced crystallization.

B.3 Flow Induced Self-assembly of Bidisperse Sus-

pensions

Self-assembly of bidisperse suspensions is more di�cult than ordering of monodisperse

particles [6]. Photonic crystals with superlattice structures have more complex and

interestring optical properties [7, 8]. Flow induced crystallization may be used to

accelerate the process of manufacturing superlattice from binary mixtures. Brownian
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(a) (b)

Figure B-3: Superlattice of hard-sphere binary mixture (radius ratio 0.414:1) induced
by �ow with parameters shown in table B.1. The illustration of interstices formed by
larger particles is shown below each structure. (a) NaCl-like crystal induced by planar
oscillatory extension with Pe = 100 and De = 200 (view on (100) plane of FCC). (b)
String array induced by steady shear with Pe = 100 (view from �ow direction).

Table B.1: Parameters used for �ow induced superlattice
Crystal type Radius ratio Number ratio Total volume fraction
NaCl-like 0.414:1 1:1 0.57

String array 0.414:1 2:1 0.53

dynamics simulations have been applied to investigate �ow induced self-assembly of

several di�erent suspensions. Steady shear �ow and oscillatory extensional �ow of

hard-sphere binary mixtures with a chosen radius and number ratios are proved to

induce superlattice formation as shown in �gure B-3. This suspension is �uid phase at

equilibrium and the parameters used to generate superlattice are shown in table B.1.

The radius ratio is chosen to be 0.414:1 because the smaller particles will just �ll

into the interstices formed by a square of four contacting bigger particles. In 3D,

this means the smaller ones can just �ll into the octahedral interstices. Type I FCC

structure induced by oscillatory extensional �ow has such sites, as shown in �gure B-

3(a). Under steady shear, this radius ratio will allow particles to form a string array

with square packing as �gure B-3(b) shows. This packing e�ciency is even higher

than the hexagonal one for the binary suspension.
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Other parameters are also tested but no superlattice forms. With lower radius

ratio, the smaller particles will move freely rather than stay in one interstice. With

higher radius ratio, the larger particles crystallize and the two types of particles

demix. Other �ows were imposed on binary mixture with radius ratio 0.414:1 as well

but none of them was found to induce crystalline order.
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