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Abstract

Organic semiconductors are carbon-based semiconductors with number of unique ben-
efits over traditional semiconductors such as low production costs, versatile synthesis
processes, and high portability. Unlike traditional crystalline semiconductors that ex-
hibit high level of homogeneity, organic semiconductors are spatially and temporally
heterogeneous due to the weak van der Waals intermolecular forces. In this thesis we
utilize computational and theoretical methods to investigate how this heterogeneity
affects the electronic properties in organic semiconductors. In particular, we focus on
two microscopic processes fundamental to the performance of organic semiconductors:
the transport of Frenkel exciton and dissociation of charge-transfer (CT) exciton.

Frenkel excitons are tightly bound electron-hole pairs created upon photo-excitation
of molecules and they carry the excess energy imparted by photons. We employ the-
oretical approach that combines molecular dynamics and semi-empirical electronic
structure calculations to reveal the effects of molecular disorder on Frenkel exciton
transport in oligothiophene-based molecular semiconductors. Using this approach, we
find that the magnitude and details of molecular disorder (i.e. spatial and temporal
correlations) could have huge impact on exciton transport in this class of materials.

CT excitons are electron-hole pairs partially separated across the donor-acceptor
interface. To generate free charges, the oppositely charged electron and hole must
overcome an electrostatic binding energy before they undergo ground state recombi-
nation. We explore the CT exciton dissociate mechanism and magnetic field effects
through a model of quantum spin dynamics combined with a stochastic coarse-grained
model of charge transport. We demonstrate that simulations carried out on our model
are capable of reproducing experimental results as well as generating theoretical pre-
dictions related to the efficiency of organic electronic materials. Next, we consider
the effect of disorder in electronic energy levels on dissociation yield and demonstrate
that it is maximized with a finite amount of disorder as a result of non-equilibrium
effect.

Thesis Supervisor: Adam P. Willard
Title: Associate Professor of Chemistry
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Chapter 1

Introduction

1.1 Organic Semiconductors

Organic semiconductors are a class of materials whose constituents are mostly made
up of carbon and hydrogen atoms with, at times, some hetero-atoms such as sulfur,
oxygen and nitrogen. Additionally, they exhibit properties typically associated with
semiconducting materials, i.e. they absorb and emit light in the visible spectral range,
and are sufficiently conductive for the operations of typical semiconductors such as
light-emitting devices, photovoltaics and field-effect-transistors. [1-3]

Organic semiconductors combines the electronic advantages of traditional semi-
conductors with the chemical and mechanical benefits of organic compounds. Their
optical activity and electronic conductivity are united with a material structure that
can easily be modified by chemical synthesis to achieve desired emission/absorption
wavelength, to render it soluble, or to allow for mechanically robust, lightweight, and
flexible thin films. These properties imply that organic electronics are suitable for
many traditional semiconductor applications such as displays, lighting panels, or solar
cells, and can be produced with a variety of scalable solution-processing techniques
or vacuum deposition methods. For example, organic light-emitting diode (OLED)-
based displays are already employed by major smartphone makers, including Samsung
and Apple. OLED screens are thinner, produce better color contrast and consumes

less energy than traditional LEDs/LCDs, making OLED a technology of choice for
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many display applications.

1.2 Organic Photovoltaics

Acceptor.
Donor

a) Bilayer heterojunction b) Bulk heterojunction

Figure 1-1: A schematic illustration of organic photovoltaics with different architec-
tures. (a) Bilayer OPVs contains two types of semiconducting materials: electron
donor and electron acceptor. (b) Bulk heterojunctions have an absorption layer con-
sisting of a nanoscale blend of donor and acceptor materials. The domain sizes of
this blend are on the order of nanometers, allowing for excitons with short lifetimes
to reach an interface and dissociate due to the large donor-acceptor interfacial area.
Image reproduced from Ref. [4].

In this thesis we will mostly focus on organic photovoltaics (OPVs), however many
of the theoretical and computational techniques developed here are applicable to other
organic/molecular semiconducting systems. OPV are good light absorbers and can
be fabricated using scalable processing methods such as roll-to-roll printing. The
power conversion efficiencies (PCEs) of OPVs has increased substantially in the past
few decades, and a value of 17.3% has recently been reported for tandem-junction
devices [5]. These promising advances suggest that OPVs can potentially emerge
as a practical renewable energy option via the production of large-scale, cheap and
easy-to-process solar cells.

A OPV typically has a layered structure involving a substrate, photoactive layer
and electrode (FIG. 1-1). Light is converted to electrical current in the photoactive
layer, which has a typical thickness of about 100 nm. In efficient OPVs, this layer

is a composite of two or more semiconductors (electron donors and acceptors) mixed

22



Light 4 _Donor N

Frenkel Exciton o Acceptor
7S —— _ |
o i i —
(On' o e syween e
)
Charge Transfer 4 Donor Acaentor )
Exciton B B .
é’r{gg‘; = m.)
' (" Donor Acceptor )
R e———
Separated Charges p—
Orbital - — ey e
Energy . -

e

Figure 1-2:  Photocurrent generation processes in OPVs. Photon absorption by a
molecule in the donor layer promotes an electron to an excited state, resulting in a
localized and tightly bound electron-hole pair (a so-called Frenkel exciton). Frenkel
exciton migrates to the interface between the (electron) donor and acceptor molecules,
resulting in the transient formation of a charge-transfer state whereby the electron and
hole resides on different molecules. The dissociation of the charge-transfer exciton is
then followed by charge transport where electrons and holes can hop between adjacent
electron acceptor and donor molecules respectively.

together to form a nanostructured hetero-junction for charge generation. Photocur-
rent generation in OPVs is a multistep process that can be summarized in Fig. 1-2.
Initially, photon absorption by a molecule in the active layer (typically in the donor
materials) promotes an electron to an excited state, resulting in a localized and tightly
bound electron-hole pair (a so-called Frenkel exciton). Frenkel exciton can then travel
to the donor-acceptor interface where exciton dissociation starts to occur due to the
lower LUMO energy in the acceptor materials, resulting in the transient formation of -
a charge-transfer exciton in which the electron and hole reside on different molecules.

At this point, electron and hole are still bound by strong Coulomb attraction despite
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being spatially separated. The dissociation of the charge-transfer exciton is then fol-
lowed by charge transport where electrons and holes move between adjacent acceptor
and donor molecules respectively. The exact mechanism in which charge-transfer ex-
citon dissociates is still debatable in the community since the Coulombic attraction

is an order of magnitude larger than thermal energy at room temperature.

1.3 Organization of Thesis

In this thesis we focus on two processes of particular importance to the performance
of OPVs: transport of Frenkel exciton and dissociation of charge-transfer exciton. In
Chapter 2, we model the dependence of transport properties Frenkel exciton on ex-
cited energy disorder in extended sexithiophene systems by performing extensive clas-
sical molecular dynamics simulations and classical electronic structure calculations.
We show that the disorder in the excited energy can be temporally and spatially
correlated, and these correlations could significantly affect the exciton mobility. In
Chapter 3, we propose to incorporate the statistics of energy disorder from atomistic
calculations into a coarse-grained tight-binding model and show that it is capable of
reproducing results from atomistic simulations albeit at a much lower computational
costs. This allows us to study system size of experimental relevance (up to 10,000s
of molecules) and the model demonstrates good agreement with many available ex-
perimental measurements.

In the second half of the thesis (Chapters 4 and 5) we focus on the dynamics
of charge-transfer exciton. In Chapter 4, we introduce a 2-dimensional stochastic
hopping model to describe the electron and hole dynamics in a CT exciton. In
contrast to the atomistic approach in the Frenkel exciton simulations, the CT exciton
model is parametrized using experimental data for a particular donor-acceptor pair.
We demonstrate that simulations carried out on our model are capable of reproducing
many sets of experimental results as well as generating theoretical predictions related
to the efficiency of organic electronic materials. In Chapter 5, we consider the effect

of spatial variations in electronic energy levels, such as those that arise in disordered
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molecular systems, on dissociation yield and demonstrate that it is maximized with
a finite amount of disorder. We demonstrate that this is a nonequilibrium effect that
is mediated by the dissipation driven formation of partially dissociated intermediate

states that are long-lived because they cannot easily recombine.
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Chapter 2

Effects of Disorder on Frenkel Exciton

Dynamics

2.1 Introduction

Organic semiconductors offer the electronic advantages of traditional semiconductors
with the chemical and mechanical benefits of organic compounds, providing an in-
expensive, mechanically flexible and electronically tunable alternative to traditional
silicon based semiconductors [3, 6-15]. Unlike its inorganic crystalline counterparts
whose constituents are bound by strong covalent bonds, weak van der Waals interac-
tions dominate the intermolecular interactions in organic semiconductors, leading to
disordered structures with strong electron-phonon couplings. The transport proper-
ties of excitons in molecular systems, such as organic semiconductors and quantum
dots, are highly sensitive to this nanoscale variations of morphology [16, 17]. Thus
accurate modeling of this dependence is crucial for making reliable predictions of de-
vice performance. However, the presence of disorder in organic materials renders band
theory commonly used in solid state physics inapplicable due to the lack of symmetry.
Atomistic electronic structure methods are limited to time and length scales much
smaller than required to characterize the exciton transport properties in this class of
materials. We often have to rely on site-based phenomenological models to extract

the essential exciton transport properties. The parameters in these coarse-grained
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models can be inferred from experiments or tuned to fit experimental results. Due to
their simplicity and computational efficiency, phenomenological models can simulate
systems of experimentally relevant sizes and provide deep physical insights into exci-
ton properties. However most phenomenological models do not contain the chemical
details of molecules, hence they often fail to capture the subtle but important effects
of spatial and temporal correlations in the nanoscale disorder arising from the pack-
ing and thermal motions of molecules. These models usually invoke approximations
regarding the nature of static and dynamic disorder. For example, static disorder is
described by uncorrelated Gaussian variables, whereas dynamic disorder is frequently
incorporated in the models as simple white/colored noise or interactions with a bath
of quantum harmonic oscillators [18-20]. Since exciton dynamics is highly dependent
on the nature of disorder, these assumptions could have huge impact on the theoret-
ical predictions of exciton mobility.

Here we provide a critical assessment of these assumptions and investigate their
impacts on exciton transport computations. We used a recently developed hybrid
quantum/classical method that compute the site energies and excitonic couplings us-
ing quantum chemistry methods on molecular configurations generated by molecular
dynamics (MD) simulations [21]. It has been shown that this atomistic method is
capable of simulating exciton dynamics across hundreds of small organic molecules
with sufficient accuracy. By analyzing the Frenkel exciton Hamiltonian generated by
the electronic structure calculations, we characterize the statistical properties of the
static and dynamic disorder in conjugated organic films. We show that the disorder in
this organic semiconducting material is both spatially and temporally correlated. We
further demonstrate that temporal correlation has little impact on exciton transport,

while spatial correlation could enhance exciton mobility in highly disordered systems.
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2.2 Theory

2.2.1 Frenkel Exciton Model

We adopt a computational framework newly developed in Ref. [21] and express the
electronic excitation in a multi-chromophoric system in a basis of localized excitations,
and the resulting Hamiltonian is called the Frenkel exciton Hamiltonian [22, 23]. The
Frenkel exciton Hamiltonian describes a system of of N excitable subunits (some-
times referred to as sites or chromophores) that can each host a localized exciton.
The ground electronic state of the system is denoted as |0), the wavefunction for the
localized exciton is |m) = el |0), where the creation operator e generates a Frenkel
(singlet) exciton localized on the m-th site. The form of the creation operator de-
pends on the selected excited-state electronic-structure method. In the basis of these

wavefunctions, the Frenkel excitonic Hamiltonian can be written as

(3

H(t) =) e(t)li)i| +ZVz~j(t)li>(j|, (2.1)

where |i) represents a Frenkel (singlet) exciton localized on i-th molecule with ex-
citation energy ¢;, and V;; is the excitonic coupling between |7) and |j). Both the
energies and couplings are time-dependent due to the thermal fluctuations of nuclei.
For notational convenience, we separate the time-dependent and time-independent
components in the Hamiltonian such that €;(t) = €; + d¢;(t) and V;(t) = Vi; + 0V;;(¢)
where the time average of the time-dependent components is zero, i.e. m =0 and
V() = 0.

Frenkel exciton Hamiltonian has been used extensively to study exciton transport
in various systems, i.e. quantum dots, light harvesting complexes, organic semicon-
ductors, and conjugated polymers [24-28]. The parameters in the Frenkel exciton
Hamltonian can in principle be determined by computing the excited state electronic
structurc of the cntire system. However for large systems, this type of computation

requires excessive computation power. Hence in many studies, the static components

are often modeled phenomenologically as a set of independent Gaussian random vari-
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Figure 2-1: Configurations of simulated T6 system in this chapter. (a) An isolated
T6 monomer. (b) A T6 monolayer film. (¢) A disordered bulk phase of T6 molecules.

ables, whereas the time-dependent components are described as white noise or a bath
of quantum oscillators without strong justifications from atomistic simulations. Here
we will examine these assumptions by analyzing the properties of static and dynamic
disorder in organic thin films generated from atomistic quantum-classical simulations
and evaluate their impacts on exciton transport. We adopt a recently redeveloped
computational protocol by performing extensive semi-empirical electronic structure
calculations on the fly over MD trajectories for conjugated organic films. Instead of
performing the electronic structure calculations of the entire system, the calculations
are restricted to include only one site at a time while describing all other sites in

terms of an effective medium, such as a dielectric continuum.

2.2.2 Modelling of Sexithiophene Films

In this chapter and the next, we focus on organic molecular semiconductors comprised
of sexithiophene (T6) molecules. The structural and molecular representation of T6
are given in Figure 2-1(a). The reasons for choosing T6 semiconductors as our model
system are three-fold: (1) T6 molecules exhibit high thermal stability and low relative
mobility [29] which enable the preparation of high purity materials with controllable
morphology [30]. (2) The properties of T6 are very close to those of polythiophene
(PT), making it a minimal model system for studying thiophene-based polymeric
semiconductors (e.g., P3HT) (3) T6 itself also has broad applications in field-effect
transistor, organic light-emitting diode, etc.  [31] Hence, there are a large body

of experimental and theoretical studies on T6 in the literature, against which we
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Figure 2-2: Comparison between the calculated properties from the model in this
chapter and the more accurate TDDFT: (a) excitation energy in eV for the lowest
singlet exciton (the red line indicates the linear fitting after adjusting for systematic
error); (b) three Cartesian components of the transition dipole in Debye associated
with the lowest singlet exciton; (¢) excitonic coupling between the two localized sin-
glet exciton states. Two methods of extracting excitonic couplings from TDDFT
calculations are adopted: an energy-gap-based method [32](black circles), and the
method described in Ref. [33] (red squares). All the dashed blue lines in this figure
indicate the diagonals. Figure reproduced from Ref. [21]

can benchmark and validate our model. More importantly, a variety of T6 film
morphologies have been realized and well-characterized in experiments, providing a

basis for theoretical studies on the effects of morphology on exciton dynamics.

In the Frenkel exciton model, each T6 molecule is considered as a site, and the

Frenkel excitonic Hamiltonian (Eq. 3.1) is represented in the basis of localized ex-
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citon on each individual T6 molecule. The site energies and excitonic couplings be-
tween sites are computed at an semi-empirical level for configurations harvested from
all-atom molecular dynamics (MD) simulations. Specifically, the Pariser-Parr-Pople
(PPP) method [34-36] is employed for the SCF calculations, and the detail of and the
parameters in the PPP methods can be found in Ref. [21]. The excited- state proper-
ties (e.g., exciton site energy ¢;) are computed at the level of configuration-interaction
singles (CIS). [37]. Due to the zero-differential overlap (ZDO) approximation in the
PPP method, the wavefunctions of localized excitons (i.e., the basis functions for the
Frenkel exciton Hamiltonian) |m) are orthogonal in our model, so the excitonic cou-
pling is simply given by V,,,,(t) = (m|H(t)|n). The PPP/CIS-based Frenkel exciton
model is highly efficient for computing the excited state properties of organic con-
jugated molecules. The accuracy of the PPP/CIS-based Frenkel exciton model has
been benchmarked against higher-level electronic-structure methods and experimental
absorption spectra in Ref. [21]. For example,the results of the semi-empirical elec-
tronic structure calculations have been compared to that of time-dependent density
function theory (TDDFT), which is method of choice for medium-size systems (i.e.
hundreds of basis functions), and satisfactory agreement is observed after adjusting

for a systematic error (Figure 2-2).

2.2.3 Molecular Dynamics Simulation

The static properties of a Frenkel exciton, such as its energy, depend sensitively on the
atomic configurations, and its transport is greatly affected by nuclear motion via the
exciton-phonon interaction. In order to properly sample and propagate the atomic
configurations, we employed classical molecular dynamics (MD) simulations, using
the OPLS/2005 force field. [38] All the all-atom MD simulations were performed with
Desmond package 3.6. [39]. In this study, we focus on two T6 films of different mor-
phologies, shown in Figure 2-1(b) and (c). The monolayer film of 150 T6 molecules
(Figure 2-1(b)) is intended to mimic the monolayer film grown on the silicon dioxide
substrate using the vapor deposition method, and all the T6 molecules in it stand up

roughly in parallel to each other. [29, 40-42] The initial configuration of the monolayer
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film is a regular 2D lattice with a moderate spacing (i.e., 7 A) between the molecules,
and this choice of spacing allows some spatial (in-plane) disorder within the film. The
configuration then was equilibrated in the NPT ensemble at 300 K and 1 atm using
the Martyna-Tobias-Klein scheme with a coupling constant of 2.0 ps for both temper-
ature and pressure. The simulation box scaled independently along all Cartesian axes,
and the box length along the normal to the monolayer film (i.e., Z direction) was kept
much larger than the film thickness throughout the simulation, making it an effective
2D NPT simulation. After equilibration, NVT simulation was performed using the
Nose-Hoover thermostat with a coupling constant of 2.0 ps. The second film of 343 T6
molecules (Figure 2-1(c)) is highly disordered, and may be considered as a represen-
tation of the film grown from solution-based methods (e.g., spin-coating). The initial
configuration for the disordered film was a 3D regular lattice with a spacing of 100 A.
This large spacing allows T6 molecules to rotate and relax freely before interacting
with each other during the equilibration in the (isotropic) NPT ensemble, rendering
the eventual configuration highly disordered in three dimensions. It is worthwhile to
note that the film configurations we generated are metastable amorphous structures,
which may be encountered in experiment as well. By propagating the nuclei on the
ground state potential energy surface we neglect the effects of excited state forces
and non-adiabatic derivative couplings on nuclear dynamics. Including these effects
in our model is straightforward, however, computing them is computationally expen-
sive. Here, for the sake of efficiency, we omit these effects. For the results presented
below we expect that the qualitative consequences of this omission are small and that
the primary conclusions would not be altered by the inclusion of excited state forces

and/or derivative couplings.

2.3 Results and Discussions

The disordered nature of these two organic films is demonstrated in Figure 2-3(a)
which displays a snapshot of molecular configuration of the T6 monolayer film. Fig-

ure 2-3(b) shows the corresponding centre-of-mass positions of the molecules in the
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Figure 2-3: (a) A snapshot of molecular configuration of the T6 monolayer film studied
in this chapter. (b) The corresponding individual molecule centre-of-mass positions
in the T6 monolayer film. The site energies (in €V) of the molecules are represented
by the color gradient. (c) Distributions of site energies sampled from 100 MD config-
urations for T6 monolayer (blue) and disordered film (red). d) The spatial correlation
(normalized) of the site energies as a function of center-of-mass distance for T6 mono-
layer (blue) and disordered film (red).

monolayer film, the excitation energies are represented by the color gradient. The en-
ergy map illustrates the randomness in molecule positions (structural disorder) and
the uneven energetic landscape commonly found in molecular systems with van der
Waals intermolecular interactions. The exciton energy distributions of the monolayer
and disordered films sampled from 100 configurations are plotted in Figure 2-3(c),
reproducing the results found in Ref. [21]. Both systems exhibit broad distribu-
tions of exciton energies, with standard deviations of 0.1eV and 0.18eV for monolayer
and disordered films, respectively. The energy distribution in monolayer film is nar-

rower because of its relative structural homogeneity, it is also further red shifted due
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to its planar geometry (more energetically favorable 7 — 7 interactions). Addition-
ally, both distributions exhibit a non-Gaussian and non-symmetric profile, arising
from the non-linear relation between molecular geometry and exciton energy, and the
dense packing of molecules which limits the number of accessible low energy states.
However we found no significant difference in exciton dynamics if the exciton energies
are replaced by Gaussian variables with the same variance and correlations. The com-
pact packing of molecules gives rise to exciton energies that are locally correlated, a
statistical property frequently overlooked in coarse-grained models. Here we examine
this local correlation by computing the exciton energy spatial correlation function,

defined as

C(r) = (0(r —rij) (e = &)(¢; = 9)) (2:2)

where (- --) denotes an average over all available configurations of a given system, € is
the average site energy for molecules in the system, r;; is the center of mass separa-
tion between the molecules associated with sites ¢ and j, and é(x) is the Dirac Delta
Function. The energy spatial correlations for both monolayer and disordered films are
plotted in Figure 2-3(d), showing that the exciton energies of neighboring molecules
can be highly correlated but such correlation decays quickly as inter-molecular sepa-

ration increases beyond nearest neighbors.

Thermal fluctuations of nuclei from the MD simulations give rise to the time-
dependence of exciton energies and couplings in the Frenkel exciton Hamiltonian in
Eq. 3.1. A sample trajectory of exciton energy as a function of time is plotted in
the inset of Figure 2-4a. We study the temporal correlation in these fluctuations by

computing the average time correlation functions of the exciton energies,

c.ry = {6 ((‘;)_(Z)(Sj - (23)
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Figure 2-4: a) The average time correlation functions (normalized) of the site energies
in T6 monolayer (solid blue) and disordered films (dashed red). b) The average time
correlation function (normalized) of the excitonic couplings in T6 monolayer (solid
blue) and disordered films (dashed red).

and the intermolecular electronic couplings,

(Vi) = V)(Vi(0) = V))
(Vi = V)?) ’

Cy(t) = (2.4)

where (---) indicates the ensemble average over initial configurations. The time corre-
lation functions are plotted in Figure 2-4, which show that both energy and coupling
time correlations are highly non-monotonic with two important features: 1) An initial
fast decay within 100 —200fs due to the dephasing effect from nuclear ballistic motion.
2) Long lasting oscillations with periods of approximately 20fs and 100fs, resulting
f1-"0m the C-C bond and C-H bond stretching, respectively. The results above demon-
strate that these time correlations are distinctly different from those used in many
empirical methods which often assume noise with delta or exponential time correla-
tion [43, 44]. Even rigorous open quantum system treatment can fail to capture the
details of exciton-phonon couplings because it often assumes spectral densities that
are more relevant to crystalline solid state systems (e.g. Lorentzian or Ohmic spec-
tra) [45]. Recently, there have been several works on combining MD and excited state

electronic structure calculations to extract realistic bath correlation function/spectral
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Figure 2-5: Average mean-squared-displacement (MSD) of an initially localized exci-
ton in (a) monolayer and (b) disorder films under different conditions: full molecular
calculations generated at the level of QM/MM (solid blue), calculations with no
time-dependent fluctuations (solid red), calculations with no spatial correlation in
the static disorder (solid orange) and calculations with no time correlation in the
time-dependent fluctuations (dashed magenta).

density [46-49], but they are limited to small light harvesting systems due to the
computational cost. It is still not unambiguously clear if exciton transport depends
on the memory effect (non-Markovianity) of exciton-phonon couplings, the works of
Ref. [50, 51] for light harvesting complexes seem to suggest it might be parameter (or

system) dependent.

2.3.1 Mean Squared Displacement

To investigate how exciton dynamics depends on the non-Markovianity and other
properties of disorder, we solve the time-dependent Schrodinger equation to obtain
the exciton wavefunction, [¢(t)) = Te 7/ HE® |(0)) = 37, ¢i(t)]i), where T is the
time-ordering operator and ¢;(t) is the wavefunction coefficient in the molecular site
basis. From the solution of the Schrodinger equation, we can then compute the

mean-squared-displacement (MSD) defined as

MSD(t) = () le®)* Ti(D)), (2:5)
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Figure 2-6: Distributions of MSDs at ¢ = 100fs from 100 initial configurations in (a)
monolayer and (b) disorder films under two different scenarios: full molecular calcula-
tions generated at the level of QM /MM (blue), calculations with no time correlation
in the time-dependent fluctuations (red).

where 77;(t) is the center-of-mass position of the i-th molecule at time ¢, and (.) repre-
sents the ensemble average over 100 initial configurations. The origin is conveniently
chosen to be the site of the initial localized excitation. In the following we study
the effect of disorder on the exciton MSDs, since it is a measurable quantity through
spatially resolved photoluminescence experiments [16]. MSDs generated from Hamil-
tonian in Eq. 3.1 for monolayer and disorder films with initially localized exciton are
plotted in Figure 2-5 (solid blue lines). In both systems, the exciton wavefunction
diffuses rapidly within the first 100fs before plateauing due to the finite-size effect.
The final value of MSD in the disordered film is higher because of its larger system

size compared to the monolayer film.

To illustrate the effect of time dependent fluctuations on exciton dynamics, we
repeat the calculations generated from the same Hamiltonian but without the time-
dependent components, i.e. we set dV;;(t) and de;(t) to zeros. The resulting MSDs
are shown as solid red lines in Figure 2-5. We observed a significantly reduced ex-
citon mobility due to the localization of wavefunction from the interference between
scattered waves in disordered energy landscape, a phenomenon commonly known as

Anderson localization in condensed matter physics community [52]. The interference

38



b)

= 600
a . § §
Z 400 1x disorder 2x disorder 3x disorder
<00 —Generated —Generated — Generated
—No spatial correlations —No spatial correlations —No spatial correlations
0
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
Time (fs) Time (fs) Time (fs)

Figure 2-7: Average mean-squared-displacement (MSD) of an initially localized ex-
citon in disordered film generated from full molecular calculations (blue lines) and
calculations with no spacial correlations in disorder (red lines). The magnitude of
static disorder is artificially increased by (a) no increase, (b) 100% and (c) 200% to
demonstrate that the effect of spatial correlation is dependent on the magnitude of
static disorder.

pattern is destroyed in the presence of fluctuating noise (i.e. decoherence), thus giving
rise to “noise-assisted" exciton transport frequently reported in the light-harvesting
systems [53-55].

To investigate the non-Markovian effect on exciton dynamics, we replace the time-
dependent components (i.e. d¢;(t) and 6Vj;(t)) in the Hamiltonian with Gaussian
white noise of the same magnitude, and found that the resulting MSDs (yellow lines
in Figure 2-5) are nearly identical to the MSDs generated from full molecular cal-
culations. For more critical assessment, we examine the distribution of MSDs (at
t = 100fs) from 100 individual trajectories, shown in Figure 2-6. We again found
the MSD distributions generated from molecular simulations and from Hamiltonian
with Gaussian white noise to be similar. This suggests that memory-effect in the
fluctuations does not play an important role in exciton transport for this class of or-
ganic semiconducting materials, similar to the conclusion found in Ref. [51] for B850
light harvesting systems at room temperature though the effect could be significant
at lower temperature.

Another often overlooked aspect of disorder in empirical models is the effect of
spatial correlation on exciton dynamics. We investigate such dependence by comput-
ing the MSD generated from a Hamiltonian generated without spatial correlation in

the static disorder (dashed lines in Figure 2-5). The effect of spatial correlation on ex-
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Figure 2-8: Average IPR of an initially localized exciton in (a) monolayer and (b)
disorder films under different scenarios: full molecular calculations generated at the
level of QM /MM (solid blue), calculations with no time-dependent fluctuations (solid
red), calculations with no spatial correlation in the static disorder (solid orange)
and calculations with no time correlation in the time-dependent fluctuations (dashed
magenta).

citon dynamics is found to be system dependent: it has little effect on the monolayer
film, but reduces the exciton mobility in the disordered film. Since the major differ-
ence between monolayer and disordered films is the magnitude of static disorder (see
Figure 2-3b), this suggests that effect of spatial correlation might be related to how
disordered a system is. To test this hypothesis, we artificially increase the amount
of static disorder in the disordered film, and the resulting MSDs plotted in Figure
2-7 indeed show that the effect of spatial correlation increases with the magnitude of
static disorder. This result suggests that the effect of local energetic correlation is
more prominent in highly disordered systems, like those found in solution-processed

organic semiconducting thin films.

2.3.2 Inverse Participation Ratio

Another useful measure to characterize exciton dynamics is the time-dependent in-

verse participation ratio (IPR)

IPR = STl (2.6)
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Figure 2-9: Distributions of IPRs at t = 100fs from 100 initial configurations in
(a) monolayer and (b) disorder films under two different conditions: full molecular
calculations generated at the level of QM/MM (blue) and calculations with no time
correlation in the time-dependent fluctuations (red).

where ¢;(t) is the wavefunction coefficient in the site basis from the solution of the
time-dependent Schrodinger equation. IPR represents qualitatively the number of
sites/molecules “participates" in the wavefunction and serve as an alternative measure
of exciton transport to the MSD. For example, if the exciton wavefunction is localized
in just one molecule, the then IPR = 1. On the other hand, if exciton wavefunction
is evenly delocalized in a system of N sites/molecules, IPR = N since ¢; = 1/ V'N.
IPRs generated from the Hamiltonian in Eq. 2.6 in the main text for monolayer
and disorder films with initially localized exciton are plotted in Figure 2-8 (solid blue
lines). In both systems, IPRs increase rapidly within the first 200fs before plateauing
due to the finite-size effect. The final value of IPR in the disordered film is higher

because of its larger system size compared to the monolayer film.

We also explore IPRs generated under different conditions in Figure 2-8: calcu-
lations with no time-dependent fluctuations (solid red lines), calculations with no
spatial correlation in the static disorder (solid orange lines), and calculations with no
time correlation in the time-dependent fluctuations (dashed magenta lines). In gen-
eral, the qualitative behaviors under each condition are very similar to those found in

the analysis of MSDs in the previous section. IPRs generated from the same Hamil-
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Figure 2-10: Average IPR of an initially localized exciton in disordered film generated
from full molecular calculations, but with the magnitude of static disorder is artifi-
cially increased by (a) no increase, (b) 2 times and (c) 3 times to demonstrate that
the effect of spatial correlation is dependent on the magnitude of static disorder.

tonian but without the time-dependent components (i.e. 6V;;(t) = 0 and Je¢;(t) = 0)
results in a significantly reduced IPR due to the Anderson localization effect. Figure
2-8 also shows that temporal correlation does not play an important role in exciton
transport as the IPR generated from the Hamiltonian without temporal correlation
(dashed magenta lines) is nearly identical to the IPR generated from the molecular
simulations (solid blue lines). The distributions of IPRs at ¢t = 100fs sampled from
100 initial configurations are plotted in Figure 2-9, which again shows that the IPR
distributions generated from ﬁoleoular simulations and from Hamiltonian with white
noise to be similar, confirming the minimal effect of temporal correlation. Similar to
the findings in MSDs, the effect of spatial correlation on IPRs is system dependent:
it has little effect on the monolayer film, but reduces the IPR in the disordered film
(dashed lines in Figure 2-8). Figure 2-10 shows the IPR in disordered film with its
static disorder artificially increased, and our results demonstrate that the effect of

spatial correlation on IPR increases with the magnitude of static disorder.

2.4 Conclusions

In summary, we study the properties of nanoscale disorder in organic thin films of

T6 molecules, explicitly generated from atomistic electronic structure calculations
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over the MD trajectories. We also critically assess the validity of many assumptions
used in empirical models regarding the nature of disorder and how they affect exciton
transport. We find that disorder in these organic films is both spatially and temporally
correlated. The spatial correlation is largely limited to nearest neighbors, whereas
the temporal correlation is highly oscillatory and long-lived. It is found that effect
of temporal correlation on exciton transport is minimal, but spatial correlation could
enhance exciton mobility in highly disordered systems. Our study here constitutes one
of the first quantum chemistry based attempts to characterize disorder in extended
organic semiconducting materials, and provide important insights into the effects of
disorder on exciton transport. Our results could be used to benchmark and improve

many widely used phenomenological models.
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Chapter 3

Coarse-Grained Modeling of Frenkel

Exciton Dynamics

3.1 Introduction

The variations in the nanoscale morphology of organic semiconducting materials could
have significant impact on their macroscopic optoelectronic properties. For example,
exciton diffusion length of the same material can vary significantly depending on the
molecular packing order [56-58]. However the systematic relation between the micro-
scopic morphology and macroscopic electronic properties is not always unambiguously
clear and could not be easily revealed through directly experimental measurements.
Theoretical or computational inputs are often required for understanding such func-
tional relation and extracting physical insights. The dependence of optoelectronic
properties on molecular morphology emerges due to the presence of highly collective
molecular excitations that involve the simultaneous participation of many individ-
ual molecules. Therefore the system size required to characterize such dependence is
typically beyond the computational capability of most first principle methods. Fur-
thermore, unlike its inorganic counterparts, organic semiconductors do not exhibit
long range symmetry, this renders many theoretical techniques (i.e. band theory) in
solid state physics inapplicable in this class of materials. Thus empirical phenomeno-

logical approaches such as site-based hopping or tight-binding models are often used
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to study the transport properties in organic semiconductors [18-20]. . Phenomeno-
logical models are highly computationally efficient and capable of simulating extended
systems sufficiently large to extract reliable transport coefficients. However, a major
shortcoming of this approach is the lack of chemical specificity which limits its predic-
tive power, though this can be partially mitigated through proper parametrization.
In this chapter, we propose a computational framework to incorporate chemical
details into empirical tight-binding model based on the input from atomistic simula-
tions of moderate-sized systems. Specifically, we construct a time-dependent tight-
binding Hamiltonian generated from running extensive molecular dynamics (MD) and
electronic structure calculations. Since the tight-binding Hamiltonian contains the
important chemical information of the molecules, we could in principle parametrize
an empirical tight-binding model by constructing a Hamiltonian that has the same
statistical properties as the one generated from the atomistic simulations. Indeed, we
show that this approach reproduces exciton dynamics that are in good agreement with
those from full atomistic simulations, but at a much lower computational cost. More
importantly, once enough statistics are gathered, the empirical tight-binding model
could be extended to study systems of much larger sizes and different morphologies.
In the following we first briefly review the atomistic calculations used in generating
the statistics of the tight-binding Hamiltonian. We perform multiple comparisons
between the exciton dynamics generated from the atomistic and the empirical tight-
binding Hamiltonians, and show that the agreements are satisfactory. We then extend
our method to much larger systems that are practically beyond the reach of any first-
principle approaches, study the dependence of exciton diffusion coefficients on the
properties of disorder and temperature. We show that the results are consistent with

available experimental measurements.

3.2 Theory

Similar to the previous chapter, we employ a computational framework that performs

extensive semi-empirical Pariser-Parr-Pople (PPP) electronic structure calculations
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Figure 3-1: (a) (i) Molecular configuration of a monolayer of T6 molecules studied in
this chpater. (ii) A snapshot of the individual molecule centre-of-mass positions in
the T6 monolayer film. The site energies of the molecules are represented by the color
gradient (in eV). (iii) Coarse-grained lattice model that intends to mimic the exciton
dynamics of monolayer T6 film. (b) Distributions of exciton site energies sampled
from 100 MD configurations of the T6 monolayer film. (c¢) The average excitonic
coupling as a function of center-of-mass separation (solid line). The scaling relation
of dipole-diploe coupling (dahsed line) is included for comparison.

on the fly over MD trajectories for a film of conjugated small molecules. Here we
first consider a monolayer film of 150 sexithiophene(T6) molecules (shown in Fig-
ure 3-la(i)) generated from MD simulation at 7 = 300K. The disordered nature
of the system is illustrated in Figure 3-la(ii) which shows a snap shot of the ran-
dom molecular center-of-mass positions, and the excitation energies of molecules are
represented by the color gradient. The disorderedness in the energy landscape and
molecular positions (structural disorder) shown in Figure 3-1a(ii) is common in or-

ganic semiconductors as a result of weak intermolecular bonding. Figure 3-1b shows
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the distribution of exciton energies sampled from 100 molecular configurations with a
standard deviation of 104 meV. The average excitonic couplings between molecules as
a function of molecular center-of mass separation is shown in Figure 3-1c (solid line),
showiﬁg clear deviation from dipole-dipole couplings at small intermolecular separa-
tion (dashed line). Despite the efficiency of the quantum-classical method used here
(and in the previous chapter), it can only simulate systems consist of up to several
hundreds T6 molecules over tens of picoseconds in a medium size computer cluster
(several hundred CPU cores). This system size is insufficient to extract reliable ma-
terial specific transport properties (i.e. diffusion coefficient) due to finite size effect.
For studying transport properties in system with long-range interactions like those
found in many organic materials, we typically require system size that is at least an
order of magnitude larger, i. e. several thousand T6 molecules. Such system size is
practically beyond the reach of all quantum chemistry methods, thus phenomenolog-
ical models are often employed for studying exciton or charge transport in organic
semiconductor. While phenomenological models are computationally efficient, they
typically lack chemical details of the material and often invoke unjustified approxima-
tions regarding the nature of the electronic properties. For example, the site energies
are often assumed to be independent Gaussian random variables and the excitonic

couplings are limited to nearest neighbors or dipole-dipole couplings.

The form of the tight-binding Hamiltonian is the same as the previous chapter:

H(t) =Y a®li) il +)_ V@)l (3.1)

i ij
where |i) represents a Frenkel (singlet) exciton localized on i-th molecule with ex-
citation energy €;, and V;; is the excitonic coupling between |i) and [j). Both the
energies and couplings are time-dependent due to the thermal fluctuations of nuclei.
For notational convenience, we separate the time-dependent and time-independent
components in the Hamiltonian such that ¢;(t) = ¢; + d¢;(t) and V;;(t) = Vi; + 0V;(t)

where the time average of the time-dependent components is zero, i.e. d¢;(t) = 0 and

3Vii(t) = 0.
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In the following, we propose a methodology to incorporate molecular chemical
details generated from atomistic simulations into phenomenological models. Specif-
ically, we approximate the T6 film as a two dimensional lattice (Figure 3-la(iii))
with approximately the same molecular density as systems generated from MD sim-
ulations. For the monolayer T6 film in Figure 3-1a (ii), we map the system into a
11 by 14 lattice with a lattice constant of 4.8A. The static component of the site
energies (¢;) are drawn from the distribution in Figure 3-1b. Due to the structural
correlation of the molecules, the site energies are locally correlation. We previously
found that such spatial correlation can be significant between nearest neighbors but
decays rapidly as intermolecular separation increases. In the coarse-grained lattice
model, we assume an exponential spatial correlation function, C(r;;) = exp(—7i;/7c)
where r;; is the center-of-mass separation between molecule ¢ and j, and 7. is the
correlation length. We use a correlation length of 4.8A(0ne lattice constant). Since
the lattice structure of the model does not take into account the structural disorder in
the system, we artificially increase the magnitude of the static disorder from 104meV
to 260meV (2.5 timer larger) to compensate for the omission of structural disorder.
The static disorder scaling factor is the only free parameter in the coarse-grained lat-
tice model, chosen to fit the exciton dynamics from the atomistic model. The static

intermolecular excitonic couplings, V;;, are taken from Figure 3-1c.

We approximate the time-dependent components (de(t) and 6V (t)) of the Hamil-
tonian as Gaussian white noise. The properties of the white noise can be inferred
from the atomistically generated Frenkel Hamiltonian: the variance of the site en-
ergy variation can be computed by taking the average variance of d¢;(t) across all

molecules, i.e. 02 = (de?(t)), where (.) represents the average over all molecules and

overline represents time average. The variance of the off-diagonal fluctuations, 6V;;(t),
S
is proportional to its static part, o}, = <6—V‘%@>kl%§, where (.);; represents average
* Kl

over all molecule pairs. Additionally, it was found in Chapter 2 that both 6V;;(¢) and
d¢;(t) are temporally correlated, but our earlier study showed that non-Markovianity

does not seem to play an important role in the transport properties in T6 systems,

and Gaussian noise is a good approximation of the time-dependent fluctuations.
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Figure 3-2: Comparisons between atomistic model (solid lines) and coarse-grained
lattice model (dashed lines). (a) Average mean-squared-displacement (MSD) of an
initially localized exciton. (b) Average time-dependent inverse participation ration
(IPR) of an initially localized exciton. (Bottom) Distributions of individual trajectory
(c) MSD and (d) IPR at t = 100fs sampled from 100 initial configurations.

3.3 Results and Discussions

To access the accuracy of the coarse-grained lattice model, we compare its exci-
ton dynamics with those generated from the atomistic quantum-classical simulations.
Similar to Chapter 2, we solve the Schrodinger equation from each model to obtain
the time-dependent exciton wavefunction, [1(t)) = Te~i J HE)4 14h(0)) = 3, ei(t)|4),
where T is the time-ordering operator and c¢;(t) is the wavefunction coefficient in

the molecular site basis. As in Chapter 2, we then compute the mean-squared-
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displacement (MSD) from the solution of the Schrodinger equation
MSD(t) = (D le(®)]* 73(1)), (3.2)

where 7°;(t) is the center-of-mass position of the i-th molecule at time ¢, and (.)
represents the ensemble average over 100 initial configurations. The origin is chosen
to be the position of the initially localized exciton. We compare the MSDs (along x
and y-axes) generated from the coarse-grained lattice model and the atomistic model
in Figure 3-2a, and observe good agreement between the two models. Due to finite
size effect, the MSDs starts to plateau after 100fs before reaching the diffusion regime,
suggesting larger system size is needed for accurate estimation of diffusion coefficient.

We next consider the time-dependent inverse participation ratio (IPR), defined as

IPR= —~ (3.3)

> la®)t
IPR is a useful measure to characterize the extent of delocalization of exciton wave-
function and represents qualitatively the number of sites/molecules “participates" in
the wavefunction. For example, if the exciton wavefunction is localized in just one
molecule, then IPR = 1. On the other hand, if exciton wavefunction is evenly delocal-
ized in a system of N sites/molecules, IPR = N since ¢; = 1/v/N. The comparison of
IPRs generated from the lattice coarse-grained and atomistic models is shown in Fig-
ure 3-2b, and we again observe good agreement. Similar to the MSDs in Figure 3-2a,
both models predicts fast initial delocalization within the first 100fs before plateauing
due to finite size effect. For more critical assessment, we also compare the distribu-
tions of MSDs and IPRs from 100 individual trajectories at ¢t = 100fs, shown in Figure
3-2c and 3-2d, respectively. We again obtain good quantitative agreement between
the coarse-grained lattice model and the atomistic model, although the distributions
of MSD and IPR from the coarse-grained model are slightly broader, possibly due to

the lattice structure of the coarse-grained system.

The agreements from the multiple comparisons above demonstrate that the coarse-
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Figure 3-3: (a) Average mean-squared-displacement (MSD) and (b) inverse partic-
ipation ration (IPR) of an initially localized exciton from a 50 by 50 coarse-grained
lattice model (dashed lines). The corresponding MSD and IPR from atomistic simu-
lation of 150 molecules (solid lines) are included to demonstrate the significant finite
size effect.

grained lattice model can generates exciton dynamics similar to those from the more
costly atomistic simulations. The computational efficiency of the lattice model allows
us to study systems of sizes beyond the computational capability of any atomistic
models while still retain a certain level of chemical details. For demonstration, we
consider a film of 2500 T6 molecules on a 50 by 50 lattice (16 times larger than
the system consider in Figure 3-1a), the corresponding MSD and IPR of an exciton
initially localized at the center of the film are shown in Figure 3-3 (dashed lines).
In contrast to the previous 150-molecule system (solid lines), we do not encounter
significant finite-size effect in the 50-by-50 lattice within the simulation time of 400fs.
Our results also show that the finite size effect of the smaller system is significant even
at short time due to the long range couplings which cause the exciton wavefunction
to delocalize rapidly. The one-dimensional (1D) diffusion coefficient in this system is
found to be approximately 0.26cm®s~!. Based on experimentally measured diffusion
lengths and lifetime measurements, the experimental exciton diffusion constant of T6
film is estimated to be between 0.09-0.36 cm?/s [41, 59] and our calculated diffusion

constant is in good agreement with the estimated experimental value.

Given that exciton transport is sensitive to the details of molecular morphology
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Figure 3-4:  Single realizations of random exciton energy landscape in a 50 by 50
lattice at increasing correlation lengths, r. (in unit of lattice constant).

(static disorder) and fluctuations (dynamic disorder), it is important to characterize
such dependence in order to provide reliable theoretical predictions and device design
guidance. For example, it is well-known in the condensed physics community that
the presence of static disorder can reduce or even halt quantum transport due to
the localization of wavefunctions [52]. However, it is found that the localization
effect can be lifted with the addition of time-dependent noise [18], indicating finite
thermal fluctuations would aid exciton transport. Another important but much less
studied aspect of exciton transport is its dependence on the local energy correlation
from dense molecular packing. Such local correlation could have important impact
on device efficiency. Earlier study has shown that exciton transport efficiency in light
harvesting complex is sensitive to to the spatial correlation of the phonon bath [60].
In a separate study, it is found that charge mobility is significantly enhanced by the

spatially correlated disorder in organic materials |61].
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Figure 3-4 shows single realizations of the site energy landscape at different values
of correlation length, r., illustrating how the energy landscape could form domains
with increasing sizes as 7. increases. In Figure 3-5a, we systematically investigate the
dependence of exciton transport on the properties of static disorder in site energy, €;.
by plotting the 1D diffusion coeflicient as a function of spatial correlation length, 7,
at different values of static disorder standard deviation, o. In general we observed
decreased exciton mobility as disorder increases, which is consistent with many earlier
theoretical and experimental predictions [14-16, 18]. On the other hand, the effect of
spatial correlation on exciton transport is less straightforward and dependent on the
magnitude of the static disorder. At small disorder, the effect of spatial correlation on
exciton transport is minimal. For highly disordered systems, spatial correlation could
significantly enhance exciton mobility. Many empirical models overlooks the spatial
correlation in the disorder and assume Gaussian independent variables, our results
above suggest this might not be a valid assumption since spatial correlation could
have important effect on exciton dynamics, especially in highly disordered systems

like those found in solution-based organic semiconductors.

3.4 Temperature Dependence

Finally we study the temperature dependence of the exciton dynamics in Figure 3-5b.
Treating the time-dependent components of the Hamiltonian as Langevin noise, we
can assume the variance of the fluctuations to be proportional to the temperature, i.e.
062 x kgT and ofj o kgT. This relation between fluctuations and temperature allows
us to construct the time-dependent Hamiltonian at different temperatures without
re-running atomistic simulations. Figure 3-5b shows that exciton diffusion coefli-
cient and temperature are positively correlated, in qualitative agreement with earlier
theoretical studies using phenomenological models [18, 20] as well as experimental
measurements in small organic molecules and conjugated polymer [62, 63]. Without
thermal fluctuations, exciton wavefunction would be localized by the static energy

disorder leading to a lack of transport in the long time limit. Thermal fluctuations
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Figure 3-5: Simulation results from a 50 by 50 coarse-grained model. (a) Exciton
diffusion constant as a function of 7. at different values of disorder. (b) Exciton
diffusion constant as a function of temperature at r, = 4.8A(one lattice constant)
and o = 260meV .

overcome the Anderson localization of exciton wavefunction and restore its transport
which is proportional to the magnitude of fluctuations. For temperature above 150K,
the exciton diffusion constant is approximately linearly dependent on temperature,
a scaling relation consistent with results from fully quantum mechanical treatment
of exciton-phonon couplings [64]. The diffusion constant increases by about 20%
from 150K to 300K, also in qualitative agreement with experimental measurements

of spin-coated conjugated polymer (MDMO-PPV) [62], though some have reported
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increases as much as 200 — 300% in small organic molecules within the same tem-
perature range [63]. However, experiments also show that the positive correlation
between temperature and diffusion coeflicient is small for temperature below 150K,
and this low temperature behavior is not captured in our model. Perhaps a more
rigorous treatment of the exciton-phonon couplings is required at low temperature
when quantum mechanical properties of phonons become important. For example,
the exciton-phonon couplings could be treated using open quantum system approach
where the phonons are modeled as a bath of quantum harmonic oscillators with spec-

tral density extracted from atomistic simulations.

3.5 Conclusions

To conclude, we develop a computational framework that incorporates the chemi-
cal details of molecules into phenomenological tight-binding model. The inclusion of
the statistics from electronic structure calculations improves the phenomenological
models by injecting the material-specific molecular fingerprint into empirical tight-
binding Hamiltonian, partially mitigating the lack of molecular specificity problem
in many phenomenological models. Our results with monolayer T6 molecules show
that the improved phenomenological model produces exciton dynamics in quantitative
agreement with those generated from atomistic simulations, albeit at a much reduced
computational cost. We extend this computational framework to study systems of
sizes previously unattainable with most quantum chemistry methods, and compare
the results with available experimental measurements. The value of the computed 1D
diffusion constant is in qualitative agreement with experimental results. Our model
predict positive correlation between exciton diffusion constant and temperature which
has been observed experimentally in several organic materials. We probe other as-
pects of the exciton dynamics not directly observable in experiments. Particularly, we
show that the spatial correlation in energy disorder can significantly enhance exciton
mobility in highly disordered systems, whereas the effect is minimal in systems with

small disorder. More importantly, such coarse-graining framework can be easily ex-
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tended to study other materials and systematically improved by using more sophistical
quantum chemistry method in generating the statistics of tight-binding Hamiltonian.
Thus our results here could provide a theoretical/computational framework to study
exciton dynamics in systems of experimentally relevant sizes and provide guidance in

device design.
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Chapter 4

A Model of Charge Transfer Exciton:
Diffusion, Spin Dynamics and

Magnetic Field Effects

4.1 Introduction

Charge transfer (CT) excitons are Coulombically bound electron-hole pairs that are
located in spatially separate regions. [65, 66] CT states play a fundamental role in me-
diating interconversion between bound electronic excitations and free charge carriers
in organic electronic materials. For processes that require this interconversion, such
as electroluminescence in organic light emitting diodes (OLEDs) and photocurrent
generation in organic photovoltaics (OPVs), low-energy (thermalized) CT states are
often implicated as a precursor to efficiency loss pathways [65-76]. Despite this, much
remains to be understood about the properties of CT states and how they contribute
to various energy loss mechanisms. Due to their short lifetime and low optical activ-
ity, attempts to interrogate CT states directly have brought limited success. Notably,
however, recent experiments that probe CT states indirectly via their response to
an applied magnetic field have demonstrated the potential to reveal new information

about this elusive class of excited states[77-85]. Unfortunately, extracting this infor-
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mation is challenging because it is encoded by a complex interplay of electronic and
nuclear spin dynamics|79, 86, 87]. This interplay is further complicated when the
dynamics of the electron-hole spin state (or the specific experimental observable) is
coupled to a source of fluctuating microscopic disorder such as charge transport or
molecular conformational dynamics[85]. In the following we focus on disentangling
this interplay.

The dependence of an experimental observable on an applied magnetic field is
generically referred to as the magnetic field effect (MFE). For CT-mediated pro-
cesses, MFEs require that the observed physical property depends either directly or
indirectly on the spin state of the electron-hole pair. For instance, spin selection rules
for radiative electron-hole recombination can give rise to a magnetic field-dependent
electroluminescence yield [84, 88-90]. To understand specifically how CT state prop-
erties are influenced by the presence of a magnetic field it is natural to describe the
spin state of the electron-hole pair in a standard basis of singlet and triplet states. If
the electron and hole positions are static then MFEs emerge when the Zeeman split-
ting of the triplet energy levels becomes comparable to or larger than interactions
that govern population transfer between the three triplet spin states (i.e., T_, Tg, and
T, ) [85, 86]. Under typical experimental conditions (i.e., applied field strengths ~ 1T)
the magnitude of the Zeeman splitting is much smaller than the thermal energy (i.e.,
AFE7eeman < kgT') and thus it has negligible effect on equilibrium properties. The net
result, as illustrated in Figure 4-1a, is that the timescale for spin mixing dynamics is

slowed in the presence of a magnetic field.

The microscopic origin of MFEs becomes more complicated if the electron and
hole positions are dynamic. This is because variations in electron-hole separation
can drive fluctuations in the value of the exchange coupling that determines the en-
ergy difference between the singlet and triplet states. This coupling can be large
compared to thermal energies but decays exponentially with electron-hole separation.
Even subtle changes in CT state configuration can result in significant variations in
the equilibrium singlet-triplet ratio. The ability of the CT spin state to respond to

these time-dependent variations is mediated by the timescale for spin-mixing dynam-
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Figure 4-1: (a) The relative energy of the three, otherwise degenerate, triplet levels
are split (Zeeman splitting) by a magnetic field. Consequently, as indicated with
red arrows, the timescale for spin mixing dynamics can be varied with an external
magnetic field. (b) A schematic depiction of the model system in which donor and
acceptor molecules (represented as blue- and red-shaded circles respectively) reside on
opposite halves of an ordered lattice. The electron (-) and hole (+) occupy individual
molecules whose orbital energies vary as indicated by shading. The relative energy of
singlet and triplet states is determined by the exchange splitting, which decays rapidly
with electron-hole separation. When the electron and hole occupy neighboring sites
(top) this exchange splitting is typically larger than thermal energies. When the
electron and hole are separated by one or more molecules (bottom) the exchange
splitting is negligible resulting in degenerate singlet and triplet energy levels.

ics, which as described above, can be tuned by the application of an external magnetic
field. It is this competition of timescales, between spin and spatial dynamics, that
ultimately determines the magnitude of the observed MFEs. Perhaps more impor-

tantly though, is that the MFEs encode information that can be used to characterize
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the microscopic dynamics of the electron-hole pair.

In this chapter we address the challenge of predicting and interpreting the re-
sults of magnetic field sensitive experiments by utilizing numerical simulation. We
present a model for CT state dynamics that incorporates magnetic field dependent
spin dynamics into an efficient coarse-grained description of electron-hole transport.
We demonstrate that this model is capable of reproducing experimental results and
revealing fundamental aspects of CT state dynamics that are otherwise inaccessible to
current experimental techniques. First, however, we describe the general theoretical
framework that underlies our model for simulating CT state dynamics in disordered

molecular systems.

4.2 Model

In our model a CT state is described as an oppositely charged pair of spin-1/2 par-
ticles (i.e., an electron and hole), each localized on separate molecules. We utilize a
coarse-grained description of a molecular semiconductor in which individual molecules
are represented as discrete sites. Each molecular site is characterized by a position,
735, HOMO energy, Ei(HOMO), LUMO energy; Ei(LUMO), and a hyperfine magnetic field,
B:(hf), which arises from the interaction of the electronic magnetic moment with the
nuclear magnetic moment. CT state properties are determined by combining these pa-
rameters, for the electron- and hole-occupied sites, with a description of the electron-
hole spin state, which we represent in terms of a two-spin quantum density matrix,

p. The energy of a CT state configuration in which the electron occupies site 7 and

the hole occupies site j is given by
C E S
Ei(j ™ (p) = Ez'(j ) + Ei(j )(P)a (4.1)

where Ei(]E) is the electronic energy and E'l(]S ) (p) is the spin energy. The electronic

energy, which depends on the spatial configuration of the electron-hole pair, is given
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by ,

Ez(]E) _ EZ(LUMO) _ EJ(HOMO) _ 47T€|;i — FJ|’ (4.2)
where e is the elementary unit of charge, and € is the dielectric constant. In this ex-
pression the first two terms represent the vertical excitation energy (i.e., the HOMO-
LUMO gap) of the given CT state and the final term describes the electrostatic
electron-hole attraction[91|. The spin energy is given by EZ(JS ) = Tr[Hi(jS) p], where

Hi(js) is the spin Hamiltonian,
HY = gy (S + Sh) - B 1 5, - B + 5, B - J(7 - DS S (43)

where p; is the Bohr magneton, and ¢ is the g-factor for the magnetic moment, S,
and S, are the spin operators for the electron and hole respectively. The terms in
the square brackets describe the interaction of the electron and hole spins with the
applied magnetic field and the local hyperfine field, denoted as B@P) and 5™ re-
spectively. To model the hyperfine interaction with the nuclear spins we adopt the
semiclassical approach of Schulten and Wolynes, in which hyperfine interactions are
approximated to be static and site dependent, with thf) drawn randomly from the
three-dimensional Gaussian distribution[92, 93|. The final term in Eq. 4.3 describes
the exchange interaction between the electron and hole spins, where J(r) is the ex-

change coupling, which depends on the electron-hole separation, r = |7; — 7.

The time evolution of our model is separated into a spatial part, which describes
the dynamics of electron and hole positions, and a spin part, which describes the time
evolution of the CT spin density matrix. The dynamics of electron and hole positions
are determined by a kinetic Monte Carlo (KMC) algorithm [94], whereby the electron
and hole migrate via stochastic hops between neighboring molecular sites. We restrict
the dynamics to include only single particle hops (i.e., electron or hole) and assign
hopping rates following the Miller-Abrahams formula [95]. As such, the rate for an
electron to hop from site ¢ to site i while the hole is fixed at site j is given by

(AEjj iy + |AE; i)

4.4
kT , (4.4)

kij—)i’j = lVgeXpD | —
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where v is the normalized hopping frequency, kgT is the Boltzmann constant times
temperature, and AE;;_,;; = Ei(,?T) — El(]C T The hole hopping rate k;;_,;;» is given

by an analogous formula.

The spin dynamics are modeled with an open quantum systems approach in which
the electron-hole spin state, p(t), is coupled to a bath of harmonic oscillators and
propagated via a secular Redfield equation [96] (details in the next subsection). The
spin Hamiltonian in Eq. 4.3 depends on CT state configuration and therefore the
stochastic spatial dynamics of the electron-hole pair imparts a time dependence to
the spin Hamiltonian. In between charge hopping events, however, the electron and

hole positions are assumed to be fixed and thus the Hamiltonian of Eq. 4.3 is static.

We model the exchange coupling as a step function with the form,

(7 — 7)) Jo, if ¢ and j are nearest neighbors (i.e., the bound CT state),
T: —T41) =
’ 0, otherwise (i.e., the unbound CT state).

(4.5)
We estimate Jy = 50meV based on the experimental data [83, 97]. The standard KMC
algorithm was modified to include the ability for the electron and hole to radiatively
recombine. This recombination can only occur when the electron and hole reside on
neighboring interfacial molecules, and the probability of recombination is proportional
to the singlet density. Formally, this conditional relaxation pathway can be expressed

in terms of a KMC processes with a rate,

L (PL) _ kpr, if i and j are nearest neighbors, A
o= . (4.6)
0, otherwise,

where the dependence of the photoluminescence rate on spin state is described by

treating kpp, as a stochastic random variable with the properties,

7o, with probability ps,
k=14 ¢ (4.7)
0, with probability 1 — pg.

Here ps represents the singlet projection of the two-spin quantum density matrix, p.
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The KMC parameters, vy = 15us~! and 7p, = 8us™!, where chosen based on transient

photoluminescence measurements [83].

4.2.1 Open Quantum System Approach to Spin Dynamics

We use the standard open quantum system approach to describe the spin dynamics

and relaxation. The total system and bath Hamiltonian is given by
HT™Y — g L g®) 4 [B) (4.8)

where the three terms represent the Hamiltonians of the system, the bath, and system-
bath coupling, respectively. The system Hamiltonian, H®), is described by the elec-
tron (indexed e) and hole (indexed h) spin operators and its explicit form is given in
Eq. 4.3. We assume that the electron and hole are independently coupled to its own

harmonic bath, thus

H® = ¥ 3 ompmt, (4.9)

a=eh n
HGB = Z Zgé")sé(bl(") + b)), (4.10)
a=eh n

where w( and b5V (b)) are the frequency and the creation (annihilation) operator of
the n-th mode of the harmonic bath coupled to electron or hole with coupling strength

g&”), respectively. We assume the coupling constants are identical for both the electron

and hole, i.e. g&n) = ¢(. Additionally, we choose a Drude-Lorentz spectral density,
Jw)y=%>, %T—F(S (Ww—wy) = 29we 57, where 7 is the dissipation strength and w,
is the cut-off frequency.

A perturbation approximation can be applied in terms of the system-bath cou-
pling leading to a standard Redfield quantum master equation of the reduced density
matrix [98, 99]:

g%(t) = —twyupuw(t) + Z Ry v pun (1), (4.11)

ulul
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where the Markovian approximation has been employed. The Greek indices de-
note the eigenstates of the system Hamiltonian, i.e. H®|u) = E,|u) and w,, =
(E, — E,)/h. The Redfield tensor, R, ., describes the spin relaxation and can be

expressed as

Rw«u"/’ = FV'v,uu’ + F;’u,uu’ — Our Z F;m,rw’ - 6uu’ Z F;n,m/; (4-12)
K K
Do = >, (| SEw) (W |S2V) K (o) (4.13)
a=e,h

where K (w) is the half-Fourier transform of the phonon bath correlation function

K(w) = / —wJ(w) [coth (hﬁw/2) cos(wt) — z'sin(wt)], (4.14)
0 T
where 8 = -kBl—T is the inverse thermal energy. Finally, we invoke the secular approxi-

mation, dropping the terms in the Redfield tensor, R, ./, for which w,, —w, # 0.
Employing the secular approximation ensures the positivity of the reduced density
matrix, i.e. the diagonal matrix elements are always positive [96, 100]. In addi-
tion to preserving positivity, the secular approximation also guarantees the long-
time equilibrium state is given by the Boltzmann state of the system Hamiltonian,
e—rH 1 Here we use w, = 0.004meV and v = 3x 10~8meV. The hyper-

trie-rH®
fine magnetic field, B®) is drawn from a 3D Gaussian distribution with a standard

p(t — 00) =

deviation of 1mT.

4.2.2 Parametrization of the Model

The empirical model parameters that define the coarse-grained system can be as-
signed in a variety of ways. For instance they can be inferred through the analysis
of experimental data or computed via ab-initio molecular simulation. The ability to
vary these parameters in order to describe different materials provides the versatility
to adapt this model to describe the broad range of systems that exhibit MFEs. We

now demonstrate this versatility by applying our model to investigate a recent set of
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Figure 4-2: Energy diagram and chemical structures of the donor-acceptor material
system. The energy levels and the HOMO and LUMO are in eV and are referenced
to the vacuum. The energies in eV of the lowest singlet (S;) and triplet (T) excitons
of m-MTDATA and 3TPYMB are also indicated. Figure reproduced from Ref. [83]

magnetic field dependent experiments aimed at probing CT-state dynamics.

Recently, Adachi et al.[97] and Baldo et al[82, 83| have developed a donor-acceptor
pair of organic dye molecules, 4,4’ 4”-tris[3-methylphenyl(phenyl)amino|-triphenylamine
(m-MTDATA) and tris-[3-(3-pyridyl)-mesityl|borane (3TPYMB), which can support
electronically excited CT states that can undergo direct singlet radiative recombina-
tion (see Figure 4-2). For thin films blends of these molecules this radiative processes
is evident in the photoluminescence (PL), which exhibits a long time (~ 30us) decay
that has been attributed to reverse intersystem crossing from a long lived popula-
tion of CT triplets. Focusing on this long time PL signature, time-resolved fluores-
cence microscopy has revealed that the PL profile undergoes both a transient spatial
broadening and a transient redshift[83|, indicating that CT states are mobile along
the donor-acceptor interface and sensitive to the presence of static energetic disorder.

The PL also exhibits pronounced MFEs, indicating that CT state dynamics may in-

67



volve fluctuations in electron-hole separation. These observations led the authors to
hypothesize that CT dynamics proceed through the asynchronous motion of localized
electrons and holes[83]. Here we apply our model to this system in order to (i) con-
firm that the hypothesized description of CT state dynamics is consistent with the
observed MFEs, and (ii) to elaborate on the role of spin dynamics in charge-transfer

mediated processes such as photocurrent generation and photoluminescence.

To adapt our model to this system we utilized a parameterization that was based
only on experimentally available data. The model system included a regular lattice of
molecular sites where the lattice spacing was based on the average excluded volume
size of the constituent molecules. As illustrated in Figure 4-1b, the system was
divided so that one half of the system contains only donor molecules and the other
‘half contains only acceptor molecules. Our lattice model comprises 300 donor sites and
300 acceptor sites, divided by a linear donor-acceptor interface of 20 interfacial donor-
acceptor pairs. The lattice spacing is chosen to be 2.5 nm, roughly approximating
the excluded-volume diameter of the molecules in the experiment. We assumed the
presence of uncorrelated static energetic disorder, which was represented by assigning

Ei(LUMO) and E](.HOMO) randomly from a Gaussian distribution with standard

values of
deviation inferred from spectroscopy. We use E](-HOMO) = 5.1eV and E](LUMO) = 3.3eV
for the average HOMO energy of donor molecules and LUMO energy of acceptor
molecules, respectively. Both energies are assigned Gaussian disorders with standard
deviation of 60meV to describe the inhomogeneous broadening. Experimental data

was also used to parameterize the exchange coupling, radiative recombination rate,

and the details of spin dynamics.

4.3 Results and Discussions

4.3.1 Comparison with Experiments

To simulate CT state PL we generated trajectories that were initiated in a pure singlet

state with the electron and hole on adjacent sites at the donor-acceptor interface. We
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generated statistics by sampling many trajectories across many realizations of the
static disorder. Individual trajectories were carried out for a finite observation time
(Tobs = 30u8) which was chosen to be approximately the experimental time window in
Ref. [83], however trajectories could also be terminated at earlier times via a radiative
recombination event. We modeled radiative recombination as a stochastic event with
a rate that was proportional to the singlet population and was only allowed if the

electron and hole occupied adjacent interfacial sites.

We simulated transient PL by analyzing the energies and positions of the ensemble
of CT states that underwent radiative recombination. We find that our model is
capable of reproducing the experimentally obtained transient PL data (i.e., spatial
broadening and redshift) with near perfect agreement. In the following we first present
direct comparisons of our simulation data to these experimental results in the next
paragraph. Then we narrow our discussion to focus on the unique capability of this

model to reveal the effect of applied magnetic field on CT state dynamics.

We compute the transient PL decay by counting the number of recombined CT
excitons per unit time in the KMC simulations. The comparison with experimental
data from Ref. 83, plotted in Figure 4-3a, allows us to estimate the singlet decay rate,
kpr. In our simulations, the displacement of a CT exciton is defined as the distance
between the initial CT state and the eventual recombination site along the interface.
With this definition, the mean squared displacement from the KMC simulations and
the experimental data are plotted in Figure 4-3b. The increase in mean squared
displacement indicates that the CT excitons can move geminately over distance of
several molecules (5-10nm). By computing the averaged energy of the recombined
CT excitons, see Eq. 4.1 , our model is capable of reproducing the time dependence
of the CT exciton emission wavelength. The comparison between the simulated and
experimental CT exciton energy is plotted in Figure 4-3c. The redshift of the emission
wavelength indicates the preference of the electron and hole to diffuse to lower-energy
interfacial sites, and therefore a manifestation of nanoscale disorder at the interface.
The results presented here were generated using a two-dimensional donor-acceptor

system, such as illustrated in Figure 4-1. We also explored three-dimensional systems
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and found results to be similar in both two and three dimensions. The biggest qual-
itative difference between these two cases appears in the early time relaxation (i.e.,
the first 5 us), where transient spatial broadening of the PL data (and the associated
transient red shift) exhibits more rapid change in the three- dimensional system. This
initial relaxation is particularly sensitive to the number of nearest neighbors (i.e., the
coordination number) within the lattice. By comparing simulation data from both
two-dimensional and three-dimensional systems, we find that the two-dimensional
systems actually result in better quantitative agreement with experiment. This per-
haps suggests that the three-dimensional interfacial morphology of the experimental
materials features coordination numbers that are more similar to that of our two-

dimensional model system.

In the results presented in Ref. [83] MFEs were quantified in terms of the field
dependence of the integrated PL and photocurrent. We compute integrated PL by
first generating an ensemble of trajectories at a given value of B = |B@PP)| and then
evaluating the fraction of trajectories that terminate due to radiative recombination.
Similarly, we relate integrated photocurrent to internal quantum efficiency (IQE)
which is evaluated by computing the fraction of trajectories for which the electron-
hole separation at t = 7,15 exceeds the Coulomb radius (i.e., the distance at which the
electrostatic electron-hole interaction is equal to the thermal energy, kg7'). Since our
model does not include non-radiative loss mechanisms we expect our simulated values
to be overestimated relative to experiment. We have accounted for these unknown

loss mechanisms by scaling our results by a field-independent constant.

Figure 4-3d contains a plot of the percent change in integrated PL and photocur-
rent as measured experimentally (solid lines) and as predicted from our simulation
data (open circles). Experiments yield an increase in PL with the application of a
magnetic field that saturates at fields approaching 0.5T. There is a corresponding
decrease in the integrated photocurrent (more fluorescing CT states leaves fewer free
charge carriers for photocurrent generation). The simulated CT dynamics accurately
reproduce the shape of the experimentally measured MFEs in both the integrated PL

and the photocurrent. The ability of our model to reproduce both the experimentally
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Figure 4-3: (a) The simulated (blue) and experimental (red) transient decay of pho-
toluminescence (normalized). (b) The centroid of the experimental data (red) is com-
pared to the spectral shift predicted by the kinetic Monte Carlo simulation (blue).
The transient redshift of the CT exciton emission wavelength indicates the CT exci-
tons travel to lower energy sides. (c) The simulated mean squared displacement of
CT excitons (blue). The red circles show the experimental values of the standard
deviation of spatial broadening Gaussian function of PL. The error bars indicate the
standard error between four independent diffusing imaging measurements [83]. (d)
The magnetic field dependence of photoluminescence (PL) and photocurrent as de-
termined experimentally (solid lines) and simulated with our model (unfilled circles).
The quantity plotted against the y-axis is the percentage change, measured relative
to the case where B = 0. Filled circles correspond to simulated results in the absence

of system-bath coupling for spin dynamics.

obtained transient PL and MFEs indicates that our theoretical framework accurately
captures the basic physics associated with CT state dynamics in this system. Build-
ing up on this validation we now turn our attention to the ability of this model to

reveal information about CT dynamics that are experimentally unavailable.

4.3.2 Singlet-Triplet Population Transfer Analysis

To begin we consider the physical origins of singlet-triplet population transfer. For

CT states in systems composed of light molecules (e.g., in the absence of spin-orbit
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coupling) it is often assumed that this intersystem crossing is driven only by the
hyperfine coupling [80, 81, 92, 101, 102]. However, our simulation results reveal
that there are alternative spin relaxation pathways that play a significant role in
facilitating spin mixing dynamics. These spin relaxation pathways are described
implicitly in our model in terms of a system-bath coupling in the Redfield relaxation
tensor. This coupling drives the so-called “spin-flip” transition, mediating population
transfer specifically between the singlet and the T triplet state |[86]. If we silence
this coupling, then the relatively weak hyperfine field (~ 1mT) is easily overcome by
an externally applied field, leading to MFEs that saturate at very small fields. This
is illustrated (filled circles) in Figure 4-3d, where the absence of this system-bath
coupling results in MFEs that rise sharply and saturate at around B = 10 — 20mT,

in qualitative disagreement with experimental observations.

Using our model we can explore the microscopic fluctuations that give rise to
MFEs. To illustrate this we consider two representative trajectories each generated
at different values of B, but exhibiting similar spatial dynamics. As illustrated in
Figure 4-4a, the trajectories include three distinct segments: First, in segment A, the
electron-hole pair is initiated as singlet state on neighboring sites along the interface.
Next, in segment B, the electron hops away from the interface to form an unbound.
CT state with a concomitant reduction in the exchange coupling. Finally, in segment
C, the electron and hole reunite on neighboring interfacial sites prior to undergoing
radiative recombination. Although the spatial dynamics of these two trajectories
are similar, due to the differing applied magnetic field their spin dynamics differ
significantly. In order to appreciate these differences we consider each trajectory

separately, starting with the B = 0 case (green line in Figure 4-4a).

The trajectory is initialized as a bound CT state with an interfacial exchange
splitting of 50meV that lowers the triplet state energy relative to that of the singlet
state. This energy difference favors the formation of triplet states, with a Boltzmann-
weighted singlet density of (ps) =~ 0.05. The evolution of the spin state from the
initial singlet state is mediated primarily by the system-bath coupling, with a char-

acteristic relaxation timescale of approximately 40ns. Before the spin state can fully
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Figure 4-4: (a) The time-dependence of the singlet population for two typical trajec-
tories, selected to exhibit similar spatial dynamics, carried out under different values
of B = |B®P|. The inset illustrates the hopping behavior of these trajectories, which
each ends abruptly with a radiative recombination event. (b) The distribution of
the values of singlet population, ps, at the recombination time for trajectories gener-
ated at different values of applied magnetic field. The red- and green-dashed vertical
lines represent the equilibrium values for the bound ({ps) = 0.05) and unbound
({ps) = 0.25) CT states respectively. The blue-dashed line represents the value of pg
for the bound CT state in two-state quasi-equilibrium.
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relax, however, the system enters segment B by hopping into an unbound CT state
configuration. In our model any unbound state is free of exchange coupling and thus
the singlet and triplet states are degenerate. The associated equilibrium singlet den-
sity for the unbound state is {ps) = 0.25. The spin relaxation for this degenerate
unbound state is ultrafast, as evident in the rapid equilibration of the singlet popula-
tion in Figure 4-4a. In segment C the CT state re-enters the bound state and proceeds
again toward the bound singlet density of (ps) ~ 0.05. During this equilibration the
CT state undergoes a radiative recombination event, signaling the termination of the

trajectory.

For the trajectory generated with B = 0.1T (black line in Figure 4-4a) the effect
of CT configuration on the equilibrium (pg) is identical. The ability of the spin state
to respond to changes in configuration, however, is significantly affected by the pres-
ence of the applied magnetic field. At B = 0.1T the intra-triplet relaxation occurs
on timescales much longer than the length of the trajectory. Due to this separation
in timescales the spin dynamics of this trajectory can be understood in terms of a
quasi-equilibrium between the S and Ty states. Under this two-state quasi-equilibrium
the bound state singlet population approaches ps = 0.13 and the unbound state ap-
proaches ps = 0.5. The field-induced slowing of intra-triplet spin relaxation therefore
has the effect of both prolonging the redistribution of initial singlet population and,
perhaps more importantly, of amplifying the effect of fluctuations in electron-hole

separation on the transient singlet population.

The qualitative insight generated by analyzing individual trajectories can be fur-
ther supported through the statistical analysis of many trajectories. Figure 4-4b
contains histograms that reveal the distribution of singlet density, ps, amongst the
population of fluorescing CT states. Each of the four histograms depicted in Figure 4-
4b was generated under different values of B. For the case of B = 0, the distribution
is peaked around ps = 0.05 (red dashed line) corresponding to the equilibrium (pg)
for the bound CT state. The distribution also includes a tail that extends to ps = 0.25
(green dashed line), reflecting the population of CT states that fluoresce shortly after

re-entering the bound state, before fully equilibrating. This shows that even in the
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Figure 4-5: The dependence of photovoltaic IQE on the magnitude of the interfacial
exchange splitting as predicted from simulations carried out on our model system.

absence of an applied magnetic field a significant portion of luminescent CT exci-
tons exhibit non-equilibrium spin statistics that result directly from fluctuations in
electron-hole separation. As B increases the shape of the histograms change to reflect
two-state (S and Tp) quasi equilibrium, with peak at ps = 0.13 (blue dashed line),
that results from field-induced slowing of spin mixing dynamics. The field-dependence
of these histograms highlight the microscopic origin of observed MFEs, namely that
field-induced non-equilibrium spin statistics serve to enhance the singlet population

and thereby the PL yields.

4.3.3 Effect of Exchange Coupling

The analysis described above clearly demonstrates the importance of the time de-
pendent exchange splitting on the spin dynamics. With our model we can evaluate
the role of this interfacial exchange splitting, Jy, on predicted device performance.
To do this we have carried out a series of simulations each with varying values of
Jo. Our findings, shown in Figure 4-5, illustrate that larger J; is beneficial for OPV
performance. Specifically, as Jy increases from OmeV to 80meV, the simulated IQE
increases by nearly 70%. Qualitatively, this efficiency increase arises because ener-

getically favorable triplet states are spin protected from radiative recombination and
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thus the electron and hole have more time to diffuse away from each other to gen-
erate free charges. By initiating CT states as spin-equilibrated free charges at the
simulation boundary our model can be utilized to simulate electroluminescence. In-
creasing exchange coupling was found to reduce electroluminescence efficiency, which

is consistent with experimental observations reported in Ref. [103].

4.4 Conclusions

The model presented here offers an efficient and versatile tool that can be used to
relate difficult to interpret magnetic field sensitive experiments to the microscopic
fluctuations of excited electron-hole pairs. By applying this model to the donor-
acceptor blend described in Ref. [83] we have highlighted how MFEs emerge from the
details of spin mixing dynamics. Furthermore, we have illustrated how the interplay
between spin and spatial dynamics contribute to CT state dynamics and experimen-
tally observed MFEs. The insight we have drawn highlights the benefit of simple
models in guiding our intuition around complex physical systems. This model can
be applied in a straightforward manner to describe the optoelectronic properties of
other CT-mediated processes, perhaps those that involve more complicated interfacial

molecular morphology.
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Chapter 5

The Non-equilibrium Effect of
Interfacial Charge Transfer Exciton

Dissociation

5.1 Introduction

The dissociation of Coulombically bound excited electron-hole pairs — excitons — into
free charge carriers is a microscopic process that is fundamental to the performance of
photovoltaic systems.[66, 72, 76] This process requires the physical separation of op-
positely charged electrons and holes, which are initially held together by an attractive
electrostatic force. The energy required to overcome this force and produce indepen-
dent charge carriers is known as the exciton binding energy. For inorganic-based
photovoltaic materials, the binding energy is generally small and easily overcome,
however, for organic-based photovoltaics (OPVs) the exciton binding energy can sig-
nificantly exceed thermal energies. The inability of bound charges to overcome this
large binding energy has been implicated as a primary source of efficiency loss in
OPVs.[66, 69-72, 76] Many efforts to improve OPV efficiency have thus aimed to
extend exciton lifetimes and enhance charge carrier mobilities by eliminating sources

of microscopic disorder within the active material.[6, 104, 105] Furthermore, micro-
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scopic disorder has been implicated in the reduction of open-circuit voltage due to
internal electronic thermalization. [106] It has been revealed, however, that the gen-
eral strategy of eliminating microscopic disorder can have unintended negative effects
on photovoltaic efficiency.[107-111] Here we explore the microscopic origins of this
effect and demonstrate that the presence of molecular disorder can enhance exciton
dissociation yields by giving rise to dissociation pathways that are downhill in energy
and thus mitigate the effects of the exciton binding energy. Using a simple model
of exciton dynamics we show that when disorder is present electrons and holes are
driven apart along these energetically favorable pathways. We highlight that this
effect is driven by the dissipation of excess electronic energy and is therefore deter-
mined by the nonequilibrium dynamics of the electron-hole pair. Our results provide
new physical insight into the importance of treating nonequilibrium effects in models
of charge and energy transport.

In OPV materials exciton dissociation is facilitated by donor-acceptor interfaces,
where energetic offsets in the molecular orbital energies of donor and acceptor molecules
provide a driving force for exciton dissociation. This driving force favors the forma-
tion of partially dissociated charge-transfer (CT) states, where the electron and hole
reside on adjacent acceptor and donor molecules respectively. These bound CT states
are further stabilized by the electrostatic attraction of the oppositely charged elec-
tron and hole, which is typically about 0.4 €V (~ 10kgT at room temperature), and
this strong Coulombic stabilization causes the bound CT state to lie at a minimum
of the excited state potential energy surface.[112-114] CT states that reside within
this minimum are prone to recombination on timescales that are much shorter those
required for the electron-hole pair to diffusively overcome the exciton binding energy.
Based on the Onsager model[115] the dissociation probability for a bound CT state
at a typical organic donor-acceptor interface is approximately Py ~ 1073. ! Despite
this exceedingly small prediction, the highest performing organic solar cells have been

observed to operate with the internal quantum efficiency of near 100%,[116] indicating

LAt 300K the dissociation probability predicted by the Onsager model is approximately given
by P = exp(—rc/a), where r¢ is the Coulomb capture radius (taken here to be r¢ ~ 15nm) and a
is the initial electron-hole separation (taken here to be a ~ 2.5nm).
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that free change carriers escape this minimum with near unit efficiency. Reconciling
the apparent inconsistency between the predicted and observed recombination losses

has been a longstanding challenge in the field of organic electronics.

Many studies, both experimental and theoretical, have been aimed at investigating
how electron-hole pairs escape, or otherwise avoid, the trap-like bound CT state.[73-
75,107, 111, 113, 117-127] Numerous plausible explanations have emerged from these
efforts. Experiments show that for some systems successful dissociation pathways
avoid the lowest energy CT intermediates by traversing a non-thermalized manifold
of high-energy, often delocalized, electronic states.[74, 122] In other systems it has
been shown that these so-called hot CT states are not necessary for dissociation and
that free carriers can emerge from populations of electronically thermalized low-energy
CT states.[75, 118, 123] The microscopic mechanism underlying this cold CT exciton
dissociation process remains a topic of scientific debate and is the focus of the work

presented here.

Previous studies have identified various physical driving forces that may con-
tribute favorably to the process of cold CT exciton dissociation. This includes those
arising from entropic effects, the presence of static interfacial electric fields, inter-
facial gradients in molecular excitation energies, and delocalized free carrier wave
functions.|75, 111, 113, 118-121, 123, 124, 126, 127] These contributions, and others,
are generally sensitive to the presence of random molecular disorder, which can affect
the inter- and intra-molecular electronic structure, leading to spatial variations in the
energetic properties of excitons and free charge carriers. Such disorder is common
in organic electronic materials, however, its effect on the microscopic dynamics of
electrons and holes is yet to be fully appreciated. Recently it has been found that the
presence of random energetic disorder can both reduce the free energy barrier and
enhance the thermodynamic driving force for exciton dissociation.[110, 111, 119] Here
we expand upon this finding by exploring the effect of random energetic disorder on
the microscopic dynamics of exciton dissociation. By doing so we reveal that when
disorder is present dissociation occurs primarily along nonequilibrium pathways and

thus it cannot be properly understood in terms of thermodynamics alone.
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Spatial variations in the energy landscape influence the dynamics of excitons and
free charge carriers by biasing their motion along energetic gradicnts toward regions
that permit the population of lower energy excited states. In time-resolved fluores-
cence microscopy this effect manifests as a concerted red-shift and spatial broadening
of the photoluminescence profile.[83, 128] In some cases spatial energetic variations
can stabilize states that would be unfavorable within a perfectly ordered system. For
instance, at a donor-acceptor interface this effect can stabilize the formation of CT
states with increased electron-hole separation, thereby facilitating the nascent stages
of exciton dissociation. As we demonstrate, this stabilization has a positive effect
on the dissociation process that increases with disorder but also competes with a
concomitant decrease in charge carrier mobility. These competing effects combine to
predict exciton dissociation yields that are maximized with a moderate amount of

molecular disorder.

In the following section we describe the details of our model system. Then, in
Sections 5.3 through 5.6 we present the results of our investigation, highlighting dis-
order’s influence on both the equilibrium (i.e., thermodynamic) and nonequilibrium
driving forces. In Section 5.7 we demonstrate that the nonequilibrium effects of dis-
order on dissociation dynamics can be captured in the context of a simple kinetic
model. Finally, in Section 5.8, we discuss the implications of our finding for modern

organic electronics.

5.2 A Coarse-Grained Model of Charge-Transfer Ex-

citon Dynamics

To simulate the effect of nanoscale disorder on exciton dissociation requires system
sizes and time scales that are well beyond the capability of modern quantum chem-
istry. Fortunately, our recent work has revealed that dynamics of CT excitations can
be accurately described using a simple and efficient coarse-grained model of incoherent

charge carrier dynamics.[83] Our investigation utilizes this theoretical framework to
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Figure 5-1: (a) A schematic of our model for simulating the dynamics of interfacial
CT excitons. The color shadings of the blue and red circles represent the varying
HOMO energies of donor molecules and LUMO energies of acceptor molecules, re-
spectively. The circles with h™ and e~ are the hole and electron in the CT exciton,
respectively. A representative trajectory is shown as grey arrows, where the elec-
tron and hole break apart gradually from the bound CT state (B), to the partially
dissociated intermediate state (PDI), and finally to the fully dissociated state (CS).
The definitions of the B, PDI, and CS states are given in the main text. (b) The
dependence of the CT exciton dissociation yield, f, on the energetic disorder, o.

reveal the fundamental relationship between static molecular disorder and the disso-
ciation of CT excitons. Our model does not include any specific atomistic-level detail,
nor does it include high-level information about the electronic structure. Nonethe-
less, as we have previously demonstrated,[83, 129] when this model is parameterized
appropriately it exhibits the remarkable ability to reproduce, with near quantitative
accuracy, multiple experimental observations related to the dynamics of CT excitons,
including transient photoluminescence data, transient spatial broadening and spec-
tral red-shift from time-resolved fluorescence microscopy on an organic donor-acceptor
blend.[83]

As illustrated in Figure 5-1(a), our model describes the system as a collection of in-
dividual molecules arranged on a two-dimensional square lattice and separated into a
donor phase and an acceptor phase. We describe the presence of molecular disorder by
assigning each molecule a HOMO or LUMO energy, denoted egomo Or €Lumo respec-
tively, drawn randomly from a Gaussian distribution, P(e) = (2mo?)~1/? exp[—(e —

€)2/25?). Here € denotes the average orbital energy and o defines the width of
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the site energetic distribution. We control the amount of disorder within the system
by varying the width of the Gaussian distribution, indicated in terms of . This
approximate treatment of static disorder has been widely adopted by others,[108,
109, 111, 120] and the resulting charge transport model is sometimes called Gaus-
sian disorder model, proposed originally by Béssler and his co-workers.[130] Charge
transfer excitations are modeled as point particles of opposite charge (i.e., electron
and hole) that are localized on separate donor and acceptor molecules. The potential
energy of a given CT state is given by E = E(Cow) 4 plert)  where E(C) denotes
the electrostatic interaction of the electron and hole and E(*) is the HOMO-LUMO
gap of the specific donor-acceptor pair that is occupied, (i.e., E(°™ is given by the
difference between the values of e ymo of the electron’s site and egomo of the hole’s
site). The approximate expression for the CT state energy in our model provides a
lower bound estimate of the CT state energy,[91] and its parameters were derived

from experimental spectroscopic data.[97]

The time evolution of the CT state is determined by a kinetic Monte Carlo (KMC)
algorithm that simulates the asynchronous hopping of electrons and holes. The KMC
algorithm also includes a ground state recombination process, which can only occur if
the electron and hole reside on adjacent molecules. This recombination process results
in the termination of the trajectory. At each KMC step, we allow either the electron
or the hole, but not both, to hop to its nearest-neighboring sites stochastically, and
the possible new electron-hole configuration has the energy of E’. The hopping rate of
the electron-hole pair then is determined by the Miller-Abrahams formula,[95] widely

used for single charge migration:
kma = vexp [-B(E' - E+|E' - E|)/2], (5.1)

where v is the normalized hopping frequency, and 8 = 1/kgT. When the electron and
hole are on the adjacent sites at the interface, namely the electron-hole pair being
the interfacial CT exciton, they may recombine with a decay rate of k.. The values

of parameters, T = 300K, k. = 0.3us™!, v = 15.0us™!, a = 2.5 nm, and ¢ = 3.5,
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were identical to those in Ref. [83], which along with ¢ = 60 meV generated excel-
lent agreements with multiple experimental observations (e.g., spatial broadening and
spectral red shift of the transient photoluminescence signal) on a donor-acceptor blend
of organic semiconductors, 4,4’,4"-tris[3-methylphenyl(phenyl)amino|-triphenylamine
and tris-[3-(3-pyridyl)-mesityl]borane. The charge recombination rate and the charge
hopping rates can be determined based on a combination of experimental inputs
and theoretical models, as described in the previous chapter. We assume excitons are
fully dissociated when the electron and hole are separated by a distance that is greater
than the Coulomb radius, which we define as the distance for which E(CoW) = kgT.
Since this assumption neglects many contributions to trapping and recombination,
our computed dissociation yields represent an upper limit of the actual process. No-
tably, however, if such loss mechanisms are independent of disorder, then the relative
dissociation yields we compute are expected to be more accurate than their absolute

values.

KMC simluations for individual trajectories were carried out for 100 us (about
three times of the observation time window in the experiment) unless we terminated
the KMC trajectories earlier due to the radiative recombination. The electron and
hole were initiated adjacently at the interface (i.e., starting as an interfacial CT exci-
ton), and 100000 KMC trajectories were harvested for each energetic disorder, o, to
compute the CT exciton dissociation yield, estimated from the fraction of trajecto-
ries for which‘r > r. at the termination of KMC simulations. The convergence of the
results with respect to the lattice size, the KMC simulation time (within a reasonable
time window), and the number of realizations of disordered lattice configurations has
been verified. It is worthwhile to mention that our simulation attempts with the
three-dimensional lattice gave similar results, but led to faster relaxation in transient
spatial broadening of the photoluminescence signal compared to the two-dimensional

lattice, making the agreement with experiment less satisfactory.

In the results presented below we have utilized the same modecl parameterization as
in the previous chapter.[83] Although this parameterization has been optimized to de-

scribe the dynamics of a specific donor-acceptor blend, we take it to be representative
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of a generic small-molecule organic heterojunction. We generate trajectories by ran-
domly initializing electrons and holes on adjacent molecules along the donor-acceptor
interface. 'We do this to mimic the process of photoexcitation, which we assume
yields a population distributed uniformly within the energetic density of states. We
neglect contributions from electronically hot CT states, meaning that CT states in
our model are uniquely specified by the electron and hole positions. For a given value
of o we generate ensembles of trajectories by sampling the dynamics of many CT
states over many different realizations of the random energetic disorder. The analysis

and interpretation of these trajectories are presented in the sections below.

5.3 Dependence of Dissociation Yield on Disorder

To study the effect of disorder on exciton dissociation we analyze ensembles of tra-
jectories generated at various values of 0. For a given value of o we determine the
dissociation yield, f, by computing the fraction of trajectories that avoid recombina-
tion and escape the Coulomb capture radius (about 16 nm in this system). The plot
in Figure 5-1b illustrates that the dissociation yield depends non-monotonically on
the amount of disorder in the system. In other words, exciton dissociation is maxi-
mized in systems that include a finite amount of energetic disorder. This finding is
not without precedent. Disorder-induced increases in exciton dissociation yields have
been demonstrated previously in experiment [107] and in simulation studies.[108-111]
At the same time, it is well known that high levels of disorder lead to efficiency loss
due to reduction in charge transport properties.|[130] Taken together, these competing
effects suggest the existence of a maximum in f at some optimal level of energetic
disorder. Despite this, the microscopic origins of these effects, and how their in-
terplay mediates exciton dissociation, remains uncharacterized. Our model study
addresses this problem by identifying the nonequilibrium effects that are responsible

for a disorder-induced enhancement in the CT dissociation process.
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Figure 5-2: (a) A schematic of a representative trajectory from KMC simulations.
Red and blues circles are the donor and acceptor molecules on the square lattice,
respectively. The color gradient represents the distributions of the HOMO energy of
the donors and the LUMO energy of the acceptors, as illustrated in the color scale.
The labels (a-d) indicate some instants in the trajectory. (b) The time evolution of
the CT exciton energy (top, magenta line) and the electron-hole separation (bottom,
dark green line). The labels correspond to the same instants in panel (a).
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5.4 A Sample Kinetic Monte Carlo Trajectory

To obtain insights into how disorder could enhance CT exciton dissociation process,
we study a representative KMC trajectory shown in Figure 5-2, along with the time
evolution of the CT state energy and the electron-hole separation shown in panel
(b). The labels (a-d) highlight some instants in the trajectory. There are several
interesting observations about this particular trajectory: 1) the electron avoids the
high-energy site (from the initial point to point c) in its migration; 2) at instant b, the
electron and hole reach their largest separation, forming the stretched CT state; 3)
at instant c, the electron and hole reconvene at the interface, but they separate again
after a brief stay; 4) soon after instant d, the electron arrives at its final destination,
but the hole has not yet settled down and is still wandering around under the electric
field of the electron at the interface. Because of this Coulombic attraction, the hole
is not able to escape even though there are available lower-energy sites nearby; 5)
finally, the electron and hole recombine and emit a photon at the sites 7.5 nm away
from their initial sites. Moreover, the final resident sites are 90 meV lower in energy
than the initials sites, manifesting the thermodynamic driving force for the CT state

diffusion.

5.5 The Effect of Disorder on the Thermodynamics

of Exciton Dissociation

Prior to a discussion of the nonequilibrium dissociation dynamics it is useful to con-
sider how energetic disorder affects the equilibrium properties of CT excitons. Here we
use the term equilibrium in reference to the ensemble of electronically excited states,
specifically omitting the manifold of electronic ground states. Recently, Hood and
Kassal used a similar model to compute the free energy associated with varying the
electron-hole separation and found that an increase in the amplitude of disorder can
result in a decrease in the free energy barrier for exciton dissociation dynamics.[111]

Our model also exhibits this behavior, as illustrated in the bottom panel of Figure 5-3,
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which contains a plot of the CT dissociation free energy, F'(d), computed for various

values of 0. We define the dissociation free energy as,

F(d) = —ksT(n Q(d)), (5.2)

where the angle brackets represent an average over realizations of the random en-
ergetic disorder and ((d) is the constrained partition function for the ensemble of

states with an electron-hole separation equal to d. Specifically,
Q(d) = Z 5d7dx€_ﬁEx, (53)

where the summation is taken over all possible configurations of the electron and hole
position, E, = E + EL™ | is the energy of configuration x, dy is the electron-
hole separation for configuration x, and d,4, is the Kronecker delta function, which
is equal to 1 if d = dyx and equal to 0 otherwise. Like Hood and Kassal,[111] we find
that the shape of the dissociation free energy depends on o and that the height of

the free energy barrier for dissociation decreases with increasing disorder.

To better understand the origins of this dependence we decompose the function
F(d) into its energetic and entropic components. We denote the energetic contribution

as,
U(d) = kT <Z 5d,dexPx> , (5.4)

where Py is the equilibrium probability to observe configuration x, given by

Py = e %844, /Q(d), (5.5)

and we denote the entropic contribution as,

S(d) = —kg <Z 844, PxIn Px> . (5.6)
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Figure 5-3: The internal energy (top), entropy (middle), and Helmholtz free energy
(bottom) profiles as functions of electron-hole separation, d, as evaluated using Eq.
(5.2) - (5.6). All the thermodynamic quantities are plotted in units of the thermal

energy, kg1 = 1/f. Four different values of energetic disorder ¢ are considered: o = 0
(black), 30 meV (red), 60 meV (blue), and 120 meV (magenta).

These contributions, which are related via
F(d)=U(d) = TS(d) (5.7)

, are plotted in Figure 5-3. In the absence of energetic disorder, i.e., when ¢ = 0,

the shape of F(d) represents a straightforward competition between a Coulombic
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attraction, reflected in U(d),-0, and an entropic repulsion, reflected by S(d),-o. This

competition is known to yield a free energy barrier, which is about 2kgT" in our model.

The presence of disorder affects S (d) and U(d) differently. Disorder causes S(d) to
shift in a manner that results in a decrease in the entropic driving force for electron-
hole separation. This decrease can be understood by considering the effect of energetic
disorder on the equilibrium distribution of CT states. The Boltzmann weighted equi-
librium distribution is centered at lower energies than that of the overall density of
states. As energetic disorder increases, the equilibrium distribution shifts further into
the low energy tails of the overall distribution, which results in an effective reduction

of phase space and a corresponding entropy decrease.

Disorder causes U(d) to shift in such a way as to reduce, and eventually eliminate,
the attractive influence of the Coulomb interaction. This shift (1) increases with
disorder and (2) is more pronounced at larger electron-hole separations. These two
effects can be understood separately by considering the vertical excitation energy
relative to that computed within a perfectly ordered system (i.e., o = 0),

AE(vert) — E(vert) _ E(Vert) (58)

o=0

and its thermodynamic mean,

AE‘v(vert) — Z AE’({vert)Px. (59)

We quantify the statistics of AE(*® that depend on d and o in terms of its probability
distribution, P(AE(et),

In our finite sized model system, differences in the randomly assigned site ener-
gies lead to variations in E(*™*). These variations are reflected in the line shape of
P(AE®~™), which would narrow to a delta function in the limit of an infinitely large
system. Figure 5-4(a) illustrates that for states with fixed electron-hole separation,
increasing o causes P(AE(™) to shift to lower energies. Figure 5-4(b) illustrates

that at fixed o, increasing d results in a shift of P(AE(*™) to lower energies. This
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Figure 5-4: The probability distribution of the average value of the vertical energy
gap relative to that computed within a perfectly ordered system, AEM™) evaluated
from Eq. (5.8) and (5.9): (a) the distributions for d = 150 at o = 30 meV, 60 meV,
and 120 meV; (b) the distributions for three different values of d at fixed o =60 meV.

shift reflects the fact that pairs of sites with especially low energy are simply more
plentiful at larger values of d. These low energy states are dilute within the density

of states, but they are weighted heavily in the equilibrium ensemble.

5.6 Nonequilibrium Dissociation Dynamics

Photoexcitation generally creates populations of excitons with energetic distributions
that are blue-shifted relative to that of equilibrium. Excitons then equilibrate by
relaxing within the local manifold of electronic states, which occurs on ultrafast
timescales (i.e. ~ 100 fs), and by redistributing in response to spatial energetic
variations, which occurs on time scales that are determined by the exciton mobility.

During this spatial redistribution the dynamical properties of CT excitons can devi-
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Figure 5-5: (a) A plot of the mean squared electron-hole separation, d2, as a function
of time expressed in units of the intrinsic hopping rate, v for trajectories under dif-
fering levels of energetic disorder. (b) A plot of the average exciton vertical energetic
disorder, denoted as (A E(*™)} g for charge-separated trajectories under differing lev-
els of energetic disorder.

ate from that of equilibrium. This is illustrated in Figure 5-5(a), which contains a
plot of the mean squared electron-hole separation, d*(t), averaged over trajectories
initiated in the bound state at t = 0. This plot highlights that the effective diffusivity
associated with changes in electron-hole separation, as given by the slope of d?(t), is
time dependent with more rapid separation dynamics occurring at short times than
at long times. In addition, we observe that the intensity of this effect, i.e., the dif-
ference in slope between the short time and long time characteristics of d?(t), grows
with increasing o. In this way, disorder tunes a tradeoff between enhanced short

time dynamics, which prevent direct charge recombination, and reduced steady state
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mobility, which controls charge collection efficiency.

The early-time enhancement in charge separation dynamics increases with dis-
order, in contrast to the well known tendency of energetic disorder to decrease
diffusivity.[130] This unusual early-time trend is a nonequilibrium effect that arises
due to the increased availability of state-to-state transitions that are downhill in
energy.[128, 131] Since these downhill transitions occur more rapidly than their uphill
counterparts, due to detailed balance, they tend to dominate the early-time dynamics.
This effect diminishes as excitons relocate to lower energy sites with fewer available
downhill transitions, resulting in a transient red-shift in the excited state energies,[83]
as illustrated in Figure 5-5(b). For some bound CT states these downhill transitions
lead to an increase in electron-hole separation. This happens under the condition
that the electrostatic cost to separate charge is compensated by a favorable change
in vertical excitation energy. This condition is more easily satisfied when o is large,

which is why the initial slope of d? grows with o.

The dissipation-induced acceleration of the charge separation dynamics is short

lived, decaying over a characteristic timescale of approximately 7 = 30v1

, where v
is the intrinsic charge hopping rate of our model. This implies that the accelerated
charge separation dynamics are only significant during the first few intermolecular
charge transfer events. This effect alone is therefore insufficient to drive either com-
plete energetic equilibration or complete exciton dissociation (i.e., to separate the
charges beyond the Coulomb capture radius). Instead, this process leads to the for-
mation of partially dissociated CT excitons that occupy local minima on the potential
energy surface. These partially dissociated states then continue to evolve out of ener-
getic equilibrium but under less strongly driven conditions. It is in the regime that the

negative effects of disorder on charge mobility are reflected in the charge separation

dynamics.

For the values of ¢ that we have considered, which are representative of exper-
imental observations in organic heterojunctions, the energetic equilibration time is
much larger than CT exciton lifetimes. That is, CT states tend to either recombine

or completely dissociate prior to reaching thermal equilibrium. As a consequence,
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partially dissociated CT states navigate phase space along trajectories that deviate
significantly from the minimum free energy path. This is illustrated in Figure 5-6, in
which the contour map represents the dissociation free energy resolved as a function
of d and AEM"). The points plotted in Figure 5-6(a)-(c) correspond to those visited
by a random set of trajectories that were initialized in the bound CT state. Points
plotted in magenta (i.e., the ‘x’s) represent those visited for times ¢ < 7, i.e., during
the time of enhanced charge separation dynamics. We observe that the spread of these
initial (magenta) points along the d-axis exhibits a non-monotonic trend with o that
is analogous to that seen in Figure 5-1b. This correlation suggests that the early-time

nonequilibrium dynamics play an important role in facilitating CT dissociation.

Figure 5-6a-c highlights that in the presence of energetic disorder the dissociation
of bound CT states occur out of energetic equilibrium. Therefore, the driving forces
that govern the dissociation dynamics are not necessarily determined by the gradient
of the equilibrium free energy surface, F'(d). Because the dynamics are nonequi-
librium, insights and predictions derived from equilibrium analysis can be unreliable
and potentially misleading because the actual nonequilibrium driving forces can differ
significantly from that of equilibrium. We illustrate this by considering the nonequi-
librium analog of the separation energy, U(d) (from Figure 5-3). That is, we compute
Usneq(d), the CT state energy along the average nonequilibrium dissociation pathway,

defined as

Uneq(d) = <Z(Sd,dex> (510)

where the averaging is taken over KMC trajectories. The gradient of Upeq(d) is thus
one possible measure of the nonequilibrium energetic driving force acting on dissoci-
ating CT states. As illustrated in Figure 5-6d, Upeq(d) can differ significantly from
U(d) in a manner that depends on the value of 0. Modeling the explicit nonequilib-
rium dynamics thus allows that these important differences are properly accounted

for.
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Figure 5-6: (a)-(c): the 2D Helmbholtz free energy profiles as a function of electron-
hole separation, d in , and relative vertical energy gap, AE®™) in eV defined by
Eq. (5.8) for o = 30 meV (panel (a)), 60 meV (panel (b)), and 120 meV (panel (c));
The contour scale is in the unit of kg7, the magenta crosses and the white dots are
from selected KMC trajectories with random initial conditions (see the main text for
details). (d) The equilibrium internal energy profiles (lines) and its nonequilibrium
analogs (circles), defined by Eq. (5.10), as functions of d, for varying amounts of
energetic disorder.

5.7 A Kinetic Model for Nonequilibrium CT State

Dissociation

Traditional kinetic models of CT dissociation, as exemplified by the pioneering work
of Braun,[132] describe the transition between bound and dissociated state as an acti-

vated first-order process.|133] These models predict dissociation yields that decrease
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monotonically with disorder, 2 which is in clear disagreement with the non-monotonic
results of our simulation study (see Figure 5-1). We hypothesize that the origin of this
disagreement is that (1) these two-state models fail to capture the fundamental role
played by partially dissociated intermediates in the dissociation process and (2) these
models are not parameterized to include the important effects of disorder-induced
nonequilibrium electron-hole dynamics. Here we demonstrate that models that ac-
count for these two effects can exhibit dissociation yields that vary non-monotonically
with disorder. This demonstration further highlights the fundamental role of nonequi-
librium effects in the dynamics of photo-generated CT states.

Our simulation results have shown that a primary effect of nonequilibrium dynam-
ics is a significant increase in the rate of formation of partially dissociated intermediate
states (PDIs). A minimal model of CT dissociation should include the effect of these
states, which generally exhibit increased lifetimes and weakened electrostatic attrac-
tions, and thus play an important role in facilitating CT dissociation. The properties
of these PDIs, such as the rate at which they are formed, their lifetime, and their
mobility, depend on the amount of disorder in the system, and this dependence, in
turn, can contribute significantly to the dissociation kinetics. We illustrate this by
considering how the time spent by trajectories in the bound or partially dissociated
states is affected by disorder. In particular, we compute the mean residence time,
tres, for trajectories in the bound or partially dissociated states. We identify bound
state (B) configurations as those for which the electron and hole reside on adjacent
molecules and PDI configurations as those that are not bound and have an electron-
hole separation that is less than the Coulomb capture radius (approximately 16 nm
in our model).

Figure 5-7 shows t . for bound and partially dissociated states, averaged an ensem-
ble of trajectories initialized in the bound state. This figure illustrates two significant

kinetic consequences that arise due to disorder: First, the tendency for disorder to

2In some traditional kinetic models, including the Braun model, the dissociation yield only de-
pends on the intrinsic recombination rate and the dissociation rate. As the (thermalized) dissociation
rate decreases with energetic disorder, the dissociation yield predicted by these models also decreases
monotonically with disorder.
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Figure 5-7: Average residence time of the electron and hole in the bound (black line)
or partially dissociated (red line) states plotted as a function of o. Residence times
are expressed in units of the intrinsic charge hopping time, 1/v. The bound state
(black line) is also shown in the inset for a better view.

drive the formation of partially dissociated states leads to a decrease in ¢, for the
bound CT states. Second, the tendency of disorder to decease charge mobility leads
to an increase in ¢, for the partially dissociated states. This latter effect is subtle
when disorder is small but it is dramatic for ¢ 2 50meV (about twice the thermal
energy). We attribute this to the increasing role of disorder (most specifically trap
states) in limiting CT mobility.[134] The balance of these two effects can be effective

captured within the framework of a simple kinetic model.

We represent the dynamics of CT dissociation in terms of the following four-state

kinetic model:

G&B%PDI%CS (5.11)
21

In this model the dissociation process involves the transition of a bound CT state (B)
to a fully dissociated state (CS) via a partially dissociated intermediate state (PDI).
The model also includes a competing process for the irreversible recombination to the
ground state (G), which can occur only from the bound state. The transition rates,

k12, ko1, and kg, are computed based on the Miller-Abrahams framework of our KMC
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model. Specifically, we compute the transition rate k;; as,

where P(E;, E;) is the probability that a state-to-state transition will have an energy
change from E; to E;, and kya(E; — E;) is the Miller-Abrahams rate[95] to perform
such a transition, which only depends on the energy difference, E; — E;. Explicitly,

P(E;, E;) can be expressed as
P(E;, E;) = f(E)g(E:)f(E)), (5.13)

where f(E) is the Gaussian distribution function of F = E(°t) 4 E(Cou) with a
standard deviation of v/20 due to the Gaussian distributed vertical energy gap, and

g(FE) is a thermal population function defined by
9(E) = Ae”PPF, (5.14)

where 8 = 1/kgT, B is a tuning parameter, and A is a normalization factor to
ensure [* f(E)g(E)dE = 1. It is evident that with B = 1, g(E) is the equilibrium
Boltzman distribution, whereas with B = 0, g(F) is a uniform distribution, meaning
that there is no thermalization at all. With the Miller-Abrahams formula in Eq. (5.1)

and some algebraic manipulations, the average transition rate is given by

2 (Coul) 2
ki = l(3252"2_fi(AEi(Jgou”+2B’3"2)erfc (460 ALy 2Bpo ) (5.15)

-2 2/ 20
1 (AE}f"“‘)HBﬁa?)

+—erfc
2 220

where AEI(JC ") denotes the Coulomb energy change associated with hopping transi-
tions between the corresponding state types. In our model calculations, for ko, we
use AEi(fouD = 60 meV, which roughly corresponds to the average Coulomb energy

change when the electron or hole in the CT state makes one hop in our model. For
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ko1, AEf]C ) — _60 meV as the transition is the reverse to that with kyy. For ks,
we use AEf]C ouh) _ 5 meV, which roughly corresponds to the Coulomb energy change
when the electron or hole makes its final hop to escape the Coulomb capture radius
to be considered as free electron or hole. It is worthwhile to point out that though
the values of AEl(]C °") js system-dependent and in principle can be estimated from
simulations or experiment, the qualitative behaviors of k;; as a function of o is ex-
pected to be similar to those discussed in this work provided that reasonable values

of AEZ(JC ") are used.

We incorporate nonequilibrium effects into this kinetic model by varying the con-
ditions for which P(E;, E;) is computed. For instance, in a fully thermalized model
k12 is computed by assuming that P(FE;, E;) reflects the Boltzmann weighted density
of states for both the bound and partially dissociated states. Rates for the thermal-
ized model, and how they depend on o are plotted in Figure 5-8a. A model with a
nonequilibrium value of k5 can be generated by assuming that the bound states are
not thermalized (i.e., sampled directly from Gaussian disorder) but that the mani-
fold of partially dissociated states are fully thermalized. The dependence of ki3 on o
for this nonequilibrium case is also plotted in Figure 5-8a. We observe that for the
thermalized model all rates decrease with increasing disorder, however, when nonequi-
librium effects are included increasing disorder can enhance state-to-state transition
rates. The transition rate k12 (Eq. 5.16) can be tuned with the parameter B between
a fully thermalized model, by setting B = 1, to the nonequilibrium model described
in the paragraph above, by setting B = 0. Intermediate values of B thus correspond
to models in which the bound state distribution is only partially thermalized. Here
we explore a family of these four-state kinetic models for which k;5 is assumed to be
a nonequilibrium rate while ky; and ko3 are assumed to reflect a fully thermalized
system. This is akin to assuming that bound states begin out of equilibrium but
thermalize rapidly upon transition to the PDI state. These rates can be computed

analytically, as described in the Supporting Information.
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The dissociation yield for this four-state kinetic model is given by,

Fe ky2kas
kiokos + ke(kay + kas)

(5.16)

As illustrated in Figure 5-8b, we observe that for the fully thermalized model (B=1),
dissociation yields decrease monotonically with increasing disorder, just as in the case
of the Braun model. Wé find that when nonequilibrium effects are included in the
model, specifically in the rate k;o, that the model predicts nonmonotonic dissociation
yields, in qualitative agreement with the results of our simulation study. Furthermore,
the details of this nonmonotonic dependence, such as the value of o that maximizes
f, depend on the degree to which nonequilibrium effects are included. The largest
notable difference between the framework of this kinetic model and the behavior
of our simulation system is that in the kinetic model the rates ki2, k21, and ko3, are
assumed to be time independent. That is, the kinetic model does not explicitly reflect
variations that result from transient relaxation behavior. Therefore, by more precisely
accounting for the effect of transient relaxation on the time-dependence of kis, ko1,

and ko3, the quantitative accuracy of this model can be systematically improved.

5.8 Implications for modern organic electronics

The macroscopic properties of organic electronic materials depend on the microscopic
arrangements of the molecule that comprise them. This dependence has the poten-
tial to enable the development of new materials with unique and tunable electronic
properties. This tunability requires the need for precise molecular-scale control over
microscopic material structure. This level of control is usually achieved by creating
highly ordered materials such as molecular crystals.[6, 104, 105] The electronic prop-
erties of these ordered materials are typically affected negatively by the presence of
disorder. This has led to the notion that disorder is generally undesirable in organic

electronic materials.

The results presented here reveal that the presence of microscopic disorder can
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Figure 5-8: (a) The representative rates for the transitions in the kinetic model in
Eq. 5.11, as a function of o, computed from Eq. 5.12. The three solid lines are for the
transition rates assuming that the initial states are fully thermalized (B = 1), and the
black dashed line is for k3 assuming that the bound CT states are not thermalized
(B = 0); (b) The dissociate yield, f, as a function of o, computed from Eq. 5.16 with
the k2 rates using varying values of B, a measure of the thermalization level of the
bound CT states.

be beneficial for some fundamental electronic processes. For the dissociation of CT
excitons this beneficial effect is mediated by nonequilibrium dynamics and is therefore
not apparent in thermodynamic analysis. The quantitative details of the results
we have presented above, such as the specific value of o for which CT dissociation
is optimized, depend on the model parameterization. Nonetheless, we expect that
the primary conclusions presented here, namely that CT dissociation is enhanced
when some disorder is present and that the origins of this enhancement are due

to nonequilibrium dynamics, apply more generally. This demonstration raises the
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possibility that disorder may be beneficial to other microscopic electronic processes.
In this regard further investigation is needed, but, as we have highlighted here, future
approaches must incorporate the important effect of nonequilibrium dynamics along
with other factors that are not included in our current model, such as non-geminate
recombination, dynamic disorder, and electronic delocalization.

The effect we have presented here can be incorporated into material design princi-
ples. The disorder-induced enhancement of CT dissociation can be further enhanced
by controlling the spatial distribution of the molecular disorder. For example, by cre-
ating systems where the disorder is localized at the interface and have more ordered
bulk phase environments. One expects this type of morphology to arise naturally
at the boundary between two distinct crystal phases, where lattice mismatches lead
to disordered interfaces. Notably, the presence of this general morphology may help
explain the unexpectedly high internal quantum efficiencies that have been observed

in some organic photovoltaic materials.[116, 135]
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Chapter 6

Conclusions

In conclusion, we investigated two important processes that are central to the per-
formance of organic semiconductors: transport of Frenkel exciton and dissociation of
charge-transfer exciton. The first half of the thesis (Chapters 2 and 3) is devoted to
the simulations of Frenkel exciton dynamics in oligothiophene-based molecular semi-
conductors. In Chapter 2, we model the dependence of transport properties Frenkel
exciton on excited energy fluctuations in extended sexithiophene systems by perform-
ing extensive semi-empirical electronic structure and molecular dynamics simulations.
We show that the excited energy fluctuations are temporally and spatially correlated.
We further demonstrate that exciton transport in these materials can be very sensi-
tive to the presence of the spatial correlations, and that this sensitivity depends on
the width of the distribution of molecular excitation energies. In Chapter 3, we pro-
pose to incorporate the statistics from atomistic MD-electronic structure calculations
into a coarse-grained tight binding model and demonstrate that the improved coarse-
grained model is capable of reproducing results from atomistic simulations at a much
lower computational costs without sacrificing the molecular details of the materials.
This computationally efficient model allows us to study system size of experimental
relevance (up to 10,000s of molecules) and our results are in good agreement with
many available theoretical predictions and experimental measurements.

In the second half of the thesis (Chapters 4 and 5) we focus on the dissociation dy-

namics of charge-transfer (CT) exciton. In Chapter 4, we introduce a 2-dimensional
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stochastic hopping model to describe the electron and hole dynamics in a CT exciton.
In contrast to the atomistic approach in the first half of the thesis, the CT exciton
model is parametrized using experimental data for a particular donor-acceptor pair
(m-MTDATA and 3TPYMB). We demonstrate that simulations carried out on our
model are capable of reproducing many sets of experimental results as well as gener-
ating theoretical predictions related to the efficiency of organic electronic materials.
In Chapter 5, using the same CT exciton model, we consider the effect of spatial
variations in electronic energy levels, such as those that arise in disordered molecular
systems, on dissociation yield and demonstrate that it is maximized with a finite
amount of disorder. We demonstrate that this is a non-equilibrium effect that is me-
diated by the dissipation driven formation of partially dissociated intermediate states

that are long-lived because they cannot easily recombine.
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