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Abstract

Computational imaging (CI) is a class of imaging systems that uses inverse algorithms
to recover an unknown object from the physical measurement. Traditional inverse
algorithms in CI obtain an estimate of the object by minimizing the Tikhonov func-
tional, which requires explicit formulations of the forward operator of the physical
system, as well as the prior knowledge about the class of objects being imaged.

In recent years, machine learning architectures, and deep learning (DL) in par-
ticular, have attracted increasing attentions from CI researchers. Unlike traditional
inverse algorithms in CI, DL approach learns both the forward operator and the
objects’ prior implicitly from training examples. Therefore, it is especially attrac-
tive when the forward imaging model is uncertain (e.g. imaging through random
scattering media), or the prior about the class of objects is difficult to be expressed
analytically (e.g. natural images).

In this thesis, the application of DL approaches in two different CI scenarios are
investigated: imaging through a glass diffuser and quantitative phase retrieval (QPR),
where an Imaging through Diffuser Network (IDiffNet) and a Phase Extraction Neural
Network (PhENN) are experimentally demonstrated, respectively.

This thesis also studies the influences of the two main factors that determine the
performance of a trained neural network: network architecture (connectivity, net-
work depth, etc) and training example quality (spatial frequency content in partic-
ular). Motivated by the analysis of the latter factor, two novel approaches, spectral
pre-modulation approach and Learning Synthesis by DNN (LS-DNN) method, are
successively proposed to improve the visual qualities of the network outputs.

Finally, the LS-DNN enhanced PhENN is applied to a phase microscope to recover
the phase of a red blood cell (RBC) sample. Furthermore, through simulation of the
learned weak object transfer function (WOTF) and experiment on a star-like phase
target, we demonstrate that our network has indeed learned the correct physical
model rather than doing something trivial as pattern matching.

Thesis Supervisor: George Barbastathis
Title: Professor
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Chapter 1

Introduction

1.1 Computational imaging

Computational imaging (CI) is a class of imaging systems that delivers estimate of

an unknown object, based on the physical measurement and prior knowledge about

the class of objects being imaged [1, 2], as shown in Fig.1-1.

Figure 1-1: General computational imaging (CI) system.

Generally, It consists two parts: a physical measurement and the corresponding

inverse algorithm. In the physical measurement part, the light emitted from the

illumination source is shaped by the illumination optics according to the operator 𝐻𝑖
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before reaching the object 𝑓 . The radiation from the object is then shaped by the

collection optics according to the operator 𝐻𝑐 and forms a raw intensity image 𝑔 on

the digital camera. Here, we refer 𝑔 as the measurement. After that, 𝑔 is feed into

the inverse algorithm, which takes into account the operators 𝐻𝑖, 𝐻𝑐 together with

the prior knowledge Φ about the class of objects being imaged, to obtain the object

estimate 𝑓 . More detailed descriptions about the physical measurements and the

inverse algorithms in CI can be found below in Section 1.1.1 and 1.1.2, respectively.

The motivation of performing CI rather than using the raw intensity measure-

ment directly is that information may be hidden in the latter case due to the limi-

tation of hardware, making the raw measurement uninterpretable. Therefore, post-

computation is required. Actually, in CI, we no longer have the requirement that the

raw image itself should be readily interpretable (e.g. satisfy some metrics of confor-

mity and fidelity with respect to the object). As shown in Chapter 2, in the case of

imaging through a strong glass diffuser, the raw measurement is a speckle pattern,

in which no salient feature of the object can be observed. This aspect of CI largely

reduces the complexity of the hardware, making the physical setup more compact

and cost-effective.

In practice, due to the ill-posedness of the forward operator, the reconstruction

from a raw image will become non-unique and very sensitive to noise. In these

conditions, CI would have to rely on the prior to do the inversion. The analytical

formulation of the prior is called the regularizer, which mathematically represents the

patterns that commonly exist in the class of objects. These priors will help to restrict

the space of possible solutions to the inverse problem by excluding the solutions that

do not match object attributes known beforehand, thus ameliorating non-uniqueness.

1.1.1 Physical measurements

Referring to Fig. 1-1, 𝑓 denotes the true representation of the object that the imaging

system’s user want to recover. For example, in the case of imaging through scattering

media (see Chapter 2), 𝑓 is the light reflectance of the object; while in the case

of quantitative phase retrieval (see Chapter 3), 𝑓 is the distribution of the phase
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retardation caused by the object.

The optical field immediately after the object can be represented as 𝐻𝑖𝑓 , where

𝐻𝑖 is the illumination operator. A number of ingenious strategies have been devised

to design 𝐻𝑖 that improve the imaging problem’s condition, most famously by using

nonlinear optics [3, 4] or stimulated emission [5]. Restricting oneself to linear optics,

structured and coded illumination [6, 7, 8, 9, 10, 11, 12, 13] are effective strategies

which modulate object information onto better-behaved spatial frequencies. Another

interesting instance is ghost imaging [14, 15] , where the object is illuminated rapidly

by a sequence of speckle patterns.

The quantity 𝐻𝑖𝑓 passes through the collection optics and forms a raw intensity

image 𝑔 on the digital camera, which can be expressed as: 𝑔 = 𝐻𝑐𝐻𝑖𝑓 , with 𝐻𝑐

denotes the collection operator. Usually, 𝐻𝑐 is also specifically designed to achieve

the desirable performance. Notable examples includes confocal microscopy [16, 17],

transport of intensity equation (TIE) method [18, 19], lensless imaging [20, 21] and

etc.

For brevity, we denote 𝐻 = 𝐻𝑖𝐻𝑐 as the forward operator of the entire physical

measurement, then the raw intensity image can be expressed as:

𝑔 = 𝐻𝑓. (1.1)

Nevertheless, Eq.1.1 is noiseless, which is impractical. In realistic scenarios, differ-

ent sources of noise are, more or less, exist due to multiple causes: thermal agitation

of the electrons inside the sensor, environmental disturbances, the discrete nature of

electric charge, etc. Two typical types of noise are additive white Gaussian noise

(AWGN) and Poisson noise, whose statistical models are shown as follows:

AWGN: 𝑔 = 𝐻𝑓 + 𝑛; (1.2)

Poisson: 𝑔 = 𝒫 {𝐻𝑓} . (1.3)

Here, AWGN is denoted as 𝑛; and 𝒫 is a Poisson random variable generator with
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the expected value equal to its argument.

1.1.2 Inverse algorithms

Given the explicit formulations of the forward operator 𝐻 and the regularizer Φ, the

reconstruction in CI may be obtained by minimizing the Tikhonov functional [22, 23]:

𝑓 =argmin
𝑓

{︁
||𝐻𝑓 − 𝑔||22 + 𝛼Φ(𝑓)

}︁
. (1.4)

The first term is known as the fitness term and it is minimized when the result

of applying the forward operator on the estimate matches the physical measurement.

Nevertheless, minimizing the fitness term only is not enough. Due to the ill-posedness

of the forward operator 𝐻, the noise in the measurement will be amplified, generating

artifacts in the reconstruction. The situation becomes even worse when 𝐻 is singular

(which is always the case in practice), since then the estimate that will match the

fitness term become non-unique, i.e. an infinite number of solutions 𝑓 would satisfy

𝐻𝑓 = 𝑔. Therefore, the regularization term Φ(𝑓) becomes really important here.

By minimizing the weighted sum of the fitness term and the regularizer, we are

actually introducing a competition between the two terms, which effectively forces

the estimate landing on the position that satisfies both the physical measurement and

the prior knowledge of the object. The regularizing coefficient 𝛼 controls the relative

contribution of the two terms in the competition and is always chosen empirically,

based on our relative belief in the measurement vs. prior knowledge.

The regularizer Φ has to be chosen in the way such that Φ(𝑓) has a small value

when 𝑓 matches the prior knowledge of the class of objects. The very first regularizer,

𝐿2 norm, was proposed by Tikhonov [22, 23]:

Φ(𝑓) = ||𝑓 ||22 . (1.5)

The motivation of using 𝐿2 norm as the regularizer is to reduce the energy of the

reconstructed signal so as to mitigate the noise amplification effect caused by the
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ill-posedness of 𝐻.

When 𝐻 is a linear operator, the solution to Eq.1.4 with the 𝐿2 regularizer can

be readily obtained as:

𝑓 = (𝐻 𝑡𝐻 + 𝛼𝐼)−1𝐻 𝑡𝑔, (1.6)

where 𝐻 𝑡 is the transpose of 𝐻 and 𝐼 denotes the identity matrix.

Notably, Wiener filter [24, 25], which is derived from the matched filtering principle

under the assumptions of additive white Gaussian noise and white Gaussian and

uncorrelated to noise statistics for the signal, is actually a special case of Eq.1.6 with

𝛼 = 1/SNR, where SNR denotes the signal to noise ratio.

In the last two decades, compressive sensing [26, 27, 28, 29, 30], which utilizes reg-

ularizers that prompting sparsity, has becoming an increasingly promising technique

to solve the inverse problems in CI. The main idea of compressive sensing is that

most of the signals are compressible, i.e. there exists a non-singular transformation

𝑆 that can transform the signal to the domain where the representation of the signal

is sparse. Mathematically, we have,

𝑠 = 𝑆𝑓, (1.7)

and ||𝑠||0 is small.

Then, Eq.1.4 can be rewritten as,

𝑠 =argmin
𝑠

{︁ ⃒⃒⃒⃒
𝐻𝑆−1𝑠− 𝑔

⃒⃒⃒⃒ 2
2

+ 𝛼 ||𝑠||0
}︁
. (1.8)

Here, 𝑆−1 is the inverse of the sparse transformation 𝑆.

However, the above optimization problem (Eq.1.8) is not easy to be solved directly

since the 𝐿0 norm is not amenable to optimizers. Fortunately, it has been discovered

later that using 𝐿1 norm has the equivalent effect [31, 32]. In this case, the solution

to the inverse problem becomes,

𝑠 =argmin
𝑠

{︁ ⃒⃒⃒⃒
𝐻𝑆−1𝑠− 𝑔

⃒⃒⃒⃒ 2
2

+ 𝛼 ||𝑠||1
}︁
, (1.9)

31



which can be solved by several existing numeral algorithms such as Lasso [33], ISTA

[34, 35, 36], TwIST [37], FISTA [38] and Adam [39] and etc. Then, the object estimate

can be readily obtained as,

𝑓 = 𝑆−1𝑠. (1.10)

The choice of 𝑆 is obviously crucial to the performance of compressive sensing.

Popular candidates includes wavelet transforms [40, 28, 41], non-linear diffusion op-

erators [42, 43, 44, 45] and sparse dictionaries [46, 47, 48, 49].

1.2 Deep learning

Machine learning is a technique that enables computational systems to improve by

learning the mapping between the desired output and the features (representation)

of the input from experience and data. Generally, machine learning approaches can

be divided into three groups [50]: classic machine learning (CML), representation

learning (RL) and deep learning (DL), depending on the way how the features of

the input is obtained. In CML, the features are hand-designed [51]; in RL, features

are learned from data through a shallow autoencoder [52]; and in DL, features are

learned from data through a deep, multi-layered architecture [53]. Compared with

CML and RL, the features learned in DL are simpler and more high-level (abstract),

which makes the mapping from the features to the output easier to learn. Apart from

providing the right representation for the data, another strength of DL is that the

multi-layered architecture also offer greater power in learning the mapping since the

later layers can refer back to the outputs of earlier layers.

The specific architecture used in DL is the neural network, which is a multi-layered

computational geometry. Generally speaking, a neural network contains at least three

layers: one input layer, one output layer and at least one hidden layer. Except for the

input layer, the units (neurons) in every other layers are connected to the units in the

previous layers according to some weights. Then, the input value to a specific neuron

𝑖 is actually the weighted sum of the output values of all the neurons in the previous

layers that 𝑖 is connecting to. These architectures are called neural networks because
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they are loosely inspired by neuroscience and they can be represented by composing

together several different functions, e.g. each layer may be a function.

Now, I want to introduce two typical DL architectures: fully-connected neural

network (FCNN) and convolutional neural network (CNN).

1.2.1 Fully-connected neural networks

Fully-connected neural network (FCNN), also known as multi-layer perceptron (MLP)

[54, 55], is the most common architecture used in DL. Fig. 1-2 shows the structure

of a three-layer FCNN (one hidden layer). Here, "fully-connected" means that every

neuron in the hidden layers is connected to all the neurons in the preceding layer and

the succeeding layer. In FCNN, the input is mapped to the output in a feed-forward

fashion. As shown in Fig. 1-2, for an individual neuron, its input (activation) 𝑎 is the

weighted sum of the output values of all the in the previous layer and can expressed

as:

𝑎 =
𝑛∑︁

𝑖=1

𝑤𝑖𝑥𝑖 + 𝑏. (1.11)

Here, 𝑛 is the number of neurons in the previous layer, 𝑥𝑖 is the output of the 𝑖th

neuron, 𝑤𝑖 is the weight and 𝑏 denotes the bias term.

Figure 1-2: Fully-connected neural networks. [This figure is obtained from the slides
of the Advances in Computer Vision (6.869) course at MIT taught by Bill Freeman
and Antonio Torralba.]
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After receiving the activation 𝑎, the output of the neuron 𝑦 is given by,

𝑦 = 𝑓(𝑎) = 𝑓

(︃
𝑛∑︁

𝑖=1

𝑤𝑖𝑥𝑖 + 𝑏

)︃
, (1.12)

where 𝑓(·) is a point-wise non-linear activation function.

Possible choices of the non-linear activation function 𝑓(·) include sigmoid [56],

tanh [57], rectified linear unit (ReLU) [58] and leaky ReLU [59]. These functions are

plotted in Fig. 1-3 and their respective formulations are:

Sigmoid: 𝑓(𝑎) =
1

1 + 𝑒−𝑎
; (1.13)

Tanh: 𝑓(𝑎) =
𝑒𝑎 − 𝑒−𝑎

𝑒𝑎 + 𝑒−𝑎
; (1.14)

ReLU: 𝑓(𝑎) = max(0, 𝑎); (1.15)

Leaky ReLU: 𝑓(𝑎) =

⎧⎪⎨⎪⎩𝑎, 𝑎 > 0

𝛼𝑎, 𝑎 ≤ 0

. (1.16)

Figure 1-3: Different non-linear activation functions.
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In Eq.1.16, the coefficient 𝛼 is usually very small (e.g. 0.02 in Fig. 1-3). In some

cases, its value can also be learned during the training [60]. Among these functions,

ReLU and leaky ReLU are the most widely used ones nowadays since they do not have

the problems of stagnating derivatives as sigmoid and they lead to faster convergence

as compared with tanh [53].

1.2.2 Convolutional neural networks

Convolutional neural networks [61], evolved from the idea of Neocognitron [62], are a

specialized kind of neural network that have been tremendously successful in practical

applications dealing with time-series data and image data. As shown in Fig. 1-4, in

CNN, each neuron is only connected to several nearby neurons in the previous layer

and each neuron shares the same set of connecting weights. Mathematically, the

input to an individual neuron 𝑖, which is connected to 2𝑁 + 1 nearby neurons in the

previous layer, can be expressed as,

𝑎𝑖 =
𝑁∑︁

𝑛=−𝑁

𝑤𝑛𝑥𝑖−𝑛 + 𝑏, (1.17)

where 𝑥𝑖 is the output of the 𝑖th neuron in the previous layer and 𝑤𝑖 is the set of

trainable weights. Here, for simplicity, we assume the input to be 1-D. If the input is

2-D, then the input will be the weighted sum of the outputs of (2𝑀 + 1) × (2𝑁 + 1)

nearby neurons in the previous layer.

Figure 1-4: Convolutional neural networks.
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Eq. 1.17 is actually a convolution operation (with a bias), and that is why this

architecture is named as a "convolutional" neural network. Since performing convo-

lution in the spatial domain is equivalent to filtering in the spatial frequency domain,

the set of weights 𝑤𝑖 is also called a filter. In Fig. 1-4, we plot the simplest case

where only one filter is applied. In practice, however, multiple filters are used at

each convolutional layer and the final output of a convolutional layer is obtained by

stacking the output of each filter along the "channel" dimension. At the next layer,

each channel of the input is summed up by some learnable weights while doing the

convolution defined as Eq. 1.17.

The motivation of doing convolution in neural networks is three folds. First,

dependencies are usually local, i.e. only several nearby neurons will contribute; sec-

ond, convolution preserves translational equivariance (known as shift invariance in

the optics community), which always exists in practice; third, implementing sparse

connections and using the same set of weights reduce the complexity of the neural

network, which is an effective way to prevent overfitting.

Apart from the convolution operation and the non-linear activation functions (usu-

ally ReLU), there are two other specialized operations in CNN: pooling and batch

normalization. Pooling is the operation that reduces the lateral dimension of the in-

put. The idea is to increase the receptive fields and also introduce invariance to small

transformations [63]. Two common choices for pooling function are max pooling and

average pooling, which are defined as (assume the downsampling rate to be 2),

max pooling: 𝑦𝑘 = max (𝑥2𝑘−1, 𝑥2𝑘) ; (1.18)

average pooling: 𝑦𝑘 =
𝑥2𝑘−1 + 𝑥2𝑘

2
. (1.19)

where 𝑥𝑘 and 𝑦𝑘 denotes the value of the 𝑘th neuron in the input and output of the

pooling layer, respectively.

Batch normalization is a layer in the neural network that does normalization across

data, which can accelerate the training process by reducing internal covariate shift

[64]. The procedure of batch normalization is shown in Fig. 1-5.
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Figure 1-5: Batch normalization. [This figure is adopted from [64].]

1.2.3 Training neural networks for computational imaging

The optimal values of the weights in the neural network is learned from data through

an optimization routine. This process is denoted as the "training" of a neural net-

work. Specifically, given a set of data, also known as training examples, the functional

need to be optimized is a measure of the distance between the desired output and

the actual output of the neural network. We refer this measure as the training loss

functions. Some popular training loss functions that are being used nowadays include

mean squared error (MSE), mean absolute error (MAE), cross entropy, etc. Hence,

during the training, the weights in the neural network are tuned so as to make the

network output match the desired output in the sense defined by the loss function.

Similar to the Tikhonov functional shown in Eq. 1.4, regularizers such as 𝐿2 norm of

the weights [65] are usually added to the optimization functional during the training

to prevent overfitting. The optimization is numerically solved by gradient descent

based algorithms [66], where the gradients are computed via a procedure called back-

propagation [67].

Since the neural network training process in DL shares a lot in common with
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solving the optimization problem in CI, it becomes natural to apply DL techniques

to CI. The principle is shown in Fig. 1-6, where the raw intensity measurement 𝑔 is

fed into a trained neural network to generate the object estimate 𝑓 . Given a specific

CI scenario, the procedures of training such a neural network can be described in

the following three steps: (1) Training data collection. We obtain a database of

known objects and their corresponding raw intensity measurements through numerical

simulations or physical experiments. (2) Network architecture selection. We decide

the appropriate neural network architecture to be used (e.g. connectivity, pooling

strategy, depth, etc). These hyper-parameters can be determined empirically or with

the help of the validation data. While using the validation dataset, we divide the

entire training dataset into two subsets: one set is used for training the network and

the other set (named as the validation data) is used to evaluate the performance

of the trained network, thus determining the optimal architecture. (3) Training the

network using the collected training examples and the selected network architecture.

Figure 1-6: Principle of applying deep learning (DL) to computation imaging (CI).

Compared with those traditional CI inverse algorithms described in Section 1.1.2,

the advantage of using DL techniques is three folds: (1) No explicit formulation of the

forward operator is required. There are several scenarios where the image formation

process is not entirely known, e.g. imaging through a glass diffuser (See Chapter 2)

or some proprietary elements such as microscope objectives are used (See Chapter

7). In addition, the misalignment and random noise in practice will also make the

theoretical forward model inaccurate. (2) Prior knowledge about the class of the

objects is not required. It is not always possible to explicitly express the prior as

a regularizer. (3) Fast inference speed. Traditional inverse algorithms solve each

measurement iteratively. In other words, every new measurement has to go through
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the entire iterative process, which is very time consuming in practice. In contrast,

once a neural network is trained, all the weights are fixed. Each new measurement

only have to go through the network once, which is much faster. This aspect can be

very beneficial in real-time applications. Nevertheless, DL techniques also have their

own drawback. They usually require a large training dataset, which can sometimes

be very difficult to obtain. The comparisons between traditional CI algorithms and

DL techniques are also shown in Table. 1.1.

Table 1.1: Comparisons between traditional CI algorithms and DL techniques.
Traditional CI algorithms DL techniques

Knowledge about the
forward operator 𝐻 Required Not required

Knowledge about
the prior Φ

Required Not required

Inference speed Slow Fast
Big data Not required Required

1.3 Outline of the thesis

The structure of the thesis is as follows: in Chapter 2, DL techniques are applied

to solve one specific CI problem: imaging through scattering media. An imaging

through diffuser network (IDiffNet) is proposed and demonstrated to be effective

in reconstructing the unknown object hidden behind a glass diffuser. The effects of

scattering strength, object complexity (i.e., the object priors that the neural networks

must learn), and choice of the loss function for training are analyzed. The spatial

resolution as well as the degree of shift invariance for the IDiffNets trained in different

conditions are also tested.

In Chapter 3, DL techniques are applied to solve another typical CI problem:

quantitative phase retrieval. A Phase Extraction Neural Network (PhENN) is pro-

posed. We experimentally build and test a lensless imaging system where a phase

extraction neural network (PhENN) is trained to recover unknown phase objects given

their propagated intensity diffraction patterns. The robustness of PhENN to axial,
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lateral and rotational shifts are also analyzed.

The performance of a trained neural network is influenced by two factors: network

architecture and training example quality. In Chapter 4, we first investigate the

influence of the network architecture, including the network depth, waist size, presence

of skip connections and choice of the training loss function.

The influence of training example quality is studied in Chapter 5. Specifically,

we investigate how the spatial frequency content of the training examples influence

the spatial resolution of the neural network. Based on this study, we propose a

spectral pre-modulation approach which is demonstrated to be effective in improving

the spatial resolution of PhENN.

Motivated by the spectral pre-modulation approach, Chapter 6 propose the Learn-

ing Synthesis by DNN (LS-DNN) method, which effectively manage and synthesize

different spectral bands so as to improve the visual qualities of recovered images in

CI problems.

Different from all the previous chapters, where the objects are generated using a

spatial light modulator (SLM), Chapter 7 shows that PhENN is able to image those

actual phase objects. Specifically, a red blood cell (RBC) sample, is reconstructed

through a microscope system, by using the optimal neural network architecture found

in Chapter 4 and the LS-DNN method described in Chapter 6. In addition, we will

also show a demonstration that PhENN has indeed learned the correct physical model,

rather than doing something trivial such as pattern matching.

Finally, Chapter 8 states conclusions and future work.
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Chapter 2

Imaging through scattering media

using IDiffNet

2.1 Introduction

Imaging through random media [68, 69] remains one of the most useful as well as

challenging topics in computational optics. This is because scattering impedes in-

formation extraction from the wavefront in two distinct, albeit related ways. First,

light scattered at angles outside the system’s Numerical Aperture is lost; second, the

relative phases among spatial frequencies that pass are scrambled—convolved with

the diffuser’s own response. In most cases, the random medium is not known or it is

unaffordable to characterize it completely. Even if the random medium and, hence,

the convolution kernel are known entirely, deconvolution is highly ill-posed and prone

to noise-induced artifacts.

Therefore, the strategy to recover the information, to the degree possible, must

be two-pronged: first, to characterize the medium as well as possible so that at least

errors in the deconvolution due to incomplete knowledge of the medium’s response

may be mitigated; and, second, to exploit additional a priori knowledge about the

class of objects being imaged so that the inverse problem’s solution space is reduced

and spurious solutions are excluded. These two strategies are summarized by the

Tikhonov optimization functional [Eq.1.4].
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Several approaches characterize the random medium efficiently. One method is to

measure the transmission matrix of the medium by interferometry or wavefront sens-

ing [70, 71, 72]. Alternatively, one may utilize the angular memory effect in speckle

correlation [73, 74, 75, 76, 77]. The angular memory principle states that rotating

the incident beam over small angles does not change the resulting speckle pattern but

only translates it over a small distance [78, 79]. In this case, computing the autocor-

relation of the output intensity and deconvolving it by the autocorrelation function of

the speckles, which is a sharply peaked function [80], results in the autocorrelation of

the input field. Then, the object is recovered from its own autocorrelation using the

Gerchberg-Saxton-Fienup (GSF) algorithm [81, 82] with additional prior constraints.

The regularizer Φ expresses prior knowledge by penalizing unacceptable objects

so the optimization is prohibited from landing onto them; alternatively, the priors

expressed by the regularizer can be thought of as helping to resolve non-uniqueness

due to the ill-posed nature of the forward operator. In the case of strong scattering,

it is common to say that information “is lost” because it is convolved into the high

spatial frequencies escaping the system aperture. (The opposite may also be possible:

a cleverly designed scattering medium may bring high-spatial frequency information

back into the aperture, by convolving it to low spatial frequencies [7, 83, 84]) However,

the prior may help to recover the missing information by enforcing properties such

as edge sharpness or, more generally, sparsity, positivity, etc. During the past two

decades, thanks to efforts by Grenander [85], Candés [27], and Brady [86], the use of

sparsity priors was popularized and proved to be effective in a number of contexts

including random media. For example, Liu et al successfully recovered the 3D posi-

tions of multiple LEDs embedded in turbid scattering media by taking phase-space

measurements and imposing the ℒ1 sparsity prior [87].

Instead of establishing 𝐻 and Φ independently and explicitly from measurements

and prior knowledge, an alternative approach is to learn both operators simultane-

ously through examples of objects imaged through the random medium. To our

knowledge, the first instance when this strategy was put forth was by Horisaki [88].

In that paper, a Support Vector Regression (SVR) learning architecture was used to
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learn the scatterer and the prior of faces being imaged through. The approach was ef-

fective in that the SVR learned correctly to reconstruct face objects; it also elucidated

the generalization limitations of SVRs, which are shallow fully-connected two-layer

architectures: for example, when presented with non-face objects the SVR would still

respond with one of its learned faces as a reconstruction. A deeper fully-connected

architecture in the same learning scheme has been proposed recently [89].

In this chapter, we propose for the first time, to our knowledge, two innovations

in the use of machine learning for imaging through scatter: the first is the use of

the convolutional neural network (CNN) architecture [90] and the second the use of

Negative Pearson Correlation Coefficient (NPCC) as loss function. Different from

fully-connected network architectures, in the CNN each neuron is only connected to a

few nearby neurons in the previous layer, and the same set of weights is used for every

neuron. The fewer number of connections and weights reduces the complexity of the

CNN architecture and makes convolutional layers relatively cheap in terms of memory

needed. Moreover, overfitting is less of a problem, resulting in better generalization.

These two observations have further implications: first, due to the reduced mem-

ory requirement, we can tackle original objects of space-bandwidth product (SBP)

128 × 128, higher than previously reported [88, 89]. Second, the use of the convolu-

tional architecture is counter-intuitive because the scatterer may not be shift invari-

ant. Indeed, in Figure 2-2 we show that it is not. It may seem justified, therefore,

to worry whether the reduced memory and anti-overfitting benefits of CNN may be

outweighed. However, we found that the inverse estimate obtained by the CNN does

in fact learn to compensate for the scatterer’s shift variance, as shown in Figure 2-14.

To characterize IDiffNet response, we conducted training and testing with well-

calibrated diffusers of known grit size and well-calibrated intensity objects produced

by a spatial light modulator. We also examined a large set of databases, including

classes of objects with naturally embedded sparsity (e.g. handwritten characters or

digits). These experiments enabled us to precisely quantify when IDiffNet requires

strong sparsity constraints to become effective, as function of diffuser severity (the

smaller the grit size, the more ill-posed the inverse problem becomes.)
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The adoption of NPCC instead of the more commonly used Mean Absolute Error

(MAE) as loss function for training IDiffNet was an additional enabling factor in

obtaining high-SBP image reconstructions through strong scatter. We compared the

performance of these two loss functions under different imaging conditions and with

different training databases determining the object priors that the networks learn and

showed that NPCC is preferable for cases of relatively sparse objects (e.g. characters)

and strong scatter. Lastly, we probed the interior of our trained IDiffNets through

the well-established test of Maximally-Activated Patterns (MAPs) [91] and compared

with standard denoising networks to eliminate the possibility that IDiffNet might be

acting trivially instead of having learnt anything about the diffuser and the objects’

priors.

2.2 Computational imaging system architecture

The optical configuration that we consider in this chapter is shown in Fig. 2-1. Light

from a He-Ne laser source (Thorlabs, HNL210L, 632.8nm) is transmitted through a

spatial filter, which consists of a microscope objective (Newport, M-60X, 0.85NA) and

a pinhole aperture (𝐷 = 5𝜇m). After being collimated by the lens (𝑓 = 150mm), the

light is reflected by a mirror and then passes through a linear polarizer, followed by

a beam splitter. A spatial light modulator (Holoeye, LC-R 720, reflective) is placed

normally incident to the transmitted light and acts as a pixel-wise intensity object.

The SLM pixel size is 20 × 20𝜇m2 and number of pixels is 1280 × 768, out of which

the central 512 × 512 portion only is used in the experiments. The SLM-modulated

light is then reflected by the beam splitter and passes through a linear polarization

analyzer before being scattered by a glass diffuser. A telescopic imaging system is

built after the glass diffuser to image the SLM onto a CMOS camera (Basler, A504k),

which has a pixel size of 12 × 12𝜇m2. In order to match the pixel size of the CMOS

with that of the SLM, we built the telescope using two lenses 𝐿1 and 𝐿2 of focal

lengths: 𝑓1 = 250𝑚𝑚 and 𝑓2 = 150𝑚𝑚. As a result, the telescope magnifies the

object by a factor of 0.6, which is consistent with the ratio between the pixel sizes of
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the CMOS and SLM. The total number of pixels on the CMOS is 1280 × 1024, but

we only crop the central 512 × 512 square for processing; thus, the number of pixels

measured by the CMOS camera, as well as their size, match 1:1 the object pixels at

the SLM. Images recorded by the CMOS camera are then processed on an Intel i7

CPU. The neural network computations are performed on a GTX1080 graphics card

(NVIDIA).

The modulation performance of the SLM depends on the orientations of the polar-

izer and analyzer. Here, we implement the cross polarization arrangement to achieve

a high intensity modulation contrast. Specifically, we set the incident beam to be

linearly polarized along the horizontal direction and also set the linear polarization

analyzer to be oriented along the vertical direction. We experimentally calibrate the

correspondence between the 8-bit grayscale input images projected onto the SLM and

intensity modulation values of SLM (see Appendix Section A.1). We find that in this

arrangement, the intensity modulation of the SLM follows a monotonic relationship

with respect to assigned pixel value and a maximum intensity modulation ratio of

∼ 17 can be achieved. At the same time, the SLM also introduces phase modulation

which is correlated with the intensity modulation due to the optical anisotropy of the

liquid crystal molecules. The phase depth is ∼ 0.6𝜋. Fortunately, the influence of this

phase modulation is negligible in the formation of the speckle images that we cap-

tured in this system; detailed demonstration can be found in Appendix Section A.1.

Therefore, we are justified in treating this SLM as a pure-intensity object.

As shown in Fig. 2-1(b), the glass diffuser is inserted at a distance 𝑧𝑑 in front of

the lens L1. Here, we approximate the glass diffuser as a thin mask whose amplitude

transmittance is 𝑡(𝑥1, 𝑦1). In this case, a forward model can be derived to relate the

optical field at the detector plane 𝑔′(𝑥′, 𝑦′) to the optical field at the object plane

𝑓 ′(𝑥, 𝑦) (constant terms have been neglected) [92]:

𝑔′(𝑥′, 𝑦′) =

{︃
𝑒

−𝑖𝜋𝑓21
𝜆(𝑓1−𝑧𝑑)𝑓

2
2
(𝑥′2+𝑦′2)

·
∫︁ ∫︁

𝑑𝑥𝑑𝑦
[︁
𝑓 ′(𝑥, 𝑦)𝑒

𝑖𝜋
𝜆(𝑓1−𝑧𝑑)

(𝑥2+𝑦2)·

𝑇

(︂
𝑥+ 𝑓1𝑥

′/𝑓2
𝜆(𝑓1 − 𝑧𝑑)

,
𝑦 + 𝑓1𝑦

′/𝑓2
𝜆(𝑓1 − 𝑧𝑑)

)︂]︂}︂
*

[︃
𝐽1(

2𝜋𝑅
𝜆𝑓2

√︀
𝑥′2 + 𝑦′2)√︀

𝑥′2 + 𝑦′2

]︃ (2.1)
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Figure 2-1: Optical configuration. (a) Experimental arrangement. SF: spatial filter;
CL: collimating lens; M: mirror; POL: linear polarizer; BS: beam splitter; SLM:
spatial light modulator. (b) Detail of the telescopic imaging system.

where 𝜆 is the light wavelength, 𝑅 the radius of the lens 𝐿2 and 𝐽1(·) denotes the

first-order Bessel function of the first kind. 𝑇 is the Fourier spectrum of the diffuser:

𝑇 (𝑢, 𝑣) =
∫︀ ∫︀

𝑑𝑥1𝑑𝑦1
[︀
𝑡(𝑥1, 𝑦1)𝑒

−𝑖2𝜋(𝑥1𝑢+𝑦1𝑣)
]︀
. Here, * denotes the convolution product

and the last term in the convolution accounts for the influence of the finite aperture

size of the lenses.

We model the diffuser transmittance 𝑡(𝑥1, 𝑦1) as a pure-phase random mask, i.e.

𝑡(𝑥1, 𝑦1) = exp
[︀
𝑖2𝜋Δ𝑛

𝜆
𝐷(𝑥1, 𝑦1)

]︀
, where 𝐷(𝑥1, 𝑦1) is the random height of the diffuser

surface and ∆𝑛 is the difference between the refractive indices of the diffuser and the

surrounding air (∆𝑛 ≈ 0.52 for glass diffusers). The random surface height 𝐷(𝑥1, 𝑦1)

can be modeled as [93]:

𝐷(𝑥, 𝑦) = 𝑊 (𝑥, 𝑦) *𝐾(𝜎). (2.2)

Here, 𝑊 (𝑥, 𝑦) is a set of random height values chosen according to the normal dis-

tribution at each discrete sample location (𝑥, 𝑦), i.e. 𝑊 ∼ 𝑁(𝜇, 𝜎0); and 𝐾(𝜎) is

a zero-mean Gaussian smoothing kernel having full-width half-maximum (FWHM)

value of 𝜎.

The values of 𝜇, 𝜎0 and 𝜎 are determined by the grit size of the chosen glass

diffuser [94]. In this chapter, we use two glass diffusers of different grit size: 600-grit

(Thorlabs, DG10-600-MD) and 220-grit (Edmund, 45-653). Using these values in Eqs.

(2.1) and (2.2), we simulate the point spread function (PSF) of our imaging system
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as shown in Fig. 2-2, with a point source at the center of the object plane as input.

We can see that the PSF for the 600-grit diffuser has a sharp peak at the center,

while the PSF for the 220-grit diffuser spreads more widely. This indicates that the

220-grit diffuser scatters the light much more strongly than the 600-grit diffuser.

Figure 2-2: Point spread functions (PSFs) and degree of shift variance of the imaging
system. (a) PSF for the 600-grit diffuser: 𝜇 = 16𝜇m, 𝜎0 = 5𝜇m, 𝜎 = 4𝜇m. (b) PSF
for the 220-grit diffuser: 𝜇 = 63𝜇m, 𝜎0 = 14𝜇m, 𝜎 = 15.75𝜇m. (c) Comparison of
the profiles of the two PSFs alone the lines indicated by the red arrows in (a) and
(b). (d) Degree of shift variance along the 𝑥 direction (∆𝑦 = 0). (e) Degree of shift
variance along the 𝑦 direction (∆𝑥 = 0). Other simulation parameters are set to be
the same as the actual experiment: 𝑧𝑑 = 15mm, 𝑅 = 12.7mm and 𝜆 = 632.8nm. All
the PSF plots are in logarithmic scale.

47



It is important to emphasize that, due to the existence of the diffuser, the imaging

system is no longer shift-invariant. As can be seen in Eq. (2.1), the optical field at

the detector plane 𝑔out can not be expressed as a convolution of the object 𝑔 and a

shift-invariant PSF term. The degree of shift variance may be compared using the

PSF correlation function

𝐶(∆𝑥,∆𝑦)

=

∫︁∫︁∫︁∫︁ ⟨︀
ℎ(𝑥′, 𝑦′;𝑥, 𝑦)ℎ(𝑥′, 𝑦′;𝑥+ ∆𝑥, 𝑦 + ∆𝑦)

⟩︀
𝑑𝑥𝑑𝑦𝑑𝑥′𝑑𝑦′.

(2.3)

Here, ℎ(𝑥′, 𝑦′;𝑥, 𝑦) denotes the PSF on the detector plane (𝑥′, 𝑦′) due to a point

source in the object plane at location (𝑥, 𝑦). ∆𝑥 and ∆𝑦 are the shifts in the object

plane along 𝑥 and 𝑦 direction, respectively, and
⟨︀
·
⟩︀

denotes the ensemble average

over many simulated realizations of the diffuser. To make the comparison between

different values of ∆𝑥, ∆𝑦 possible, we normalized ℎ(., .) to have zero mean and

standard deviation equal to one.

Two slices of the PSF correlation function along the ∆𝑥 and ∆𝑦 directions, each

for 10 random realizations of the simulated diffuser, are shown in Fig. 2-2d and Fig.

2-2e, respectively, for the two grit sizes. As expected, in the 600-grit case, where

scattering is weak, the shifted PSFs are more correlated than those in the 220-grit

case. In both cases, the degree of correlation between the shifted PSFs decreases as

the shift becomes larger. In addition, the degree of shift variance along the 𝑥 direction

is almost identical to that along the 𝑦 direction.

We may also represent equation (2.1) in terms of a forward operator𝐻 ′: 𝑔′(𝑥′, 𝑦′) =

𝐻 ′𝑓 ′(𝑥, 𝑦). When the object is pure-intensity, i.e. 𝑓 ′(𝑥, 𝑦) =
√︀
𝑓(𝑥, 𝑦), the relation-

ship between the raw intensity captured at the detector plane 𝑔(𝑥′, 𝑦′) and the object

intensity 𝑓(𝑥, 𝑦) can also be represented in terms of another forward operator 𝐻:

𝑔(𝑥′, 𝑦′) = 𝐻𝑓(𝑥, 𝑦) = [𝑆𝐻𝑔𝑆𝑟]𝑓(𝑥, 𝑦). Here, 𝑆 denotes the modulus square operator

and 𝑆𝑟 denotes the square root operator. Then, in order to reconstruct the intensity
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distribution of the object, we have to formulate an inverse operator 𝐻 inv such that

𝑓(𝑥, 𝑦) = 𝐻 inv𝑔(𝑥′, 𝑦′) (2.4)

where 𝑓(𝑥, 𝑦) is an acceptable estimate of the intensity object.

Due to the randomness of 𝐻, it is difficult to obtain its explicit form and do the

inversion accordingly; prior works referenced in Section 2.1 employed measurements

of the scattering matrix to obtain 𝐻 approximately. Here, we instead use IDiffNet, a

deep neural network (DNN) trained to the underlying inverse mapping given a set of

training data. IDiffNet uses the densely connected convolutional network (DenseNet)

architecture [95], where each layer connects to every other layer within the same

block in a feed-forward fashion. Compared with conventional convolutional networks,

DenseNets have more direct connections between the layers, which strengthens fea-

ture propagation, encourages feature reuse and substantially reduces the number of

parameters. Therefore, DenseNets have better generalization capability.

A diagram of IDiffNet is shown in Fig. 2-3. The input to IDiffNet is the speckle

pattern captured by the CMOS. It first passes through a dilated convolutional layer

with filter size 5 × 5 and dilation rate 2 and is then successively decimated by 6

dense and downsampling transition blocks. After transmitting through another dense

block, it successively passes through 6 dense and upsampling transition blocks and an

additional upsampling transition layer. Finally, the signals pass through a standard

convolutional layer with filter size 1 × 1 and the estimate of the object is produced.

This is the ”encoder-decoder network” architecture [96, 97], where the dense and

downsampling transition blocks serve as encoder to extract the feature maps from

the input patterns, and the dense and upsampling transition blocks are served as

decoder to perform pixel-wise regression. Due to the scattering by the glass diffusers,

the intensity at one pixel of the image plane is influenced by several nearby pixels

at the object plane. Therefore, we use dilated convolutions with dilation rate 2 and

a filter size of 5 × 5, in all our dense blocks so as to increase the receptive field

of the convolution filters. In addition, we also use skip connections [98] to pass high
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frequency information learnt in the initial layers down the network towards the output

reconstruction. Additional details about the architecture and training of IDiffNet are

provided in Appendix Section B.1.

Figure 2-3: IDiffNet, our densely connected neural network that images through
diffuse media.

2.3 Results and network analysis

Our experiment consists two phases: training and testing. During the training pro-

cess, we randomly choose image samples from a training database. The space band-

width product of the original images are all 128 × 128 and we magnify each image

by a factor of 4 before uploading to the SLM. The corresponding speckle patterns

are captured by the CMOS. As mentioned in Section 2.2, we only crop the central

512×512 square of the CMOS. We further downsample the captured speckle patterns

by a factor of 4 and subtract from them a reference speckle pattern, which is obtained

by uploading to the SLM a uniform image with all pixels equal to zero. The purpose

of this subtraction operation is to eliminate the background noise on the CMOS and

also to better extract differences between speckle patterns resulting from different

objects.
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After the subtraction operation, we feed the resulting speckle patterns into ID-

iffNet for training. In this way, the input and output signal dimensions are both

128 × 128. We collected data from six separate experiment runs: each time we used

training inputs from one of the three different databases: Faces-LFW [99], ImageNet

[100] or MNIST [101] and inserted one of the two glass diffusers that we have into the

imaging system. Each of our training dataset consists of 10,000 object-speckle pat-

tern pairs. These data were used to train six separate IDiffNets for evaluation. In the

testing process, we sample disjoint examples from the same database (Faces-LFW,

ImageNet or MNIST) and other databases such as Characters [102], CIFAR [103]

and Faces-ATT [104, 105]. Altogether, 450 examples are used in the test dataset,

including 50 Characters, 40 Faces-ATT, 60 CIFAR, 100 MNIST, 100 Faces-LFW and

100 ImageNet. We upload these test examples to the SLM and capture their corre-

sponding speckle patterns using the same glass diffuser as the training phase. We

then input these speckle patterns to our trained IDiffNet and compare the output to

the ground truth.

In training the IDiffNets, we use two different loss functions and compare their

performances. The first loss function that we consider is the mean absolute error

(MAE), is defined as:

MAE =
1

𝑏𝑤ℎ

𝑏∑︁
𝑘=1

𝑤∑︁
𝑖=1

ℎ∑︁
𝑗=1

|𝑓𝑘(𝑖, 𝑗) − 𝑓𝑘(𝑖, 𝑗)|, (2.5)

Here, 𝑓 and 𝑓 are the true object and the object estimated by the neural network,

respectively; (𝑖, 𝑗) denotes the pixels and 𝑘 is the training example label; 𝑤, ℎ are the

width and height of the object and 𝑏 is the batch size.

The qualitative and quantitative reconstruction results when using MAE as the

loss function are shown in Fig. 2-4 and 2-5, respectively. From Fig. 2-4, we find that,

generally speaking, IDiffNet’s reconstruction performance for the 600-grit diffuser is

better than that for the 220-grit diffuser. High quality reconstructions are achieved

for the 600-grit diffuser when IDiffNets are trained on Faces-LFW (column iv) and

ImageNet (column v). For the 220-grit diffuser, the best reconstruction is obtained
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when IDiffNet is trained on the ImageNet database (column ix). The recovered images

are close to the low-pass filtered version of the original image, where we can visualize

the general shape (salient features) but the high frequency features are missing. This

result is expected since the scattering caused by the 220-grit diffuser is much stronger

than that of the 600-grit diffuser, as we had already deduced from Fig. 2-2. As a

result, we can still visualize some features of the object in the raw intensity image

captured in the 600-grit diffuser case. By contrast, what we capture in the 220-grit

diffuser case looks indistinguishable from pure speckle, without any object details

visible. This means we should expect it to be much more difficult for IDiffNet to do

the inversion.

Figure 2-4: Qualitative analysis of IDiffNet trained using MAE as the loss function.
(i) Ground truth pixel value inputs to the SLM. (ii) Corresponding intensity images
calibrated by SLM response curve. (iii) Raw intensity images captured by CMOS
detector for 600-grit glass diffuser. (iv) IDiffNet reconstruction from raw images
when trained using Faces-LFW dataset [99]. (v) IDiffNet reconstruction when trained
using ImageNet dataset [100]. (vi) IDiffNet reconstruction when trained using MNIST
dataset [101]. Columns (vii-x) follow the same sequence as (iii-vi) but in these sets
the diffuser used is 220-grit. Rows (a-f) correspond to the dataset from which the
test image is drawn: (a) Faces-LFW, (b) ImageNet, (c) Characters [102], (d) MNIST,
(e) Faces-ATT [104, 105], (f) CIFAR [103], respectively.

Noticeable from Fig. 2-4 is that when IDiffNet is trained on MNIST for the 220-

grit diffuser (column x), all the reconstructions seem to be uniform. This is due to
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Figure 2-5: Quantitative analysis of IDiffNet trained using MAE as the loss function.
Test errors for IDiffNet trained on Faces-LFW (blue), ImageNet (red) and MNIST
(green) on six datasets when the diffuser used is (a) 600-grit and (b) 220-grit. The
training and testing error curves when the diffuser used is (c) 600-grit and (d) 220-grit.

the fact that the objects that this IDiffNet was trained on were sparse; and, hence,

it also tends to make sparse estimates. Unfortunately, in this case the sparse local

minima where IDiffNet is trapped are featureless. Tackling this problem motivated

us to examine the Negative Pearson Correlation Coefficient (NPCC) as alternative

loss function.

The NPCC is defined as [106]:

NPCC =
−1

𝑏𝑤ℎ
×

𝑏∑︁
𝑘=1

𝑤∑︁
𝑖=1

ℎ∑︁
𝑗=1

(︁
𝑓𝑘(𝑖, 𝑗) − 𝜇𝑓𝑘

)︁
(𝑓𝑘(𝑖, 𝑗) − 𝜇𝑓𝑘)

𝜎𝑓𝑘𝜎𝑓𝑘
. (2.6)

Here, 𝜇𝑓𝑘 and 𝜇𝑓𝑘
are the spatial averages of 𝑓𝑘 and 𝑓𝑘, respectively; 𝜎𝑓𝑘 and 𝜎𝑓𝑘 are

the standard deviations of 𝑓𝑘 and 𝑓𝑘, respectively.

The qualitative and quantitative reconstruction results using NPCC as the loss

function are shown in Fig. 2-6 and 2-7, respectively. The reconstructed images are
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normalized since the NPCC value will be the same if we multiply the reconstruction by

any positive constants. Similar to the case where MAE is used as the loss function,

the reconstruction is better in the 600-grit diffuser case than the 220-grit diffuser

case. However, when IDiffNet is trained on MNIST for the 220-grit diffuser (column

x), high quality reconstruction is achieved for the test images coming from Characters

and MNIST database (row c and d). This is in contrast to the MAE-trained case,

thus indicating that NPCC is a more appropriate loss function to use in this case. It

helps IDiffNet to learn the sparsity in the ground truth and in turn use the sparsity as

a strong prior for estimating the inverse. In addition, when trained on ImageNet for

the 220-grit diffuser (column ix), IDiffNet is still able to reconstruct the general shape

(salient features) of the object. But the NPCC-trained reconstructions are visually

slightly worse compared with the MAE-trained cases.

Figure 2-6: Qualitative analysis of IDiffNets trained using NPCC as the loss function.
(i) Ground truth pixel value inputs to the SLM. (ii) Corresponding intensity images
calibrated by SLM response curve. (iii) Raw intensity images captured by CMOS
detector for 600-grit glass diffuser. (iv) IDiffNet reconstruction from raw images
when trained using Faces-LFW dataset [99]. (v) IDiffNet reconstruction when trained
using ImageNet dataset [100]. (vi) IDiffNet reconstruction when trained using MNIST
dataset [101]. Columns (vii-x) follow the same sequence as (iii-vi) but in these sets
the diffuser used is 220-grit. Rows (a-f) correspond to the dataset from which the
test image is drawn: (a) Faces-LFW, (b) ImageNet, (c) Characters [102], (d) MNIST,
(e) Faces-ATT [104, 105], (f) CIFAR [103], respectively.
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In both MAE and NPCC training cases, IDiffNet performance also depends on

the dataset that it is trained on. From Fig. 2-4 and 2-6, we observe that IDiffNet

generalizes best when being trained on ImageNet and has the most severe overfitting

problem when being trained on MNIST. Specifically, when IDiffNet is trained on

MNIST, even for the 600-grit diffuser (column vi), it works well if the test image comes

from the same database or a database that shares the same sparse characteristics as

MNIST (e.g. characters). It gives much worse reconstruction when the test image

comes from a much different database. When IDiffNet is trained on Faces-LFW,

it generalizes well for the 600-grit diffuser, but for the 220-grit diffuser it exhibits

overfitting: it tends to reconstruct a face at the central region, as in Horisaki’s case.

When IDiffNet is trained on ImageNet, it generalizes well even for the 220-grit diffuser.

As we can see in column ix, for all the test images, IDiffNet is able to at least

reconstruct the general shapes (salient features) of the objects. This indicates that

IDiffNet has learned at the very least a generalizable mapping of low-level textures

between the captured speckle patterns and the input images. Similar observation

may also be made from Fig. 2-5 and 2-7. From subplots (a) and (b) in both figures,

we notice that the IDiffNets trained on MNIST have much higher MAEs/lower PCCs

when tested on other databases. As shown in subplot (d), the IDiffNets trained

on Faces-LFW have a large discrepancy between training and test error, while for

IDiffNets trained on ImageNet, the training and testing curves converge to almost

the same level. An explanation for this phenomenon is that all the images in MNIST

or Faces-LFW databases share the same characteristics (eg. sparse, circular shape),

imposing a strong prior on IDiffNet. On the other hand, the ImageNet database

consists of a mixture of generic images that not have too much in common. As a result,

IDiffNet trained on ImageNet generalizes better. It is worth noting that overfitting

in our case evidences itself as face-looking “ghosts” occurring when IDiffNet trained

on Faces-LFW tries to reconstruct other kinds of images, for example (see Fig. 2-6,

column viii). This is again similar to Horisaki’s observations [88].

From comparing the four possible combinations of weak vs strong scattering and

constrained dataset (e.g. MNIST) vs generic dataset (e.g. ImageNet), we conclude
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Figure 2-7: Quantitative analysis of our trained deep neural networks for using NPCC
as the loss function. Test errors for the IDiffNets trained on Faces-LFW (blue),
ImageNet (red) and MNIST (green) on six datasets when the diffuser used is (a) 600-
grit and (b) 220-grit. The training and testing error curves when the diffuser used is
(c) 600-grit and (d) 220-grit.

the following: when scattering is weak, it is to our benefit to train the IDiffNets on a

generic dataset because the resulting neural networks generalize better and can cope

with the scattering also for general test images. On the other hand, when scattering

is strong, it is beneficial to use a relatively constrained dataset with strong sparsity

present in the typical objects: the resulting neural networks are then more prone to

overfitting, but now this works to our benefit for overcoming strong scattering (at

the cost, of course, of working only for test objects coming from the more restricted

database.) The choice of optimization functional makes this tradeoff even starker:

MAE apparently does not succeed in learning the strong sparsity even for MNIST

datasets, whereas the NPCC does much better, even being capable of reconstructing

test objects under the most severe scattering conditions (220-grit diffuser, column x in

Fig. 2-6) as long as the objects are drawn from the sparse dataset. These observations

56



are summarized in Table. 2.1.

Table 2.1: Summary of reconstruction results in different cases. [
√

: Visually recog-
nizable; ∙: Salient feature recognizable; ×: Visually unrecognizable.]

600-grit 220-grit
Training dataset Loss: MAE Loss: NPCC Loss: MAE Loss: NPCC

Test: Faces-LFW
Faces-LFW

√ √
∙ ×

ImageNet
√ √

∙ ∙
MNIST × × × ×

Test: ImageNet
Faces-LFW

√ √
× ×

ImageNet
√ √

∙ ∙
MNIST × × × ×

Test: Characters
Faces-LFW

√ √
× ×

ImageNet
√ √

∙ ∙
MNIST

√ √
×

√

Test: MNIST
Faces-LFW

√ √
× ×

ImageNet
√ √

∙ ∙
MNIST

√ √
×

√

Test: Faces-ATT
Faces-LFW

√ √
× ×

ImageNet
√ √

∙ ∙
MNIST × × × ×

Test: CIFAR
Faces-LFW

√ √
× ×

ImageNet
√ √

∙ ∙
MNIST × × × ×

2.4 Resolution and shift invariance tests for IDiffNet

In this section, we investigate the spatial resolution of our trained IDiffNet. Without

the diffuser, our system is a telescope of numerical aperture NA = 12.7/250 = 0.0508.

The diffraction-limited Abbé resolution is 𝑑0 = 𝜆/(2NA) = 6.23𝜇m. With the 600-

grit diffuser in the system, we analyze experimentally four IDiffNets that we trained

on either the ImageNet or MNIST database and using either MAE or NPCC as the

loss function. In order to evaluate the spatial resolution, we designed two different

sets of test patterns, dots and fringes, as shown in Fig. 2-8. The dots are constructed

as super-pixels from 4×4 pixels (80×80𝜇m), and the fringes are constructed as bands

of width equal to 4 pixels (80𝜇m). These choices make the dot and fringe spacings

consistent with the sampling scheme chosen in the experiments of Section 6.3. It
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should also be mentioned that the super-pixel size places a limit on IDiffNet reso-

lution, since IDiffNet is trained with examples whose sampling distance is equal to

one super-pixel. In the dot pattern set, each pattern contains 8 dot pairs and the

spacings 𝐷 between the two dots within the same pair are set to be the same. The

entire set consists of 10 such dot patterns with 𝐷 gradually varies from 1 super-pixel

to 10 super-pixels. In the fringe pattern set, each pattern contains equally spaced

fringes. Similarly, the entire set consists of 10 such fringe patterns with the spacing

𝐷 gradually varying from 1 super-pixel to 10 super-pixels.

Figure 2-8: Resolution test patterns. Left: Dot pattern; Right: Fringe pattern.

Those resolution test patterns are displayed on the SLM and the corresponding

speckle patterns are captured and fed into our trained IDiffNet for reconstruction.

Here, we first show the resolution test results of the IDiffNets trained using MAE as

loss function.

As shown in Fig. 2-9, the IDiffNet trained on MNIST database is able to resolve

two dots with spacing 𝐷 = 4 super-pixels, but fails to distinguish two dots with

spacing 𝐷 = 3 super-pixels. Same spatial resolution is demonstrated using fringe

patterns as well, where nearby fringes with spacing 𝐷 = 4 super-pixels are resolved

while fringes with spacing 𝐷 = 3 super-pixels are unable to be distinguished. In

addition, we find that the reconstruction qualities of dot patterns are better than

those of the fringe patterns. This result is as expected since the MNIST training
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Figure 2-9: Experimental resolution test result for IDiffNet trained on MNIST using
MAE as loss function. The diffuser used is 600-grit. (a) Reconstructed dot pattern
when 𝐷 = 3 super-pixels. (b) 1D cross-section plot along the line indicated by
red arrows in (a). (c) Reconstructed fringe pattern when 𝐷 = 3 super-pixels. (d)
Reconstructed dot pattern when 𝐷 = 4 super-pixels. (e) 1D cross-section plot along
the line indicated by red arrows in (d). (f) Reconstructed fringe pattern when 𝐷 = 4
super-pixels.

database imposes a strong sparsity prior in a set of basis functions that themselves

look relatively spatially sparse [107]. This property makes IDiffNet perform better

on spatially sparse test samples (dot patterns) than other less sparse test samples

(fringe patterns). Therefore, dot patterns are more appropriate to be used to test the

resolution of IDiffNet trained on MNIST.

For the IDiffNet trained on ImageNet, its spatial resolution is the same as the

MNIST training case, as demonstrated in Fig. 2-10. However, the reconstruction

qualities of fringe patterns are better than those of the dot patterns since the ImageNet

training database contains more general images which are sparse in a set of basis

functions that is spatially richer than the MNIST dictionary [108]. Because of this

observation, fringe patterns are more appropriate be used to test the resolution of

IDiffNet trained on ImageNet.

Now, for the 600-grit diffuser, we show the resolution test results of the IDiffNets
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Figure 2-10: Experimental resolution test result for IDiffNet trained on ImageNet
using MAE as loss function. The diffuser used is 600-grit. (a) Reconstructed dot
pattern when 𝐷 = 3 super-pixels. (b) 1D cross-section plot along the line indicated
by red arrows in (a). (c) Reconstructed fringe pattern when 𝐷 = 3 super-pixels. (d)
Reconstructed dot pattern when 𝐷 = 4 super-pixels. (e) 1D cross-section plot along
the line indicated by red arrows in (d). (f) Reconstructed fringe pattern when 𝐷 = 4
super-pixels.

trained using NPCC as loss function.

As shown in Fig. 2-11, the IDiffNet trained on MNIST database is able to resolve

two dots with spacing 𝐷 = 4 super-pixels, but fails to distinguish two dots with

spacing 𝐷 = 3 super-pixels. Same spatial resolution is demonstrated using fringe

patterns as well, where nearby fringes with spacing 𝐷 = 4 super-pixels are resolved

while fringes with spacing 𝐷 = 3 super-pixels are unable to be distinguished. In ad-

dition, we find that the reconstruction qualities of dot patterns are better than those

of the fringe patterns. This result is as expected since the MNIST training database

imposes a strong sparsity prior, making the IDiffNet perform better on sparse test

samples (dot patterns) than other less sparse test samples (fringe patterns). There-

fore, dot patterns are more appropriate to be used to test the resolution of IDiffNet

trained on MNIST. For the IDiffNet trained on ImageNet, its spatial resolution is the

same as the MNIST training case, which is demonstrated in Fig. 2-12. However, the
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Figure 2-11: Experimental resolution test result for IDiffNet trained on MNIST using
NPCC as loss function. The diffuser used is 600-grit. (a) Reconstructed dot pattern
when 𝐷 = 3 super-pixels. (b) 1D cross-section plot along the line indicated by
red arrows in (a). (c) Reconstructed fringe pattern when 𝐷 = 3 super-pixels. (d)
Reconstructed dot pattern when 𝐷 = 4 super-pixels. (e) 1D cross-section plot along
the line indicated by red arrows in (d). (f) Reconstructed fringe pattern when 𝐷 = 4
super-pixels.

reconstruction qualities of fringe patterns are better than those of the dot patterns

since the ImageNet training database contains more general images and no longer im-

pose the sparsity prior. Hence, fringe patterns should be used to test the resolution

of IDiffNet trained on ImageNet. All the above observations are the same as those

in the MAE training case. Therefore, the choice of loss function does not affect the

spatial resolution of the trained IDiffNet in the 600-grit diffuser case.

Now, let us test the spatial resolution of IDiffNet trained using the 220-grit diffuser.

In this strong scattering case, as described in Section 6.3, we have to use MNIST as

the training database and use NPCC as the loss function. In order to match the

strong prior imposed by MNIST database, we design the resolution test pattern as

shown in Fig. 2-13a, where those dots are placed in a layout resembles the digit ’7’

and the spacing between nearby dots is 𝐷. The entire set consists of 10 such patterns

with the spacing 𝐷 gradually varies from 10 super-pixel to 19 super-pixels. As shown
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Figure 2-12: Experimental resolution test result for IDiffNet trained on ImageNet
using NPCC as loss function. The diffuser used is 600-grit. (a) Reconstructed dot
pattern when 𝐷 = 3 super-pixels. (b) 1D cross-section plot along the line indicated
by red arrows in (a). (c) Reconstructed fringe pattern when 𝐷 = 3 super-pixels. (d)
Reconstructed dot pattern when 𝐷 = 4 super-pixels. (e) 1D cross-section plot along
the line indicated by red arrows in (d). (f) Reconstructed fringe pattern when 𝐷 = 4
super-pixels.

in Fig. 2-13, we can find that the trained IDiffNet is able to resolve nearby dots with

spacing 𝐷 = 17 super-pixels, but fails to distinguish two dots with spacing 𝐷 = 16

super-pixels. As expected, the spatial resolution in this case is worse than that in the

600-grit diffuser case.

In light of our earlier observation about limited shift invariance in the forward

operator (see discussion after Fig. 2-2), we also analyzed IDiffNet’s shift invariance.

In simulation, as in Section 5.2, we chose 100 test images in the MNIST database. For

each image 𝐼(𝑥, 𝑦), we first obtain its corresponding speckle pattern 𝐼out(𝑥
′, 𝑦′;𝑥, 𝑦).

Then, we shift 𝐼(𝑥, 𝑦) along the 𝑥 direction for some distance ∆𝑥 and obtain the

corresponding speckle pattern 𝐼out(𝑥
′, 𝑦′;𝑥 + ∆𝑥, 𝑦). After that, we shift the speckle

pattern 𝐼out(𝑥
′, 𝑦′;𝑥 + ∆𝑥, 𝑦) back by a distance ∆𝑥′ = 𝑚∆𝑥 to obtain 𝐼out(𝑥

′ −

∆𝑥′, 𝑦′;𝑥 + ∆𝑥, 𝑦), where 𝑚 = 0.6 is the ratio between the camera and SLM pixel
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Figure 2-13: Experimental resolution test result for IDiffNet trained on MNIST using
NPCC as loss function. The diffuser used is 220-grit. (a) Resolution test pattern when
𝐷 = 16 super-pixels. (b) Reconstructed test pattern when 𝐷 = 16 super-pixels. (c)
1D cross-section plot along the line indicated by red arrows in (b). (d) Resolution
test pattern when 𝐷 = 17 super-pixels. (e) Reconstructed test pattern when 𝐷 = 17
super-pixels. (f) 1D cross-section plot along the line indicated by red arrows in (e).

sizes. Finally, we compute the correlations in the speckle patterns as

𝐶𝑠(∆𝑥) = PCC [𝐼out(𝑥
′, 𝑦′;𝑥, 𝑦), 𝐼out(𝑥

′ − ∆𝑥′, 𝑦′;𝑥+ ∆𝑥, 𝑦)] . (2.7)

Here, PCC is defined as in equation (2.6) and without the negative sign.

Similarly, we can compute the correlations in the reconstructions 𝐼(𝑥, 𝑦;𝑥, 𝑦) as

𝐶𝑟(∆𝑥) = PCC
[︁
𝐼(𝑥, 𝑦;𝑥, 𝑦), 𝐼(𝑥− ∆𝑥, 𝑦;𝑥+ ∆𝑥, 𝑦)

]︁
. (2.8)

As shown in Fig. 2-14, shift invariance after IDiffNet increases (𝐶𝑟 > 𝐶𝑠), demon-

strating that IDiffNet has learnt to compensate for shift variance in the forward

operator. In fact, the domain of shift invariance obtained with IDiffNet is bigger

than generally obtained by approaches based on the memory effect [74, 77]. In the

latter, the Field of View (FOV) is limited by shift invariance in the forward operator,

i.e. the domain of high correlation between shifted PSFs, and is typically small, e.g.
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Figure 2-14: Simulated shift invariance test. (a) Correlations in the speckle patterns
𝐶𝑠 calculated on MNIST database. (b) Correlations in the reconstructions 𝐶𝑟 calcu-
lated on MNIST database. In the 600-grit case, the IDiffNet is trained on ImageNet
using MAE loss function; in the 220-grit case, the IDiffNet is trained on MNIST using
NPCC loss function.

FOV∼ 2.5 × 10−2 in [74]. On the other hand, our experimental results with IDiffNet

demonstrate FOV& 4 × 10−2 for the same diffuser of 220-grit size.

2.5 Comparison with denoising neural networks

To get a sense of what IDiffNets learn, we first compare their reconstruction results

with that of a denoising neural network. Specifically, we use ImageNet as our training

database. To each image in the training dataset, we simulate a noisy image using

Poisson noise and make the peak signal-to-noise ratio (PSNR) of the resulting noisy

image visually comparable to that of the corresponding speckle image captured using

the 600-grit diffuser. We use Poisson noise other than different kinds of noise such as

Gaussian because Poisson noise is signal-dependent, similar to the diffuser case. We
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then train a denoising neural network using those noisy images. For the denoising

neural network, we implement the residual network architecture [109]. Finally, we

feed the test speckle images captured using the 600-grit diffuser into this denoising

neural network and compare the outputs with those reconstructed by IDiffNet (using

MAE as the loss function).

The comparison results are shown in Fig. 2-15. From column iv, we find that the

denoising neural network works well when the test images are indeed noisy accord-

ing to the Poisson model. However, as shown in column v, if we input the diffuse

image into the denoising network, then it can only output a highly blurred image,

much worse than IDiffNet given the same diffuse input, as can be seen in column vi.

This result demonstrates that IDiffNet is not doing denoising, although the speckle

image obtained using the 600-grit diffuser visually looks similar to a noisy image. We

posit the reason for this as follows: Poisson noise operates pixel-wise. Consequently,

denoising for Poisson noise is effectively another pixel-wise operation that does not

depend much on spatial neighborhood, except to the degree that applying priors orig-

inating from the structure of the object helps to denoise severely affected signals. A

denoising neural network, then, learns spatial structure only as a prior on the class

of objects it is trained on. However, this is not the case when imaging through a

diffuser: then every pixel value in the speckle image is influenced by a set of nearby

pixels in the original image. This may also be seen from the PSF plots shown in

Fig. 2-2. The denoising neural network fails because it has not learnt the spatial

correlations between the nearby pixels and the correct kernel of our imaging system,

as our IDiffNet has.

We also examined the maximally-activated patterns (MAPs) of the IDiffNets and

the denoising neural network; i.e. what types of inputs would maximize network filter

response (gradient descent on the input with average filter response as loss function)

[91]. Fig. 2-16 shows the MAP analysis of two convolutional layers at different depths

for all the three neural networks. For both the shallow and deep layers, we find the

MAPs of our IDiffNets are qualitatively different from those of the denoising network.

This further corroborates that IDiffNet is not merely doing denoising. In addition,
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Figure 2-15: Comparison between IDiffNets and a denoising neural network. (i)
Ground truth intensity images calibrated by SLM response curve. (ii) Speckle images
that we captured using the 600-grit diffuser (after subtracting the reference pattern).
(iii) Noisy images generated by adding Poisson noise to the ground truth. (iv) Re-
constructions of the denoising neural network when inputing the noisy image in (iii).
(v) Reconstructions of the denoising neural network when inputing the speckle image
in (ii). (vi) IDiffNet reconstructions when inputing the noisy image the speckle image
in (ii). [The images shown in column vi are the same as those in the column v of
Fig .2-4, duplicated here for the readers’ convenience]. Rows (a-c) correspond to the
dataset from which the test image is drawn: (a) Characters[102], (b) CIFAR [103],
(c) Faces-LFW [99], respectively.

the MAPs of the 600-grit IDiffNet show finer textures compared with that of the

220-grit IDiffNet, indicating that the IDiffNet learns better in the 600-grit diffuser

case.

2.6 Conclusions

We have demonstrated that IDiffNets, built according to the densely connected con-

volutional neural network architecture, can be used as an end to end approach for

imaging through scattering media. The reconstruction performance depends on the

scattering strength of the diffusers, the type of the training dataset (in particular,

its sparsity), as well as the loss function used for optimization. The IDiffNets seem

to learn automatically the properties of the scattering media, including the degree
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Figure 2-16: Maximally-activated patterns (MAPs) for different DNNs. (a) 128×128
inputs that maximally activate the filters in the convolutional layer at depth 5. (b)
128×128 inputs that maximally activate the filters in the convolutional layer at depth
13. [There are actually more than 16 filters at each convolutional layer, but we only
show the 16 filters have the highest activations here.]

of shift invariance and how to at least partially compensate it; as well as the priors

restricting the objects where the network is supposed to perform well, depending on

the database the network was trained with.
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Chapter 3

Quantitative phase retrieval using

PhENN

3.1 Introduction

Quantitative phase retrieval (QPR) is a classical problem in optical imaging and has

important applications in the fields of biomedical diagnosis and nanostructure in-

spection. Conventional cameras are only sensitive to the intensity of the light field.

However, the phase carries crucial information about the object [110]: e.g. refractive

index, 3D shape, etc. The task of QPR is to quantitatively retrieve the phase of

the light field from intensity measurements. Traditional approaches include digital

holography (DH) [111, 112, 113, 86, 114] and the related phase shifting interferometry

method [115], propagation based methods such as the Transport of Intensity Equa-

tion (TIE) [18, 116, 117, 118, 119, 120, 121, 122, 12], iterative projection methods

such as the Gerchberg-Saxton-Fienup (GSF) algorithm [81, 82, 123, 124, 125] and

optimization based methods [126, 127, 128, 129].

The hypothesis that we set out to test in this chapter is whether a deep neural

network (DNN) can be trained to realize QPR. In addition to the well-established

adaptability of DNNs as effective approximators to general-purpose nonlinear oper-

ators, our approach is attractive for several reasons: the DNN, once trained, should

recover every possible object within a hopefully large enough class, unlike GSF where
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the estimate is obtained separately and iteratively for each new object presented.

Alternatively, since during DNN training iteration takes place over several objects

simultaneously, the learning approach is expected to be a more robust generalization

of GSF. Moreover, the DNN approach is not subject to any of the sparsity require-

ments of either DH (sparsity in space) or TIE (sparsity in spatial gradients). Indeed,

our experiment, described in detail in Section 3.2, was explicitly designed to violate

the DH and TIE assumptions. Lastly, compared to optimization-based approaches,

the user using DNN is not required to specify the forward operator 𝐻 and the priors

Φ or decide about the magnitude of the regularization parameter 𝛼; instead, to the

degree that our results show successful inversion, they suggest that the DNN learns

𝐻, Φ, and 𝛼 implicitly through training. The downside of the DNN approach is that

a sufficiently large database of known pairs of phase objects and their corresponding

raw intensity images must be available for training and testing.

Neural network approaches often come under criticism because the quality of

training depends on the quality of the examples given to the network during the

training phase. For instance, if the inputs used to train a network are not diverse

enough, then the DNN will learn priors of the input images instead of generalized

rules for phase retrieval from intensity. This was the case in [88], where an SVM

trained using images of faces could adequately reconstruct faces, but when given the

task of reconstructing images of natural objects such as a pair of scissors, the trained

SVM still returned an output that resembled a human face.

For our specific problem, an ideal training set would encompass all possible phase

objects. Unfortunately, phase objects, generally speaking, constitute a rather large

class and it would be unrealistic to attempt to train a network sampling from across

all possible objects from this large class. Instead, we synthesize phase objects in

the form of natural images derived from the ImageNet [100] database because it is

readily available and widely used in the study of various machine learning problems.

For comparison, we also trained a separate network using a narrower class of (facial)

images from the Faces-LFW [99] database.

As expected, our network, Phase Extraction Neural Network (PhENN), did well
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when presented with unknown phase objects in the form of faces or natural images

that it had been trained to. Notably, the network also performed well when presented

with objects outside of its training class – the DNN trained using images of faces was

able to reconstruct images of natural objects, and the DNN trained using images of

natural objects was able to reconstruct images of faces. Additionally, both DNNs

were able to reconstruct completely distinct images including: handwritten digits,

characters from different languages (Arabic, Mandarin, English), and images from a

disjoint natural image dataset. Both trained networks yielded accurate results even

when the object-to-sensor distance(s) in the training set slightly differed from that

of the testing set, suggesting that the network is not merely pattern-matching but

instead has actually learned a generalizable model approximating the inverse operator.

3.2 Experiment

We consider a lensless phase imaging system this chapter. The phase object is il-

luminated by the collimated monochromatic light. The light transmitted/reflected

through the phase object propagates in free space and forms an intensity image on

the detector placed at a distance 𝑧 away. Assuming that the illumination plane wave

has unit amplitude, the image formation model in this system can be described as:

𝑔(𝑥, 𝑦) =
⃒⃒⃒
exp

{︁
𝑖𝑓(𝑥, 𝑦)

}︁
* exp

{︁
𝑖
𝜋

𝜆𝑧

(︀
𝑥2 + 𝑦2

)︀}︁⃒⃒⃒2
. (3.1)

Here, 𝑓(𝑥, 𝑦) is the phase distribution of the object, 𝑔(𝑥, 𝑦) is the intensity image cap-

tured by the detector, 𝜆 is the wavelength of the illumination light, 𝑖 is the imaginary

unit and * denotes the convolution operation.

Our experimental arrangement is as shown in Fig. 3-1. Light from a He-Ne laser

source (Thorlabs, HNL210L, 632.8nm) first transmits through a spatial filter, which

consists of a microscope objective (Newport, M-60X, 0.85NA) and a pinhole aperture

(𝐷 = 5𝜇m), to remove spatial noise. After being collimated by the lens (𝑓 = 150mm),

the light is reflected by a mirror and then passes through a linear polarizer, followed
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by a beam splitter. A spatial light modulator (Holoeye, LC-R 720, reflective) is placed

normally incident to the transmitted light and acts as a pixel-wise phase object. The

SLM pixel size is 20 × 20𝜇m2 and number of pixels is 1280 × 768, out of which the

central 512×512 portion is only used in the experiments. The SLM-modulated light is

then reflected by the beam splitter and passes through a linear polarization analyzer,

before being collected by a CMOS camera (Basler, A504k) placed at a distance 𝑧.

The CMOS camera pixel size is 12 × 12𝜇m2 and number of pixels is 1280 × 1024,

which is cropped to a 1024 × 1024 square used for processing. The total used linear

camera size of ≈ 12.3mm is slightly larger than the active SLM size of ≈ 10.2mm to

accommodate expansion of the propagating beam due to diffraction. Images recorded

by the CMOS camera are then processed on an Intel i7 CPU, with neural network

computations performed on a GTX1080 graphics card (NVIDIA).

Figure 3-1: Experimental arrangement. SF: spatial filter; CL: collimating lens; M:
mirror; POL: linear polarizer; BS: beam splitter; SLM: spatial light modulator.

According to its user manual, the LC-R 720 SLM can realize (approximate) pure-

phase modulation if we modulate the light polarization properly. Specifically, for

He-Ne laser light, if we set the incident beam to be linearly polarized at 45∘ with

respect to the vertical direction and also set the linear polarization analyzer to be

oriented at 340∘ with respect to the vertical direction, then the amplitude modulation

of the SLM will become almost independent of the assigned (8-bit gray-level) input.

In this arrangement, the phase modulation of the SLM follows a monotonic, almost-

linear relationship with the assigned pixel value (with maximum phase depth: ∼
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1𝜋). We experimentally evaluated the correspondence between 8-bit grayscale input

images projected onto the SLM and phase values in the range [0,−𝜋] (see Appendix

Section A.2). In this chapter, we approximate our SLM as a pure-phase object and

computationally recover the phase using a neural network.

The CMOS detector was placed after a free-space propagation distance 𝑧. Dis-

tinct DNNs were trained from recorded diffraction patterns at three distances 𝑧1 =

37.5cm±2mm (NA=0.0164±9×10−4, Fresnel number ℱ=159±1), 𝑧2 = 67.5cm±2mm

(NA=0.0091 ± 1 × 10−4, Fresnel number ℱ=88.3 ± 0.3) and 𝑧3 = 97.5cm ± 2mm

(NA=0.0063 ± 1 × 10−4, Fresnel number ℱ=61.2 ± 0.1). Our experiment consisted

of two phases: training and testing. During the training phase, we modulated the

phase SLM according to samples randomly selected from the Faces-LFW or ImageNet

database. We resized and padded selected images before displaying them on our SLM.

Two examples of inputs, as they are sent to the SLM, and their corresponding raw in-

tensity images (diffraction patterns) as captured on the CMOS are shown in Fig. 3-2.

Our training set consisted of 10,000 such faces/images - diffraction pattern pairs. The

raw intensity images from all these training examples were used to train the weights

in our neural network. We used a Zaber A-LST1000D stage with repeatability 2.5𝜇𝑚

to translate the camera in order to analyze the robustness of the learnt network to

axial perturbations. The positional accuracy of ±2mm reported earlier on the train-

ing distances 𝑧1, 𝑧2, 𝑧3 is derived from our error in manually establishing the absolute

distance between SLM and camera; whereas the stage repeatability determines the

error in camera displacement relative to these initial training positions, respectively,

for each axial robustness test in Section 3.3.

Our Phase Extraction Neural Network (PhENN) uses a convolutional residual

neural network (ResNet) architecture. In a convolutional neural network (CNN),

inputs are passed from nodes of each layer to the next, with adjacent layers connected

by convolution. Convolutional ResNets extend CNNs by adding short term memory

to each layer of the network. The intuition behind ResNets is that one should only

add a new layer if one stands to gain by adding that layer. ResNets ensure that

the (𝑁 + 1)th layer learns something new about the network by also providing the
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Figure 3-2: Neural network training. Rows (a) and (b) denote the networks trained on
Faces-LFW and ImageNet dataset, respectively. (i) randomly selected example drawn
from the database; (ii) calibrated phase image of the drawn sample; (iii) diffraction
pattern generated on the CMOS by the same sample; (iv) DNN output before training
(i.e. with randomly initialized weights); (v) DNN output after training.

original input to the output of the (𝑁 + 1)th layer and performing calculations on

the residual of the two. This forces the new layer to learn something different from

what the input has already encoded/learned [130].

Figure 3-3: Detailed schematic of PhENN architecture, indicating the number of
layers, nodes in each layer, etc.

A diagram of our PhENN architecture is shown in Fig. 3-3. The input layer

is the image captured by the CMOS camera. It is then successively decimated by

7 residual blocks of convolution + downsampling followed by 6 residual blocks of

deconvolution + upsampling, and finally 2 standard residual blocks. Some of the

residual blocks are comprised of dilated convolutions so as to increase the receptive

field of the convolution filters, and hence, aggregate diffraction effects over multiple

scales [131]. We use skip connections to pass high frequency information learnt in

the initial layers down the network towards the output reconstruction, and have two
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standard residual blocks at the end of the network to finetune the reconstruction. At

the very last layer of our neural network, the values represent an estimate of our input

signal. The connection weights are trained using backpropagation (not to be confused

with optical backpropagation) on the MAE loss function [Eq.2.5]. Additional details

about the architecture of each blocks and the training of PhENN are provided in the

Appendix Section B.2.

We collected data from six separate experiment runs using training inputs from

Faces-LFW or ImageNet and object-to-sensor distances of 𝑧1, 𝑧2 , or 𝑧3. These data

were used to train six separate PhENNs for evaluation.

Fig. 3-2(iv) shows a sample PhENN’s output at the beginning of its training phase

(i.e. with randomly initialized weights), and Fig. 3-2(v) shows the network output

after training, for the same example object-raw image pairs. Training each network

took ≈ 20 hours using Tensorflow on our GPU. We provide analysis of the trained

PhENN in Section 3.3.

Our testing phase consisted of: (1) sampling disjoint examples from the same

database (either Faces-LFW or ImageNet) and other databases such as MNIST, CI-

FAR, Faces-ATT etc., (2) using these test examples to modulate the SLM and produce

raw intensity images on the camera, (3) passing these intensity images as inputs to

out trained PhENN, and (4) comparing the output to ground truth.

3.3 Results and network analysis

The standard method of characterizing neural network training is by plotting the

progression of training and test error across training epochs (iterations in the back-

propagation algorithm over all examples). These curves are shown in Fig. 3-4 for

our network trained using the ImageNet database and tested using images from: (a)

Faces-LFW (b) a disjoint ImageNet set, (c) images from an English/Chinese/Arabic

characters database, (d) the MNIST handwritten digit database, (e) Faces-ATT, (f)

CIFAR, (g) a constant-value "Null" image. Our ImageNet learning curves in Fig.

3-4(d) show convergence to low value after ∼10 epochs, indicating that our network
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has not overfit to our training dataset. We plot bar graphs for the mean absolute

error (MAE) over test examples in the 7 different datasets for each of the 3 object-

to-sensor distances in Fig. 3-4. Lower MAE was reported for test images with large

patches of constant value (characters, digits, Null) as their sparse diffraction patterns

were easier for our PhENN to invert. Notably, both our bar graphs and learning

curves show low test error for the non-trained images, suggesting that our network

generalizes well across different domains.

Figure 3-4: Quantitative analysis of our trained PhENNs for three object-to-sensor
distances (a) 𝑧1, (b) 𝑧2, and (c) 𝑧3 for the PhENNs trained on Faces-LFW (blue) and
ImageNet (red) on 7 datasets. (d) The training and testing error curves for network
trained on ImageNet at distance 𝑧3 over 20 epochs.

This is an important point and worth emphasizing: despite the fact that our net-

work was trained exclusively on images from the ImageNet database – i.e., images

of planes, trains, cars, frogs, artichokes, etc., it is still able to accurately reconstruct

images of a completely different class (e.g., faces, handwritten digits, and characters
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Figure 3-5: Qualitative analysis of our trained PhENNs for combinations of object-
to-sensor distances 𝑧 and training datasets. (i) Ground truth pixel value inputs
to the SLM. (ii) Corresponding phase imaged calibrated by SLM response curve.
(iii) Raw intensity images captured by CMOS detector at distance 𝑧1. (iv) PhENN
reconstruction from raw images when trained using Faces-LFW dataset. (v) PhENN
reconstruction when trained used ImageNet dataset. Columns (vi-viii) and (ix-xi)
follow the same sequence as (iii-v) but in these sets the CMOS is placed at a distance
of 𝑧2 and 𝑧3, respectively. Rows (a-f) correspond to the dataset from which the test
image is drawn: (a) Faces-LFW, (b) ImageNet, (c) Characters, (d) MNIST Digits,
(e) Faces-ATT, or (f) CIFAR, respectively.

from different languages). This strongly suggests that our network has learned a

model of the underlying physics of the imaging system or at the very least a gener-

alizable mapping of low-level textures between our output diffraction patterns and

input images.

A more pronounced qualitative example demonstrating this is shown in the columns

(iv) (vii) and (x) of Fig. 3-5. Here, we trained our network using images exclusively

from the Faces-LFW database. Despite this limited training set, the learned network

was able to accurately reconstruct images from the ImageNet, handwritten digits,

and characters datasets. This is in contrast to results shown in [88], where an SVM

trained on images of faces was able to accurately reconstruct images of faces but not

other classes of objects.

We tested the robustness of our network to rotation and lateral displacement in the

presented test phase objects, as well as axial displacement of the CMOS camera for
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Figure 3-6: Quantitative analysis of the sensitivity of the trained PhENN to the
object-to-sensor distance. The network was trained on (a) Faces-LFW database and
(b) ImageNet and tested on disjoint Faces-LFW and ImageNet sets, respectively.
The nominal depths of field for the three corresponding training distances 𝑧1, 𝑧2, 𝑧3,
respectively, are: (DOF)1 = 1.18 ± 0.1mm, (DOF)2 = 3.82 ± 0.2mm, and (DOF)3 =
7.97 ± 0.3mm.

Figure 3-7: Quantitative analysis of the sensitivity of the trained PhENN to laterally
shifted images on the SLM. The network was trained on (a) Faces-LFW database,
(b) ImageNet and tested on disjoint Faces-LFW and ImageNet sets, respectively.

each PhENN relative to the PhENN’s trained axial locations 𝑧1, 𝑧2, 𝑧3, respectively.

Quantitative results of these perturbations are shown in Figs. 3-6, 3-7, 3-8, and

qualitative results for the networks trained at distance 𝑧1 are shown in Figs. 3-9,

3-10 and 3-11. The results show that our trained network is robust to moderate
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Figure 3-8: Quantitative analysis of the sensitivity of the trained PhENN to rotation
of images on the SLM. The baseline distance on which the network was trained is (a)
𝑧1, (b) 𝑧2 and (c) 𝑧3, respectively.

Figure 3-9: Qualitative analysis of the sensitivity of the trained PhENN to the object-
to-sensor distance. The baseline distance on which the network was trained is 𝑧1.

perturbations in sensor displacement and is somewhat shift and rotation invariant.

As expected, the system fails when the displacement is significantly greater (Fig.

3-12).

To get a sense of what the network has learned, we examined its maximally-

activated patterns (MAPs), i.e., what types of inputs would maximize network filter

response (gradient descent on the input with average filter response as loss function
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Figure 3-10: Qualitative analysis of the sensitivity of the trained PhENN to lateral
shifts of images on the SLM. The baseline distance on which the network was trained
is 𝑧1.

Figure 3-11: Qualitative analysis of the sensitivity of the trained PhENN to rotation
of images in steps of 90. The baseline distance on which the network was trained is
𝑧1.

[91]). Our results are shown in Fig. 3-13 together with the results of analogous

analysis of a deblurring network of similar architecture as well as an ImageNet clas-

sification PhENN. Compared with MAPs of ImageNet and a deblurring network, the

MAPs of our phase-retrieval network show two primary differences: First, compared

to ImageNet, we observe much finer textures; this is because ImageNet is meant to

do classification, a task that requires high-level features to emerge out of learning;

whereas our phase network is performing a form of regression. Secondly, compared

with the deblurring network, we observe somewhat finer textures, especially at the

shallower layers (although in both cases low-level textures are present). Our inter-

pretation is that both phase retrieval and deblurring require local operations but
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of different nature: deblurring converts intensity gradients into sharp edges, whereas

phase retrieval converts diffraction rings into phase gradients. The difference between

the two cases is not easily discernible by simple visual inspection of the MAPs. The

point is that phase retrieval and deblurring share this common locality feature while

acting differently for the sake of their respective functions; and both are radically

different than classification networks, such as ImageNet.

Figure 3-12: Failure cases on PhENNs trained on Faces-LFW (row 𝑎) and ImageNet
(row 𝑏) datasets. (i) Ground truth input, (ii) calibrated phase input to SLM, (iii)
raw image on camera (iv) reconstruction by PhENN trained on images at distance
𝑧1 between SLM and camera and tested on images at distance 107.5 cm, (v) raw
image on camera and (vi) reconstruction by network trained on images at distance
𝑧3 between SLM and camera and tested on images at distance 27.5 cm.

3.4 Conclusions and discussion

The architecture presented here was deliberately well controlled, with an SLM creat-

ing the phase object inputs to the neural network for both training and testing. This

allowed us to quantitatively and precisely analyze the behavior of the learning process.

Application-specific training, e.g. replacing the SLM with physical phase objects for

more practical applications, we judged beyond the scope of the present work. Other

obvious and useful extensions would be to include optics, e.g. a microscope objective

for microscopic imaging in the same mode; and to attempt to reconstruct complex

objects, i.e. imparting both attenuation and phase delay to the incident light. The

significant anticipated benefit in the latter case is that it would be unnecessary to

characterize the optics for the formulation of the forward operator—the neural net-

work should “learn” this automatically as well. We intend to undertake such studies
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Figure 3-13: (1) 16×16 inputs that maximally activate the last set of 16 convolutional
filters in layer 1 of our PhENN trained on ImageNet at distance of 𝑧1, a deblurring
network, and an ImageNet classification network. The deblurring network was trained
on images undergoing motion blur in a random angle within the range [0,180] degrees
and a random blur length in the range [10,100] pixels. The image is downsampled by
a factor of 2 in this layer. (2) 32×32 inputs that maximally activate the last set of 16
randomly chosen convolutional filters in layer 3 of: our PhENN, the same deblurring
network, and the ImageNet classification network. The raw image is downsampled
by a factor of 8 in this layer.

in future work.

3.5 My contributions

The work in this chapter was led by Ayan Sinha. My contribution was in building up

the experimental setup, performing the SLM calibration and analyzing the data.
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Chapter 4

Analysis of the dependence of

PhENN’s performance on its

architecture

4.1 Introduction

In the previous two chapters, we introduced two deep neural networks (DNNs): ID-

iffNet and PhENN, and demonstrated their performances in two different computa-

tional imaging scenarios: imaging through scattering media and quantitative phase

retrieval, respectively. When the neural networks are trained, instead of minimizing

the Tikhonov functional (Eq.1.4), the object estimate is then readily obtained as

𝑓 = DNN(𝑔), (4.1)

where DNN(.) denotes the output of the trained deep neural network.

Just as the performance of minimization principle Eq. (1.4) depends upon knowl-

edge of the operators 𝐻 and Φ, performance of the DNN principle Eq. (4.1) depends

on the specific DNN architecture chosen (number of layers, connectivity, etc.) and

the quality of the training examples. Therefore, start from this chapter, we set out

to investigate these two dependences. We chose to study this question in the specific
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context of quantitative phase retrieval, but our findings might have merit for several

other challenging imaging problems.

In this chapter, we first analyze the dependence of PhENN’s phase recovery per-

formance on its architecture. Specifically, we analyze the influences of the training

loss functions, the skip connections, the depth of the neural network, and the waist

size. Through this study, we wish to provide some insights about how to design an

optimal neural network architecture for quantitative phase retrieval. The influence

of the training example quality to the performance of PhENN will be studied in the

next chapter.

4.2 Methods

4.2.1 Default PhENN architecture

The architecture of PhENN that we use here is shown in Fig. 4-1. Similar to Chap-

ter 3, it follows the U-net architecture [98] and uses residual units [130] to facilitate

learning. PhENN is composed of three different kinds of blocks: down-residual blocks

(DRBs), up-residual blocks (URBs) and residual blocks (RBs). The default down-

sampling rate (DSR) of each DRB and the default upsampling rate (USR) of each

URB are 2. In our PhENN, the numbers of DRBs and URBs are made to be equal

(denoted as 𝑁) and different values of 𝑁 are used for comparison. The number of

RBs is fixed to 2. Skip connections can be used in PhENN to pass the information

extracted at shallow layers to deep layers.

Figure 4-1: Phase Extraction Neural Network (PhENN) architecture.
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4.2.2 Data preparation

In this paper, all the neural networks are trained and tested using synthetic data.

In generating the training dataset, we select 10, 000 images from the Faces-LFW

database [99]. For each image, we make it to be 𝑓(𝑥, 𝑦) and insert it into Eq. (3.1)

to compute the corresponding intensity measurement 𝑔(𝑥, 𝑦). In this simulation, we

set 𝜆 = 0.633𝜇m. Both the pixel sizes of the object and the detector are set as

∆𝑥 = 20𝜇m. Different values of 𝑧 are used for comparison. The testing dataset is

generated in the same way (at the same distance 𝑧 as the training data) and consists

of 450 images chosen from 6 different databases: 100 Faces-LFW, 100 ImageNet [100],

50 Characters [102], 40 Faces-ATT [104, 105], 60 CIFAR [103] and 100 MNIST [101].

4.3 Results

4.3.1 Choice of training loss function

In this section, we compare the performances of PhENN under different training

loss functions. The architecture of PhENN is kept to be the same: 𝑁 = 4 and

skip connections are used. In generating the training and testing dataset, we set

𝑧 = 200mm and the space-bandwidth product (SBP) of the object to be 256 × 256.

Altogether three different training loss functions are considered here: the mean

absolute error (MAE), the structural similarity (SSIM) and the negative Pearson

correlation coefficient (NPCC). MAE is defined as Eq.2.5, NPCC is defined as Eq.2.6

and SSIM is defined as following [132]:

SSIM =
−1

𝑏
×

𝑏∑︁
𝑘=1

(︁
2𝜇𝑓𝑘𝜇𝑓𝑘

+ 𝑐1

)︁(︁
2𝜎𝑓𝑘𝑓𝑘 + 𝑐2

)︁
(︁
𝜇2
𝑓𝑘

+ 𝜇2
𝑓𝑘

+ 𝑐1

)︁(︁
𝜎2
𝑓𝑘

+ 𝜎2
𝑓𝑘

+ 𝑐2

)︁ , (4.2)

Here, 𝑓𝑘 and 𝑓𝑘 are the 𝑘th true object and the object estimate, respectively; 𝑏 is

the batch size; 𝜇𝑓𝑘 and 𝜇𝑓𝑘
are the spatial averages of 𝑓𝑘 and 𝑓𝑘, respectively; 𝜎𝑓𝑘 and

𝜎𝑓𝑘 are the standard deviations of 𝑓𝑘 and 𝑓𝑘, respectively; 𝜎𝑓𝑘𝑓𝑘 denotes the covariance

of 𝑓𝑘 and 𝑓𝑘; 𝑐1 = 0.012 and 𝑐2 = 0.032.
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Figure 4-2: Calibration process. (a) Cumulative distribution function (CDF) of the
ground truth. (b) Cumulative distribution function (CDF) of the PhENN output.
(c) Linear curve fitting.

From the definition of NPCC [Eq. (2.6)], it follows that for any function 𝜓 and

arbitrary real constants 𝑎 and 𝑏 representing linear amplification and bias, respec-

tively,

ℰNPCC(𝜓, 𝑎𝜓 + 𝑏) = −1. (4.3)

In other words, a DNN trained with NPCC as loss function can only produce affine

transformed estimates; there is no way to enforce the requirement 𝑎 = 1, 𝑏 = 0 which

would guarantee linear amplification- and bias-free reconstruction and is especially

important for quantitative phase retrieval. Neither does there exist a way that we

know of to predetermine the values of 𝑎 and 𝑏 through specific choices in DNN training.

Therefore, after DNN training a calibration step is required to determine the

values of 𝑎 and 𝑏 that have resulted so that they can be compensated. This is realized

by histogram matching according to the process shown in Fig. 4-2. Given a set of

calibration data, we compute the cumulative distribution functions (CDFs) for the

ground truth values as well as the PhENN output values, as shown in Figs. 4-2(a)

and 4-2(b). For an arbitrary value 𝑓 in the ground truth, we find its corresponding
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PhENN output value 𝑓 that is at the same CDF level; and repeat the process for

several (𝑓, 𝑓) samples. Subsequently, the values of 𝑎 and 𝑏 are determined by linear

fitting of the form 𝑓 = 𝑎𝑓 + 𝑏, as shown in Fig. 4-2(c).

The phase retrieval results of PhENNs trained with different loss functions are

shown in Fig. 4-3. There are two important observations:

∙ The trained PhENN peforms well on test samples drawn from the same dataset

as the training data (Faces-LFW), as well as test samples drawn from other

categories. This held true for all training loss functions used. This result in-

dicates that PhENN has indeed learned a model of the underlying physics of

the imaging system or at the very least a generalizable mapping of low-level

textures between the phase objects and their respective intensity images.

∙ Among the three training loss functions that were compared, NPCC worked

better in retrieving finer features, as highlighted by the color boxes in Fig. 4-3.

In the subsequent sections, the training loss function used is NPCC.

4.3.2 Presence of skip connections

In this section, we investigate the function of the skip connections in the PhENN

architecture and demonstrate the necessity of their presence. Here, we set 𝑁 = 6, 𝑧 =

200mm, SBP = 256 × 256.

Intuitively, the function of a skip connection is to pass the high frequency infor-

mation (local features) extracted at a shallow layer to a deeper layer. Without those

skip connections, the reconstruction will entirely depend on the feature map being

extracted at the waist, which mostly contains low frequency information due to the

downsampling. This is verified by the test results as shown in Fig. 4-4. With skip con-

nections, the phase reconstructions show much more details than their counterparts

in the no skip connection case. Using the Pearson correlation coefficient (PCC) as

the evaluation metric, Fig. 4-5 quantitatively compares the performances of PhENNs

with and without skip connections. As expected, all the test results obtained with

skip connections have a higher PCC.

87



Figure 4-3: Qualitative comparison of reconstructions using different training loss
functions. (a) Ground truth phase objects. (b) Raw intensity measurements. (c) Re-
constructions when PhENN is trained with MAE. (d) Reconstructions when PhENN
is trained with SSIM. (e) Reconstructions when PhENN is trained with NPCC.
Columns (i-vi) correspond to the dataset from which the test image is drawn: (i)
Faces-LFW, (ii) ImageNet, (iii) Characters, (iv) Faces-ATT, (v) CIFAR, or (vi)
MNIST Digits, respectively.

Skip connections are maintained in the PhENN architecture in subsequent anal-

yses.

4.3.3 Influence of depth

Now, we study the influence of the depth 𝑁 on the performance of PhENN. We set

𝑧 = 200mm and consider two different SBPs for the objects: 256×256 and 128×128.

From the results depicted in Fig. 4-6, we can make the following three observa-

tions:

∙ The phase recovery performance for objects of SBP= 128 × 128 is better than
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Figure 4-4: Qualitative comparison of reconstructions with and without skip con-
nections. (a) Ground truth phase objects. (b) Raw intensity measurements. (c)
Reconstructions with no skip connections in PhENN. (d) Reconstructions with skip
connections present in PhENN. Columns (i-iv) correspond to the dataset from which
the test image is drawn: (i) Faces-LFW, (ii) ImageNet, (iii) Faces-ATT, or (iv) CI-
FAR, respectively.

Figure 4-5: Quantitative comparison of reconstructions with and without skip con-
nections using 100 Faces-LFW test images.

that for objects of SBP= 256 × 256, in terms of PCC. This result is expected

since the objects with smaller SBP have fewer entries to be estimated.

∙ As the depth increases, the phase recovery performance will saturate at some

depth. We denote this depth as ‘saturating depth.’
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∙ The saturating depth depends on the SBP of the input. Specifically, the saturat-

ing depth for SBP= 256×256 is one block deeper than that for SBP= 128×128.

Figure 4-6: Quantitative analysis of the influence of the depth using 100 Faces-LFW
test images.

4.3.4 Influence of waist size

As shown in Fig. 4-1, we refer the feature map extracted by the last DRB as the

waist layer. The size of the waist layer (waist size) can be controlled by tuning the

DSR of the last DRB. Accordingly, the USR of the first URB needs to be tuned to

the same value. For example, when 𝑁 = 4 and SBP = 256 × 256, to achieve a waist

size of 4× 4, both the DSR of the last DRB and the USR of the first URB should be

set to 8. Here, we consider four different values for the waist size to investigate its

influence: 1 × 1, 2 × 2, 4 × 4 and 8 × 8. Other hyper-parameters are set as: 𝑁 = 4,

𝑧 = 200mm and SBP = 256 × 256.

From the results shown in Fig. 4-7, we find that the waist size has a minor impact

on the phase recovery performance. One possible explanation for this phenomenon

is that most of the information extracted by the second to last DRB transmits to

deeper layers through skip connections rather than through the last DRB.

4.4 Conclusions

In this paper, we investigate the dependence of PhENN’s performance on its archi-

tecture as well as the layout of the lensless imaging system. Our observations can be
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Figure 4-7: Quantitative analysis of the influence of the waist size using 100 Faces-
LFW test images.

summarized as follows:

∙ The NPCC loss function is better at retrieving the fine features of the phase

object compared with the MAE and SSIM loss functions.

∙ Skip connections are important as they pass high frequency information to

deeper layers.

∙ As the depth of PhENN increases, the phase recovery performance saturates at

some saturating depth and this saturating depth depends on the SBP of the

object.

∙ In an architecture with skip connections, the waist size does not influence

PhENN’s performance significantly.
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Chapter 5

Resolution enhancement of PhENN

by spectral pre-modulation

5.1 Introduction

In this chapter, we begin to study the dependence of PhENN’s phase recovery per-

formance on the quality of the training examples. More specifically, we are concerned

with the spatial resolution that PhENN can achieve, depending on the spatial fre-

quency content of the examples PhENN is trained with.

From the point of view of the original inverse problem formulation Eq. (1.4),

PhENN in effect has to learn both the forward operator𝐻 and the prior Φ at the entire

range of spatial frequencies of interest. The examples presented to PhENN during

training establish the spatial frequency content that is stored in the network weights

contributing to the retrieval operation Eq. (4.1). In principle, this should be sufficient

because, if the training examples are representative enough of the object class, then

retrieval of each spatial frequency should be learnt proportionally to that spatial

frequency’s presence in the database. In practice, however, we found that spatial

frequencies with relatively low representation in the database tend to be overshadowed

by the more popular spatial frequencies, perhaps due to the nonlinearities in the

network training process and operation.

Invariably, high spatial frequencies tend to be less popular in most available
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databases. ImageNet, in particular, exhibits the well-known inverse-square power

spectral density of natural images [133], as we verify in Fig. 5-5. This means that

high spatial frequencies are inherently under-represented in PhENN training. Com-

pounded by the nonlinear suppression of the less popular spatial frequencies due to

PhENN nonlinearities, as mentioned above, this results in low-pass filtering of the

estimates and loss of fine detail. Detailed analysis of this effect is presented in Sec-

tion 5.3.

To better recover high spatial frequencies in natural objects then, one should

emphasize high spatial frequencies more during training; this may be achieved, for

example, by flattening the power spectral density of the training examples before they

are presented to the neural network. It would appear that this spectral intervention

violates the object class priors: PhENN does not learn the priors of ImageNet itself, it

rather learns an edge-enhanced version of the priors. Yet, in practice, again probably

because of nonlinear PhENN behavior, we found this spectral pre-modulation strategy

to work quite well. The detailed approach and results are found in Section 5.4.

5.2 Imaging system architecture

5.2.1 Optical configuration

Our optical configuration is shown in Fig. 5-1. Unlike Chapter 3, a transmissive spa-

tial light modulator (SLM) (Holoeye, LC2012, pixel size 36𝜇m) is used in this system

as a programmable phase object 𝑓 representing the ground truth. The transmissive

SLM is coherently illuminated by a He-Ne laser light source (Research Electro-Optics,

Model 30995, 633nm). The light is transmitted through a spatial filter consisting of a

microscope objective (Newport, M-60X, 0.85NA) and a pinhole aperture (𝐷 = 5𝜇m)

and then collimated by a lens (focal length 200mm) before illuminating the SLM.

A telescope consisting of two plano-convex lenses 𝐿1 and 𝐿2 is placed between the

SLM and a CMOS camera (Basler, A504k, pixel size 12𝜇m). The CMOS camera

captures the intensity 𝑔 of the diffraction pattern produced by the SLM at a defocus
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distance ∆𝑧 = 50mm. The focal lengths of 𝐿1 and 𝐿2 are set to 𝑓1 = 150mm and

𝑓2 = 50mm, respectively. As a result, this telescope demagnifies the object by a

factor of 3, consistent with the ratio between SLM and CMOS camera pixel sizes. An

iris with diameter 5mm is placed at the pupil plane of the telescope to keep the 0th

diffracted order of the SLM and filter out all the other orders.

The modulation performance of the SLM depends on the input and output po-

larizations, which are controlled by the polarizer 𝑃 and the analyzer 𝐴, respectively.

In order to realize phase-mostly modulation, we set the incident beam to be linearly

polarized at 310∘ with respect to the vertical direction and also set the analyzer to be

oriented at 5∘ with respect to the vertical direction. The specific calibration curves

for the SLM’s modulation performance are shown in Appendix Section A.3.

In this chapter, all the training and testing objects are of size 256 × 256. They

are zero-padded to the size 1024 × 768, before being uploaded to the SLM. For the

diffraction patterns captured by the CMOS camera, we crop the central 256 × 256

region for processing.

Figure 5-1: Optical configuration. SF: spatial filter; CL: collimating lens; P: linear
polarizer; A: analyzer; SLM: spatial light modulator; L1 and L2: plano-convex lenses;
F: focal plane of L2.

5.2.2 Neural network architecture and training

According to the analysis in the last chapter, the PhENN architecture that we im-

plement in this chapter is shown in Fig. 5-2, which consists 4 down-residual blocks

(DRBs), 4 up-residual blocks (URBs) and 2 residual blocks (RBs). Skip connections

are used in the architecture to pass downstream local spatial information learnt in

the initial layers. The training loss function used is NPCC.
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Figure 5-2: Phase extraction neural network (PhENN) architecture.

5.3 Resolution analysis of ImageNet-trained PhENN

In Chapter 3, we trained separate PhENNs using the databases Faces-LFW [99] and

ImageNet [100] and found that both PhENNs generalize to test objects within and

outside these two databases. In this chapter, we restrict our analysis to the ImageNet

database only.

In the PhENN training phase, a total of 10, 000 images selected from the ImageNet

database are uploaded to the SLM and the respective diffraction patterns are captured

by the CMOS. For testing, we use a total of 471 images selected from several different

databases: 50 Characters, 40 Faces-ATT [104, 105], 60 CIFAR [103], 100 MNIST [101],

100 Faces-LFW, 100 ImageNet, 20 resolution test patterns [dot patterns as described

in Section 6.3], and 1 all-zero (dark) image. The diffraction pattern corresponding to

the all-zero image is used as the background. For every test diffraction pattern that

we capture, we first subtract the background and then normalize, before feeding into

the neural network.
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5.3.1 Reconstruction results

The phase reconstruction results are shown in Fig. 5-3. Here, we use 100 ImageNet

test images as calibration data to compensate for the unknown affine transform ef-

fected by the NPCC-trained PhENN (Section 4.3.1). As expected, PhENN is not

only able to quantitatively reconstruct the phase objects within the same category as

its training database (ImageNet), but also to retrieve the phase for those test objects

from other databases. This indicates that PhENN has indeed learned a model of the

underlying physics of the imaging system or at the very least a generalizable map-

ping of low-level textures between the phase objects and their respective diffraction

patterns.

Figure 5-3: Reconstruction results of PhENN trained with ImageNet. (a) Ground
truth for the phase objects. (b) Diffraction patterns captured by the CMOS (after
background subtraction and normalization). (c) PhENN output. (d) PhENN recon-
struction after the calibration shown in Section 4.3.1. Columns (i-vi) correspond to
the dataset from which the test image is drawn: (i) Faces-LFW [99], (ii) ImageNet
[100], (iii) Characters, (iv) MNIST Digits [101], (v) Faces-ATT [104, 105], or (vi)
CIFAR [103], respectively.
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5.3.2 Resolution test

In order to test the spatial resolution our trained PhENN, we use dot patterns as test

objects, shown in Fig. 5-4(a). Altogether 20 dot patterns are tested, with spacing 𝐷

between dots gradually increasing from 2 pixels to 21 pixels. From the resolution test

results shown in Fig. 5-4 it can be observed that the PhENN trained with ImageNet

is able to resolve two dots down to 𝐷 = 6 pixels but fails to distinguish two dots

with spacing 𝐷 ≤ 5 pixels. Thus, 𝐷 ≈ 6 pixels can be considered as the Rayleigh

resolution limit of this PhENN for point-like phase objects.

Figure 5-4: Resolution test for PhENN trained with ImageNet. (a) Dot pattern for
resolution test. (b) PhENN reconstructions for dot pattern with 𝐷 = 3 pixels. (c)
PhENN reconstructions for dot pattern with 𝐷 = 5 pixels. (d) PhENN reconstruc-
tions for dot pattern with 𝐷 = 6 pixels. (e) 1D cross-sections along the lines indicated
by red arrows in (b)-(d).
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5.4 Resolution enhancement by spectral pre-modulation

In our imaging system, the SLM pixel size limits the spatial resolution of the trained

PhENN since the minimum sampling distance in all the training and testing objects

displayed on the SLM equals one pixel 𝑑𝑝 = 36𝜇m, or maximum spatial frequency[134]

13.9mm−1. However, as we saw in Section 5.3.2, the resolution achieved by our

PhENN trained with ImageNet database is merely 6 pixels (216𝜇m), much worse

than the theoretical value.

The additional factor limiting the spatial resolution of the trained PhENN is the

spatial frequency content of the training database. Generally, databases of natural

objects, such as natural images, faces, hand-written characters, etc. do not cover

the entire spectrum up to 1/(2𝑑𝑝). For example, below we analyze the ImageNet

database and show that it is dominated by low spatial frequency components, with

the prevalence of higher spatial frequencies decreasing quadratically.

During training, the neural network learns the particular prevalence of spatial

frequencies in the training examples as prior Φ, in addition to learning the physical

forward operator 𝐻. What this implies is that the less prevalent spatial frequencies

are actually learnt against, meaning that by presenting them less frequently we may

be teaching PhENN to suppress or ignore them. In the rest of this section, we present

evidence to corroborate this fact, and suggest as solution a pre-processing step that

edge enhances the training examples as a way to impress their importance better

upon PhENN.

5.4.1 Spectral pre-modulation

The 2D power spectral density (PSD) 𝑆(𝑢, 𝑣) as function of spatial frequencies 𝑢 and

𝑣 for the 10, 000 images in the ImageNet is shown in Figs. 5-5(a) and 5-5(b) in linear

and logarithmic scales, respectively; and in cross-section along the spatial frequency

𝑢 in Figs. 5-5(c) and 5-5(d). Not surprisingly [133], the cross-sectional power spectral
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density follows a power law of the form |𝑢|𝑝 with 𝑝 ≈ −2.

Figure 5-5: Spectral analysis of the ImageNet database. (a& b) 2D normalized power
spectral density (PSD) of the ImageNet database in linear and logarithmic scale. (c&
d) 1D cross-sections along the spatial frequency 𝑢 of (a& b), respectively.

Therefore, we may approximately represent the 2D PSD of ImageNet database as

𝑆(𝑢, 𝑣) ∝
(︁√

𝑢2 + 𝑣2
)︁−2

=
1

𝑢2 + 𝑣2
. (5.1)

This is flattened by the inverse filter

𝐺(𝑢, 𝑣) =
√
𝑢2 + 𝑣2. (5.2)

As expected, the high spatial frequency components in the image are amplified after

the modulation, as can be seen, for example, in Fig. 5-6.
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Figure 5-6: Spectral pre-modulation. (a) Original image [100]. (b) Modulated image.
(c) Fourier spectrum of the original image. (d) Fourier spectrum of the modulated
image.

5.4.2 Resolution enhancement

We trained a new PhENN using training examples that were spectrally pre-modulated

according to Eq. (5.2). That is, we replaced every training example 𝑓(𝑖, 𝑗) with

𝑓e(𝑖, 𝑗), where

𝐹e(𝑢, 𝑣) = 𝐺(𝑢, 𝑣)𝐹 (𝑢, 𝑣) (5.3)

and 𝐹 , 𝐹e are the Fourier transforms of 𝑓 , 𝑓e, respectively. We also collected the

corresponding diffraction patterns 𝑔𝑒(𝑖, 𝑗). The test examples were left without mod-

ulation, i.e. the same as in the original use of PhENN described in Section 5.3. All

the training parameters were also kept the same. Both dot pattern and ImageNet

test images were used to demonstrate the resolution enhancement, shown in Figs. 5-7

and 5-8, respectively.
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Figure 5-7: Resolution test for PhENN trained with examples from the ImageNet
database with spectral pre-modulation according to Eq. (5.3). (a) Dot pattern for
resolution test. (b) PhENN reconstructions for dot pattern with 𝐷 = 2 pixels. (c)
PhENN reconstructions for dot pattern with 𝐷 = 3 pixels. (d) PhENN reconstruc-
tions for dot pattern with 𝐷 = 6 pixels. (e) 1D cross-sections along the lines indicated
by red arrows in (b)-(d).

From Fig. 5-7, we find that with spectral pre-modulation of the training examples

according to Eq. (5.3), PhENN is able to resolve two dots with spacing 𝐷 = 3 pixels.

Compared with the resolution test results shown in Fig. 5-4, it can be said that the

spatial resolution of PhENN has been enhanced by a factor of 2 with the spectral pre-

modulation technique. In Fig. 5-8, for the same test image selected from ImageNet

database, more details are recovered by the PhENN that was trained with spectrally

pre-modulated ImageNet, albeit at the cost of amplifying some noisy features of the

object, near edges most notably.

We also investigated the effect of spectral post-modulation in the original PhENN;

that is, if we use a PhENN trained without spectral pre-modulation, and modulate
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Figure 5-8: Resolution enhancement demonstration. (a) Ground truth for a phase ob-
ject [100]. (b) Diffraction pattern captured by the CMOS (after background subtrac-
tion and normalization). (c) Phase reconstruction by PhENN trained with ImageNet
examples. (d) Phase reconstruction by PhENN trained with ImageNet examples that
were spectrally pre-modulated according to Eq. (5.3).

the PhENN output 𝑓(𝑖, 𝑗) according to

𝐹e(𝑢, 𝑣) = 𝐺(𝑢, 𝑣)𝐹 (𝑢, 𝑣) (5.4)

and 𝐹 , 𝐹e are the Fourier transforms of 𝑓 , 𝑓e, respectively, do we obtain a similar

resolution enhancement? The answer is no, as can be clearly verified from the results

of Fig. 5-9.

This negative result illustrates that in the original training scheme (without spec-

tral pre-modulation) the fine details are indeed lost and not recoverable by simple

means, e.g. linear post-processing. It also highlights the effect of the nonlinear-

ity in PhENN’s operation and bolsters our claim that spectral pre-modulation does

something non-trivial: it teaches PhENN a prior, namely how to recover high spatial

frequency content.
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Figure 5-9: Spectral post-modulation. (a) Output of PhENN trained with ImageNet.
The same as Fig. 5-8 (c). (b) Modulated output.

5.5 Conclusions

The spectral flattening approach Eq. (5.3) as pre-modulation is a simple approach

that we found to be effective in enhancing PhENN’s resolution by a factor of 2 when

trained and tested on ImageNet examples. We have not investigated the performance

of other (non-flattening) filters; indeed, it would be an interesting theoretical question

to ask: given a particular form of the PSD in the training examples, what is the

optimal spectral pre-modulation for improving spatial resolution?

It is also worth repeating the concern about the priors that PhENN is learning

from the spatially pre-modulated examples that we pointed out in Section 5.1. The

amplification of certain noise artifacts, clearly seen in the result of Fig. 5-8(d), shows

that, in addition to learning how to resolve fine details in the artifact, PhENN has

learnt, somewhat undesirably, to edge enhance (since all the examples it was trained

with were also edge enhanced.) These observations should present fertile ground for

further improvements upon the work presented here.
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Chapter 6

Learning to synthesize: splitting and

recombining low and high spatial

frequencies for image recovery

6.1 Introduction

In the last chapter, one feature of the examples that we have found to strongly influ-

ence training is the examples’ spatial frequency content. In the case of quantitative

phase retrieval (QPR), the forward operator is ill-posed due to the frequency scram-

bling, together with the loss of high spatial frequencies caused by the finite numerical

aperture. Therefore, the neural network would have to rely on the prior in the train-

ing examples to do the inversion. However, if we train the neural network using a

database such as ImageNet, which is well-known to have an inverse-square law (spa-

tial) power spectral density (PSD) [133], the DNN fails to learn the inverse square

law. Because high frequencies are sparser in the database, and the training process is

highly nonlinear, low frequencies may end up dominating the prior by more than their

fair share; low-pass filtering of the inverse 𝑓 and loss of fine detail ensues. We have

proposed a spectral pre-modulation approach to compensate for the scarcity of high

spatial frequencies in the database and showed that indeed fine details are recovered;
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however, at the same time, high-frequency artifacts appeared in the reconstructions,

evidently because the spectral pre-modulation also taught the DNN to edge enhance.

In this chapter, we propose a novel Learning Synthesis by DNN (LS-DNN)

method to effectively manage and synthesize different spectral bands according to

their relative behavior in the forward operator and prevalence in the training database.

Our approach, similar to [135], processes the signal separately into two DNNs, as-

signed to low- and high-frequency bands, respectively. However, unlike [135] we learn

how to synthesize the two bands adaptively; we have also modified the training pro-

cedure. More specifically, we train the two DNNs as follows: the low-band DNN

(DNN-L) is trained so that its output 𝑓LF match the unfiltered examples; whereas

the high-band DNN (DNN-H) is trained such that its output 𝑓HF match a filtered ver-

sion of the examples where high spatial frequencies have been amplified. This choice

for the DNN-L is for databases such as ImageNet, where high frequencies are natu-

rally under-represented, as pointed out earlier. We then use a third DNN (DNN-S) to

synthesize the reconstructions 𝑓LF and 𝑓HF from DNN-L and DNN-H, respectively,

into a final estimate 𝑓 . This ensures that the low and high spatial frequencies are

rebalanced correctly in the final reconstruction, according to the relative behavior of

the two bands in the forward operator and the prior expressed by the examples. In

this chapter, we demonstrate the effectiveness of the LS-DNN method in the sce-

nario of QPR, but this concept may be generalized to a wider range of image recovery

problems.

6.2 Methods

6.2.1 Learning Synthesis by Deep Neural Networks (LS-DNN)

We propose a two-step approach (Fig.6-1) to tackle the difficulty in restoring high

frequency components. First, we use two separate deep neural networks (DNNs)

parallel,DNN-L and DNN-H. DNN-L is what typically exists in previous works – it

learns to map from the measurements 𝑔 to the un-filtered ground truth images 𝑓 ;

106



while DNN-H takes in measurements 𝑔 and maps them to a frequency-modulated

ground truth 𝑓 . The modulation in the frequency domain (see Section 5.4), amplifies

the relative weights of the high spatial frequencies, thereby facilitating the extraction

of high frequencies from the priors.

We expect the reconstruction by DNN-L to be reliable in the low frequency range

but not in the high frequency range; whereas the one by DNN-H should be better in

the high-frequency range but distorting the low frequency range and may be creating

hallucination artifacts. The training of DNN-L and DNN-H can be done in parallel.

We denote the reconstructions by DNN-L and DNN-H, during training, as 𝑓𝐿𝐹 and

𝑓𝐻𝐹 , respectively.

Moreover, we train a third DNN, denoted as DNN-S, which learns to synthesize

the low frequency and high frequency reconstructions from the previous networks 𝑓𝐿𝐹

and 𝑓𝐻𝐹 , to generate the final reconstruction 𝑓 matching the un-modulated ground

truth.

Figure 6-1: Proposed LS-DNN.

6.2.2 Architectures of Deep Neural Networks

DNN-L and DNN-H follow the PhENN architecture that we implement in Chapter 5.

DNN-S takes in 𝑓𝐿𝐹 and 𝑓𝐻𝐹 as inputs. To best preserve the high frequency informa-

tion contained in 𝑓𝐻𝐹 , we do not have it pass through most layers of DNN-S. Instead,

it only adds to the final outcome of 𝑓𝐿𝐹 passing through the Residual U-Net (has
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the same architecture as PhENN) to form the final reconstruction 𝑓 . In other words,

the DNN-S trains to map 𝑓𝐿𝐹 to a variant of itself that removes artifacts brought up

by 𝑓𝐻𝐹 and (conceptually) synthesizes the low-frequency components contained in

𝑓𝐿𝐹 and the high-frequency components contained in 𝑓𝐻𝐹 . A potential variation of

DNN-S is to make it structurally the same as DNN-L (and DNN-H), except for the

input to be instead the concatenation of 𝑓𝐿𝐹 and 𝑓𝐻𝐹 (256x256x2) so that they both

pass through all successive layers in the DNN. However, due to the low-frequency

dominant nature of the DNN-S ground truth examples, exposure of 𝑓HF to trainable

convolutional filters may cause loss of high frequency information contained in 𝑓HF,

as in DNN-L. This is why we opted for the first variant.

6.3 Results

6.3.1 Implementation details

The training and testing data used in this chapter is the same as those being used in

Chapter 5. All the neural networks are trained with NPCC loss function. The training

is conducted on a Nvidia GTX1080 GPU using TensorFlow. Adam optimizer is used

in the optimization of each deep neural network. Each neural network is trained for

20 epochs and the batch size is 10.

6.3.2 Reconstruction Results - Spatial Domain

Fig.6-2 shows test results of our LS-DNN approach. DNN-L, DNN-H and DNN-S

label the outputs of the corresponding DNNs. We can observe that, DNN-H succeeds

in preserving high frequency components better than DNN-L, as expected, and the

DNN-S removes the artifacts introduced by DNN-H through combining with the the

low-frequency components captured well by DNN-L. Quantitative comparisons for

the DNN-L and DNN-S outputs on the entire 100 test images are shown in Table.6.1.

DNN-S also achieves better quantitative performance in the problem of QPR.

Dot patterns are also used to test the resolution achieved by LS-DNN, which is
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Figure 6-2: Reconstruction results for QPR.

Table 6.1: Quantitative evaluations of DNN-L and DNN-S performance in QPR.
DNN-L

PSNR/SSIM
DNN-S

PSNR/SSIM

QPR 18.7531/0.3684 18.8525/0.3884

shown in Fig.6-3. For the test dot pattern with a spacing of 𝐷 = 4 pixels, while the

DNN-L reconstruction failed to distinguish the nearby dots, the DNN-S output suc-

cessfully resolve the two dots (according to the Rayleigh criterion). This demonstrates

the DNN-S’s superiority over DNN-L in reconstructing fine details.

To demonstrate that performance improvement of DNN-S over DNN-L is a not

a sole consequence of computational capacity increase, we design another ResNet,

DNN-L-3, which has the same architecture but twice as many feature maps (except

in the last residual block) on each convolutional layer as its counterpart in DNN-

L. The resulting DNN-L-3 has more than three times as many trainable parameters

as DNN-L(or DNN-H, DNN-S). Fig.6-4 shows the reconstructions by DNN-L-3 as

compared to those by DNN-S. The superiority of DNN-S results proves our claim.

6.3.3 Reconstruction Results - Frequency Domain

Next we analyze LS-DNN performance in the frequency domain. Fig.6-5 show the

2D Fourier spectra of the images in Fig.6-2 [in logarithmic scale]. We find that, as

expected, while DNN-L works well in the low frequency range but fails to recover

the high frequency components, DNN-H is better at retrieving the high frequency

components but loses some low frequency information. DNN-S serves as a learned
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Figure 6-3: Resolution test results. (a) Dot pattern with spacing 𝐷 = 4 pixels, (b)
DNN-L reconstruction, (c) DNN-S reconstruction, (d) 1D cross-sections along the line
indicated by red arrows in (b) and (c).

Figure 6-4: Comparison with DNN-L-3 for QPR.

synthesizer of the DNN-L and DNN-H outputs at all frequency bands, low and high.

To investigate the performance of our approach on the entire test dataset, we

compute the 2D power spectral density (PSD) for the reconstructions of the entire

ensemble of the 100 test images and show the 1D cross-sections (along the diagonal

direction) in Fig.6-6. As expected, the PSD for the DNN-L output matches well

with the ground truth in the low frequency range but is much lower than the ground

truth in the high frequency range. Notably, in the case of DLI, the point that the

performance of DNN-L starts to drop almost coincides with the cutoff frequency in

the measurement. The PSD for DNN-H output is getting closer to the ground truth
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Figure 6-5: Fourier spectra of the reconstructions in QPR (logarithmic scale).

in the high frequency range than the DNN-L output, benefiting from training data

pre-modulation. However, it is much worse in the low frequency range. The DNN-S

output, which takes the advantage of both DNN-L and DNN-H, has a PSD that is

close to the ground truth within the entire frequency range.

Figure 6-6: 1D cross-sections of the reconstructions’ power spectral density (PSD) on
100 ImageNet test images.
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6.4 Conclusions

We have proposed a novel LS-DNN architecture that leverages the learning capability

of a neural network to optimally synthesize parallel reconstructions that are reliable

on low and high frequencies, respectively.

The LS-DNN methodology is applicable to many other ill-posed image recovery

problems, when there is imbalance between the spatial frequency region where the

forward operator suppresses or loses content and the availability of content in the

same frequency range in the training database to compensate. Generalizations may

also be possible, for example to more than two frequency bands, similarly trained

separately with pre-filtering and recombined in learned fashion; however, splitting

the frequency bands too finely may be counterproductive if it results in too many

parameters to learn. This is an interesting topic for future work.

6.5 My contributions

The work in this chapter was led by Mo Deng. I contributed in developing the concept,

performing the experiment, analyzing the data and writing the manuscript.
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Chapter 7

Quantitative phase microscopy by

LS-DNN enhanced PhENN

7.1 Introduction

Up to now, we have demonstrated the capability of deep learning techniques in solving

computational imaging problems and also showed how to enhance reconstructed image

quality by selecting the appropriate network structure as well as modulating the

training examples. Nevertheless, in all the experiments, the training data and the

testing data were emulated using the same SLM. Then, it becomes natural to ask:

how are the performances of those SLM-trained neural networks when tested by actual

objects such as biological cells.

In this chapter, we set out to test the performances of a SLM-trained PhENN

in recovering actual phase objects. To perform these tests, the first decision that we

have to make is the selection of an appropriate training database. Existing works that

applying deep learning to reconstruct actual phase objects all use a specific training

database that contains the same type of images as the phase objects that they want to

recover [137, 138, 139], e.g. ref.[137] trained and tested their neural network on Pap

smear samples; in ref. [138], the training and tested images were all taken from Hela

cell samples. This training strategy generally leads to high reconstruction qualities,

but also has two main drawbacks at the same time. Firstly, this kind of training
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dataset is not easy to obtain in practice. For an arbitrarily given phase sample, we

usually do not have access to a large number of training images of the the same type.

Secondly, this kind of training dataset usually contains a strong prior, which limits

the generalizability of the trained neural network. In other words, the neural network

trained using this strategy only performs well on a specific kind of samples. If a

new type of sample is present, the neural network need to be re-trained. Therefore,

training the neural network on a more general database such as ImageNet may be

a better option. ImageNet is a large open database, which can be readily obtained.

More importantly, as we have shown in Chapter 3 and 5, the PhENN trained on

ImageNet has superior generalizability: it performs well on objects created from

other databases (e.g. Faces-LFW, MNIST, etc). Because of that, we should expect an

ImageNet-trained PhENN to perform well on different types of actual phase objects.

Hence, we choose ImageNet as the training database in this chapter.

Actual phase objects usually contains fine features, e.g. the diameter of a typical

red blood cell (RBC) is ∼ 8𝜇m. Nevertheless, when a neural network is trained

with examples emulated by a SLM, its spatial resolving ability is limited by the

pixel size of the SLM. Although the spatial resolution can be enhanced by using the

spectral pre-modulation technique (Chapter 5) and the subsequent LS-DNN approach

(Chapter 6), the optimal resolution that a trained neural network can achieve still

can not be smaller than 1 pixel (36𝜇m for the SLM that we use here), which is not

sufficient to resolve the fine features of many samples. In order to solve this problem,

we insert a wide-field microscope module into the imaging system. In this way, as we

will show in detail in Section 7.2, the equivalent pixel size at the sample plane can be

down to sub-micros, making those fine features resolvable.

The structure of this chapter is as follows: the details about the imaging system

will be described in Section 7.2; the reconstruction result of a RBC sample (Carolina,

unstained), as well as the demonstrations that PhENN has indeed learned the physical

model, will be shown in Section 7.3; and concluding thoughts will be provided in

Section 7.4.
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7.2 Imaging system

The optical configuration of the imaging system is shown in Fig. 7-1. The setup is

quite similar to the one that we use in Chapter 5 [Fig.5-1]. The difference is that

we insert a wide-field microscope module (including a sample stage, an objective lens

and a tube lens) between the collimating lens (CL) and the polarizer (P). The system

is aligned in a way such that the SLM is placed at the focal plane of the tube lens.

Then, we may approximate the optical field immediately before the SLM to be a

magnified version of the field at the sample plane. In this system, another objective

lens with long working distance and small exit pupil (Mitutoyo, Plan Apo NUV,

50X/0.42) is used as CL, so as to increase the illumination intensity. The same as

Chapter 5, the polarizer and the analyzer are set to the orientations under which the

SLM is operated in the phase-mostly modulation mode. The focal lengths for the

two plano-convex lenses in the telescope are 𝑓1 = 300mm and 𝑓2 = 100mm, which

result in a de-magnification ratio of 3, matching the ratio between the pixel sizes of

the SLM and the CMOS.

Figure 7-1: Optical configuration. SF: spatial filter; CL: collimating lens; P: polarizer;
A: analyzer; 𝐿1,𝐿2: plano-convex lenses; F: focal plane of 𝐿2.

The system is operated in three modes: training, validation and testing. In the

training mode, nothing is placed on the sample stage. 10000 images from the Ima-

geNet database are sequentially displayed on the SLM and their respective diffraction

patterns are captured by the CMOS. When the neural network is trained using this

set of training data, it learns the mapping between the 2-D phase distribution at

the SLM plane and the 2-D intensity pattern at the CMOS plane. In the validation

mode, nothing is placed on the sample stage. 450 images from the ImageNet (disjoint
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with the training data), Faces-LFW, Characters, MNIST, faces-ATT and CIFAR

databases are sequentially displayed on the SLM and their respective diffraction pat-

terns are captured by the CMOS. This dataset is used to validate the performance of

the trained neural network. In the testing mode, we place the phase object that we

want to image on the sample stage. In the meantime, an uniform image where each

pixel has the same value is displayed on the SLM. In this case, the SLM itself does not

introduce any additional phase contrast. Then, the field immediately after the SLM

is just a magnified version of the the phase object and it can be readily obtained by

feeding the intensity pattern captured by the CMOS into the trained neural network.

7.3 Results

In this chapter, we implement the LS-DNN enhanced PhENN (see Chapter 6) so as

to obtain a good reconstruction quality. The neural network architecture is described

in Section 6.2.2. The same as Chapter 5, while collecting the training and validation

data, each image is resized to 256 × 256 and then zero-padded to 1024 × 768 before

being displayed on the SLM. Also, we only crop the central 256 × 256 region of the

diffraction patterns captured by the CMOS for processing. The output of the neural

network is calibrated following the procedure described in Section 4.3.1 to compensate

for the unknown affine transform effected by the NPCC training loss function.

7.3.1 Red blood cell imaging

The actual phase object that we image is a red blood cell (RBC) sample (Carolina,

unstained). Here, we use a high magnification objective lens (Olympus, UPlanFL N,

100X/1.30) so as to increase the spatial resolving ability of the imaging system. In

addition, a preprocessing step [140] based on the Gerchberg-Saxton (GS) algorithm

is applied to the raw measurement before feeding it into the neural network.

The validation results of our LS-DNN enhanced PhENN in this case are shown in

Fig.7-2. As expected, our neural network generalizes well: it is able to reconstruct

the phase profiles of images from different classes, despite the fact that it was trained
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exclusively on images from the ImageNet database.

Figure 7-2: Validation results by LS-DNN enhanced PhENN. (a) Ground truth for
the phase objects. (b) Diffraction patterns captured by the CMOS (after normaliza-
tion). (c) Reconstructions. Columns (i-vi) correspond to the dataset from which the
validation image is drawn: (i) Faces-LFW [99], (ii) ImageNet [100], (iii) Characters,
(iv) MNIST Digits [101], (v) Faces-ATT [104, 105], or (vi) CIFAR [103], respectively.

The reconstruction result of the RBC sample is shown in Fig.7-3. The LS-DNN

enhanced PhENN is able to qualitatively reconstruct the phase profiles of the RBC

sample. To evaluate the reconstruction results quantitatively, we convert the phase

value to the thickness of the sample, given the refractive index of the RBC (∼ 1.39)

[141] and the PBS buffer (∼ 1.335). We find that for some of the RBCs, our recovered

thickness matches well with the thickness measurement reported in [142] (1.7−2.2𝜇m),

as shown in the 1D cross-section plot (Fig. 7-4). However, at some other regions,

quantitative error still exists. Possible sources for quantitative error will be discussed

in Section 7.3.1.

7.3.2 Demonstration that PhENN indeed learned the physics

Although the reconstruction by the neural network contains quantitative error, our

LS-DNN enhanced PhENN actually is not doing something trivial such as pattern

matching, as some readers may argue by looking at the raw measurements by the

CMOS (e.g. Row b in Fig.7-2), where some salient features of the objects are already

visible.
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Figure 7-3: Red blood cell (RBC) imaging results. Scale bar: 10𝜇m. (a) Inten-
sity measurement of the diffraction pattern. (b)Phase reconstruction by LS-DNN
enhanced PhENN.

Figure 7-4: 1D cross-section of the reconstructed RBC sample. This profile is along
the line indicated by the red line in Fig. 7-3(b).

The forward imaging model of lensless QPR, as shown in Eq. 3.1, is non-linear.

However, when the weak object approximation holds (exp{𝑖𝑓(𝑥, 𝑦)} ≈ 1 + 𝑖𝑓(𝑥, 𝑦))

[143], the forward imaging model may be linearized as,

𝐺(𝑢, 𝑣) ≈ 𝛿(𝑢, 𝑣) + 2 sin
(︀
𝜋𝜆𝑧(𝑢2 + 𝑣2)

)︀
𝐹 (𝑢, 𝑣). (7.1)

Here, 𝐺(𝑢, 𝑣) and 𝐹 (𝑢, 𝑣) are the Fourier transform of the intensity measurement

𝑔(𝑥, 𝑦) and the phase distribution of the object 𝑓(𝑥, 𝑦), respectively. sin (𝜋𝜆𝑧(𝑢2 + 𝑣2))

is the weak object transfer function (WOTF) for lensless QPR, which is plotted in

Fig.7-5.

Has our LS-DNN enhanced PhENN really learned the correct WOTF?, we first in-
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Figure 7-5: Weak object transfer function (WOTF) for lensless QPR (i.e. Fresnel
propagation is the free space). An example of nulls is indicated by the purple circle.
For this plot, the propagation distance 𝑧 = 240mm, the wavelength 𝜆 = 633nm.

vestigate this point by simulation. The training and testing database contains 10000

and 100 images from ImageNet, respectively. To satisfy the weak object approxima-

tion, the maximum phase depth is set to be 0.1𝜋. In generating the corresponding

intensity measurements, we set the propagation distance to be 𝑧 = 20mm and the

pixel size of the object to be ∆𝑥 = 12𝜇m. Once the network is trained, the learned

WOTF is computed as,

ˆWOTF =
1

100

100∑︁
𝑘=1

𝐺𝑘(𝑢, 𝑣) − 𝛿(𝑢, 𝑣)

𝐹𝑘(𝑢, 𝑣)
. (7.2)

Here, 𝐺𝑘(𝑢, 𝑣) and 𝐹𝑘(𝑢, 𝑣) are the Fourier transform of the intensity measurement

𝑔𝑘(𝑥, 𝑦) and the network’s estimated phase 𝑓𝑘(𝑥, 𝑦) for the 𝑘th testing object, respec-

tively.

The 1D cross-section along the diagonal direction of the learned WOTF is shown

in Fig. 7-6. We find that the learned WOTF matches well with the actual WOTF

in low and middle frequency range (
√
𝑢2 + 𝑣2 < 0.4pixel−1). The mismatch becomes

larger at higher spatial frequencies, which is due to the inverse-square power law in the

power spectral density (PSD) of ImageNet images, as we have discussed in Chapter 5.

This result indicates that our network has indeed learned the physics.

As you may have already observed, there exists several nulls (the locations where
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Figure 7-6: Learned WOTF by LS-DNN enhanced PhENN. This is the 1D cross-
section along the diagonal direction.

the values are equal to zero) in the transfer function shown in Fig.7-5. At those

nulls, the sign of the transfer function switches, thus introducing a phase delay of 𝜋

in the spatial frequency domain. As a result, the measured pattern at the detector

plane will shift by half the period in the spatial domain at those frequencies. We

refer this phenomenon as the ’phase shift effect’. Because of that, when we image a

star-like phase object, the fringes in the measurement will become discontinuous. As

we highlight by the circles in Fig. 7-7, the fringes shift by about half the period at

some particular radii.

Figure 7-7: Simulated phase shift effect on a star-like phase target.
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Is our LS-DNN enhanced PhENN able to undo this phase shift effect? We per-

form experiments on a star-like phase target (Benchmark Technologies)[136] using

the system shown in Fig. 7-1. In this test, an objective lens with 20X magnification

(Nikon, Plan, 20X/0.4) is used so as to achieve a field of view that is large enough

to capture the entire sample. As expected, the fringes in the measurement become

discontinuous, as we highlight by the yellow and red circles in Fig.7-8(a). We note

that although the phase depth of the star target (0.55𝜋) does not quite satisfy the

weak object approximation, the ’phase shift effect’ still exist. In the meantime, for the

reconstruction result shown in Fig.7-8(b), all the fringes in the phase target become

continuous again. This result indicates that our PhENN is not merely doing pattern

matching; it has indeed learned the Fresnel propagation operator and is attempting

to undo the ’phase shift effect’ in the correct way.

Figure 7-8: Fringe continuity analysis. Scale bar: 50𝜇m. (a) Intensity measurement of
the diffraction pattern when 𝛿𝑧 = 0. (b) Phase reconstruction by LS-DNN enhanced
PhENN when 𝛿𝑧 = 0. (c) Intensity measurement of the diffraction pattern when 𝛿𝑧 =
0.6mm. (d) Phase reconstruction by LS-DNN enhanced PhENN when 𝛿𝑧 = 0.6mm.

To further demonstrate this point, we place the star-like phase target at an out-of-

focused sample plane, where the distance between the sample plane and the focal plane

of the objective lens is 𝛿𝑧 = 0.6mm. In this case, the optical field at the SLM plane,
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which is aligned at the focal plane of the tube lens, will become a de-focused version

of the star pattern, i.e. shifts in the fringes should occur due to Fresnel propagation in

the free space. As expected, our neural network, which is trained to recover the phase

field at the SLM plane from the CMOS measurement, outputs a reconstruction where

the fringes indeed become discontinuous at some spatial frequencies (as indicated by

the green and blue circles in Fig. 7-8(d)), although the raw measurement shown in 7-

8(c) does not contain these fringe discontinuities. Furthermore, the spatial frequencies

(radii) where the fringe shifts happen in the network output match with the theoretical

predictions. Therefore, our PHENN has indeed learned the actual light propagation

model, rather than doing something trivial like pattern matching.

The reconstruction results of the star-like phase target is also evaluated quantita-

tively. This phase target is made of an acrylate polymer (𝑛 = 1.52) on Corning Eagle

XG Glass. The nominal height of the target is 335.4nm, which results in a phase

delay of 𝜑 = 0.55𝜋 for the light with wavelength 𝜆 = 633nm. The reconstructed

phase values are close to 0.55𝜋 in some regions, as shown in the 1D cross-section plot

(Fig. 7-9), but are very different from the ground truth in some other regions.

Figure 7-9: 1D cross-section of the reconstructed phase target. This profile is along
the line indicated by the orange line in Fig. 7-8(b).

The quantitative error of our PhENN can be explained in the following aspects.

First, due to the wide-field microscopy module, the signal to noise ratio (SNR) of the

captured diffraction pattern is small, making it difficult for the neural network to do

the reconstruction. Second, what the neural network tends to reconstruct is actually
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the phase image at the SLM plane. However, due to the limited numerical aperture

of the microscopy module, the phase image at FP is not simply a magnified version of

the phase target, but a low-pass filtered version. As a result, a binary phase target at

the sample plane will no longer generate a binary image at SLM plane. In addition,

the aberrations caused by the microscopy module and the inevitable misalignment of

the system will also make the SLM plane phase image distorted. Third, the training

data are generated by the transmissive SLM, which is not a perfect phase object. It

has a coupled intensity modulation with maximum ratio ∼ 2.7(see Section A.3) and

a small fill factor of 58%. These will also influence the performance of the neural

network.

7.4 Conclusions

In this chapter, we build up a phase microscopy system to test the performance of our

LS-DNN enhanced PhENN in imaging actual phase objects. We demonstrate that

when the neural network is trained on a general database such as the ImageNet, it

generalizes well and is able to qualitatively reconstruct two different actual phase ob-

jects: one star-like phase target and a RBC sample. In addition, through the learned

WOTF simulation and the star-like phase target experiment, we also demonstrate

that our trained neural network has indeed learned the physics rather than doing

something trivial like pattern matching.

Nevertheless, relatively large quantitative errors still exist in the reconstructions

by PhENN due to several factors including the low SNR, the aberrations and mis-

alignment in the microscopy module, as well as the residual intensity modulation of

the SLM. Further improvement is required to reduce all these influences to achieve a

better phase retrieval quality.
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Chapter 8

Conclusions and future works

This thesis has studied the application of deep learning (DL) techniques in solving the

inverse problems in computational imaging (CI). Compared with traditional inverse

algorithms in CI, DL approaches do not need explicit knowledge about the forward

model and the prior of the class of the objects being imaged. As a result, accurate

characterization of the imaging system is no longer required and those objects whose

priors are difficult to be analytically formulated (e.g. flowers, cars, etc) can be imaged.

In addition, the use of DL also increases the inference speed of CI, which is very

beneficial in real-time applications.

The main contributions of this thesis are summarized as follows:

∙ Proposed and experimentally demonstrated the first convolutional neural net-

work (CNN) architecture, IDiffNet, for imaging through scattering media.

∙ Proposed and experimentally demonstrated the first end-to-end DL architec-

ture, PhENN, for quantitative phase retrieval. (Together with leading author

Ayan Sinha)

∙ Proposed a novel training loss function, NPCC, as well as the related calibration

procedure. We demonstrated that NPCC is better at recovering spatially sparse

objects and fine features.

∙ Investigated the influences of the network architecture (e.g. connectivity, net-
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work depth, waist size) and the training example quality (spatial frequency

content in particular) to the performance of trained network.

∙ Proposed and experimentally demonstrated a spectral pre-modulation approach

to enhance the spatial resolving ability of PhENN.

∙ Proposed and experimentally demonstrated a Learning Synthesis by DNN (LS-

DNN) method, which is a general DL approach that effectively manage and

synthesize different spectral bands so as to improve the visual qualities of re-

covered images in CI problems. (Together with leading author Mo Deng)

∙ Applied the LS-DNN enhanced PhENN to a phase imaging microscope and

experimentally demonstrated that the network was able to recover actual phase

objects when trained on ImageNet images emulated by a SLM.

∙ Based on the simulation of the learned WOTF and the experiment of the phase

shift effect in the star-like target measurement, we demonstrated that our net-

work has indeed learned the physical model.

Beyond this work, there are many more problems in the application of DL tech-

niques to CI that are worth investigating in the future:

∙ In this thesis, each neural network is treated as a "black box" and is trained

in the end-to-end fashion, i.e. the raw measurement from the detector is feed

directly into the neural network. In other words, no physics is included in the

training process. The neural network has to learn everything from scratch.

However, in some imaging scenarios, the knowledge about the forward model

is available (e.g. quantitative phase retrieval). In these cases, if we are able to

explicitly include the known physical model into the network training process,

it will serve as a good initialization. As a result, we shall expect a boost in the

neural network performance.

∙ In this thesis, DL technique is only used as an alternative method to solve

the inverse problem in CI. However, DL can also contribute in the physical
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measurement part. It will be interesting to study if we can use DL to co-design

the hardware and software for a CI system, i.e. optimize the optical setup (e.g.

illumination pattern, coded aperture pattern, etc.) and the inverse algorithm

(regression network) together in the end-to-end fashion.

∙ One major drawback of DL techniques is the requirement of big data. For some

tasks, however, large training dataset is not readily available. Therefore, it will

be beneficial to conduct research on data augmentation approaches. Moreover,

to the best of our knowledge, all the neural networks in CI nowadays are trained

in the supervised fashion, which requires paired data. If semi-supervised or

unsupervised learning can be applied to CI, the data collection process will

become much easier.
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Appendix A

Calibration of the SLMs and the

related analysis

A.1 Calibration of the reflective SLM in the inten-

sity modulation mode

A.1.1 Calibration

In order to calibrate the modulation performance of the SLM, we built a Michelson

interferometer shown in Fig. A-1. Compared with our experimental setup shown in

Fig. 2-1, we remove the glass diffuser in this calibration setup and place a reflecting

mirror M2 to the left of the beam splitter, creating the reference beam.

While calibrating the intensity modulation, we use a photon diode sensor (New-

port, 818-SL) as the detector. The mirror M2 is blocked so that the light being

detected comes from the SLM only. All the pixels of the SLM is driven by the same

value V (uniform) and the corresponding intensity values measured by the photon

diode is recorded. By changing V from 0 to 255 and repeating the measurement, we

obtain the intensity modulation curve as shown in Fig. A-2, which is normalized to

the intensity values at 𝑉 = 0. The intensity modulation of the SLM follows a mono-

tonic relationship with respect to the assigned pixel value and a maximum intensity
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Figure A-1: The optical setup for calibrating the phase and intensity modulation of
SLM. SF: spatial filter; CL: collimating lens; M1, M2: mirror; L1,L2: lens; POL:
linear polarizer; BS: beam splitter; SLM: spatial light modulator.

modulation ratio of ∼ 17 can be achieved.

While calibrating the phase modulation, we use the CMOS camera as the detector

and the interferometer setup is used. All the pixels of the SLM is driven by the same

value V (uniform) and the corresponding interference patterns are captured by the

CMOS camera. Let 𝜑(𝑉 ) denote the relative phase between the light reflected by

the uniform SLM when its pixels are all driven with gray scale value V, relative to

M2; and 𝐼0 denote the intensity reflected by M2. In the uniform illumination case,

given 𝑀(𝑉 ), which is the calibrated intensity modulation, the intensity recorded by

the CMOS should be of the form

𝐼(𝑉 )

𝐼0
= 1 +𝑀(𝑉 ) + 2

√︀
𝑀(𝑉 ) cos𝜑(𝑉 ) (A.1)

We arbitrarily assigned 𝜑(0) = 0 radians. The phase modulation curve is shown in

Fig. A-3. The phase depth is ∼ 0.6𝜋.

A.1.2 Analysis of the influence of phase modulation

In Chapter 2, we want the SLM to performance as a pure intensity object. However,

as we showed in the last section, due to the optical anisotropy of the liquid crystal

molecules, the SLM will always perform a correlated phase modulation and the phase

depth is ∼ 0.6𝜋 for our experimental arrangement. In order to analyze the influence
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Figure A-2: Experimentally calibrated intensity modulation curve with error bounds
in the grayscale range of [0,255] for the SLM.

of this phase modulation in the formation of the speckle patterns, we carry out the

following simulations.

For a randomly given image uploaded to the SLM, we simulate the corresponding

speckle patterns on the CMOS camera using Eqs.2.1 and 2.2 in the main manuscript

for two cases:

(a): Assuming the SLM to perform both intensity and phase modulation, which

is the actual modulation in practice, i.e. 𝑔(𝑥, 𝑦) =
√︀
𝑀 [𝑉 (𝑥, 𝑦)] exp{𝑖𝑃 [𝑉 (𝑥, 𝑦)]}.

Here, 𝑉 (𝑥, 𝑦) is the pixel size of the uploaded image, 𝑀(𝑉 ) and 𝑃 (𝑉 ) are the inten-

sity modulation and phase modulation curves as shown in Fig. A-2 and Fig. A-3,

respectively.

(b): Assuming the SLM to perform intensity modulation only, i.e. 𝑔(𝑥, 𝑦) =√︀
𝑀 [𝑉 (𝑥, 𝑦)].

In our simulation, we set those parameters as: 𝜇 = 16𝜇m, 𝜎0 = 5𝜇m, 𝜎 = 4𝜇m

for the 600-grit diffuser and 𝜇 = 63𝜇m, 𝜎0 = 14𝜇m, 𝜎 = 15.75𝜇m for the 220-grit

diffuser. Other simulation parameters are set to be the same as the actual experiment:

𝑧𝑑 = 15mm, 𝑅 = 12.7mm and 𝜆 = 632.8nm.

For the speckle patterns obtained in case (a) and (b), we also compute their

respective autocorrelation functions and take the element-wise ratios between them.
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Figure A-3: Experimentally calibrated phase modulation curve with error bounds in
the grayscale range of [0,255] for the SLM.

This process is repeated for both diffusers and the corresponding results are shown

in Fig. A-4 and A-5.

We find that for both diffusers, the speckle patterns obtained in case (a) and (b) are

qualitatively similar. Most importantly, the autocorrelation ratio values are all ∼ 1

with a small standard deviation, which indicates that the correlated phase modulation

will not change the statistics of the resulted speckle patterns. To further demonstrate

this point, we repeat this simulation process for 10 times for both diffusers and plot

the probability histograms for the resulting autocorrelation ratios. The results are

shown in Fig. A-6. As expected, the autocorrelation ratio values are all ∼ 1. We

also compute the mean values 𝜇𝑟 and standard deviations 𝜎𝑟 for the two histograms:

𝜇𝑟 = 1.0009, 𝜎𝑟 = 0.0020 for the 600-grit diffuser and 𝜇𝑟 = 1.0005, 𝜎𝑟 = 0.0013 for the

220-grit diffuser. Therefore, we conclude that the influence of the correlated phase

modulation can be neglected and we can reasonably approximate the SLM as a pure

intensity object.
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Figure A-4: Analysis of the influence of phase modulation in the formation of speckle
patterns for 600-grit diffuser. (a) Input image; (b) Simulated speckle pattern for
the complex object; (c) Autocorrelation of the speckle in (b); (d) Simulated speckle
pattern for the pure-intensity object; (e) Autocorrelation of the speckle in (d); (f)
Element-wise ratios between the autocorrelations in (c) and (e).

A.2 Calibration of the reflective SLM in the phase

modulation mode

We use the same system as shown in Fig. A-1 to calibrate the reflective SLM in

the phase modulation mode. While calibrating the intensity modulation curve, we

block the mirror M2 so that the beam on the CMOS is coming from the SLM only

and set the left-hand half pixels of the SLM driven by a constant value zero and the

right-hand half driven by a different value (half-half), to determine 𝑀(𝑉 ). After that,

we obtain the phase modulation curve following the same procedure as described in

section A.1 [Drive the SLM pixels uniformly from 0 to 255 and use Eq. ??].

The two curves are shown, respectively, in Figs A-7 and A-8. The maximum

intensity modulation ratio measured was ∼ 1.3 for our configuration of polarizer

and analyzer. In contrast, per manual specification, the SLM’s maximum intensity

modulation ratio is ∼ 12000 for other polarizer/analyzer configurations. Since our

intensity modulation is small, we neglected it while designing our neural network

architecture.

Figure A-9 shows the variation of phase modulation with 8-bit gray scale values
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Figure A-5: Analysis of the influence of phase modulation in the formation of speckle
patterns for 220-grit diffuser. (a) Input image [99]; (b) Simulated speckle pattern for
the complex object; (c) Autocorrelation of the speckle in (b); (d) Simulated speckle
pattern for the pure-intensity object; (e) Autocorrelation of the speckle in (d); (f)
Element-wise ratios between the autocorrelations in (c) and (e).

Figure A-6: Quantitative analysis of the influence of phase modulation in the forma-
tion of speckle patterns. (a) 600-grit diffuser; (b) 220-grit diffuser.

and three piecewise linear segments fitted to the phase modulation curve to obtain

phase values varying linearly with gray scale values. The mean square error (MSE) of
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Figure A-7: Experimentally calibrated intensity modulation curve with error bounds
in the grayscale range of [0,255] for the SLM.

Figure A-8: Experimentally calibrated phase modulation curve with error bounds in
the grayscale range of [0,255] for the SLM.

the fit is 0.18. In Figure A-10 we fit a single linear segment to the phase modulation

curve with MSE of 0.19. All experiments in the main manuscript were done by

training neural network with phase values obtained by fitting 3 segments to the curve.
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Figure A-9: Phase modulation curve along with three linear segments fitted to the
curve.

Figure A-10: Phase modulation curve along one linear segment fitted to the curve.

A.3 Calibration of the transmissive SLM in the phase

modulation mode

In this section, we describe the approaches that we use to calibrate the intensity

modulation and phase modulation curves of the SLM used in the system.

The optical setup for calibrating the intensity modulation of the SLM is shown

in Figure A-11(a). We use a photon diode sensor (Newport, 818-SL) as the detector.

All the pixels of the SLM is driven by the same value 𝑉 (uniform) and the corre-
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sponding intensity values measured by the photon diode is recorded. By changing

𝑉 from 0 to 255 and repeating the measurement, we obtain the intensity modula-

tion curve as shown in Figure A-12(a), which is normalized to the intensity values

at 𝑉 = 0. The maximum intensity modulation ratio measured was ∼ 2.7 for our

configuration of polarizer and analyzer. In contrast, per manual specification, the

SLM’s maximum intensity modulation ratio is ∼ 1300 for other polarizer/analyzer

configurations. Therefore, we consider this intensity modulation is negligible and the

SLM can be approximated as a pure phase object.

Figure A-11: The optical setup for calibrating the (a) intensity and (b) phase mod-
ulation of SLM. SF: spatial filter; CL: collimating lens; P: linear polarizer; A: linear
polarization analyzer; SLM: spatial light modulator; DS: double slits; PD: photon
diode sensor.

Figure A-12: Experimentally calibrated (a) intensity modulation and (b) phase mod-
ulation curve with error bounds in the grayscale range of [0,255] for the SLM.

To calibrate the phase modulation of the SLM, we build the optical setup as shown

in Figure A-11(b). A double-slits mask is placed immediately after the SLM, making
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the system a Young’s interferometer. As a result, a set of interference fringes can be

observed at the CMOS plane. The SLM is driven in the half-half mode: the left-hand

half pixels is driven by a constant value zero and the right-hand half is driven by a

different value 𝑉 . Under paraxial approximation, the location of the central peak of

the interference pattern (constructive interference) can be determined as:

𝑥 =
𝜑(𝑉 )𝜆𝐿

2𝜋𝑑
(A.2)

where 𝜆 is the light wavelength, 𝑑 is the spacing between the two slits, 𝐿 is the distance

between the mask and the CMOS, 𝜑(𝑉 ) is the phase modulation of SLM when it is

driven by value 𝑉 [Assuming 𝜑(0) = 0rad]. Therefore, by gradually increasing 𝑉

from 0 to 255 and finding the central peak locations of the corresponding interference

patterns, we can determine 𝜑(𝑉 ).

In our experiment, we use a commercial double-slits mask (3B Scientific) with

spacing 𝑑 = 250𝜇𝑚 and slit width 𝑑 = 150𝜇𝑚. The distance between the mask and

the CMOS is set to be 𝐿 = 1000mm. The evolution of 1D profile of the fringes as 𝑉

increases from 0 to 255 is shown in Figure A-13, and the calibrated phase modulation

curve is shown in Figure A-12(b).

Figure A-13: Evolution of 1D profile of the fringes as 𝑉 increases from 0 to 255.
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Appendix B

Details about the neural network

architecture and training

B.1 IDiffNet

As described in Chapter 2, we use densely connected convolutional networks (DenseNets)

to construct our IDiffNet. Fig. B-1 shows the detailed architectures of the different

blocks used in our IDiffNet. Each dense blocks consist of three composite convolu-

tional layers and each layer connects to every other layer within the same block in

a feed-forward fashion. The growth rate 𝑘 is set to be 12 and the initial number

of filters is set to be 16. Each composite convolutional layer is comprised of three

consecutive operations: batch normalization (BN), rectified linear unit (ReLU) and

dilated convolution (DiConv) with filter size 5×5 and dilation rate 2. We use dilated

convolutions so as to increase the receptive field of the convolution filters. The down-

sampling transition block consists an average pooling operation with stride (2,2). As

a result, the dimension of the input to this block is reduced by a factor of 2 at the

output. The upsampling transition block increases the dimension of the input by a

factor of 2. This is achieved by the subpixel upscaling operation [144]. The dense and

downsampling transition block is built by placing a downsampling transition block af-

ter a dense block, while the dense and upsampling transition block is built by placing

a dense block after a upsampling transition block.
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Figure B-1: Detailed architectures of the different blocks in our IDiffNet

We used ℒ2 regularization with weight decay of 1𝐸 − 4 in all convolutional filters

initialized with random numbers from a Gaussian distribution. The same regulariza-

tion was used in batch normalization as well. A small dropout rate of 0.05 was set to

prevent overfitting. Because of GPU memory constraints, our IDiffNet was trained

with a mini-batch size 8 using ADAM optimizer in Tensorflow. We started the train-

ing with a learning rate of 0.001 and dropped it by a factor of 2 after every 5 epochs.

Additionally, we clipped the gradients at value 1 to stabilize the training. The neural

network was trained for 20 epochs with the training samples being shuffled at every

epoch.

B.2 PhENN

Fig. B-2 shows three different kinds of residual blocks (bottom row) composed of

residual units (top row). All residual units are composed of 2 sets of batch normal-

ization (BN), nonlinearity (ReLU) and a convolutional layer stacked one above the
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other. The strides for each convolution or convolution transpose filters are shown in

the figure. Short connections are either (a) direct connections that sum the input and

output for residual units that do not change the size of the input, (b) 1×1 convolution

filters for residual units that change the size of the input, (c) 1× 1 convolution filters

with stride (2, 2) for residual downsampling units, or (d) 2× 2 convolution transpose

filters with stride (2, 2) for residual upsampling units. A dilated residual block con-

sists two dilated residual units, which replace the convolution filters in the residual

units with dilated convolutional filters of dilation rate 2. All other convolution filters

in the network are of size 3 × 3 and convolution transpose filters are of size 2 × 2.

We used weight decay of 1E-4 in all convolutional filters initialized with random

numbers from a Gaussian distribution. All residual blocks are composed of two resid-

ual units. In our experiments, we observed that residual blocks composed of 3 residual

units (instead of 2) resulted in slightly lower mean absolute error (MAE) but much

longer training times. We set a small dropout rate of 0.02 between all layers to pre-

vent overfitting. We used the ADAM optimizer in Tensorflow to minimize the MAE

over the 10000 training samples with batch size 3. The batch size was constrained

by the memory available on the GPU. We start the training with a learning rate of

0.001 and drop it by a factor of 2 after every 5 epochs. Additionally, we clip the

gradients at value 1 to stabilize the training. We trained the neural network for 20

epochs shuffling the training samples at every epoch.
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Figure B-2: Detailed architectures of DRBs, URBs and RBs
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