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Abstract

In this thesis, I tackled, on two key fronts, the challenge of designing optimal cata-
lysts for a sustainable future built on renewables. On the efficiency front, I studied
electrochemical water-splitting, a reaction important for on-demand renewable en-
ergy conversion. I presented the electronic origin and feasibility of surface lattice
oxygen participation during the kinetic bottleneck of the water-splitting reaction on
perovskites with competing reactions, solvent effects and vacancy effects. On the
cost reduction front, I provided design guidelines based on electronic structure mod-
ifications that employ core-shell nanoparticle architectures to reduce the loading of
expensive noble metal catalysts.
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1.1 Motivation for Sustainable Energy Catalysts

The global economy depends on the transformation and utilization of energy. In the

18th century, the industrial revolution, which transformed the landscape of labor and

ushered in the age of machines, was driven by the combustion of coals to power steam

engines. Since the 20th century, oil and electricity became the backbones of every

indispensable aspect of our daily lives - automobiles, the light bulbs, refrigerators,

computers and so on.

According to the United Nations Development program, both human development

and economic development have a positive correlation with energy consumption [3].

Therefore, it is expected that the continued flourishing of mankind will only lead to

a larger consumption of energy, surpassing the current 4 tonne of oil equivalent (toe)

per capita in developed countries [4]. As with all things in life, energy is also a double-

edged sword. Since about 80% of energy generation in the world rely on fossil fuels [4],

the release of greenhouse gases in the process has an effect on the rising temperature of

the planet. Current policy measures to counter the aforementioned detriment include

imposing carbon taxes on CO 2 generation, subsidizing renewable energy industries

and implementing local as well as nationwide energy standards. These policy mea-

sures, however, cannot counteract the fact that delivering on-demand clean energy

to consumers is still very expensive. It is challenging to phase out fossil fuels with-

out putting a hefty price tag on either the state or everyday consumers. Therefore,

bringing down the cost and increasing the efficiency of the clean energy industry will

be the market force supplement to government intervention for a renewable future.

To do so, enhancing the performance and reducing the cost of the catalysts used

in the clean energy industry are of crucial importance. Catalysts are substances that

increase the rate of reactions by providing an alternative pathway for bond-breaking

and bond-making (Figure 1-1). As this alternative pathway has a lower activation

energy than that required without the presence of the catalyst, the overall energy

needed to drive the reaction forward is reduced. Many renewables-relevant reactions

depend on next-generation novel materials that act as catalysts to reduce the energy
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required to generate clean energy. This is intuitive because if a large amount of energy

is required to produce clean fuels or to store them, the value of these renewable sources

is compromised. For example, electricity supplies the energy for electrochemical water

splitting which produces hydrogen, a clean energy fuel. This process is also used to

store energy for on-demand energy conversion. If too much electricity is required, the

generation of that extra input electricity would reduce the net energy we can harvest

out of clean fuels. Therefore, electrochemical water-splitting use catalysts like metal

oxides [5] to reduce the input energy. Another example is biodiesel production which

relies on catalysts such as alkaline earth oxides [6]. If we can improve the efficiency

of these catalysts, less energy and less catalysts are required to support the clean

energy economy. In addition, if we can bring down the cost of these catalysts by

using cheaper alternative without compromising performance, we can reduce, on the

generation front, the price tag of clean fuels, making them more feasible and accessible

for large-scale adoption.

Path without catalyst
Ea

Reactant
Path with catalyst AG

Product

Reaction Coordinate

Figure 1-1: Schematics illustrating how a catalyst alters reaction energetics. The

reaction goes through a pathway with lower activation energy (Ea') with a catalyst

compared to that of the pathway without the catalyst (Ea). The Gibbs free energy

(AG) of the reaction is the energy difference between the reactant and the product.

AG stays unchanged when a catalyst is added.

In this thesis, two classes of materials are investigated to tackle both the efficiency

and cost fronts of improving current catalysts with sustainable energy applications.
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Specifically, a new mechanism that reduces the overall energy required to split

water using perovskites as catalysts is proposed and investigated. We show that

this new mechanism, which involves the direct participation of catalyst atoms in

the reaction, requires a lower theoretical overpotential than the previous consensus

mechanism, and therefore is a breakthrough point for increasing the efficiency of

electrochemical water splitting. In addition, we demonstrate the feasibility of this

mechanism on representative catalyst surfaces with solvation effects and competing

side reactions taken into consideration. We also propose the electronic origin of the

thermodynamic driving force for this new mechanism. Lastly, we evaluate how oxygen

nonstoichiometry affects the reaction energetics of the proposed mechanism on various

catalysts.

On the cost side, a detailed electronic structural understanding is presented for

transition-metal core-shell nanoparticles, which can reduce the amount of noble metal

loading in catalysis and therefore bring down the cost. We explain the mechanism

through which the core-shell architecture alters the performance of precious metal

catalysts and provide fundamental insights into routes of modification through which

they can be tuned to mimic the catalytic performance of pure noble metal catalysts.
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1.2 Perovskites and the Oxygen Evolution Reac-

tion for the Generation and Storage of Renew-

able Energy

1.2.1 Perovskites as Catalysts

Perovskite oxides have the general chemical formula of ABO 3 , where the B site ions,

usually a transition metal, form a corner-sharing octahedra of 0 anions, and the

larger A-site cations, usually rare-earth metals are 12-coordinated with 0 as shown

in Figure 1-2. Given the flexibility of the perovskite structure to accommodate a

wide range of A-site and B-site metals, it affords a vast chemical space where its

structural and electronic properties can be tuned to suit the needs of a particular

chemical reaction. In addition, perovskites' flexible tolerance for substitutions and

nonstoichiometry, be it in the metallic or the oxygen sites, provides further grounds

of exploration. The structural integrity of the perovskite structure depends on two

factors: accommodating the ionic radii of the composition and electroneutrality. In

an ideal perovskite, the structure is cubic and the ionic radii of the three species

should satisfy the Goldschmidt [7] tolerance factor (t):

t ?A -+ TO

VTB - O

where t is between 0.75 and 1 (ideal case). When multiple types of A-site or

B-site ions are present due to substitution, the positions of the oxygen are slightly

shifted to optimize for radii and charges [8]. In addition, orthorhombic, rhombohedral,

tetragonal, monoclinic, and triclinic symmetries are also observed to accomodate

deviations from the ideal structure [9-111. To preserve charge neutrality, the sum

of charges of the A-site and B-site ions should sum to 6 per 3 oxygens. This gives

rise to a wide range of substitutions allowed that satisfy the criterion. In a similar

manner, to accommodate oxygen excess, perovskites can use cation nonstoichiometry

to balance. For example, in the case of CaTiO 3, a combination of stoichiometric
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binary oxides CaO and TiO2 can exist with an excess of 1% TiO 2 [12]. In case of

oxygen defects, (A -site B-site strategies)

Thanks to perovskites versatility, they have proven to be a tunable class of ma-

terials with applications in many industrially relevant applications such as electro-

chemical water splitting [13-15], nitrogen reduction [16-18], carbon dioxide reduc-

tion [19-21], solar cells [22-24]and solid oxide fuel cells [25-27].

B site

A site

IOxygen

Figure 1-2: Illustration of the perovskite oxide structure. Yellow circles indicate B

site, blue circles indicate A site and grey circles indicate oxygen.

One key aspect to perovskites' versatility that makes them efficient, stable and

selective for a vast variety of chemical reactions lies in the fact that the metal-oxygen

bond in perovskites is highly tunable and can be employed to control surface binding

which is essential for reaction energetics [28]. Given that quantifying properties at the

atomic bond scale is time-consuming and challenging with experiments, theoretical

studies, such as those employing Density Functional Theory (DFT) which is the

central method of this thesis, become critical in accelerating materials discovery and

gaining critical insights into the fundamental physical forces governing the catalytic

behavior of perovskites.
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1.2.2 The Water Splitting Reaction

Two of the most important challenges to overcome in order to advance towards a

clean energy future are cheap and efficient energy production and high energy storage

per volume at scale [29]. Currently there are many limitations on these two fronts.

For example, electricity generated by wind or solar needs efficient storage and on-

demand conversion due to the intermittent nature of their generation. Hydropower

is costly and the interruption it introduces in natural waterways can have adverse

environmental effects.

The eletrochemical water splitting reaction, which produces hydrogen, is an im-

portant reaction to solve the above mentioned problems that both generates a clean

fuel and serves as a key technology for seasonal and portable storage of energy [30-32].

Currently, commonly employed methods for customer energy management,bulk and

renewables storage [33] include pumped storage hydropower, compressed air energy

storage, flywheels and batteries. Of these methods, batteries have the unique advan-

tage of being the most portable option and can be used in applications such as electric

vehicles. Li-ion battery has become a popular choice due its relative environmental-

friendliness compared to lead-acid batteries that use sulfuric acid and large amounts

of lead. In addition, lead has adverse health effects that upon exposure are detri-

mental to young children in particular [34]. In terms of operating conditions, Li-ion

batteries can operate at room temperature compared to around 3000 for many molten

salt batteries [35] this is of paramount importance for portable applications such as

electric vehicles.

Despite the popularity of Li-ion batteries, hydrogen as a fuel storage option offers

additional competitive advantages. Firstly, hydrogen has a 2 orders of magnitude

higher theoretical mass energy density compared to Li-ion battery as compressed

hydrogen has an energy density of 142 MJ/kg and Li-ion batteries sit at an energy

density of 0.6 MJ/kg. This enables hydrogen-fueled vehicles to have a shorter charging

time and travel further. Secondly, hydrogen has other applications in the chemicals

industry such as serving as a reactant in ammonia and synthetic natural gas.
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In water electrolysis, electrical energy is converted to chemical energy via the

formula:
1

H20-+ H2 + 02(1.1)
2

The electrical energy can be recovered through the reverse reaction where hy-

drogen and oxygen are combined in a combustion cell to produce water. Water

electrolysis can be coupled to wind, solar or geothermal where the electricity gener-

ated by these renewable sources are used to drive the electrolysis and the energy is

stored as hydrogen and oxygen. This coupling enables excess electricity to be stored

when supply is greater than demand and then converted back when the energy need

increases. A schematic of the energy flow is shown in Figure 1-3. Evidently, the role

of water electrolysis is two-fold: energy generation and energy storage. Through the

conversion of electrical energy to chemical energy stored in hydrogen, this energy can

either be harvested in a fuel cell to regenerate electricity, or stored as compressed

hydrogen for future use.

Water electrolysis has two half reactions, one takes place at the negatively charged

anode, the other at the positive charged cathode (Figure 1-4). At the anode, oxidation

takes place to generate oxygen with the following half reaction:

2H2 0 -+ 02 + 4H+ + 4e- (1.2)

This reaction is called the oxygen evolution reaction (OER).

At the cathode, reduction takes place to generate hydrogen as shown in the half

reaction below:

2H+ + 2e- - H 2  (1.3)

This reaction is called the hydrogen evolution reaction (HER).

The minimum cell voltage required to drive the reaction is given under standard

temperature and pressure as:
-AG 0

E = -AGO(1.4)
nF

where AGO is the Gibbs free energy under standard temperature and pressure, n is
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Figure 1-3: Schematic showing the storage and utilization of renewable energy via

water electrolysis. Energy generated from renewable sources can be supplied to the

electric grid for immediate usage, stored short-term, or drive water electrolysis which

produces hydrogen. The hydrogen produced can be used in hydrogen fueling, or used

later in fuel cells to produce energy that is supplied to the electric grid.

the number of electrons transferred during the reaction and F is Faraday's constant.

For water electrolysis, Eei is 1.23 eV [36]. As the OER is the thermodynamic and

kinetic bottleneck of the reaction, much research has been dedicated to finding a

suitable catalyst that both optimizes activity and stability [15].

Understanding the behavior of existing catalysts and designing the ideal OER

catalyst candidate both require detailed mechanistic insights of how the reaction

takes place on an atomic scale. Therefore, theoretical study affords a cost-effective

means to investigate the reaction mechanisms of OER. This thesis will discuss at

length a novel mechanism and dissect its kinetic and thermodynamic properties in

great detail.
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Anode (Oxidation)
2H20 -> 02+ 4H++ 4e-

E 0 =+1.23 V

Cathode (Reduction)
2H++ 2e- -> H2

EO = 0.00 V

Figure 1-4: Schematics showing the the two half reactions of water electrolysis.

1.3 Cost Reduction via Core-Shell Nanoparticles

1.3.1 Properties of Core-Shell Nanoparticles

Noble metals, metals that are resistant to corrosion and oxidation in moist air, such

as platinum and gold, make up 70% of the world heterogeneous catalyst market, and

experience a growth of 8% per year [37]. They play a key role in improving the

efficiency of renewables-relevant applications including fuel cells and water splitting

[38-41].

Their high activity and stability are key drivers of their demand but their scarcity

and high cost pose challenges for their long-term availability and economic feasibility

[42-45]. To implement infrastracture such as hydrogen storage through catalyzing

water electrolysis at a global scale, it is essential to discover new materials that

are cheap and sustainable to manufacture. To reduce precious metal usage, many

strategies have been employed. Most commercially available noble metal catalysts
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come in the form of nanoparticles dispersed on top of a cheap support such as an

oxide or carbon. However, this geometry suffers from problems such as poisoning,

dissolution and support degradation [46, 47]. Single atom catalysts and clustered

catalysts are also used but the lack of adjacent noble metal sites and high under-

coordination hinders their broad application [48]. One route for improvement is to

employ a core-shell architecture that has a noble metal shell which preserves their

catalytic abilities but replace the core with cheaper materials (Figure 1-5). This class

of materials is highly tunable as their size, shape, core material, core percentage,

shell thickness and composition can all be modified to suit the needs of a particular

reaction [48,49].

A+B C+D A+B C+D

Noble metal Chmap ore

Noble metal shell

Figure 1-5: Schematics showing the composition of a core-shell nanoparticle (right)
compared to a noble metal nanoparticle.

Despite these attractive properties, there are two challenges that need to be over-

come. Firstly, progress needs to be made on the synthesis front to achieve independent

control of core and shell properties. Secondly, in order to know what to synthesize,

theoretical studies need to be conducted to investigate how the core modifies shell

properties [48].
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1.3.2 Transition Metal Ceramic Core

To understand what materials make the ideal core, we first need to establish a set

of criteria governing properties desirable in a core material. These properties in-

clude: abundance, low cost, heat resistance, corrosion resistance, strong interfacial

interaction with shell without alloying, and synthetically feasibility [48]. One class of

materials that satisfy many of these criteria is transition metal ceramics. They are

transition metals with non-metal elements such as carbon, nitrogen and phosphorus

intercalated in the interstitial sites of the parent metal. They have been proven to

endure both alkaline and acidic conditions [50]. Furthermore, they exhibit noble-

metal like properties for example catalysis of reactions involving C-H bonds [51-53]

and have been used to modify the properties of noble metal catalysts [54-56]. In

addition, they have not been observed to alloy with noble metals [48].

Recent advances in the synthesis of transition metal ceramic core with noble metal

shell nanoparticles [57-59] have paved the way for further exploration of this class

of materials. Theoretical insight is needed to further elucidate structure-activity

relationships which is difficult to observe under reaction conditions.
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1.4 Summary of Thesis Scope and Significance

In this thesis, two key challenges in the quest for achieving a clean-energy future

are addressed, namely efficiency and cost, on two specific catalytic systems. On the

efficiency front, a new reaction mechanism that leads to overall the lowest overpoten-

tial for water electrolysis on perovskites is presented and its thermodynamic driving

force, as well as feasibility under various reaction conditions investigated. Secondly,

on the cost front, fundamental insights are obtained on a class of promising core-shell

materials which could guide the future design of economically viable, low precious-

metal-loading catalysts.

33



34



Chapter 2

Theoretical Background and

Methodology
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2.1 Theoretical Studies of Heterogeneous Cataly-

sis

Heterogeneous catalysis takes place at interfaces such as that between gas and solid,

or gas and liquid phases. Therefore, to study a reaction and its energetics, one not

only has to model the bond-breaking, bond-making and electron transfer that occurs

in the phase that the reactants are in, but also the reactants' interaction with the

catalytic surface. Since the way a catalyst modifies the reaction pathway and lowers

the energy barrier is through bonding with the reactants to modify the existing bonds

in the reactants, the surface-adsorbate interaction is of paramount importance in the

study of heterogeneous catalysis. In fact, the strength of this interaction has been

shown to determine reaction energies and therefore catalytic activities [1, 5, 60]. In

this section, the two most important concepts underlying this relationship are laid

out in detail.

2.1.1 Electronic Description of Adsorption

Since this thesis concerns heterogeneous catalysis where the adsorption site is a transi-

tion metal, we narrow our scope to the discussion of models most relevant to transition

metal catalysis. The most used model in this field to describe reactivity trends and

adsorption energy is the d-band model [61,62] as it has been verified experimentally

with X-ray emission (XES) and X-ray adsorption (XAS) spectra [1] and agree well

with both experimentally measured [63] and calculated adsorption energies [64].

Consider an adsorbate's interaction with a transition metal surface - this interac-

tion can be described in electronic terms as the coupling between the valence states of

the adsorbate and the s,d states of the transition metal [1]. This model is illustrated

in Figure 2-1, which is adapted from Reference [1]. We can consider the adsorption

energy then as:

AEads =AE, + AEd (2.1)

The first term describes the interaction energy between the adsorbate and the s
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band of the metal while the second term describes the interaction energy between

the adsorbate and the d band of the metal. All transition metals have half-filled

s bands (red band in Figure 2-1) in the metallic state. These bands are broad and

therefore cause a shift and a broadening of the adsorbate states. Since this interaction

does not vary much across transition metals, it does not contribute significantly to

the difference in bonding between an adsorbate and different transition metals. The

d states are more localized and therefore the d band (green band in Figure 2-1) is

narrower than the s band. As the broadened adsorbate band couples to the d band, it

is split into bonding and antibonding states. The filling of these states depend on the

d band level of the metal. The electrons will fill all the way to the Fermi level. If more

antibonding states are located below the Fermi level, these filled antibonding states

will destablize the overall adsorbate-metal system and therefore weaken the bond.

Conversely, if the antibonding states are less filled, the bond will be strengthened.

Vacuum Coupling to s states Coupling to d states

d EF

21

W
S

Adsorbate PDOS Metal PDOS

Figure 2-1: Adsorbate-metal bond formation schematics. Adsorbate valence bands
are shown in blue, metal s bands are shown in red and metal d bands are shown in
green. The filling of the antibonding state of the adsorbate-metal bonds determines
the bond strength. The higher the d-band level of the metal relative to the Fermi
level, the less filled the antibonding levels and the stronger the bond. Adapted from
Reference [1].

It is therefore evident that the filling of the antibonding states largely depend on
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the position of the d-band. Since the antibonding states are always above the d-states,

the higher the position of the d-band, the higher the position of the antibonding states

are relative to the Fermi level and therefore the stronger the bond due to less filling of

these antibonding states. In computational catalysis literature, a convenient indicator

for the position of the d band is called the d-band center, which is the energy weighted

average of the density of the d states.

One thing to note though is that as with all rules, exceptions do exist. When

electronegative adsorbates with almost completely filled valence shell interact with

metals with almost full d bands, the repulsion between the electrons will lead to a

reversal of the d-band model's predicted trend [65]. In this study, we did not apply the

d-band model to the absorbates that are exceptions to the rule and therefore can safely

assume the validity of the model on the systems we studied. As for the accuracy of

the calculated results, we corroborated our data with experimental evidence whenever

the model was employed.

2.1.2 Activity Volcanoes

To relate adsorption energies to the performance of a catalyst, one has to find a rela-

tionship that describes how adsorption energies of reaction intermediates are related

to the overall reaction energy. The French chemist Paul Sabatier proposed that the

optimal catalyst of a reaction should be one that does not bind reactants too strongly

because that would lead to poisoning which results in a catalyst surface completely

covered by species that do not desorb. The surface also should not bind the reactants

too weakly as the reactions would not proceed if reactants do not bind [66]. This rela-

tionship is represented in Figure 2-2. Catalysts on the left (yellow) leg of the activity

volcano (represented by the black triangle) bind the reactants too strongly, therefore

the reaction is limited by desorption that releases the products. On the other hand,

catalysts on the right leg (purple) of the activity volcano bind reactants too weakly,

therefore the reaction is limited by the binding of reactants to the catalytic surface.

The optimal catalyst lies in the red rectangle which binds the reactants just right for

the best reaction rate.
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Figure 2-2: Schematic representation of the Sabatier principle. The Yellow rectan-
gle shows reactants that bind too strongly (more negative bond strength indicates

stronger binding). The purple rectangle shows reactants that binds too weakly. The

peak of the volcano in the red region is where the optimal catalyst lies.

The task now is to find a suitable thermodynamic property that describes 'bond

strength'. Since the reaction rate depends both on the thermodynamic binding

strengths of the reactants and the kinetic activation barriers at the rate-limiting

steps, it is not straightforward to determine one property that could stand in for

bond strength. To simplify the situation, we can utilize the Bronsted-Evans-Polanyi

(BEP) relationship [67, 68] as substantial evidence supports its validity for surface

reactions such as those considered in this thesis [69-74]. Essentially, this relation-

ship relates the activation energy of a reaction to enthalpy of the reaction with the

equation:

Ea = + CEads (2.2)
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where Ea is the activation energy of the reaction, a and 3 are constants to be de-

termined for a particular species of a particular reaction, and Ea, is the adsorption

energy of that species on the catalytic surface. This means that for a system in which

the BEP relationship applies, there is a linear relationship between the activation

energy and the adsorption energy of a species. Therefore, one can use Es, as an

indicator of bond strength.

Obtaining Ead, is difficult and time-consuming for experimentalists. This is where

computational chemistry techniques can aid and speed up the identification of cata-

lysts on top of the activity volcano.
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2.2 Density Functional Theory

Density Functional Theory is one of the most popular tools in computational chem-

istry due to its balance of computational cost and accuracy. To illustrate this, we

must first begin with the time-independent, non-relativistic Schr6dinger's equation:

Hqj (X I1 X2, -. - -N, R1 R2, .. -- m) = Ej Tj(Xi1, X2, ...XN, R1, R2, .. -m -(M2-3)

where H is the Hamiltonian for a system of M nuclei and N electrons:

N M N Al N N M M

ft IE7 2_EEZ +ZEZZB (2.4)
i=1 A=1 i=1 A=1 r =A j>i M A=1 B>A

In the Hamiltonian, MA is the nuclear mass and ZA is the atomic number. The first

term describe the kinetic energies of the N electrons and the second term describe the

kinetic energies of the M nuclei. The third term describes the attractive electrostatic

interaction between the electrons and the nuclei. The fourth term accounts for the

repulsive interactions between the electrons while the fifth term describes the repulsive

interactions between the nuclei.

A first attempt in simplifying the solution is to introduce the Born-Oppenheimer

Approximation [75]. Since nuclei are significantly heavier than electrons, they move

extremely slowly as compared to electrons. Therefore, we can approximate the sys-

tem as electrons moving in a field of fixed nuclei. Under this approximation, the

second term in the Hamiltonian is reduced to zero as the kinetic energy of the nuclei

can be ignored. In addition, the repulsive potential introduced by nucleus-nucleus

interaction, which is the last term of the Hamiltonian becomes a constant. We can

therefore write down the electronic Hamiltonian as:

N N M N N
Heiec ZVZ -- + E EZ- = T + VNe + ee (2.5)

i=1 i=1 A=1 i=1 j>i 7

We can then divide the energy of the whole atomic system into two components,
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an electronic contribution and a nucleic contribution:

Etot = Eeec + Enue (2.6)

For the Eeiec part, the Schr6dinger's equation has 'Peec as the electronic wave function:

Hielec = Eelec4 elec (2.7)

We define the Coulomb potential arising from nuclear-electron interaction VNe as

a static external potential Zext and the rest of the Heec as F such that:

Vext = VNe (2.8)

F + Vee (2.9)

Helec = Vext + F (2.10)

Since F does not vary for all N-electron systems, the ground state To can be

completely determined by N and Vext. The electron density associated with To is:

no(r) ('Jo jhljno) = ]Jdr (X'o(r,r2 ,... rN)) 2

i=2

It can be seen here that the ground-state electron density no (r) is also a functional

of N and Vext. Hohenberg and Kohn postulated two statements that became the

foundation of Density Functional Theory: The external potential 17ext is uniquely

determined by the ground-state electron density and that the ground-state energy

can be obtained variationally by finding the density (the ground-state density) that

minimizes the total energy of the system [76,77].

To prove the first theorem, we can assume there are two external potentials that

map to the same electron density, no(r). Assuming these two external potential

corresponds to two ground-state wave functions 'jo) and |'IJ). We can thus write
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down two ground-state energies:

Eo= (qjO HPO) (2.12)

EO ' e AlWo (2.13)

If we instead apply H to I'IV) and H' to I'o), the Varionational Principle stipulates

that the energy we obtained will be higher than the ground-state energy obtained by

applying Hamiltonian to its corresponding ground-state wave function:

Eo < (I'K4KiH'0) (2.14)

EO1 < (Ko l' I'O) (2.15)

A series of algebraic manipulations of Equation 2.15 and Equation 2.14 would arrive

at the contradicting result of:

EO + Eo < E6 + Eo (2.16)

which proves that an external potential is uniquely determined by its corresponding

ground-state electron density.

This result has a few implications. Firstly, we can say that the ground-state elec-

tron density determines the Vext of its corresponding ft. Since 1 ext and N determine

H and the ground-state wave function |TO), they determine all ground state prop-

erties of the system. For a ground-state density n(r), since it determines Vext and

N, we can say it also has a uniquely defined F[n] = (9 4'). We can then write a

functional E,[n] which is a sum of F[n] and some arbitrary external potential V(r):

Ev[n] = F[n] + JdrV(r)n(r) (2.17)

With Ev [n] defined we can now move on to the second statement - for N electrons

in the external potential V(r) that has the ground-state energy E0 , E[n] > E0 . To
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prove this, we use IT) that is determined by n(r) with its corresponding external

potential Vez, as a trial state for:

(4 IH|4) = (T'F I) + (TIVZ4) = F[n] + JdrV(r)n(r) = Ev[n] > Eo (2.18)

by variational principle. Only when IT) is a ground-state for potential V(r) does the

equality hold.

We define a functional that takes the minimum value of the expectation value

with respect to 4') which give the density nr:

F[n] = min (TIPIT) (2.19)

We also define Ev[n] for a state I) [n] as:

Ev n] = (4nI + Vext|IT[n]) (2.20)

According to variational principle, we have:

Ev[n] > Eo (2.21)

where the equality holds only if I'T) = ITO).

For the ground-state density no we can write down:

F[no] < (4'oIl#4o) (2.22)

by definition.

Therefore,

Ev [no] Eo (2.23)

and

Ev[n] > Ev [no] = Eo (2.24)

which means Ev[n] is minimized by no and that minimum is when Ev[n] = Eo.
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Though we have defined F[n], its exact form is unknown. To simplify the task

of finding F[n], Kohn and Sham reformulated the problem by mapping a system of

interacting electrons to one that has non-interacting electrons [77]. This formulation

divide F[n] into three parts - the kinetic energy of the non-interacting system with

the electron density n(r), the classical electrostatic energy and a final term that takes

into account all non-classical interactions as well as the difference in kinetic energy

between the non-interacting system and the interacting system:

F [n] Tnon-interacting[n] +- drdr' ,(r)f(r) + Exe[n] (2.25)
2j-

By mapping the interacting electrons onto non-interacting electron orbitals, the

size of the total wave function of a system now scales linearly with N rather than the

Nth power where N is the number of electrons in the system. The only elusive part of

the Kohn-Sham formulation of F[n] is the Exc[n] term. The simplest approximation,

the local density approximation (LDA) of Exc[n], is to treat the electron density as

being uniform in space. One level up in complexity is the generalized gradient ap-

proximation (GGA) where the local gradient of the electron density is also taken into

consideration. There is also meta-GGA which further adds non-interacting kinetic

energy density to the electron density and its gradient.

In this thesis, the GGA functional revised-Perdew-Burke-Ernzerhof (RPBE) [78]

is chosen because it is one of the best functionals in obtaining catalytic energies among

GGA functionals [79] with an AECE (Average Error for Catalytic Energies)of 0.28

eV [79]. Since RPBE is a functional especially tested for atoms and small molecules

adsorption on transition metal surfaces against experimental data, it is suitable for

the system studied. In addition, we are deriving trends by comparing adsorption

energies on different surfaces for the same substrates or vice versa instead of making

claims based on the exact value calculated adsorption energies, we expect a degree of

systemic error cancellation.

45



2.3 Simulating Periodic Systems

In a solid state system, simulating one cubic millimeter of materials requires one to

account for number of atoms on the order of 1020, and even more electrons, which is

vastly expensive given current computational infrastructure available. Even though

we have reduced the computational cost drastically thanks to the Hohenber-Kohn-

Sham formulation of DFT, we need to exploit properties of solid state systems that

differ from atoms or molecules to further reduce the computational load.

In crystalline systems, the material is periodic in nature thanks to crystal sym-

metries. This periodicity allows computational materials scientists to simulate unit

cells that repeat in space with periodic boundary conditions.

To understand this, we start with Bloch's theorem [80]. In a perfect crystal

in which atoms are arranged periodically according to Bravais lattice vectors, the

system is invariant under translation along these vectors. The potential therefore, is

also periodic for all Bravais lattice vectors (R):

V(r + R) = V(r) (2.26)

We can define a translation operator TR for lattice vector R such that:

TRf(r) = f (r + R) (2.27)

Applying this operator to Schr6dinger's equation we have:

TRH(r) (r) = H(r + R),(r + R) = H(r)TRO (r) (2.28)

which shows that TR and ft are commutable and the translation operators commute

with each other:

TRTR' = TRTR = TR+R' (2.29)

Therefore, we can find states that are simultaneous eigenstates of both the Hamilto-
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nian and the translation operator:

H)=E )

TR I k) = c(R) IV)

(2.30)

(2.31)

For a set of 3 primitive lattice vectors {ai}, we can rewrite:

c(ai) = e 2
7xi (2.32)

Any R can be decomposed into a linear combination of the 3 primitive lattice vectors

and therefore:

c(R) eikR (2.33)

where

k = xig + x 2g 2 + Xg3 3 (2.34)

and gi is the reciprocal lattice vector that satisfies gi - ai = 27rT5i. We can then write:

TR(r) = V(r + R) = c(R)i(r) eikRV) (r)

which states Bloch's theorem.

We consider the periodic function u(r) that satisfies:

S(r) = e ikru(r)

We can then show that u(r) satisfies

If we express u(r) as a Fourier series, we have:
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(2.36)

u(r + R) =- u(r) (2.37)

u(r) = G3eiG-r
G

(2.38)



where G is the reciprocal lattice vector, we can then express the eigenstates of the

Hamiltonian and the translation operators, 1)0, as:

V)nk eik-r Unk (r) Cnk(G)ei(k+G)r (239)
G

Therefore, we can limit ourselves to solving for the wave function in s single cell over

many ks instead of over all space. These wave functions make up a plane wave basis

set. The indexing of bnk is such that n is called the band index which is of the order

of the number of electrons per unit cell and k is a Bloch vector which lies usually

within the first Brillouin zone of the reciprocal space lattice. In practice, we limit the

number of ks with a kinetic energy cutoff defined by:

I G+k12 <Ecuotff (2.40)
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2.4 Pseudopotentials

To describe strongly localized states and the nodal structures near the nucleus, we

need a particularly large number of plane waves (large k cutoff). To address this,

we use a frozen core approximation. The rationale behind this approximation is

that since core electrons do not participate in interatomic interactions, they can be

represented by a pre-calculated potential that is kept frozen during the simulation.

We then adopt pseudopentials - these potentials use nodeless effective potentials to

model core electrons but retain the nodal structures of the valence electrons. Be-

yond a cutoff distance from the nucleus, these potential match the exact potential,

which ensures the accurate modeling of interatomic interactions. The particular type

of pseudopotential employed in this thesis is called the Projector-Augmented-Wave

(PAW) method [81]. In this method, the wave function is decomposed as:

|n)= - (|) -- ) Epg e (2.41)

where n) is the pseudo wave function, 10i) is the all-electron partial waves from

radially integrating the Schr6dinger's equation up to within an augmented region close

to the nucleus, 4) is the pseudo wave function within the augmented region and Pi is

a projector function for each pseudo wave function within the augmented region that

satisfies Pi n )= 6ij. Essentially, to describe the region close to the atomic radius,

we subtract the pseudo wave within that region and add back an all-electron wave

which describes the region more accurately capturing nodal features. The package we

used which implements PAW pseudopotentials is called Vienna Ab initio Simulation

Package (VASP) [82]. It has been widely used in the simulation of adsorption energies

and catalysis [83-85]. In addition, as it is a commercial package with a large and well-

maintained pseudopotential library, as well as stable performance, it is chosen as the

DFT tool for this thesis. A final note here on the implementation of DFT - the

variation among different solution methods, be it all-electron or pseudized is smaller

than the variation among high precision experimnets for solid properties according
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to the most recent benchmarking in Science [86].

average deviation from all-electron methods is 0.0006 eV per atom.
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Chapter 3

Electronic Origin and Kinetic

Feasibility of Lattice Oxygen

Participation During the Oxygen

Evolution Reaction on Perovskites

Parts of this chapter has been published in the following two papers that I co-authored

[87] [88] with Dr. Jong Suk Yoo, Dr. Xi Rong and Prof. Alexie Kolpak.
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3.1 Introduction

In order to transition from using fossil fuels as a main source of energy to more sustain-

able energy forms, alternative sources of energy with cheap and efficient production

need to be identified. Hydrogen is one such candidate as its combustion in oxygen pro-

duces only water, with no harmful environmental consequences. The electrochemical

splitting of water the cleanest way of producing hydrogen as compared to approaches

that are still carbon-based such as steam-methane reforming [89-93]. In addition,

this reaction is highly valuable for energy storage applications that can tackle the

intermittent nature of renewable sources like wind and solar. The oxygen evolution

reaction (OER) is the kinetic bottleneck of the reaction and the quest to find a cheap,

highly active as well as stable electrocatalyst for OER has been challenging [94-97].

Perovskite oxides of the general form ABO3 where A is a rare-earth element and

B is a transition metal have shown great promise as electrocatalysts for water split-

ting [97-100]. For OER, perovskites demonstrate better performance than the more

expensive IrO2, which has one of the highest known activities for OER to date. Theo-

retical studies on the catalytic abilities of different combinations of A and B have led

to not only the discovery of new catalysts but also reaction mechanisms [101-103].

One mechanism is the adsorbate evolution mechanism (AEM), in which the adsorbate

is sequentially oxidized via

OH* - 0* -+ OOH* --+ 02(g) (3.1)

This mechanism is favorable for strongly binding perovskites such as LaCoO 3, while

the newly proposed lattice oxygen mechanism (LOM), in which the surface lattice

oxygen (Osurf) participates in the reaction, is favorable for weakly binding perovskites

such as LaCuO 3 [102,103]. A comparison of the mechanisms on an example perovskite

LaNiO 3 is shown in Figure 3-1.

My co-authors and I have demonstrated that the ideal perovskite with the lowest

overpotential requires 0 surf participation as the peak of the activity volcano for LOM

has been shown to be higher than that for AEM [88]. This is because, in the case of
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Figure 3-1: The illustration of the four charge transfer steps involved in AEM and

LOM over the NiO 2 terminated LaNiO 3 (001) surface covered with OH*. Note the

divergence shown in step 1 and (1), where in 1, the adsorbed OH* is oxidized to a

0* double-bonded to the surface while in (1), one oxygen comes out of the catalyst

(red) to form 00*. Please refer to Figure 3-5 for a model of the catalytic surface.

AEM, the free energy AG for OH* -+ OOH* has a constant value of 3.1 eV, which is

0.64 eV away from the ideal value of 2.46 eV (= 1.23 eV/step for 2 steps), therefore,

the smallest overpotential possible for AEM is 0.32 V (= 0.64 eV/2e). On the other

hand, in the case of LOM, AG for Vo + 00* -+ Vo + OH* has a constant value of

1.4 eV, which is 0.17 eV away from the ideal value of 1.23 eV, therefore, the smallest

overpotential possible for LOM is 0.17 V (= 0.17 eV/e) [88] (Figure 3-2).

This new mechanism was able to corroborate experimental results that contra-

dicted the predictions given by the consensus AEM mechanism. For example, Petrie

et al. [104] recently found that compressive strains as small as -1.2% can improve the

OER activity of LaNiO 3 , while tensile strains of up to +2.7% have the opposite effect.

To explain the experimental results with our theoretical study, we have obtained the

values of oxygen adsorption energies on various strained LaNiO 3 surfaces, and the

predicted overpotentials are shown by the overall OER activity volcano plot in Fig-

ure 3-3b. Interestingly, we find that compressive strain gradually weakens oxygen

adsorption energies on LaNiO 3, whereas tensile strain significantly strengthens it. As

a result, LaNiO 3 with a compressive strain of -4.0% has the lowest overpotential of
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Figure 3-2: Free energy diagrams for OER via AEM for (a) LaCrO 3, (b) LaNiO 3, (c)

LaCuO 3 , and via LOM for (d) LaCrO 3, (e) LaNiO 3 , (f) LaCuO 3 at pH = 0, T = 298

K, and zero applied potential (U = 0 V vs RHE). All adsorbates with * bind to the

transition metal site of ABO 3 (001) except HO-site*, which binds to the lattice-oxygen

site. In each plot, the value of the reaction free energy for the potential-determining

step (namely, the limiting potential) is shown in blue. The red arrows in (a), (b),
and (c) show that AGOOH - AGOH is relatively constant for AEM, with an average

value of 3.1 eV, whereas those in (d), (e), and (f) show that AGv,+OH - AGv 0 +oo is

relatively constant for LOM, with an average value of 1.4 eV

0.1 V, which is 0.1 V lower than that of strain-free LaNiO 3 . Thus, our overall volcano

successfully corroborates the experimental trend toward enhanced OER activity with

compressive strain on LaNiO 3. On the other hand, if we considered only the AEM

volcano shown as black lines in Figure 3-3b, we cannot explain the strain-induced

effect observed on LaNiO 3 , as the AEM volcano gives the opposite trend, with tensile

strain of +1.0% improving the OER activity of LaNiO 3 and any compressive strain

worsening it.

In addition, experiments employing in situ "0 isotope labeling showed that the

02 gas produced during OER on highly active perovskites such as Laj.SrxCoO 3_6 and

SrCoO 3-,, contains the lattice oxygen from the perovskites [101].

However, questions remain as to (1) a detailed understanding of the reaction

pathway through which Osurf participates in OER, (2) an explanation for different
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Figure 3-3: The shaded region in (a) shows the overall OER activity volcano that takes
into account both AEM (black) and LOM (red). The dashed line in (a) indicates the

equilibrium potential for OER (1.23 V). (b) Theoretical overpotential (= equilibrium

potential limiting potential) vs. oxygen adsorption energy for the region shown as

the black box in (a). Filled markers in (a) indicate the data points used to construct
the volcano based on calculations of the reaction energetics. Empty markers in (b)
indicate those added to the constructed volcano by calculating oxygen adsorption
energy per surface. They are LaNiO 3 surfaces with either tensile (+) or compressive
(-) strain relative to the lattice parameters of pristine LaNiO 3.

thermodynamic driving forces of Osurf participation on different perovskites, (3) the

competition between 0 surf participation and Osurf protonation that prevents Osurf

from leaving the perovskite surface, and (4) the feasibility of LOM under the OER

(oxidizing) condition that accounts for both the adsorbate-coverage and solvent ef-

fects. These effects are of particular importance when determining the mechanism on

moderately binding perovskites where AEM and LOM can compete closely. In this

chapter, we employ DFT to answer these questions. Theoretical insights gained from

this chapter provide a detailed understanding of LOM and provides guidelines for the

design of new perovskite catalysts that can react via LOM.
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3.2 Computational Details

In this thesis, free energy relations follow conventions defined in [5] except potential

shown in this manuscript are values versus RHE (reversible hydrogen electrode) when

the redox potential of the hydrogen evolution reaction in the same electrolyte is

recognized as the standard.

In this study we employ three model perovskite systems - the highly active LaNiO 3 (001)

as an example for moderately binding perovskites with an oxygen adsorption energy

of 3.21 eV relative to H2 0 and H2, LaCoO 3(001) with an oxygen adsorption energy of

2.46 eV relative to H20 and H2 for strongly binding perovskites that prefer AEM to

LOM, and LaCuO 3 (001) with an oxygen adsorption energy of 4.38 eV relative to H2 0

and H2 for weakly binding perovskites that prefer LOM to AEM. The (001) surface

plane is chosen for its stability [105,106] and experimental availability [107-110].

Spin-polarized calculations were performed using VASP [82], employing the PAW

[111] pseudopotentials with the RPBE [78] functional. We chose the Fast algorithm,

Accurate precision, and 4 x 4 x 1 Monkhorst-Pack [112] k-point mesh for all calcula-

tions with the energy cutoff of 500 eV and Gaussian smearing of 0.1 eV. The periodic

slab model for the MO 2 terminated LaMO 3 (M = Ni, Co, and Cu) (001) surface was

built from the bulk cubic phase using a 2 x 2 x 4 supercell. The periodic slab models

were separated by more than 17 AA of vacuum perpendicular to the surface plane.

The top two oxide layers of the slab models as well as the adsorbates were allowed to

relax until the forces on the individual relaxed atoms were less than 0.001 eV per A.

All adsorption energies were calculated in the low coverage limit of 1 (i.e., one of

the four surface nickel atom has a *OH adsorbed on it), unless noted otherwise, and

they were all referenced to gas-phase H2 0 and H2. The projected density of states

were calculated using a denser 12 x 12 x 1 Monkhorst-Pack k-point mesh for higher

accuracy.

Bader-charge analysis was conducted using the grid-based algorithm [113-116].

The activation barriers were determined using the climbing image nudged elastic

band (CI-NEB) method [117,118]. The solvation effects were investigated using the
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VASPsol [119,120] patch that implements the continuum solvation model with the

dielectric constant of water. The reaction free energies were determined using the

following equation: AG = (AE + Z\ZPE - TAS)ac - eURHE + AHsol . URHE = 0 for

non-electrochemical reactions. The zero-point-energy (zAZPE) and entropic (TAS)

corrections were determined for LaNi0 3 , and were used for all perovskites. These

corrections are shown in Table 3.1. The calculated solvation energy AH,01 values for

different reaction intermediates on LaNiO 3 are shown in Table 3.2. Finally, we also

considered 2 x 2 x 7 supercells with identical surface terminations on both sides of

the slab models (thus, non-polar in z direction) in calculating adsorption energies,

and found that the results are similar to those obtained with 2 x 2 x 4.

Species AZPE TAS AZPE - TAS A(ZPE - TS)

H2T o) 0.57 0.67 -0.10
H2(g) 0.28 0.40 -0.12 -
-OH 0.34 0.11 0.23 0.27

-0o (I) 0.07 0.06 0.01 -0.01
-0 (1) 0.08 0.04 0.04 0.02

-0o (TS for I -+ I1) 0.05 0.03 0.02 0.00
-OOH 0.43 0.28 0.15 0.17
-00 0.13 0.14 -0.01 -0.05

-00 (VO) (I2 and I3) 0.13 0.14 -0.01 -0.03
-00 (VO) (I41) 0.11 0.17 -0.06 -0.08

-00 (VO) (TS for I1 - I2) 0.11 0.08 0.03 0.01
-00 (Vo) (TS for I1 -+ I3-1) 0.10 0.15 -0.05 -0.07

-H 0.32 0.10 0.22 0.28

Table 3.1: Zero-point-energy and entropic corrections (in eV) obtained for different
adsorbates involved in OER. They are obtained for LaNi03 but are used independent
of the perovskite.
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Species /\Hsoi,species zX Hsoi

Clean -0.19 -
-OH -0.30 -0.11
-O -0.15 0.04

-OOH -0.40 -0.21
-00 -0.11 0.08

-00 (Vo) -0.15 0.04

Table 3.2: Enthalpy difference per site between intermediates in vacuum (dielectric
constant=0) and water solvent (dielectric constant=78.4), denoted as AHsoi-species,
AH, 01 denotes with respect to the clean surface.

3.3 Results and Analysis

3.3.1 Kinetic Feasibility of Lattice Oxygen Diffusion

As Figure 3-1 shows, the four charge-transfer (electrochemical) steps involved in AEM

[5,121] vs. LOM [88,99,101,103,122] diverge at step 1 when a lattice oxygen diffuses

out of the perovskite. The detailed reaction pathways possible for Osurf participation,

i.e., step (1) in LOM is illustrated in Figure 3-4. We can see that Osurf participation

may include step 1 in AEM (I -+ Io) depending on the stability of Io relative to I1, and

then requires additional non-electrochemical steps such as 0* diffusion from Nisurf to

Osurf (I -+ I1), followed by NisurfOsurf bond cleavage to form 00* bound to Nisurf via

the original 0* atom and a surface oxygen vacancy (Vo) (I1 -+ 12) or the cleavages of

both the NisurfOsurf and NisurrO* bonds to form 00* bound to Nisurf via the original

0 surf atom and VO (I1 -+ I3-1 -+ 13). Thus, it is essential to first study the kinetic

feasibility of all the non-electrochemical steps involved in Osurf participation before

comparing the thermodynamics of the four charge-transfer steps involved in AEM vs.

LOM, to determine which mechanism is more favorable for a particular perovskite.

A detailed scheme of all the reaction intermediates shown in Figure 3-4 is presented

in Figure 3-5.

Figure 3-6 shows the calculated reaction energetics of Io - I1 -+ I2/3 over MO 2

terminated LaMO 3 (001) (M = Ni, Co, and Cu). Note that 1o -+ I, does not denote

an actual reaction but whether I will form Io or I1 depending on which position of
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Figure 3-4: The detailed reaction pathways possible for Osurf participation, i.e., step

(1) in LOM. Solid arrows indicate electrochemical steps that involve charge transfers

from the water solvent, dashed arrows indicate non-electrochemical steps that involve

only adsorbates and the surface lattice oxygen (Osurf).

the adsorbed oxygen is more stable. Interestingly, we can see the final state (12/3) is

significantly more stable than the initial state (Io) by 2.2 eV and 1.0 eV for LaCuO 3

and LaNiO 3, respectively, whereas it is conversely less stable by 0.5 eV for LaCoO 3.

This can be explained considering the change in the oxidation state of the surface

M site (Msurf) between the two states. We find that 0* in Io binds to Msurf with a

double bond character as indicated by e.g. the NisurfrO* bond length of 1.68 A, which

is noticeably shorter than the Ni-O single bond length of 1.93 A in bulk LaNiO3. This

indicates the oxidation state of Msurf of 1o would be slightly more positive than the

nominal charge of M3+ in bulk LaMO 3. On the other hand, 00* in I2/3 binds to

Msurf with a single bond character as indicated by e.g. the NisurfrOO* bond length of

1.93 A. This indicates the oxidation state of Msurf of I2/3 would be fairly close to the

nominal charge of M3+ in bulk LaMO 3.

Bader charge analysis further confirms that I1 and 12/3 of LaNiO 3 and LaCuO 3

have oxidation states much closer to bulk M 3 + than Io (Figure 3-7). Since late tran-

sition metals such as Cu and Ni are electronegative (X = 1.90 and 1.91 by Pauling

scale [123]), and therefore have large fourth ionization energies [124] (IE = 57 eV

and 55 eV), compared to early transition metals such as Co (X = 1.88 by, and IE =
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Figure 3-5: Illustrations of structures of reaction intermediates for LaMO 3 in non-
electrochemical steps of LOM. The structures are optimized at surface coverage. TS
indicates transition states. The optimized structures here are for LaCuO 3.

51 eV), it is not surprising to find M(3+1+ (Io) being less stable than M 3+ (12/3) for

LaCuO 3 > LaNiO3 > LaCoO 3.

Figure 3-6 indicates that 0* is more stable on Msurf closer to Osurf (1o -+ 11) by
1.74 eV for LaCuO 3, 0.72 eV for LaNiO 3 , whereas it is less stable by 0.99 eV for

LaCoO 3. On the other hand, the variations in the reaction energetics of the actual

bond-breaking and -forming involved in Osurf interacting with 0* (I1 - 12/3) among

the different perovskites are relatively small as indicated by the reaction free en-

ergies being generally exothermic (and also the free-energy barriers being generally

surmountable at room temperature) for all three perovskites. This can be explained

considering that the electron density between the Msurf and 0* remains relatively
constant throughout I1 -+ I2/3 stabilizing the transition state for all perovskites (Fig-
ure 3-8).

The significance of these findings is that the extent of 0* preferring to sit closer

to Osurf (e.g. the energy difference between 1o and I1) can be a convenient thermo-

dynamic indicator for the kinetic feasibility of the overall Osurf participation for a
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Figure 3-6: The calculated Gibbs free energies of I0 -+ I1 -+ I2/3 for LaCoO 3 (top
panel), LaNiO 3 (middle panel) and LaCuO 3 (bottom panel). All energies are refer-

enced to I1.

given perovskite as subsequent reaction steps stay largely similar energetically. This

is tremendously useful for reducing the computational load of the screening of fu-

ture perovskite catalysts that will proceed via LOM as finding the transition state

from I, to I2/3 is computationally way more expensive that performing only geometry

optimizations for two structures Io and I1. We expect this conclusion to hold for

similar perovskites surfaces where Osurf and 0* are placed in similar electronic envi-

ronments compared to the three model systems investigated. If the B-sites are mixed

(Osurf between two different metals) on the surface, further investigation is required

61



0.00 r-

0

0)

CD

0

-0.051-

-0.10 }-

-0.151-

-0.201-

-0.25
Co Ni

1T] -
M-Il0

Cu

Figure 3-7: Bader charge difference between bulk M3+ and Msurf in Io, I1, and I2/3
of LaMO 3 (M = Co, Ni, and Cu). Negative value indicates the metal atom has less
electrons than M 3+ (i.e. M(3+)+).

to establish the validity of this claim for such cases.

3.3.2 Effect of Reaction Concentration on Reaction Energet-

ics

To better understand Osurf participation on moderately binding LaNiO 3 under the

oxidizing condition of OER, we have investigated the effect of OH* and 0* coverages

on the reaction energetics of 1 -- I1 h- 12/3, and found that the presence of these

adsorbates on the adjacent Nisurf slightly lowers the reaction energies and activation

barriers (Figure 3-9).
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Figure 3-8: The calculated electron densities of all reaction intermediates and transi-

tion states of LaNiO 3.

This can be explained considering that the adsorption of the oxygen species on

Nisurf destabilizes Osurf neighboring the Nisurf, thus promoting Q* diffusion from a

nearby Nisurf to the Osurf (I -+ I1) and also stabilizing the relatively oxygen-deficient

final state (12/3) that contains Vo. Furthermore, we have also investigated Osurf

participation on LaNiO 3 occurring at higher reaction concentrations, and found that

I -+ I1 -+ 12/3 remains exothermic until the reaction concentration is above 50% OH*

coverage, as shown in Table 3.3 and Figure 3-10.

Step 0=0.00 E=0.25 E=0.50 E=1.00

1 1, I -0.86 -0.68 -0.49 -

I1 1 I2 - -0.10 -0.10 0.48

Table 3.3: The reaction free energies (eV) of Osurf participation on LaNi0 3 at various

00* coverages. Here, the coverage (E) is defined as the number of adsorbates in the

supercell divided by the four Nisurf sites in the supercell.

We also crosschecked our results by using RPBE+U (Uff = 6.4 eV for nickel

[125]), and found that applying the U parameter significantly weakens 0* adsorption

compared to OH* or 00* adsorption, and therefore induces a higher oxidation state

for Msurf of 1o compared to e.g.; that of 12/3, further strengthening all the conclusions
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Figure 3-9: Effect of -OH (b) and -O (c) adsorption on reaction energies and activation
barriers of LOM on LaNiO 3.AG 1 is the enthalpic change from Io-to-I1 like interme-
diate, and AG3 is the enthalpic change from I1-to-I3 like intermediate. Numbers in
brackets indicate kinetic barrier.

40* 30* and 00* 20* and 200*

Figure 3-10: From left to right is an illustration of Osurf participation (Io -+ 12/3)
occurring on LaNiO 3 at 00* coverage of 0.00, 0.25, and 0.75, respectively.

made in this study (Figure 3-11).
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Figure 3-11: Projected density of states for the d states of Ni3 + in bulk LaNiO 3 (Nib),

and Nisurf of 1o (Nio) and 12 (Ni2 ), computed by RPBE and RPBE+U (Ueff = 6.4 eV

for nickel), respectively. Note that both methods yield similar shifts in the positions

of the d bands responsible for the changes in the oxidation state of Nisurf between Io

and 12. Thus, the U correction does not change any qualitative conclusions drawn in

this study.

3.3.3 Effect of Surface Protonation on Reaction Energetics

In addition, we discuss the possibility of Osurf participation competing with undesir-

able Osurf protonation on LaNiO 3. The left panel of Figure 3-12(a) shows the reaction
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energy of 0 srf protonation obtained in the low coverage regime of 0.25 ML on clean

LaNiO 3 (no other adsorbates on Nisurf sites). It can be seen that Osurf protonation is

highly exothermic (-1.37 eV), and therefore remains as exothermic by -0.14 eV under

the OER equilibrium potential of U = 1.23 V, indicating that Osurf protonation can

occur well before Osurf participation on some of the 0 surf sites. The electronic origin of

Osurf protonation being highly exothermic can be explained by comparing the pDOS

for the p states of different oxygen atoms in the LaNiO3 surface. For example, the

right panel of Figure 3-12(a) shows that the p band of Osurf is not fully filled with

electrons, indicating that Osurf is electronically not very stable due to its unsatisfied

valence, compared to the protonated surface oxygen (Oprot). With electron donations

from the adsorbed proton to Oprot, the p band of Oprot is entirely below the Fermi

level, resembling that of the lattice oxygen inside the bulk perovskite (Obulk).

However, Figure 3-12(b) shows that the reaction free energy of Osurf protonation

increases with increasing proton coverage on both the clean and OH* covered LaNiO.

As a result, the calculated reaction energy at the adsorbed proton coverage of 2 H*

is -1.25 eV and -1.65 eV on clean and OH* covered LaNiO 3 surfaces, respectively,

indicating that many of the Osurf atoms (precisely, six out of the eight Osurf atoms in

the supercell) stay unprotonated at 1.65 V, enabling Osurf participation (Figure 3-13).

3.3.4 Effect of Solvation on Reaction Energetics

We now compare the reaction free energies between AEM and LOM on the LaNiO 3

surface partially covered with OH* and protons under the water solvent implicitly

modeled as a homogeneous dielectric medium, and they are shown in Figure 3-14(a).

First, we can see that the inclusion of the solvation effect stabilizes polar adsorbates,

such as H*Osite, OH* and OOH* by 0.1 eV - 0.2 eV, whereas it has a negligible

effect on less polar adsorbates, such as 00* and 0* (Table 3.2). As a result, the

thermodynamic overpotential for the LaNiO 3 surface is increased by 0.1 V - 0.2 V for

both AEM and LOM as the potential limiting step for AEM is OH* -+ 0* (step 1

in Figure 3-1), and that for LOM is H*O-site OH* (step (4) in Figure 3-1). However,

notice that LOM is much preferred to AEM as the thermodynamic overpotential for
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Figure 3-12: (a) The calculated reaction free energy of Osurf protonation (left panel)

at URHE = 0 V (pH=0) on clean LaNiO 3, and the projected density of states for

the p states of different oxygen atoms in the LaNiO 3 surface (right panel). Obulk

indicates the lattice oxygen in bulk LaNiO 3 , Osurf indicates surface oxygen, and Oprot

indicates surface oxygen with proton adsorbed on top, and (b) The adsorbed proton

concentration dependent reaction energy of Osurf protonation on clean (pink) and 4

OH* (1ML) covered (light blue) LaNiO 3. The number of adsorbed proton is indicated

by H*, fully protonated surface has 8 H* adsorbed.

LOM (rq = 0.40 V) is found to be lower than that for AEM (r7 0.89 V) with the

adsorbate-coverage and solvation effects all included.

Furthermore, Figure 3-14(b) shows the dependence of the LOM energetics on the

reaction concentration. It can be seen that, as the LOM coverage increases from 1/4

(i.e., one of the four adsorbed hydroxyl species being oxidized to 02) to 1/2 (i.e.,

two of the four adsorbed hydroxyl species being oxidized to 02), the overpotential

decreases slightly. This indicates that LOM remains thermodynamically favorable as
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Clean, U=1.65V
4 OH*, U=1.65V

E -
1.00

INI
1.50

Figure 3-13: The adsorbed proton concentration and applied potential dependent
reaction energy of 0 surf protonation on clean U=1.65 V (magenta) and 4 OH* covered
U=1.65 V (dark blue).

long as the amount of Vo surrounding a Nisurf does not exceed one (LOM becomes

unfavorable at reaction coverage higher than 1/2 (Table 3.3 and Figure 3-10) because

it requires more than one VO forming around a Nisurf.
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Figure 3-14: (a) The free energy diagrams at URHE = 1.23 V for OER via AEM
(dark grey) vs. LOM (turquoise) on the LaNi0 3 surface covered with 1.00 ML of
OH* on the Ni sites and 0.50 ML of adsorbed protons on the 0 sites (note that
this is the surface on which Osurf protonation becomes endothermic under most OER
conditions) at the product (00*) coverage of 0.25 ML (i.e., one of the four adsorbed
hydroxyl species being oxidized to 00*) under vacuum (dashed lines) or the water
solvent implicitly modeled as a homogenous dielectric medium (solid lines). (b) The
comparison of the free energy diagrams for LOM between the two product (00*)
coverages of 0.25 ML and 0.5 ML under the water solvent model.

3.4 Conclusion

To conclude, we have shown, based on DFT calculations, that Osurf of a perovskite can

participate in OER via the non-electrochemical route in which adsorbed 0* diffuses

from Msurf to Osurf and then Osurf shifts out of the surface plane to form 00* and Vo.
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This reaction pathway is more favorable for more weakly binding perovskites such as

LaCuO 3. We found that the the preference of 0* sitting on Msurf or closer to 0 surf

is a convenient thermodynamic indicator for the kinetic feasibility of overall 0 surf

participation. We also show that the origin of Osurf participation can be understood

as Msurf recovering from the highly oxidized state to the electronically more stable,

lower oxidation state throughout the reaction. The different thermodynamic driving

forces of Osurf participation on different perovskites can be explained by the difference

in the transition metals tolerance towards high oxidation states.

To better understand 0 surf participation on moderately binding LaNiO 3 under the

highly oxidizing condition of OER, we have investigated the effect of OH* and 0*

coverages on the reaction energetics of Osurf participation, and found that the pres-

ence of these adsorbates on the adjacent Nisurf sites makes 0 surf participation more

favorable. Furthermore, we have also investigated the possibility of Osurf protonation

hindering 0 surf participation, and found that many of the 0 surf atoms stay unproto-

nated under the typical operating OER potential of about 1.65 V, thus enabling Osurf

participation. Finally, we have compared the reaction free energies between AEM

and LOM on the LaNiO 3 surface partially covered with OH* and protons in implicit

water solvent. As a result, we show that LOM is much preferred to AEM as the

overpotential for LOM is found to be much lower than that for AEM with reaction

concentration as high as 0.5 ML, thus contributing to a more complete understanding

of catalytic mechanisms on different perovskites for water-splitting.

Taken together, these results suggest that in order to break scaling relations and

find catalyst candidates that are even better than those on top of the consensus

volcano, the identification of new volcanoes is of crucial importance. Instead of dis-

missing the outliers of the consensus volcano, by focusing on them, we are able to

establish a new volcano that leads to the lowest theoretical overpotential for OER

and prove its feasibility as well as understanding its electronic structure origins.
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Chapter 4

Electronic Structure Analysis of

the Oxygen Evolution Reaction

Lattice Oxygen Mechanism for

Perovskites with Oxygen Vacancies

Parts of this chapter has been published in the following two papers that I co-authored

[87] [88] with Dr. Jong Suk Yoo Dr. Xi Rong and Prof. Alexie Kolpak.
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4.1 Introduction

The ideal simple perovskite with the chemical formula ABO 3 has a high tolerance

for defect formation. These defects take the form of cation defects, which could be

either A-site or B-site, and anion defects in the case of oxygen non-stoichiometry. In

the case of cation defects, A-site cation deficiency can occur without compromising

the structure as the B06 octahedra is very stable. B-site cation vacancies in contrast

are less common as it requires larger structural change [126]. Oxygen vacancies occur

more frequently than cation deficiencies. Oxygen vacancies in bulk and at interfaces

have generated many interesting structural and electronic phenomena. In perovskites,

they play important roles [127] such as materials hardening, aging [128-130], fatigue

[131] and facilitating oxygen ionic conduction via hopping mechanism driven by an

oxygen chemical potential gradient [132-134]. Small changes in oxygen vacancies have

leveraged large shifts in the catalytic properties of perovskites other oxides [8,102,

135-140]. In particular, oxygen vacancies near the surface of a catalyst alter reaction

energetics through altering the surface geometry and electronic structure [141-148].

Since the discovery of OER, no study has been conducted to examine how near-

surface oxygen vacancies alter the reaction energetics of OER, both kinetically and

thermodynamically. Since experimentally synthesized perovskites are often non-

stoichiometric [14,149-151], we investigate the effect of lattice oxygen vacancies on

the reaction energetics of Osurf participation. We identified trends that correlate ac-

tivation barrier of key reaction steps to oxygen concentration, and explained how the

B-site transition metal electronic properties affect a particular perovskite's tolerance

for oxygen vacancies with respect to LOM.

This study expanded the scope of the analysis provided in Chapter 3 to oxygen-

deficient perovskites and shed light on how oxygen defect engineering, combined with

modifying the B-site cation can tune a perovskite's likelihood to carry out OER

through LOM.
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4.2 Computational Details

In this study we employ three model perovskite systems - the highly active LaNiO 3 (001)

as an example for moderately binding perovskites with an oxygen adsorption energy

of 3.21 eV relative to H 2 0 and H 2, LaCoO 3 (001) with an oxygen adsorption energy of

2.46 eV relative to H 20 and H 2 for strongly binding perovskites that prefer AEM to

LOM, and LaCuO 3(001) with an oxygen adsorption energy of 4.38 eV relative to H2 0

and H 2 for weakly binding perovskites that prefer LOM to AEM. The (001) surface

plane is chosen for its stability [105,106] and experimental availability [107-110]. For

each perovskite, we have three oxygen concentrations, namely LaMO 3 (no oxygen

vacancy), LaMO 2.87 5 (one oxygen vacancy) and LaMO 2.7 5 (two oxygen vacancies).

There are two ways in which one vacancy can form in the sub-surface layer of the

periodic stable model we employed as shown in Figure 4-1 using I1 as an example.

The vacancy can form under the B-site on top of which is the adsorbed oxygen

(left), or it could form in an adjacent site (right). We built all reaction intermediates

for these two possible scenarios for thoroughness and chose whatever pathway was

thermodynamically more favorable.

01 01

Figure 4-1: The illustration of the two types of vacancies that can form in I1. Black
dotted circle indicates where the vacancy lies.

In the case of two vacancies, an illustration of is shown in Figure 4-2.

Spin-polarized calculations were performed using VASP [82], employing the PAW

[111] pseudopotentials with the RPBE [78] functional. We chose the Fast algorithm,

Accurate precision, and 4 x 4 x 1 Monkhorst-Pack [112] k-point mesh for all calcula-
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01

Figure 4-2: The illustration of two vacancies per unit cell in I1. Black dotted circle
indicates where the vacancy lies.

tions with the energy cutoff of 500 eV and Gaussian smearing of 0.1 eV. The periodic

slab model for the MO 2 terminated LaMO 3 (M = Ni, Co, and Cu) (001) surface was

built from the bulk cubic phase using a 2 x 2 x 4 supercell. The periodic slab models

were separated by more than 17 A of vacuum perpendicular to the surface plane. The

top two oxide layers of the slab models as well as the adsorbates were allowed relax

until the forces on the individual relaxed atoms were less than 0.001 eV per A.
All adsorption energies were calculated in the low coverage limit of (i.e., one of

the four surface nickel atom is has a OH* adsorbed on it), unless noted otherwise, and

they were all referenced to gas-phase H20 and H 2. The projected density of states

were calculated using a denser 12 x 12 x 1 Monkhorst-Pack k-point mesh for higher

accuracy.

Bader-charge analysis was conducted using the grid-based algorithm [113-116].

The activation barriers were determined using the climbing image nudged elastic band

(CI-NEB) method [117,118]. The reaction free energies were determined using the

following equation: AG = (AE + A ZPE - TAS)vac - eURHE + A Hsol. URHE = 0 for

non-electrochemical reactions. The zero-point-energy (AZPE) and entropic (TAS)

corrections were determined for LaNiO 3, and were used for all perovskites. These

corrections are shown in Table 3.1.

Crystal Orbital Hamilton Populations (COHP) analysis was conducted using the

LOBSTER suite [152-155]. The need for COHP analysis stems from the fact that just

by analyzing the density of states we cannot tell if the newly created states introduced

by perturbations to the system (creation of oxygen vacancies, oxygen diffusion out
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of the lattice etc.) are bonding or antibonding in nature. Using COHP analysis, we

are able to differentiate these states and therefore understand if newly created states

stabilize (form bonding states) or destabilize (form antibonding states) the system.
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Table 4.1: Reaction energies and activation barriers (in Gibbs free energy) for
LaCoO 3-6, LaNiO 3-6 and LaCuO 3-6 where 6 = 0.125 and 0.25. Note that the acti-
vation barriers are not obtained for the highly exothermic reactions or endothermic
reactions. Energies shown correspond to the lower energy path between 12 and 13
formation for each material.

4.3 Results and Analysis

4.3.1 Trends in Reaction Energetics

Firstly, we identified that for all three model systems studied, namely LaMO 3 where

M=Co, Ni, Cu, the one vacancy conformation shown on the left side of Figure 4-1

is more favorable LOM (Io less stable than Ii). We then calculated reaction energy

of I -+ I1 - I2/3 for LaMO 3, LaMO 2.875 and LaMO 2.75 where M=Co, Ni, and Cu .

When the reaction is highly endothermic, we did not calculate the reaction kinetic

barrier. The Gibbs free energies are shown in Table 4.1 which included zero-point-

energy and entropic corrections (For an illustration of each structure, please refer

back to Figure 3-4.).

As expected, 1o 1 I1 is highly exothermic for LaCuO 3 across all oxygen vacancies
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(6), moderately exothermic for LaNiO 3 and highly endothermic for LaCoO 3. We

also identified the trend that, when more lattice oxygen vacancies (6) are introduced

to the subsurface layer of LaMO 3-6 (M = Ni, Co, and Cu), the reaction energies

as well as activation barriers for I -9 I1 -- I2/3 increase. This can be explained

considering that Osurf participation, which involves reversibly subtracting a surface

lattice oxygen from the perovskite to form 00* and V0 , would be more difficult on

more oxygen-deficient perovskites as LOM is depriving the perovskite of oxygen even

more. However, the effect of the subsurface lattice oxygen vacancies is much smaller

for LaCu03- < LaNiO 3-6 < LaCoO 3-6 . For example, incrementally adding one oxygen

vacancy in LaCuO 3 only decreased the preference of I1 over 1o by 0.05 eV on average.

In contrast, the decrease was about 0.2 eV for the other perovskites. This can be

explained by the fact that though the effect of the subsurface lattice oxygen vacancies

is qualitatively the same for all perovskites (one vacancies leaves behind 2 electrons

nominally), late transition metals with high electronegativities can better tolerate the

electron-rich environment created by lattice oxygen vacancies. In the case of LaCuO 3,

due to Cu's ability to form stable +1 species, the introduction of vacancies does not

significantly affect its ability to react via LOM. On the other hand, LaNiO 3 is more

sensitive to vacancy formation and therefore is increasingly less likely to proceed via

LOM as more vacancies are introduced.

Evidently, the transition metals' most favored oxidation state contributes to the

determination of whether it prefers 1o or I1, as well as how many vacancies it can

tolerate without structural distortion that leads to instability. We established in the

previous chapter that the preference of I1 over 1o is an indicator of if a reaction will

proceed through LOM. We can see here that taking vacancies into consideration does

not alter our conclusion. As shown in the case of LaNiO 3, a decrease in the exother-

micity of Io -+ I1 when two vacancies are introduced made the following reaction

steps thermodynamically uphill. While in the case of LaCuO 3, an almost constant

exothermicity of Io -* I1 caused by Cu's ability to tolerate a low oxidation state after

vacancies are introduced, guaranteed the feasibility of the following reaction steps.
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4.3.2 Electronic Structure Analysis

Since 1o - I1 is the determinant of if a perovskite will partcipate in OER via LOM, we

take a closer look at the change in electronic structure of these two species. We plot

the projected density of states (PDOS) of the metal B-site in Io and I1 compared to

bulk metal for LaMO 3 (Figure 4-3), LaMO 2 .87 5 (Figure 4-4) and LaMO 2 .7 5 (Figure 4-

5).

The first feature to note is that in all three LaMO 3-6 , the Msurf in Io (red) has a

significant amount of states above the fermi level as compared to M3+ in bulk. This

indicates that Msurf in 1o is electron deficient compared to M 3+ in bulk as corrobo-

rated by bader charge analysis (Figure 4-6 red bars). In the cases of LaNiO 3-6 and

LaCuO 3 -6, 11 (shaded grey in PDOS plots), have significantly reduced states above

Fermi-level compared to 1o for all three oxygen vacancy concentrations which indi-

cates less electron deficiency as shown in Figure 4-6 where I1 of all three oxygen

vacancy concentrations for LaNiO 3-3 and LaCuO 3-6 show little electron deficiency or

even electron surplus compared to bulk. In LaCoO 3-6, the effect is less pronounced

as the PDOS of Io and I1 show less difference in states above the Fermi-level. For

LaCoO 3 and LaCoO 2 .8 7 5 , the Bader charges of I1 do not remedy the electron deficiency

of 1o significantly (Figure 4-6).

Here, we note that LaCoO 2 .7 5 with two oxygen vacancies presents an apparent

exception as I1 is 1.05 eV higher in energy than 1o (Table 4.1) but I1 seems to have

stabilized I by being less electron deficient. This can be explained as we delve into

the origin of the observed stability trends. The most stable oxidation state of Co

is +3 while that of Ni is +2, and Cu is +1 and +2. For the surface Co in I1 of

LaCoO 2.75 with two oxygen vacancies to accommodate the additional electrons left

behind through the creation of two oxygen vacancies, it has to go lower than its most

stable oxidation state and forms a highly distorted structure in which the CO-Oads

bond is strained to -8.1% of the Co-O bond distance in LaCoO 2.7 bulk (as compared

to -6.6% for LaNiO 2 .7 5 and -1.6% for LaCuO 2.7 5 in the same scenario).
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Figure 4-3: Projected density of states for the d states of M3+ in bulk without 0
vacancy (black), and Msurf in Io (red) and I1 (grey) for LaCoO 3 (top panel), LaNiO 3

(middle panel), and LaCuO3 (bottom panel).

4.3.3 Crystal Orbital Hamiltonian Population Analysis

We also conducted COHP analysis of the MsurfrO* bond of LaCoO 3-s, LaNiO 3-6 and

LaCu0 3 -6 for 6=0 (Figure 4-7), 0.125 (Figure 4-8) and 0.25 (Figure 4-9) for both Io

and I1 to examine how this transition shifts the occupation of the antibonding states

in this bond.

It is evident that close to the Fermi level, there are occupied states just below the

Fermi level that are antibonding (shown as positive in the COHP plots). Therefore,

these states destabilizing the system if occupied. In the cases of LaCoO 3-3 , we do
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Figure 4-4: Projected density of states for the d states of M3+ in bulk without 0
vacancy (black), and Msurf in I0 (red) and I, (grey) for LaCoO 2 .8 7 5 (top panel),
LaNi02.8 7 5 (middle panel), and LaCu02.87 5 (bottom panel). These perovskites are
obtained by removing one lattice oxygen atom underneath the two MsurfS of LaMO 3
(224) supercell. 0* in Io or I1 is adsorbed on one of the two Msurfs.

not observe a significant reduction of these occupied antibonding states going from

1 to I1 and therefore stablization in terms of energy is not observed in the reaction

energy diagram (Table 4.1). For LaCuO 3-j and LaNiO 3-6 , 11 has much less occupied

antibonding states than I0, therefore substantially stabilizing the system. This re-

duction is especially apparant in the case of LaCuO 3-3 where an expansive portion of

occupied antibonding states in Io is reduced to a much smaller peak in I1.

Therefore, from a bonding point of view, we can also explain why LaCuO 3-6 is
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Figure 4-5: Projected density of states for the d states of M3+ in bulk without 0 va-
cancy (black), and Msurf in 1o (red) and I1 (grey) for LaCoO 2 .7 5 (top panel), LaNiO 2 .75
(middle panel), and LaCuO 2.7 5 (bottom panel). These perovskites are obtained by re-
moving two lattice oxygen atoms underneath the two Msurfs of LaMO 3 (224) supercell.
0* in I[ or I1 is adsorbed on one of the two Msurfs.

most likely to proceed via LOM, followed by LaNi03-6. While for LaCo03-6, the step

that we identified as the thermodynamic indicator of LOM feasibility is not favorable

due to a lack of reduction of occupied antibonding states.

4.3.4 Bader Charge Analysis

To more quantitatively correlate the difference in thermodynamic driving forces of

Osurf participation on different perovskites described in the previous section to reac-
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Figure 4-6: Relative number of electrons of Msurf of 1o (red) and I1 (grey) of LaMO 3-6

(M = Co, Ni, and Cu; 6 = 0, 0.125, 0.25) relative to bulk M in LaMO 3.6 based
on Bader charge analysis. Negative value indicates a smaller number of electrons
(electron deficiency).

tion energies, we compared the relative Bader charges on Msurf of 1o, I1, and I2/3 of

LaMO 3-6 (6 = 0, 0.125, and 0.25) to the calculated reaction energies of Osurf partic-

ipation on LaMO 3-6. The charge we have chosen is the Bader charge relative to the

most stable oxidation state of the metal.

A comparison between Figure 4-10a and Figure 4-10b reveals that there is an ap-

parent correlation between the changes in the number of electrons in Msurf throughout

Osurf participation, and the energies of I1 and 12/3 relative to Io. For example, in the

case of LaCoO 3, the electron deficiency of Msurf (see Figure 4-10a, left panel) is not
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significantly alleviated by I0 -+ I1 or Io - 12/3. As a consequence, the energies of I1

and 12/3 are high relative to 1 (see Figure 4-10b, left panel) indicating endothermic

Osurf participation. For LaNiO 3 and LaCuO 3 the electron deficiency of Msurf is signif-

icantly alleviated by I -+ I1 or I --+ 12/3 (see Figure 4-10a, center or right panel). As

a consequence, I1 and I2/3 are energetically stabilized relative to 1o (see Figure 4-10b,

center or right panel) indicating exothermic Osurf participation.

These results support our hypothesis that the origin of the thermodynamic driving

force of Osurf participation can be understood as Msurf recovering from the highly

oxidized state to the electronically more stable, lower oxidation state throughout the

reaction.
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Figure 4-7: COHP analysis of MsurfrO* bond of LaCoO 3 (top panel), LaNiO 3 (middle
panel), and LaCuO 3 (bottom panel). Negative y-value indicates bonding contribu-
tion, positive y-value indicates antibonding contribution to the total energy of the
bond.
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(middle panel), and LaCuO 2 .8 7 5 (bottom panel). Negative y-value indicates bonding

contribution, positive y-value indicates antibonding contribution to the total energy
of the bond.
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Figure 4-9: COHP analysis of MsurfrO* bond of LaCoO 2.75 (top panel), LaNiO 2 .75
(middle panel), and LaCuO 2 .75 (bottom panel). Negative y-value indicates bonding
contribution, positive y-value indicates antibonding contribution to the total energy
of the bond.
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Figure 4-10: (a) The extra number of electrons in Msurf of 1o, I1, and I2/3 of LaMO 3-6
(M = Co, Ni, and Cu; 6 = 0, 0.125, 0.25) relative to that in the most stable transition-

metal cation (Co3 + or Co2+, Ni2 +, and Cul+ or Cu2+), obtained based on the Bader-

charge analysis. In cases where two transition-metal cations are known to be stable,
the average of the two is used. In (a), the x axis is arbitrarily positioned at y =
0.7, instead of y = zero, such that the trend in (a) can be more clearly compared to

that in (b). (b) The calculated energy differences between Io and 11, 10 and I2/3 on

LaMO 3-6.
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4.4 Conclusion

In this chapter, we have calculated the reaction energies from I -+ I1 - I2/3 for

LaMO 3-6 (M=Co, Ni, and; 6 = 0, 0.125, and 0.25) and observed that LaCuO 3-3

participates in LOM most readily, followed by LaNiO 3-6, while LaCoO 3-6 does not

participate in LOM. We further strengthened the conclusion reached in the previous

chapter that the energy difference between Io and I1 serves as a good descriptor for

whether a perovskite will carry out OER via LOM, even as we include various vacancy

concentrations. In addition, we observed that as oxygen vacancies are introduced into

the subsurface layer of the perovskite, LOM participation becomes more and more

difficult. This is because LOM requires oxygen diffusion out of the perovskite lattice,

which is more challenging on already oxygen-deficient perovskites. We also noted that

different perovskites have different tolerance for oxygen vacancy concentrations with

respect to LOM reaction barriers. LaCuO 3-3 can tolerate oxygen vacancies better than

LaNiO3-6 as reaction barriers did not become insurmountable due to the introduction

of oxygen vacancies. This can be explained by the fact that Cu can form stable +1

species while Ni prefers +2 as its most stable oxidation state. As a result, Cu can

tolerate more electrons left behind by the creation of oxygen vacancies.

To explain these observations we conducted PDOS, COHP and Bader charge

analysis. We concluded that for a particular perovskite, if 1o - I1 returns the PDOS

to be more bulk-like, LOM will be favorable as the charge state on the B-site is

stabilized. In addition, COHP analysis also showed that this return to bulk-like state

corresponds to the reduction of occupied antibonding states in the Msurf-O bond,

which stabilizes the system energetically. Finally, we correlated the change in Msurf's

deviation from the metal's most stable oxidation state to the energy of a particular

reaction, showing that Osurf will participate in OER if Msurf, through the reaction,

can reach a more stable oxidation state.
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Chapter 5

Structural and Electronic

Properties of Pt-coated Transition

Metal Carbide and Nitride

Nanoparticles

Parts of this chapter is under revision in the following paper that I co-authored [156]

with my experimental collaborators Dr. Aaron Garg et al.
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5.1 Introduction

Core-shell nanoparticles (NPs), where an inexpensive core made with earth-abundant

materials is coated with a noble metal shell, represent a new and exciting class of ma-

terials that display enhanced catalytic properties for reactions such as the oxygen

reduction reaction and CO 2 reduction [49, 157-164]. Not only are they cheaper to

manufacture compared to bulk metal nanoparticles, variations in core-shell compo-

sitions and thickness can also be used to tune the performance and selectivity of

these materials [165]. Early-transition-metal carbides (TMCs) and transition metal

nitrides (TMNs) are often used as catalysts for a wide range of reactions [51,166-174].

They are also ideal core materials due to their thermal stability, chemical stability and

affordability [57,175]. Our experimental colleagues have recently succeeded in synthe-

sizing TMN and TMC NPs with atomically thin Pt shells [57-59]. Since TMNs offer

an additional valence electron from N as compared to TMCs and N is more electroneg-

ative than C, the electronic properties of TMN NPs and TMC NPs are expected to

differ, as are their catalytic abilities. These NPs exhibit differing catalytic behaviors

compared to pure Pt NPs in terms of selectivity [58] and sinter-resistance [57]. How-

ever, a detailed explanation of these differing behaviors is still elusive and requires

further studies.

In this study, I collaborated with experimental colleagues Dr. Aaron Garg et al.

to elucidate the structural and electronic origins of the altered catalytic properties of

Pt-coated TiWN and Pt-coated TiWC NPs (Ti:W ratio ca. 10:90, particle size ca.

7 nm). There are a few experimental observations that require theoretical insights

for explanations. Firstly, it is observed through CO microcalorimetry measurements

that CO on Pt NPs show a large heat of adsorption while the same heat signature

was not observed on Pt/TiWN or Pt/TiWC [156]. Secondly, ethylene hydrogenation

turn-over-frequencies (TOFs) shows a trend of Pt > Pt/TiWC > Pt/TIWN at 45 .

However, when the NPs are prepared at a higher temperature, the TOFs on Pt/TiWC

and Pt/TiWN shows an order of magnitude drop [156].

In this chapter, I will present detailed analysis of charge transfer, density of states,
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atomic distances and coordination, as well as oxygen binding energies using DFT

which provide fundamental explanations to these experimental phenomena. In addi-

tion, physical insights gained from this study could provide further guidance for the

future design of TMNs and TMCs.
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5.2 Computational Details

Recent theoretical work has pointed out that in order to realistically model core-shell

NPs with an accurate description of surface and interface topology, a procedure called

heat-quench-exfoliation (HQE) should be applied [2]. The HQE method (Figure 5-1)

constructs a NP with excessive shell layers, heats the NP so that atoms find their

thermodynamically favorable positions, cools it, and then removes excessive shell

layers. This method prevents unrealistic initial guesses of core-shell NP topology and

provides a good starting point for temperature-independent DFT calculations. Since

the electronic properties of core-shell NPs vary drastically based on topology, it is

essential to find a realistic structure in order to predict their catalytic properties. It

has been demonstrated that geometrical structure and subsequent electronic structure

changes are responsible for altering the catalytic properties based on both strain and

ligand effects [176-182]. Therefore, in this study we employ HQE derived starting

structures for enhanced modeling accuracy.

Co re Crr

Figure 5-1: Schematic of the heat-quench-exfoliation (HQE) method. In this method,
multiple layers of the shell material are constructed on top of the core at first, then the
whole system is heated via ab initio molecular dynamics so that atoms have enough
energy to move to more favorable positions. The system is then cooled down and
the excess layers are removed. The monolayer is geometry optimized as a last step.
Adapted from [2].

Spin-polarized calculations were performed using VASP [82] with PAW pseudopo-

tentials [111] and the RPBE functional [78]. The Fast algorithm, Accurate precision,

and 2 x 2 x 1 Monkhorst-Pack k-point mesh [112] were used for all Pt/TiWC and

Pt/TiWN slab calculations with an energy cutoff of 520 eV and a Gaussian smearing

of 0.1 eV. The periodic slab models for Pt/TiWC and Pt/TiWN were built using the
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methods outlined in [2] separated by more than 17 A of vacuum perpendicular to the

surface plane.

Due to the high computational intensity needed for these calculations, 1 monolayer

of Pt-shell was modeled and, when comparing to experimental findings, extrapolated

to the 2 monolayer case. The Pt layer along with the top 2 layers of TiWC or TiWN

in the slab model and any adsorbates were allowed to relax until the forces on the

individual relaxed atoms were less than 0.001 eV per A. PDOS were calculated using

a dense 9 x 9 x 1 Monkhorst-Pack k-point mesh for accuracy.
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5.3 Experimental Techniques

As this chapter concerns a collaboration of experiments and theoretical modelling in

which I undertook only work for the latter, detailed experimental descriptions will

not be presented but can be found in our paper [156]. However, a brief overview

of the experimental techniques is provided here to guide readers unfamiliar with

these methods so that subsequent sections citing results from these experiments are

accessible.

Both techniques presented here are absorption processes of X-ray absorption spec-

troscopy (XAS). Though XAS is most known for probing atomic energy levels, it can

also be used to give experimenters information about the lattice such as nearest

neighbor distance and coordination number. In this study, both the energy level and

structural uses of XAS are employed.

5.3.1 X-Ray Absorption Near Edge Structure (XANES)

XANES probes the absorption process where a core level electron is excited by the

incident photon to a higher energy level. As each element has distinct energy levels,

as long as these energy levels are not in close proximity to each other, they can be

isolated and studied separately.

In this work, we used XANES to probe the Pt L 2-edge which is the transition

of 2 p1/2 to primarily 5d3/ 2 states. Due to spin-orbit coupling, the 5d states are split

into 5d3/ 2 and 5d5 / 2 states. The 5d5/ 2 states are probed by Pt L3-edge. However, its

energy is close to the W L2-edge therefore we could not use it in this study as our

material contains W. The intensity of the absorption peak at the top of the rising

edge (the white line) in the XANES spectra is a direct probe of the unoccupied d

states and can provide details about the valence d band above the Fermi level [183].

5.3.2 Extended X-Ray Absorption Fine Structure (EXAFS)

EXAFS probes the result of the interference of the final wave function of the absorbing

atom caused by resonant radiation and the backscattered electrons of neighboring
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atoms. As these modulations interact with the outgoing electron from core levels of

the absorbing atoms, the atom's environment in the lattice can be studied. Properties

such as interatomic distance, coordination number and mean-square disorder of the

interatomic distance can be fitted to the EXAFS region of the spectra [184]. This is

done by fitting the oscillatory part of the absorption coefficient to the following form:

X(k) = kR 2 Ai(k)e(2 2k 2 ) sin (2kri + <bO) (5.1)
n=1

where Ni is the number of atoms in the NIh shell, ri is the interatomic distance

between the atom of interest and the ith neighbor, Ai is the amplitude of the backscat-

tered electron, and <Do is the phase shift of the electron.
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5.4 Results and Analysis

5.4.1 Core-Shell Geometry

Experimental observation via EXAFS by my experimental colleagues have indicated

that Pt-Pt distance in pure Pt, Pt/TiWN and Pt/TiWC NPs are nearly identical,

indicating that the Pt shell layer retained its own lattice without adopting that of

the underlying substrate. Similar results have been observed in other core-shell sys-

tems [185,186]. It is also worth noting that the employment of the HQE method to

prepare a periodic slab for theoretical simulation is essential in obtaining this realistic

structure that matches experimental Pt-Pt distances [2]. To obtain the periodic slabs

that mostly closely resemble experimental structure for meaningful comparison, three

starting structures of Pt layers of varying numbers of Pt atoms (16, 18 and 21) per

layer in the unit cell are obtained via HQE for TiWN and TiWC respectively. The

average distances between Pt-Pt are measured and presented in Table 5.1.

Species Pt-Pt Distance (A)
16 Pt Atoms on TiWN 2.95
18 Pt Atoms on TiWN 2.71
21 Pt Atoms on TiWN 2.58
16 Pt Atoms on TiWC 3.06
18 Pt Atoms on TiWC 2.81
21 Pt Atoms on TiWC 2.67

Pt (111) 2.70

Table 5.1: Average Pt-Pt Distance in Pt Shell for HQE-obtained Structures

The more atoms per layer they smaller the average distance as expected. The

structures of 18 Pt Atoms on TiWN and 21 Pt Atoms on TiWC are chosen as they

have the closest Pt-Pt distance to Pt (111) surface. Schematics of these slabs are

shown in Figure 5-2. Since geometric effects are not significant given the similar

Pt-Pt bond distances in pure Pt and Pt coated core-shell NPs, we need to look at

ligand effects arising from bonding interactions between the Pt shell and the TiWC

or TiWN core to further understand the difference in their catalytic behaviors.
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Figure 5-2: Representative slab models for Pt/TiWC (top) and Pt/TiWN (bottom)

used in DFT calculations.

5.4.2 Changes in Electronic Structure due to Core-Shell In-

teraction

We posit that the observed difference in CO microcalorimetry and ethylene hydro-

genation are due to changes in CO adsorption energies as well as the adsorption

energies of key species in ethylene hydrogenation, namely, ethylene and hydrogen.

To understand these changes, we first analyze the d bands of surface Pt on pure Pt,

Pt/TiWN and Pt/TiWC as they hybridize with the bonding orbital of the adsorbates

to form bonding and antibonding states [187] and are thus key to understanding shifts

in adsorption energies. A schematic of the d-band model is shown in Figure 5-3. When

the metal d-band center increases with respect to the Fermi level, the antibonding

(d-u)* orbital becomes less filled and therefore stabilizes the metal-adsorbate bond.

As shown in the PDOS plot (Figure 5-4), Pt/TiWN has the lowest d-band center

of -2.94 eV, followed by Pt/TiWC's -2.87 eV. Pt(111) has the highest d-band center

at -2.37 eV relative to the Fermi level. We also observe the broadening of d-bands in
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Figure 5-3: Schematics of the d-band model.

the core-shell materials as the standard deviation of d-band energies for Pt increase

from 2.12 eV in Pt (111) to 2.30 eV in Pt/TiWC and 2.31 eV in Pt/TiWN. As W has

a large coupling matrix which quantifies the span of metal d-states [61], hybridization

of the shell Pt and core W d-states causes the d-band broadening of Pt by increasing

the d orbital overlap and a more extensive splitting of the orbital energy levels [188].

Compared to Pt, W has a large coupling matrix element, which is a measure of

the extent of the metal d states [61]. Thus, hybridization of the Pt and W d states

result in increased d orbital overlap for Pt and a consequently broadened d-band.

The d-band model also states that upon changes in the bandwidth, the d-band center

relative to the Fermi level should move higher or lower in energy in order to conserve

the d-band filling, and in this case, broadening of the Pt d-band caused a downshift

of the d-band center.

We further investigate if charge transfer from W to Pt could have played a role

in altering the Pt-states. Contour plots of the transferred charge density (Figure 5-

5) indicates a small charge transfer from W to Pt as W has a lower work function

compared to Pt. To quantify this, we plot the charge population analysis from the

integrated PDOS (Figure 5-6). The overall filling of Pt s, p and d states show an

increase for both Pt/TiWC and Pt/TiWN. This charge transfer effect could have
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Figure 5-4: Calculated Pt valence d band PDOS and d band centers aligned to the

Fermi level energy.

further contributed to the downshifting of d band centers in the core-shell NPs.

To summarize, we conclude that both band broadening due to the hybridization

of the d states between Pt and W, as well as charge transfer led to the downshifting

of the Pt d-band center. As shown in Figure 5-7, in order to preserve d-band filling

in light of the ligand effects due to interactions with the carbide and nitride core, the

Pt d band center lowers to conserve d band filling [188].

After analyzing the electronic structure of Pt, we proceed to explain the observed

differences in the adsorption and catalytic behavior of pure Pt and Pt core-shell NPs.

We can elucidate the CO microcalorimetry results based on the d band center shifts

of the core-shell NPs. A downshifted Pt d band in Pt/TiWN and Pt/TiWC results in

an increase in filling of the antibonding states (d-c-)* of the CO-NP adsorption system

and therefore destabilizes the adsorption, leading to negligible heat traces from CO

adsorption on these materials compared to pure Pt NPs. This is further corroborated

by in-situ Pt L 2-edge XANES measurements conducted by my experimental colleagues

of NP samples under 10% CO/90% He flow at room temperature [156] (Figure 5-8)

which showed a considerable increase in empty antibonding states upon CO adso-

prtion on Pt NPs compared to samples in environments with no CO flow, indicating
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strong adsorption [189]. In contrast, with or without CO, the spectra of Pt/TiWN

and Pt/TiWC remain unchanged, indicating no strong adsorption. Similarly, in the

case of ethylene hydrogenation, we conclude that the weakening in reactant binding

due to the downshifted d band center in Pt/TiWN and Pt/TiWC is a likely cause

of the reduced TOFs compared to pure Pt NPs as weaker reactant binding on the

catalyst reduces the rate at which the reaction could proceed.

5.4.3 Pt 5d3/ 2 and Pt 5d5 /2 States

DFT calculation has revealed that there is charge transfer to the Pt shell from the

cores (Figure 5-6). However, XANES spectra revealed that Pt on core-shell NPs has

more empty d-states than pure Pt NPs as indicated by the higher peaks of the former

(Figure 5-9).

In order to reconcile this apparent contradiction, we need to recall the fact that

Pt L2-edge XANES only probes the 5d3 / 2 of Pt not the 5d5 / 2 states. We propose

that although the total d occupancy increased slightly, the relative filling between
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Figure 5-7: Schematic representation of changes to the Pt d-band electronic structure

in core-shell NPs. Hybridization of Pt and W states and charge transfer from W to

Pt lead to a downshift in the d band center to preserve the band filling

5d3/ 2 and 5d5 / 2 states can change as a result of band broadening [1901. Assuming

the spin-orbit coupling energy between the 5d3 / 2 and 5d5 / 2 states remains the same,

the larger energy separation between the d orbitals in broadened d-bands should

promote the filling of 5d5 / 2 states and decrease the filling of 5d3 / 2 states [190]. Thus,

the increase in L2-edge white line intensity should not be attributed to an overall

increase in unoccupied d states, but rather to d-band broadening resulting in a lower

5d3/ 2 occupancy and a higher 5d5 / 2 occupancy. A schematic of this hypothesis is

presented in Figure 5-10.
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Figure 5-8: Pt L2-edge XANES spectra for Pt, Pt/TiWC, and Pt/TiWN after reduc-
tion under H 2 and followed by 10% CO/90% He flow at room temperature.

5.4.4 Effect of Core Oxidation

The last piece of the puzzle to be solved concerns the varied behavior of core-shell NPs

as catalysts for ethylene hydrogenation at different temperatures - TOFs drops an

order of magnitude as the temperature under which the core-shell NPs are prepared

drops from 2000 to 600' (Figure 5-12b). We postulate that one cause for the change

could be due to the fact that the core was not completely reduced at 200' as it is at

higher temperatures. Previous experiments indicated that W oxides require a high

temperature to be complete reduced [191]. Although the Pt shell is modeled by DFT

as fully covering the core, in experiments, pinholes and inhomogeneities in the Pt

coverage could allow the surface of TiWC and TiWN to be partially oxidized. These

surface W oxides could then disrupt the interface interactions between the core and

the shell Pt atoms.

We calculated the oxygen adsorption energies for the core materials which revealed

fairly strong oxygen binding for both TiWC (-5.38 eV) and TiWN (-3.72 eV). We then

constructed slab models with an oxygen atom intercalated between the core and the

shell as shown in Figure5-11. By analyzing the d-band structure of Pt on top of clean

TiWN/TiWC compared to that with an oxygen intercalated, we find that the latter
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Figure 5-10: Schematics showing a downshift in the d-band center to preserve the

band filling, and a shift in the 5d3 / 2 and 5d5 / 2 occupancies.

resulted in a slightly less downshifted Pt d band center compared to (Tabl e5.2). The

d band center of Pt with 0 intercalation is still significantly lower that that of pure Pt

(111). However, the d band center shift due to ligand effect of the core was reduced

when W oxides are present on the core surface.

These results are further confirmed by the fact that Pt L2-edge peak increased

considerably after re-carburization at 600', supporting the hypothesis that surface W

oxidation weakened the interaction between the Pt shell and the TiWC core at lower

temperatures (Figure 5-12a). In addition, analysis of the in situ W L3-edge EXAFS

spectra after re-carburization confirmed that W oxides were depleted and that the

103



re-carburized TiWC core features matched closely with those of an unoxidized carbide

structure.

Side View Top View
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Figure 5-11:
TiWN/TiWC

Schematics showing oxygen intercalated
cores.

between Pt shell and te

Species clean (eV) with 0 intercalation (eV) (A)
Pt (111) -2.37

Pt/TiWC -2.87 -2.82 (-2.72*)
Pt/TiWN -2.94 -2.87 (-2.84*)

Table 5.2: Pt d-band centers from DFT calculations comparing with and without
an oxygen atom intercalated between the Pt overlayer and either TiWC or TiWN. *
indicates Pt d-band center for the 3 Pt atoms closest to the oxygen atom.

Therefore, the higher TOFs for the core-shell NPs prepared at 2000 as compared

to 600' result from the fact that the presence of surface W oxides on the core shifts the

d band center of Pt up compared to a clean core without W oxides. Consequently, the

adsorption system has a less filled antibonding state, resulting in stronger adsoprtion.

This strong binding of ethylene and hydrogen leads to higher TOFs as the surface

coverage of adsorbates are increased.
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Figure 5-12: (a) Pt L2-edge XANES spectra for Pt, Pt/TiWC, and Pt/TiWN after

reduction under H2 at 3000 and Pt/TiWC after re-carburization under CH4 /H 2 at

600 . (b) TOF for ethylene hydrogenation at 450 with C2H4 :H2 ratio = 1:1 after

sample pretreatment by reduction under H2 or re-carburization under C2H 4 :H2 .

5.5 Conclusion

In this study, we have shown with DFT calculations how the electronic structures of Pt

is modified from its bulk state as interacts with core materials TiWC and TiWN. Our

simulation confirmed, together with experimental evidence that Pt does not match

the lattice of the core material but instead maintains a Pt-Pt distance almost the
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same as pure Pt NPs. Therefore, we trace these electronic structure modifications to

ligand effect arising from Pt interacting with cores rather than strain effects. Through

further analysis, we determined that the broadening of Pt d band as it hybridizes with

W d states, as well as charge transfer from W to Pt lead to a lower d band center for

Pt in Pt/TiWN and Pt/TiWC compared to pure Pt. Consequently, these core-shell

NPs binds less strongly to adsorbates due to the more filled antibonding states in the

adsorbant-adsorbate system accoridng to the d-band model. This conclusion explains

CO microcalorimetry measurements which showed weaker CO binding, as well as

the lower TOFs observed for ethylene hydrogenation on Pt/TiWN and Pt/TiWC

compared to pure Pt.

Furthermore, we revealed that at low temperatures, partial oxidation of the W

core leads to a shell Pt d band center that is closer to that of pure Pt, therefore

resulting in stronger binding of adsorbates. This explains the temperature effect on

the reactivities of ethylene hydrogenations.

This theoretical investigation not only explained experimentally observed changes

in catalytic behaviors of TMNs and TMCs compared to TM NPs, but also demon-

strated the importance of a detailed understanding of the electronic structure on

elucidating the structural and chemical properties of core-shell materials. The de-

tailed physical insights obtained via DFT provide invaluable guidance for the future

design of catalysts that could be tuned for reduced CO poisoning in reactions such

as hydrogen oxidation reaction which suffers from CO poisoning on pure Pt, as well

as catalysts for selective hydrogenation reactions.
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Chapter 6

Summary and Outlook
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6.1 Summary

In this thesis, I presented efforts on two key fronts of designing optimal catalysts for

a sustainable future built on renewable energy sources.

Firstly, on the efficiency front, I discussed a new activity volcano based on the

recently discovered reaction mechanism with oxygen participation from the catalyst

perovskite oxide itself for the oxygen evolution reaction, the bottleneck of electrochem-

ical water splitting. Using model systems representing perovskite oxides with different

binding strength to oxygen, I proposed for the first time a thermodynamic driving

force for oxygen participation from the catalyst, not based on abstract descriptors

but fundamental physical properties of transition metals derived from the periodic

table. I extended this explanation further to include subsurface oxygen vacancies

as experimentally synthesized perovskites are often nonstoichiometric. I introduced

a method of gauging a perovskite's reactivity tolerance to oxygen vacancy, namely,

the varying degrees of stress imposed on the transition metals based on their most

stable oxidation state. In addition, I considered the effect of competing reactions

and the solvent environment, thus demonstrating oxygen participation is feasible on

moderately binding perovskites with these factors taken into account.

Secondly, on the cost front, I collaborated with experimental colleagues to eluci-

date how the electronic structure of noble metal Pt is modified in core-shell nanopar-

ticle architectures where a monolayer thickness Pt shell surrounds a TiWN or TiWC

core. Specifically, I isolated ligand effect as the key driver of Pt electronic structure

modification instead of geometric effects. In addition, I used a d-band model taking

into account the limitations of experimentally probing the empty d-states of Pt due to

spin-orbit coupling to explain the observed catalytic activity modifications measured

by my experimental colleagues. Lastly, I investigated the effect of core oxidation on

the shell's electronic structure and provided an additional route to shell modification.
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6.2 Outlook

On the perovskite front, the following are the two most intriguing areas of future

research to me.

Firstly, the emergence of a brand new activity volcano for OER with a lower

theoretical over potential compared to the consensus mechanism points to one thing

- the discovery of new mechanisms is a promising route to break scaling relations

of catalysis and reduce overpotentials. One class of reaction mechanisms that hasn't

been explored thoroughly at the writing of thesis is that involving mixed B-sites. The

'synergy' often observed in certain transition metal combinations such as Fe and Ni

of course can be attributed to eletronic effects. However, it is also possible that new

reaction mechanisms that involve multiple reaction sites for different steps is the key

in reducing reaction barriers. For example, given how sensitive the reaction barrier

is to transition metal's tolerance to extra electron, it would be favorable for reaction

steps that prefer an electronegative environment to take place on later transition

metals and vice versa.

Secondly, in order to further tune the charges on the reactive sites, more complex

perovskite structures can be exploited. The work done in this thesis is based on

simple perovskites with the chemical formula ABO 3, there are more complex layered

perovskites where the ABO3 units are separated by sheets of other compositions. For

example, in Ruddlesden-Popper phase perovskites, the ABO 3 layers are sandwiched

between two AO layers (rocksalt layer). The Ruddlesden-Popper phase series has

the general formula An, 1 Bn03n+1 , where n indicates how many layers of ABO 3 is

sandwiched between two AOs. A schematics representing the Ruddlesden-Popper

phase for n=1, 2, and 3 is shown in Figure 6-1.

Taking the Ruddlesden-Popper phase of LaNiO 3 as a model system, I have con-

ducted preliminary research to examine how this phase alters the electronic structure

of perovskites and the trend as n increases. I first investigated the charge distribu-

tion on A and B sites compared to the simple LaNiO 3 structure. In terms of bulk

charge distribution (Figure 6-2), we can see that as n increases, the bader charge on
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Figure 6-1: Schematics showing structures of n=1, 2 and 3 Ruddlesden-Popper phase
perovskites.

both the A sites and B sites increases while that in the rocksalt insertions do not

change. On the BO terminated surface (Figure 6-3), the charge of the B site where

both AEM and LOM take place can also be tuned by varying n. This indicates that

we now have another dimension, in addition to changing B site elements that can

be exploited to tune perovskite properties which is how much AO insertion there is.

Most importantly, as Ruddlesden-Popper phase have been shown to be more stable

than simple perovskite phases in certain compositions, we can possibly also improve

the stability and therefore the durability of this class of OER catalysts through this

route [192].

On the core-shell nanoparticle front, I propose the following two routes for further

research.

Firstly, the HQE method employed in this thesis requires tremendous computa-

tional efforts. Due to the significant number of steps of ab initio molecular dynamics

involved, the size of the periodic slab is limited and investigations of thicker shell lay-

ers impose further computational cost. However, as obtaining accurate geometrical

structures for core-shell nanoparticles is extremely important (in our case, if the Pt-Pt
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Figure 6-2: Bader charge on La and Ni of bulk n=1, 2 and 3 Ruddlesden-Popper
phase perovskites. Simple perovskite LaNiO 3 is denoted as n=oo since there is no
AO insertion.

distance is not accurate, we could have attributed the electronic structure modifica-

tion to strain effects), one cannot simply resolve to geometry optimization without

HQE to save computational cost since the geometry obtained have been proven to

be unrealistic [2]. Therefore, new methods should be explored that strike a compro-

mise between obtaining accurate structure and reducing computational cost. Though

none has been applied to core-shell nanoparticles, there are promising machine learn-

ing algorithms that explore the phase space of surface structures more efficiently than

iterating through them one by one with DFT. For example, some of them employ ge-

netic algorithm [193-195], some employ Gaussian process [196] and ab initio grand

canonical Monte Carlo [197]. The feasibility of these methods as applied to core-

shell surfaces and interfaces can be tested to reliably speed up the identification of

realistic structures for this class of materials. The eventual goal is to produce phase

diagrams for many core-shell combinations of interest at various temperatures and

gas pressures, so that the d band center of the surface can be precisely pinpointed

and selected for reactions of interest.
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Figure 6-3: Bader charge on surface layer of Ni and subsurface layer of La for BO
terminated n=1, 2 and 3 Ruddlesden-Popper phase perovskites. The subsurface layer
is chosen to be the inserted AO layer to examine maximum deviation from the surfaces
of BO terminated simple perovskites. Simple perovskite LaNiO 3 is denoted as no0
since there is no AO insertion.

With a more efficient way of obtaining structures that reflect the experimental

reality, the next step is to explore the stability and activity of many combinations of

core-shell materials for a wide range of catalytic reactions that currently require pure

noble metal or other rare or expensive catalysts. As this thesis has demonstrated,

one interesting property of Pt/TiWN and Pt/TiWC is that the extent of core oxi-

dation is temperature-sensitive and therefore Pt's electronic structure is modified to

different extents at different temperatures of reduction. This property would allow us

to selectively tune core-shell materials based on the required reaction temperature of

particular reactions. With reliable starting structures, we can then set out to explore

the interaction of surfaces with a wide range of substrates of interests and obtain free

energy diagrams starting with a cheaper core-shell surface with d band characteristics

that most closely resemble the best catalyst available.
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