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Abstract

In this study we develop a capacity planning model to determine the required number of physicians for an outpatient system with patient reentry. First-visit (FV) patients are assumed to arrive randomly to the system. After their first appointment, the FV patient may require additional appointments, and will then become a re-visit (RV) patient; after each appointment an RV patient will require subsequent visits with a given probability. The system must achieve a set of targets on the appointment lead-times for both FV and RV patients. Furthermore, the system must have sufficient capacity to assure that a given percentile of FV patients is admitted. We develop a deterministic model that finds the required capacity over a finite horizon. We establish the tractability of the deterministic model and show that it provides a reasonable approximation to the stochastic model. We also demonstrate the value from knowing the demands in terms of the required resources. These conclusions are numerically illustrated using real data from the Urology outpatient clinic of the studied hospital.
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1. **Introduction and literature review**

The long time for an outpatient to get an appointment has become a crucial concern of the Singapore Ministry of Health (MOH). Thus, the MOH has required its hospitals to maintain better control over its appointment lead-times; in particular, the MOH has set targets for each hospital for the median, 95th percentile, and 100th percentile of the patients’ appointment lead-time. This requirement is particularly challenging for Tan Tock Seng Hospital (TTSH) (e.g., Urology specialty), which is a government hospital, due to the re-entry characteristics (Nguyen et al., 2015) of the admitted patients. After each visit, the physician decides whether a return visit is warranted for the patient, and if so, then prescribes the return interval (e.g., come back in three to four weeks) and the length of his/her appointment (the length of the return appointment is shorter than that of the first appointment in TTSH’s Urology clinic). Although the hospital has made improvements in mitigating and reducing the no-show rate, it has struggled in its efforts to meet the MOH appointment lead-time targets. Hospital managers and physicians have identified inadequate planned capacity as being a crucial source for both the long appointment delays, as well as the unacceptable level of patients’ requests that cannot be accommodated within the normal clinic schedule. These latter requests are termed to be rejected, and the patients are sent to an open session for the clinic. Thus, there is a need for an improved approach for capacity planning so as to improve the system’s performance as well as to meet the MOH targets on patients’ appointment lead-time. This study determines how many physicians are needed to serve the uncertain patient demand accounting for both the appointment lead-time targets and the patient re-entry.

Capacity planning for outpatient appointment systems, as evidenced within TTSH, has been a challenge and interesting field to many researchers (Ahmadi-Javid et al., 2016). Previous research has taken different approaches to determine the necessarily planned capacity. Some studies focus on how to allocate the available capacity to the accepted admission requests to optimize the performance measurement. Other studies attempt to determine the capacity that is required to achieve performance targets for a given level of patient arrivals. The former studies are termed as the resource allocation problem, while the latter ones are the capacity design problem.

For the resource allocation problem, Qu et al. (2007), Qu et al. (2011), and Qu et al. (2012) considered how to optimally manage the arrival demands for each type of patients (walk-
in and advanced booking patients), so as maximize the number of patients seen. The authors optimized the percentage of appointments held open per session, and developed a mathematical function of the number of patients seen, for different no-show rates. The authors assumed that the arrival distributions are known and the number of scheduled patients is predetermined. Qu et al. (2007) and Qu et al. (2012) investigated a single horizon for the open appointments, while Qu et al. (2011) extended the study for the hybrid time horizons. In addition to increasing the average number of patients, Qu et al. (2012) focused on reducing the variability of patients seen. Saure et al. (2012) investigated a Markov decision process and its equivalent linear programming to allocate patient arrivals to the available capacity. The study addressed the uncertainty of daily arrivals and multiple session duration. The objective is to minimize the costs of patient wait times, of physician overtime, and of postponing some of the booking decisions over a finite planning horizon.

The appointment scheduling problem is another approach for resource allocation. This problem has been studied extensively in the literature; Cayirli and Veral (2003) provided a review of the literature and some recent published papers include Green et al. (2006), Creemers (2012), LaGang and Lawrence (2012), Balasubramanian et al. (2014), Kemper et al. (2014), Kuiper and Mandjes (2015), Patrick et al. (2016), Mak et al. (2016), and Nguyen et al. (2016). The research examines the trade-offs between patient waiting time, and physician idle-time and/or physician over-time. These studies, however, do not explicitly consider the achievement of the appointment lead-time targets, with the exception of Nguyen et al. (2016). However, Nguyen et al. (2016) do not determine how many physicians are needed to achieve the established targets.

In addition, some research has explored the integration between the tactical problem of resource allocation and the operational problem of appointment scheduling. Qu et al. (2013) proposed a mixed integer linear program to allocate service categories into clinic sessions during a week for balancing the workload among the sessions. The authors use a stochastic mixed integer program to determine the optimal number of appointments for each service type in each session to minimize a weighted sum of patient waiting time, provider idle time, and provider overtime in each clinic session. Cayirli and Gunes (2014) integrated the capacity and appointment decisions to minimize the total patient waiting time, physician idle time and overtime. The study determined the capacity to reserve for walk-in patients versus advanced
booking. Liu (2016) investigated a queueing model for setting the appointment scheduling window (which is equivalent to the appointment lead-time definition) in light of patient no-show behavior. The study controlled the queue capacity in order to maximize the expected revenue. The restriction of patients’ appointment lead-time/s was not addressed.

For the capacity design problem, Ozcan (2005) introduced queueing models to determine service capacities or the number of physicians. The models highlight the relationships between average patient waiting time, physician idle-time, and physician over-time. Leithch et al. (1990), Bennett and Worthington (1998), Porta-Sales et al. (2005), Bamford and Chatziaslan (2009), and Demir et al. (2012) examined the required capacity from predicting the demands. Leitch et al. (1990) used an empirical analysis to determine follow-up demands. A part of the study in Bennett and Worthington (1998) addressed a simple spreadsheet calculation to simulate the additional required capacity assuming a positive correlation between the number of appointments saved and the length of patients’ mean appointment lead-time. Porta-Sales et al. (2005) identified reasons of follow-up non-compliance such as becoming an inpatient, or passing away, or following-up somewhere else. The authors proposed an equation to predict non-compliance. As the result, the predicted requirement of capacity is more accurate due to reduced non-compliance. Bamford and Chatziaslan (2009) introduced a survey method to measure capacity at the operational level, which considers the variation of available capacity throughout a year. From the finding, the human resource department can plan the required personnel to match the demand. Demir et al. (2012) suggested a model to predict a future demand, assuming that the demand linearly increases with time. The authors considered both independent and dependent demands between specialties.

Likewise, Ittig (1985), Worthington (1991), Street and Duckett (1996), Thomas et al. (2001), Bowers et al. (2005), Qu and Shi (2009), Elkhuizen et al. (2007), Green and Savin (2008), Bowers (2010) proposed different methods to find the required capacity. Ittig (1985) used a linear programming model to maximize profit while considering both linearly and exponentially dependent appointment lead-times. The capacity level depends on the arrivals, which is a function of appointment lead-times. Worthington (1991) used a projection method to evaluate different capacity planning alternatives considering patient behavior. The goal of the study is to predict the future waiting list size as well as the mean appointment lead-time. The author restricted the appointment lead-times for follow-up based on the priority of patient
groups. In Street and Duckett (1996), an empirical study revealed that the payment policy has an impact on the waiting list.

Thomas et al. (2001), Bowers et al. (2005), Qu and Shi (2009) provided analytical methods to determine the capacity level. In Thomas et al. (2001), the surplus capacity to avoid long appointment lead-time of patients was determined from a mean number of arrivals and a percentage of patients who will be seen within the lead-time targets. Bowers et al. (2005) calculated the number of clinics required in each specialty from information on demand arrivals, no-show rates, and an expected utilization of the clinic. In the study, the authors considered follow-up rates in which patients come back as revisit patients only one time. Qu and Shi (2009) determined the expected number of scheduled patients and the variance of the number of consulted patients from demands and no-show rates for two different types of patients (walk-in and advanced booking patients).

Elkhuizen et al. (2007) used a simulation approach to predict the capacity level for a mean and 95th percentile of patients’ appointment lead-time. Green and Savin (2008) applied a queuing model to determine a capacity requirement for the same-day appointment system. The study focused on identifying an appropriate compromise between the physician capacity level and patient backlog. Bowers (2010) proposed a predictive model for determining the additional resources required. The author aimed to provide a better intuition of information needed to achieve the targets of patients’ appointment lead-time.

Although Leitch et al. (1990), Porta-Sales et al. (2005), Bowers et al. (2005) considered follow-up demands in their studies, only Bowers et al. (2005) provided a quantitative method to plan capacity. However, Bowers assumed that the patients return only once. This assumption may cause an under-estimation of the required capacity for the re-entry system in which the patients need multiple returns to the system. Neither Leitch et al. (1990), Porta-Sales et al. (2005) nor Bowers et al. (2005) investigated the patients’ appointment lead-time. The patients’ appointment lead-time was considered in Ittig (1985), Worthington (1991), Bennett and Worthington (1998), Thomas et al. (2001), Elkhuizen et al. (2007), Bowers (2010). The studies of Ittig (1985), Thomas et al. (2001), Elkhuizen et al. (2007) considered an appointment lead-time for non-reentry system; Worthington (1991), Bennett and Worthington (1998), and Bowers (2010) allowed for re-entry patients. However, Bennett and Worthington (1998) focused on the appointment lead-times of follow-up cases in clinics for which the number of routine
appointments per year reflects a stable situation. Worthington (1991) and Bowers (2010) did not provide a quantitative calculation for the required capacity. In general, these papers provide some significant insights for planning capacity, but they are not readily applicable for a re-entry clinic that needs to satisfy multiple patients’ appointment lead-time targets.

In Nguyen et al. (2015), we presented a linear optimization model to plan the physician requirement with consideration of multiple-appointment lead-time targets. Furthermore, we included the assurance of the continuity of care for the follow-up patients in our model. The study minimizes the maximum required capacity and determines how to allocate the required resources between new arrival and follow-up demands. The paper assumed that all requests must be admitted, and assumed known, deterministic arrivals. In the current paper we relax the assumption of deterministic arrivals. We now summarize the major contributions of the present work:

a. We extend the deterministic linear optimization model of Nguyen et al. (2015) to consider uncertainty of the new arrivals. We formulate a stochastic linear optimization model with chance constraints to address the uncertain demands.

b. We derive deterministic equivalents for the stochastic linear optimization model for two cases, depending on the assumed extent of the distributional information of the new arrivals. To do this, we need to specify the “violation risk,” namely the maximum probability that a patient’s request would be denied, denoted as($\varepsilon$).

c. We experimentally compare the deterministic equivalents for the stochastic linear optimization model and determine a robust optimal capacity plan.

This paper is organized as follows. We formulate the stochastic linear optimization model with the maximum risk of violation in Section 2. Section 3 presents the deterministic equivalents of the stochastic problem. In Section 4, we report on numerical experiments; we also analyze the characteristics of the objective and the appointment lead-time targets. Subsequently, we discuss our findings and conclusions in Section 5.

2. Problem development

The development of the following stochastic linear programming model for minimizing the maximum required capacity follows that of Nguyen et al. (2015); thus it is slightly abbreviated. Let $u$, $v$, and $w$ be the median, $p^{th}$ percentile, and $100^{th}$ percentile of first-visit (FV) patients’
appointment lead-time targets where: $u < v < w$, and $50 < p < 100$. In addition, $[a, b]$ and $\tilde{a}$ denote the restricted range of the re-visit (RV) patients’ appointment lead-time and the mean RV patients’ appointment lead-time where: $a < \tilde{a} < b$.

Figure 1: A network flow model for planning capacity of a re-entry appointment system (Nguyen et al., 2015)

We plan for an arrival horizon of $S$ time-units over which FV patients can arrive. However, in order to schedule all patients that arrive within the arrival horizon, we need to extend the planning horizon to be $T = max(S + w, S + b)$, where $w$ is longest allowable FV appointment lead-time and $b$ is the longest RV lead-time. Figure 1 illustrates a network flow of $T$ time-units of the planning horizon which involves $S$ time-units of the arrival horizon for the FV patients. The FV-nodes are denoted F1, F2, up to FS, for modeling the arrival flow of FV patients; the RV nodes model the scheduling of RV patients and are numbered R1, R2, up to RT.

The black thick arrows that go into the FV-nodes represent the stochastic arrivals of the FV patient ($f_i$) at time-unit $i$. The grey solid arrows that go into the RV-nodes represent the total number of pre-assigned (i.e., previously scheduled) FV patients ($r_{ij}^f$) and RV patients($r_{ij}^r$),
respectively. These are the patients whose next appointments are within the arrival horizon, and that were scheduled before the first time period in the model.

List of notation:

- $u, v, w$ : Appointment lead-time targets for median, $p^{th}$ percentile, and $100^{th}$ percentile respectively, time-units.
- $p$ : The $p^{th}$ percentile ($50 < p < 100$).
- $[a, b]$ : The restricted appointment lead-time of RV patients.
- $\bar{a}$ : The mean RV patients’ appointment lead-time ($a < \bar{a} < b$), time-units.
- $\alpha, \beta$ : The constant discharge rates for FV and RV patients, respectively; where $0 < \alpha, \beta < 1$
- $\tau^f, \tau^r$ : The consultation time for FV and RV patients
- $r^f_i, r^r_j$ : Total number of pre-assigned FV patients and RV patients in time-unit $j$.
- $\bar{f}_i$ : The stochastic arrivals of the FV patient in time-unit $i$.
- $d^r_j$ : The total number of RV discharges after their appointment in time-unit $j$.
- $x_{ij}$ : The number of FV patients who arrive in the $i^{th}$ time-unit and have appointment in the $j^{th}$ time-unit, and still remain in the system as RV patients after their appointment in the $j^{th}$ time-unit.
- $y_{ij}$ : The number of patients who have an appointment in the $i^{th}$ time-unit and have their next appointment in the $j^{th}$ time-unit, and still remain as RV patients after the $j^{th}$ time-unit.
- $z_{ij}$ : The number of FV patients who arrive in time-unit $i$ and are assigned appointment in time-unit $j$.
- $c_i$ : The total required capacity in time-unit $i$.
- $c^f_i, c^r_i$ : The required capacity for FV patients and RV patients in time-unit $i$.
- $S$ : The number of time-units in the arrival horizon.
- $T$ : The number of time-units in the planning horizon, $T = \text{Max}(S + b, S + w)$.
- $L^m, L^p$ : The set of all $z_{ij}$ that satisfy the median ($u$) and $p^{th}$ percentile ($v$) lead-time targets.
- $N_1, N_2, N$ : The index set in which $N_1 = \{1, 2, ..., S\}$, $N_2 = \{S + 1, S + 2, ..., T\}$, and $N = N_1 \cup N_2$
- $\varepsilon$ : A risk of violation.
- $\text{Pr}(A)$ : The probability of an event $A$.
- $F_i(.)$ : The cumulative distribution function (CDF) of $\bar{f}_i$.
- $\mu_i, \sigma_i$ : The mean and variance of the uncertain arrivals, $\bar{f}_i$. 


The thick arrows that go out from FV-nodes represent the total number of FV discharges, who make a request in time-unit $i$. The thick arrows that go out from RV-nodes illustrate the total number of RV discharges ($d_f^j$) after their next appointment. The time until the next appointment will be between $a$ to $b$ time-units from their current appointment in time-unit $j$.

The thin solid lines that connect FV-nodes and RV-nodes represent the FV patients that remain as RV patients after their consultation. We use $z_{ij}$ to denote the number of FV patients who make their request in time-unit $i$ and are assigned appointment in time-unit $j$, where $i \leq j$; we then use $x_{ij}$ to denote the FV patients that remain as RV patients after their initial consultation. We let $y_{ij}$ denote the number of RV patients with appointments in time-unit $i$, who will still remain as RV patients after their subsequent appointment in time-unit $j$; this is signified by the dashed arrows between RV nodes.

To simplify the model, we assume constant discharge rate $\alpha, \beta$ for FV and RV patients, respectively where: $0 < \alpha, \beta < 1$. In addition, the model assumes a constant consultation time $\tau_f^i, \tau_r^i$ for FV and RV patients. The consultation times of patients are measured in minutes.

The model will determine the maximum required capacity, defined as $q = \max_{1 \leq i \leq T} \{c_i\}$ where $c_i$ is the total required capacity in time-unit $i$. The total required capacity $c_i$ includes the required capacity for FV patients ($c_f^i$) and RV patients ($c_r^i$) in time-unit $i$, which is measured in minutes. Given the intent to use the model at the tactical level, we assume that all patients will arrive and each physician works the same hours. From the maximum required capacity, $q$, we can determine the number of full-time equivalent physicians.

As stated earlier, we wish to determine the capacity required to admit all the patients’ request. However, this may require an unreasonable level of capacity, as the future demand of the FV patients is unknown. Hence we restate this service objective in terms of a risk of violation($\epsilon$); that is, the requirement is that the probability that not all patients’ requests are satisfied is no more than $\epsilon$. Therefore, the objective of the model becomes to find the minimum required capacity that will achieve the lead-time targets for a given risk of violation.

Finally, we define the sets $L^m = \{z_g | 0 \leq j - i \leq u\}$ and $L^p = \{z_g | 0 \leq j - i \leq v\}$. That is, $L^m$ is the set of all $z_{ij}$ that satisfy the median lead-time target and $L^p$ is the set of all $z_{ij}$ that satisfy the $p^{th}$ percentile lead-time target. We define the index set $N_1 = \{1, 2, \ldots, S\}, N_2 = \{S + 1, S +
The mixed integer programming model for the capacity design problem with demand uncertainty (P1) is as follows:

**P1:**

Min \( q \) \hspace{1cm} (1)  

Subject to:

\[ q \geq c_j, \forall j \in N, \] \hspace{1cm} (2)  
\[ Pr\left( \sum_{i=1}^{T} z_{ij} \geq \bar{f}_i; \forall i \in N_1 \right) \geq 1 - \epsilon, \] \hspace{1cm} (3)  
\[ \sum_{j=1}^{T} z_{ij} = 0; \forall i \in N_2 \] \hspace{1cm} (4)  
\[ x_{ij} - (1 - \alpha)z_{ij} = 0, \forall i, j \in N, \] \hspace{1cm} (5)  
\[ (r_j^f + \tau r_j^f + \sum_{i=1}^{j} x_{ij} + \sum_{i=1}^{j} y_{ij}) - (d_j^r + \sum_{i=1}^{j+1} y_{ji}) = 0, \forall j \in N, \] \hspace{1cm} (6)  
\[ d_j^r - \beta (r_j^f + r_j^f + \sum_{i=1}^{j} y_{ij} + \sum_{i=1}^{j} x_{ij}) = 0, \forall j \in N, \] \hspace{1cm} (7)  
\[ y_{ij} = 0, \forall j - i < a, \forall i, j \in N, \] \hspace{1cm} (8)  
\[ y_{ij} = 0, \forall j - i > b, \forall i, j \in N, \] \hspace{1cm} (9)  
\[ \sum_{i=S+1}^{T} d_i^r = 0, \] \hspace{1cm} (10)  
\[ \sum_{i \in L^m} z_{ij} \geq \left( \frac{1}{2} \sum_{i=1}^{S} \sum_{j=1}^{T} z_{ij} \right) + 1, \] \hspace{1cm} (11)  
\[ \sum_{i \in L^p} z_{ij} \geq \frac{p}{100} \left( \sum_{i=1}^{S} \sum_{j=1}^{T} z_{ij} \right) \] \hspace{1cm} (12)  
\[ z_{ij} = 0, \forall j - i > w, \forall j - i < 0, \] \hspace{1cm} (13)  
\[ \sum_{i=1}^{T} \sum_{i=1}^{j} (j - i) y_{ij} - \bar{a} \sum_{i=1}^{T} \sum_{i=1}^{j} y_{ij} \leq 0, \] \hspace{1cm} (14)  
\[ c_j^f - \left( \frac{1}{1 - \alpha} \tau^f r_j^f + \tau \sum_{i=1}^{j} z_{ij} \right) = 0, \forall j \in N, \] \hspace{1cm} (15)  
\[ c_j^r - \left( \frac{1}{1 - \beta} \tau^r r_j^r + \frac{1}{1 - \beta} \tau^r \sum_{i=1}^{j} y_{ij} \right) = 0, \forall j \in N, \] \hspace{1cm} (16)  
\[ c_j - (c_j^f + c_j^r) = 0, \forall j \in N, \] \hspace{1cm} (17)  
\[ x_{ij}, y_{ij}, z_{ij}, c_j^f, c_j^r, d_i^f, d_i^r \geq 0, \forall i, j \in N, \] \hspace{1cm} (18)  
\[ z_{ij} \in Z^+, \forall i, j \in N. \] \hspace{1cm} (19)  

Where \( Pr(A) \) represents probability of an event \( A \).

The objective (1) minimizes the maximum required capacity, per time-unit, to obtain the established appointment lead-time targets. This maximum required capacity is determined in...
constraint (2). Constraints (3), (4) and (5) imply the conservation of flow at FV-nodes. Constraint (3) requires that the minimum probability that all patients’ request can be scheduled is \((1 - \varepsilon)\). The inequalities on the left hand side of constraint (3) aim to schedule all patients’ request that arrive within the arrival horizon. Furthermore, we observe that constraint (3) is a chance constraint, since the arrivals are random variables \(\left(\tilde{f}_i; \forall i \in N_1\right)\). Constraint (4) shows that no demands beyond the arrival horizon are considered. Constraint (5) calculates the number of FV patients who will remain as RV patients after their initial consultation.

The conservation of flow at RV-nodes is shown in constraints (6) and (7). The first bracket of constraint (6) shows the inbound flows of all appointments in time-unit \(j\), which includes the total number of pre-assigned FV and RV patients, the total number of FV patients, and the total number of RV patients. The second bracket of constraint (6) illustrates the outbound flows of all appointments scheduled for time-unit \(j\), which involves the number of RV patients discharged after their visit in time unit \(j\), and the number of RV patients remaining with a next appointment. Constraint (7) determines the number of discharged patients after their visit in time-unit \(j\).

Constraint (8) and (9) requires that all RV patients will have appointment lead-times within the restricted range \([a, b]\). Constraint (10) states that no RV discharges can be made after the last date of the arrival horizon \(S\). Constraints (11), (12), and (13) specify the achievement of the median, \(p^{th}\) percentile, and \(100^{th}\) percentile appointment lead-time target as compulsory, respectively. The restriction of the RV mean appointment lead-time is shown in constraint (14). The required capacities of FV and RV patients in time-unit \(j\) are calculated in constraints (15) and (16); and the total required capacity, in time-unit \(j\), is found in constraint (17). The required capacity for either FV or RV patients includes the required capacity of pre-assigned patients and that of the new arrivals. Constraints (18) and (19) give the requirement of non-negative variables and integrality.

3. Approximations of the planning model

Charnes and Cooper (1963) were pioneers in developing the use of chance constraints as a way to handle random variables within an optimization. Their paper shows how to create deterministic equivalents for chance constraints, assuming that the uncertainty follows normal distribution. Calafiore and Ghaoui (2006) derived a tractable deterministic equivalent of a single
chance constraint, without any distributional assumptions. The approximation is in the form of a second order cone representation regardless of the distributional information of the uncertainty. Joint chance constraints were further investigated in Nemirovski and Shapiro (2006). They decompose the joint chance constraints into a set of single chance constraints, each of which can be converted into the deterministic equivalents in Calafiore and Ghaoui (2006). Then, the deterministic equivalent constraints provide a conservative approximation of the joint chance constraints problem.

These papers inspire our development of a deterministic equivalent model for capacity planning. We develop a convex approximation of the joint-chance-constraint problem (P1) and then reformulate it as a deterministic linear program. We develop the approximation by decomposing the joint chance constraint (3) of problem (P1) into a set of individual chance constraints. The decomposition relies on a union bound or Boole’s inequality: \( Pr(\bigcup A_i) \leq \sum_i Pr(A_i) \) (Ross, 1993). The inequality states that the probability that at least one of the events happens is not greater than the sum of the probability of the individual events.

The joint chance constraint (3) bounds the probability that all FV patients are scheduled in all periods. We can reformulate (3) using the intersection of the inequalities as shown in constraint (20):

\[
Pr\left( \cap_{i \in N_1} \left\{ \sum_{j=1}^{T} z_{ij} - \tilde{f}_i \geq 0 \right\} \right) \geq 1 - \varepsilon. \tag{20}
\]

We rewrite (20) by using \( Pr(\cap_i A_i) = 1 - Pr(\cup_i (A_i)^c) \), where \((A_i)^c\) is a complement of \( A_i \): \( 1 - Pr\left( \cup_{i \in N_1} \left\{ \sum_{j=1}^{T} z_{ij} - \tilde{f}_i \geq 0 \right\}^c \right) \geq 1 - \varepsilon \). Thus, the chance constraint (20) is equivalent to constraint (21):

\[
Pr\left( \cup_{i \in N_1} \left\{ \sum_{j=1}^{T} z_{ij} - \tilde{f}_i < 0 \right\} \right) \leq \varepsilon. \tag{21}
\]

In words, constraint (21) sets an upper bound on the probability that there is a violation in one or more time periods, where a violation occurs if we cannot schedule the FV patients. By using a union bound or Boole’s inequality for the constraint (21), we can obtain a bound on the left-hand-side of (21):

\[
Pr\left( \cup_{i \in N_1} \left\{ \sum_{j=1}^{T} z_{ij} - \tilde{f}_i < 0 \right\} \right) \leq \sum_{i \in N_1} Pr\left( \sum_{j=1}^{T} z_{ij} - \tilde{f}_i < 0 \right). \tag{22}
\]

Given \( Pr\left( \sum_{j=1}^{T} z_{ij} - \tilde{f}_i < 0 \right) \leq \varepsilon_i \) and \( \sum_{i \in N_1} \varepsilon_i \leq \varepsilon \), we propose to use the following individual chance constraints as a conservative approximation of the constraints (3).

\[
Pr\left( \sum_{j=1}^{T} z_{ij} - \tilde{f}_i < 0 \right) \leq \varepsilon_i, \quad \forall i \in N_1. \tag{23}
\]
where the right-hand-side values $\varepsilon_i \geq 0$ are chosen so that $\sum_{i \in N_1} \varepsilon_i = \varepsilon$. It is easy to argue, using (22), that constraint (23) assures that (21) is satisfied. We can rewrite (23) as:

$$Pr(\bar{f}_i - \sum_{j=i}^{T} z_{ij} \leq 0) \geq 1 - \varepsilon_i, \ \forall i \in N_1.$$  \quad (24)

Thus, in (24) we have a lower bound on the probability that we can schedule the FV patients in each period. We propose to fix the values of $\varepsilon_i$ as $\varepsilon_i = \frac{\varepsilon}{S}$ (refer to Nemirovski and Shapiro, 2006). Then, the chance constraints become:

$$Pr(\bar{f}_i - \sum_{j=i}^{T} z_{ij} \leq 0) \geq 1 - \frac{\varepsilon}{S}, \ \forall i \in N_1.$$  \quad (25)

We have shown here how to decompose the original chance constraint (3) into a set of individual chance constraints that are tighter than the original constraint (3) in the problem (P1). In the next section, we will determine the deterministic equivalent of these individual chance constraints, which will depend on what is known about the probability distributions.

### 3.1. Deterministic equivalent for a fully distributional information of the uncertain arrival demands

In this section we assume that we know the probability distribution of the uncertain arrival demands $\bar{f}_i$ in each period. For instance, we might assume that the arrival demand is normally distributed with known mean and variance. We denote the cumulative distribution function (CDF) of $\bar{f}_i$ as $F_i(\cdot)$. Then, the constraint (25) can be rewritten as in constraint (26):

$$F_i(\sum_{j=i}^{T} z_{ij}) \geq 1 - \frac{\varepsilon}{S}, \ \forall i \in N_1.$$  \quad (26)

We can transform (26) into linear constraints, by using the inverse of the CDF:

$$\sum_{j=i}^{T} z_{ij} \geq F_i^{-1}\left(1 - \frac{\varepsilon}{S}\right), \ \forall i \in N_1.$$  \quad (27)

We replace the chance constraint (3) in (P1) with (27) to obtain a tractable linear optimization problem, given as follows:

**[P1-a]:**

Min $q$  \quad (1a)

Subject to:

$$q \geq c_j, \forall j \in N,$$  \quad (2a)
\[ \sum_{j=i}^{T} z_{ij} \geq F^{-1}_{i} \left( 1 - \frac{\varepsilon}{5} \right), \forall i \in N_1, \]  \hfill (3a) \\
Constraints (4) - (19). \hfill (4a)

3.2. **Deterministic equivalent for a partially distributional information of the uncertain arrival demands**

In this section, we provide a second reformulation of (P1) under the assumption that we only have partial distributional information on the arrival demands. We assume that for each period we know the mean \( (\mu_i) \) and variance \( (\sigma_i) \) of the arrival demand \( \hat{f}_i \), but we do not know the distribution. We show in the appendix B, using Chebyshev’s inequality, that we can replace the set of individual constraints (25) with the following set of constraints:

\[ \sum_{j=i}^{T} z_{ij} \geq \mu_i + \sigma_i \sqrt{\frac{5}{\varepsilon}}, \forall i \in N_1 \]  \hfill (28)

We note that these are now linear constraints, which are tighter than the constraint (25). We can now re-express (P1) by replacing the chance constraint (3) with (28):

\[ [P1-b]: \]

\[ \text{Min } q \]  \hfill (1b) \\

\[ \text{Subject to:} \]

\[ q \geq c_j, \forall j \in N, \]  \hfill (2b) \\

\[ \sum_{j=i}^{T} z_{ij} \geq \mu_i + \sigma_i \sqrt{\frac{5}{\varepsilon}}, \forall i \in N_1, \]  \hfill (3b) \\

Constraints (4) – (19). \hfill (4b)

4. **Numerical experiments**

In this section, we report on our numerical experiments. The intent is to illustrate the impact of assumptions of the uncertain demand on performance, and the advantages of the proposed approximations. The performance measurement is the maximum required capacity.
4.1. **Experimental design**

The experiments are implemented with year 2009 as the arrival horizon. The input data were obtained from the Urology specialty in the studied hospital. The data includes the pre-assigned FV and RV patients as of the start of the year 2009; the total number of FV and RV pre-assigned patients are 1,277 and 10,970 patients, respectively. We assumed that weekly arrivals of the FV patients to be from either a normal distribution or an unknown distribution (Figure 2) with given mean and standard deviation. The mean and standard deviation are based on the actual FV arrivals in year 2009, and are equal to 187.7 and 29 arrivals per week, respectively. The observed FV and RV discharge rates of year 2009 are used in the numerical experiments \((\alpha = 0.38, \beta = 0.32)\).

![Figure 2: Normal distribution of the FV’s arrivals for the studied horizon in 2009](image)

Furthermore, the FV targets from the MOH for the median \((u = 2 \text{ weeks})\), 95th percentile \((v = 6 \text{ weeks})\), and 100th percentile \((w = 9 \text{ weeks})\) appointment lead-time are also needed. The range of the RV appointment lead-time \((a = 2 \text{ weeks}, b = 30 \text{ weeks})\) and the length of the RV mean appointment lead-time \((\bar{a} = 16 \text{ weeks})\) were given by physicians. We set up the model to plan required capacity on a weekly basis. The risk of violation \((\varepsilon)\) needs to be set as well. We consider 6 different levels of the risk of violation, \(\varepsilon = \{0.01; 0.05; 0.10; 0.20; 0.30; 0.40\}\), to investigate the impact of the violation risk on the optimal required capacity, expressed as the number of full-time equivalent physicians per week. The consultation time for FV and RV patients is 15 and 10 minutes per patient, respectively.
We select the Branch and Cut algorithm (Bertsimas and Tsitsiklis, 1997) to solve the problem. The optimal solutions to all the numerical experiments can be obtained in about 4 minutes, implemented in IBM ILOG CPLEX Optimization Studio V12.4 on HP Pavilion G6 Notebook 1.9GHz PC with the Windows 7 operating system.

4.2. Experimental results

Given the inputs described in Section 4.1, Figures 3, 4 and 5 compare the performance between the normal and the unknown distribution approaches, in terms of the maximum and the mean of full-time equivalent physicians for the total number of FV and RV, for only the number of FV, and only the number of RV cases. The maximum values come from solving either (P1-a) or (P1-b). The mean values represent the average requirement for full-time equivalent physicians per week over the planning horizon. The number of full-time equivalent physicians per week is calculated from total number of hours required to serve the requests during a week. We assume that a defined physician works 8 hours per week in a clinic.

Figure 3: The total number of full-time equivalent physicians required for the normal and unknown distributions at different levels of violation risk.
The comparison for the case with all FV and RV patients (Figure 3) shows that the increase of the violation risk ($\varepsilon$) reduces the required capacity. This pattern is consistent for both maximum and mean measurements. Furthermore, knowing the distributional information of the arrivals (i.e., normal distribution) may significantly reduce the number of planned resources for either the maximum or the mean required capacity; for example, given $\varepsilon = 0.01$, the maximum number of required physicians with an unknown distribution is 85 full-time equivalent physicians per week (4,077 slots per week, where each slot is a ten-minute appointment), compared to only 17.2 full-time equivalent physicians per week (825 slots per week) with the normal distribution.

**Table 1:** Percentage of time periods that only FV, only RV, and mixed patients are served

<table>
<thead>
<tr>
<th>Violation risk</th>
<th>Only FV</th>
<th>Only RV</th>
<th>Both FV and RV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>7.3</td>
<td>12.2</td>
<td>80.5</td>
</tr>
<tr>
<td>0.05</td>
<td>6.1</td>
<td>13.4</td>
<td>80.5</td>
</tr>
<tr>
<td>0.1</td>
<td>6.1</td>
<td>13.4</td>
<td>80.5</td>
</tr>
<tr>
<td>0.2</td>
<td>4.9</td>
<td>17.1</td>
<td>78.0</td>
</tr>
<tr>
<td>0.3</td>
<td>6.1</td>
<td>15.9</td>
<td>78.0</td>
</tr>
<tr>
<td>0.4</td>
<td>4.9</td>
<td>14.6</td>
<td>80.5</td>
</tr>
<tr>
<td>Average</td>
<td>5.9</td>
<td>14.4</td>
<td>79.7</td>
</tr>
<tr>
<td>Normal</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>8.5</td>
<td>14.6</td>
<td>76.8</td>
</tr>
<tr>
<td>0.05</td>
<td>6.1</td>
<td>13.4</td>
<td>80.5</td>
</tr>
<tr>
<td>0.1</td>
<td>7.3</td>
<td>15.9</td>
<td>76.8</td>
</tr>
<tr>
<td>0.2</td>
<td>6.1</td>
<td>14.6</td>
<td>79.3</td>
</tr>
<tr>
<td>0.3</td>
<td>6.1</td>
<td>18.3</td>
<td>75.6</td>
</tr>
<tr>
<td>0.4</td>
<td>6.1</td>
<td>17.1</td>
<td>76.8</td>
</tr>
<tr>
<td>Average</td>
<td>6.7</td>
<td>15.7</td>
<td>77.6</td>
</tr>
</tbody>
</table>

The results show that the weekly average capacity requirement equals the maximum capacity requirement in both the normal and unknown distribution cases (Figure 3 and Appendix A). This is because the optimal solution delays the appointments of FV and/or RV patients when possible to do so without violating the appointment lead-time targets. In this way, the solution is able to level or smooth the weekly requirements over the planning horizon. As a consequence, the solution results in scheduling either only FV or only RV patients in a few weeks, as shown in Table 1. One implication of the results is that the hospital could schedule the same number of physicians each week for a given violation risk. But it suggests that in some weeks only FV or
only RV patients should be served. In addition, the risk of violation has much less effect on the resource investment if arrivals are normally distributed.

We also compute the performance measurements for only FV patients (Figure 4) or only RV patients (Figure 5). The results show that an increase of the violation risk leads to a decrease in the required capacity for both the maximum and the mean values. Similarly, knowing that the demand comes from a normal distribution reduces the required capacity.

![Figure 4](image)

**Figure 4:** The number of FV full-time equivalent physicians required for the normal and unknown distributions.

Finally, we compare the performance of the deterministic equivalents to the deterministic models in Nguyen et al. (2015). The capacity plan from the deterministic model, however, would result in the risk of violation being greater than 40%. The maximum required capacity from the deterministic model corresponds to 14.2 full-time equivalent physicians per week. To assure the risk of violation to be not greater than 40%, from model (P1-a) we need 15.6 full-time equivalent physicians per week for normal distribution of the arrivals; from model (P1-b), with partial distributional information of arrivals, we require 24.5 full-time equivalent physicians per week. A similar comparison can be done for the mean required capacity. In either case, the
required capacity of the deterministic model (14.2 full-time equivalent physicians) is less than that of the approximated models with a risk of violation at 40%; thus, the results from the deterministic model in Nguyen et al. (2015) cannot guarantee the risk of violation to be less than 40%.

Figure 5: The number of RV full-time equivalent physicians required for the normal and unknown distributions

The above analyses provide a conservative and tractable method for capacity planning of the re-entry system. The proposed approximations produce a stable and robust solution for a range of risk levels of patients rejected. In addition, if the arrivals can be assumed to follow a normal distribution, then the required capacity level can be reduced greatly.

4.3. Pattern of scheduling an appointment

We conducted a large numerical experiment with 450 test cases. The 450 test cases are specified from 5 different sets of discharge rates, 6 levels of the RV’s mean lead-time, and 15 different set of appointment lead-time targets. For each of the 450 test cases, we determine the capacity plans for 6 levels of the violation risk \( \varepsilon = \{0.01; 0.05; 0.10; 0.20; 0.30; 0.40\} \). Thus, \((6 \times 450) \times 2 = \)
5,400 runs were set up and solved for the two deterministic equivalent models. From these results we find that the patients’ appointments should be set to the median, the 95th percentile, or the 100th percentile appointment date. This finding is similar to that in Nguyen et al. (2015).

Table 2: Percentage of patients whose lead-time is equal to one of appointment lead-time targets

<table>
<thead>
<tr>
<th>Arrival demands</th>
<th>Targets of patients’ appointment lead-time</th>
<th>Percentage of patients (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Median</td>
<td>Max</td>
<td>Mean</td>
<td></td>
</tr>
<tr>
<td>Normal distribution</td>
<td>Median</td>
<td>21.0</td>
<td>36.5</td>
<td>44.0</td>
<td>34.2</td>
</tr>
<tr>
<td></td>
<td>95th percentile</td>
<td>21.0</td>
<td>30.5</td>
<td>33.0</td>
<td>29.0</td>
</tr>
<tr>
<td></td>
<td>100th percentile</td>
<td>3.0</td>
<td>5.0</td>
<td>5.0</td>
<td>4.7</td>
</tr>
<tr>
<td>Unknown distribution</td>
<td>Median</td>
<td>4.0</td>
<td>31.0</td>
<td>46.0</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>95th percentile</td>
<td>15.0</td>
<td>21.5</td>
<td>22.0</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>100th percentile</td>
<td>3.0</td>
<td>5.0</td>
<td>5.0</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table 2 reports the percentage of the FV patients whose appointment is set to one of the appointment lead-time targets for the deterministic equivalents. With normally distributed arrivals, an average of 34.2%, 29%, and 4.7% of the FV patients are scheduled at the median, 95th percentile, and 100th percentile appointment lead-time targets, respectively. With limited distributional information of the arrivals, an average of 28.9%, 20%, and 4.7% of the FV patients have their appointments scheduled at the median, 95th percentile, and 100th percentile appointment lead-time targets, respectively. The results show that, for both cases, a majority of the appointments are set at one of the three appointment lead-time targets.

We fit two linear regression models to estimate the relationship between the FV’s mean appointment lead-time, $\bar{T}_{Normal}$ and $\bar{T}_{Unknown}$, and the appointment lead-time targets, $u$, $v$ and $w$, for the numerical results from the test runs. The fitted models in equations (29) and (30) are similar to results in Nguyen et al. (2015).

\[
\bar{T}_{Normal} = 0.46u + 0.45v + 0.05w + 0.05
\]
\[
\bar{T}_{Unknown} = 0.42u + 0.45v + 0.05w + 0.02
\]

The results seem to imply that the deterministic equivalent models can lead to similar FV’s mean appointment lead-times regardless of the assumed arrivals distribution. However, if the arrivals are from a normal distribution, then more patients have an appointment either on the
median, on the 95th percentile, or on the 100th percentile appointment date. We did not find any pattern from the scheduling of RV patients. In addition, we found no relation between the discharge rates, lead-time targets, and violation risks to the number appointments that are scheduled on one of the appointment lead-time dates.

4.4. Sensitivity analysis

We now examine the sensitivity of the model’s performance measures to changes to the FV’s appointment lead-time targets, to the violation risk, to the discharge rates, and to the restriction of the RV’s mean appointment lead-time. We present the analysis (Tables 3 and 4) based on 15 settings for the FV’s appointment lead-times, 3 possible values for the violation risk (\(\varepsilon\)), 5 different levels for each of the discharge rates, and for the actual RV’s mean appointment lead-time target (which is 16 weeks).

a. Sensitivity analysis to the changes of the FV’s appointment lead-time

In Table 3, we report the sensitivity of four performance measures to the FV appointment lead-time targets. The four performance measures are the maximum required capacity, the average required capacity, the FV’s mean appointment lead-time, and the RV’s mean appointment lead-time. We report the sensitivity to changes in the median, or the 95th percentile, or the 100th percentile of the appointment lead-time target for three levels of the violation risk (\(\varepsilon\)) (Table 3).

The results show that the maximum required capacity decreases as the appointment lead-time targets increase. The finding is expected and consistent for all discharge rates. Secondly, the average required capacity is negatively correlated or indeterminate to the changes of the appointment lead-time targets. Thirdly, the FV’s mean appointment lead-time tends to have a positive correlation to the changes of the appointment lead-time targets. This trend may not remain when the discharge rates are high. Finally, the RV’s mean appointment lead-time remains unchanged to the changes of the appointment lead-time targets. The relations between the performance measures and the FV’s appointment lead-time targets are generally consistent across the different levels of violation risk, and the different pairs of the discharge rates, and with either normal or unknown demand distribution.
**Table 3**: Sensitivity analysis to the changes of the FV’s appointment lead-times, with the actual RV’s mean appointment lead-time.

<table>
<thead>
<tr>
<th></th>
<th>Max capacity (Mins/week)</th>
<th>Average capacity (Mins/Week)</th>
<th>FV average lead time (Weeks)</th>
<th>RV average lead time (Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FV discharge rate</strong></td>
<td>0.38 0.38 0.38 0.5 0.7</td>
<td>0.38 0.38 0.38 0.5 0.7</td>
<td>0.38 0.38 0.38 0.5 0.7</td>
<td>0.38 0.38 0.38 0.5 0.7</td>
</tr>
<tr>
<td><strong>RV discharge rate</strong></td>
<td>0.1 0.2 0.32 0.32 0.32</td>
<td>0.1 0.2 0.32 0.32 0.32</td>
<td>0.1 0.2 0.32 0.32 0.32</td>
<td>0.1 0.2 0.32 0.32 0.32</td>
</tr>
<tr>
<td><strong>Normal</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\varepsilon = 0.01$</td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td><strong>E = 0.05</strong></td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td><strong>E = 0.1</strong></td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td><strong>Unknown</strong></td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>$\varepsilon = 0.01$</td>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>$\varepsilon = 0.05$</td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>$\varepsilon = 0.1$</td>
<td>Median</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
</tr>
<tr>
<td>95th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
<tr>
<td>100th percentile</td>
<td>- - - - -</td>
<td>- - - - -</td>
<td>+ + + + +</td>
<td>0 0 0 0 0</td>
</tr>
</tbody>
</table>

**Notes:**
- A negative correlation between the FV’s lead-time target, under a specific lead-time target category, and the measurement.
- A positive correlation between the FV’s lead-time target, under a specific lead-time target category, and the measurement.
- The measurement’s value remains the same while changing the FV’s lead-time target that belongs to the same category.
- An indeterminate correlation.
Table 4: Sensitivity analysis to the changes of the discharge rates and the change of the violation risk (ε), with the actual RV’s mean appointment lead-time.

<table>
<thead>
<tr>
<th>Median</th>
<th>Percentile</th>
<th>Max capacity (Mins/week)</th>
<th>Average capacity (Mins/Week)</th>
<th>FV average lead time (Weeks)</th>
<th>RV average lead time (Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal Discharge ε</td>
<td>Unknown Discharge ε</td>
<td>Normal Discharge ε</td>
<td>Unknown Discharge ε</td>
</tr>
<tr>
<td></td>
<td></td>
<td>FV</td>
<td>RV</td>
<td>ε</td>
<td>FV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>6</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>6</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>6</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>5</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>8</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>10</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>11</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>12</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: 
- : A negative correlation between a discharge rate (or violation risk ε) and the measurement for a given set of FV’s lead-time targets 
+ : A positive correlation between a discharge rate (or violation risk ε) and the measurement for a given set of FV’s lead-time targets 
0 : The measurement’s value remains the same while changing the discharge rate (or the violation risk ε) for a given set of FV’s lead-time targets 
1 : An indeterminate correlation.
b. Sensitivity analysis to the changes of the discharge rates and to the change of the violation risk (e)

In Table 4, we report the sensitivity of four performance measures to changes of the FV and RV discharge rates, and to changes in the violation risk (e). The performance measures are again the maximum required capacity, the average required capacity, the FV’s mean appointment lead-time, and the RV’s mean appointment lead-time. The maximum required capacity and average required capacity decline as the FV discharge rate increases, as the RV discharge rate increases, and as the violation risk increases. This trend is consistent for all examined sets of the appointment lead-time targets. The FV’s mean appointment lead-time either remains the same or increases when a discharge rate increases; however, it seems not to be affected by the violation risk. The RV’s mean appointment lead-time may remain unchanged to the changes of the discharges rates; but it could be indeterminate to the change of the violation risk in some cases. These findings seem consistent for both normal and unknown arrival distributions.

5. Discussion and conclusion

We have developed deterministic equivalent models for determining the maximum required capacity for a re-entry system with uncertain arrivals. The models are formulated so as to satisfy restrictions on the FV patients’ median, 95th percentile, and 100th percentile appointment lead-times, and the satisfaction of the RV patients’ appointment lead-time. The objective of the problem in both models is to minimize the maximum required capacity. Since the arrivals are uncertain, we need to control for the possibility of not having sufficient capacity; we do this by imposing an acceptable risk of violation within the model. We consider two cases, one in which the distribution of arrivals is known and the other when it is not known.

The numerical experiments show that allowing a higher risk of violation leads to a lower requirement of planned resource. This pattern is consistent regardless of whether the arrival distribution is known or not. Furthermore, knowing the arrival distribution (e.g. normal distribution) could dramatically reduce the required level of capacity.

Moreover, we find that FV patients’ appointment should generally be scheduled at one of the appointment lead-time targets. This appointment scheduling for FV patients is independent from the information of the FV arrivals distribution and the violation risk. In general, the
proposed models are effective at simply relating the appointment lead-time scheduling strategy to a required resource plan based on some specified acceptable level of risk violation.

However, the proposed approximations are limited by the consideration of a single category of patients, for which all patients have the same consultation time, the same FV appointment lead-time targets, the same RV appointment lead-time, the same discharge rates, and be under the same distributional information. Therefore, if the system has a seasonal arrivals pattern, then we would need to extend the models. Furthermore, for different categories of patients, randomness of the discharge rates should also be included to generalize the proposed models. With the success of the mentioned extension, it will enhance the applicability of the proposed approach.

**Appendix A:** summary the required capacity for different levels of the violation risk

<table>
<thead>
<tr>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk of Violation (ε)</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>FV &amp; RV Max</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>FV Max</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>RV Max</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
<tr>
<td>Mean</td>
</tr>
<tr>
<td>Normal</td>
</tr>
<tr>
<td>Unknown</td>
</tr>
</tbody>
</table>
Appendix B: Proof of the constraints (29):

The proof is done for every individual constraint in the set of constraints (25). Given constraint $i$ of the set of constraints (25), the constraint $Pr\left(\hat{f}_i - \sum_{j=1}^{T} z_{ij} \leq 0\right) \geq 1 - \frac{\epsilon}{S}$ is equivalent to:

$$Pr\left(\hat{f}_i - \sum_{j=1}^{T} z_{ij} > 0\right) \leq \frac{\epsilon}{S}$$

(31)

The left hand side of the constraint can be written as:

$$Pr\left(\hat{f}_i - \sum_{j=1}^{T} z_{ij} > 0\right) = Pr\left(\hat{f}_i > \sum_{j=1}^{T} z_{ij}\right) = Pr\left(\frac{\hat{f}_i - \mu_i}{\sigma_i} > \frac{\sum_{j=1}^{T} z_{ij} - \mu_i}{\sigma_i}\right)$$

(32)

Then, we obtain:

$$Pr\left(\hat{f}_i - \sum_{j=1}^{T} z_{ij} > 0\right) \leq Pr\left(\frac{|\hat{f}_i - \mu_i|}{\sigma_i} > \frac{\sum_{j=1}^{T} (z_{ij} - \mu_i)}{\sigma_i}\right) \leq Pr\left(|\frac{\hat{f}_i - \mu_i}{\sigma_i} - \frac{\sum_{j=1}^{T} z_{ij} - \mu_i}{\sigma_i}| \geq \frac{\epsilon}{S}\right)$$

(33)

We use Chebyshev’s inequality (Savage, 1961), i.e., $Pr(|X - \mu| \geq k\sigma) \leq \frac{1}{k^2}$, to write:

$$Pr\left(\hat{f}_i - \sum_{j=1}^{T} z_{ij} > 0\right) \leq \frac{\sigma_i^2}{\left(\sum_{j=1}^{T} (z_{ij} - \mu_i)\right)^2}$$

(34)

Thus the original constraint (30) is guaranteed if:

$$\frac{\sigma_i^2}{\left(\sum_{j=1}^{T} (z_{ij} - \mu_i)\right)^2} \leq \frac{\epsilon}{S}$$

(35)

The above constraint (35) can be transformed into a linear constraint as in the constraint (28).
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