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Abstract
The Gateway is an advanced National Aeronautics and Space Administration (NASA)
concept for a multi-module space station to be placed in a near rectilinear halo orbit
around the Moon sometime in the next decade. The first module of the Gateway is
known as the Power and Propulsion Element (PPE), and is set to launch in 2022.
As the station’s first module, the PPE will be responsible for providing the Gateway
with “electrical power, communications, attitude control, orbit maintenance, and the
ability to change orbits” [16]. Control of the Gateway represents a complicated and
unique control problem due to the spacecraft’s status as a large, multi-modular space-
craft; it will have multiple dominant structural modes from its comprising elements:
modules, external payloads, solar arrays, a robotic arm, visiting spacecraft, etc [31].
Other spacecraft in this class include the Space Shuttle, the Mir space station, and the
International Space Station (ISS). The field that pertains to the “coupling” of control
inputs and the resultant structural dynamics is known as “Control-Structure Inter-
action (CSI)” [22], and developing CSI mitigation strategies from induced propulsive
and non-propulsive actuation has become an important objective for control systems
engineers working on large, flexible space structures today. The current standard for
CSI management is evident in the recently retired Space Shuttle’s flight control sys-
tem: a phase-plane attitude control loop with notch filters on the feedback channel
that enabled docked operations with the Mir space station and the ISS. However,
when unconstrained by the Shuttle’s architecture and freed to investigate more mod-
ernized and adaptable control methods, additional options arise as feasible candidates
for Gateway CSI mitigation. For example, a Linear Quadratic Regulator (LQR) pro-
vides the basis for individual state vector cost weighting, so that steps can be taken
to more directly target the vibrations resulting from multiple structural elements. A
Frequency Weighted Linear Quadratic Regulator (FWLQR) extends the functionality
of a LQR by enabling the direct penalization of specified frequencies in order to shape
the system’s dynamic responses. The Model Predictive Control (MPC) optimization-
based approach supplements the frequency-weighted LQR by adding input and output
constraint-handling capabilities. Out of all of the CSI mitigation strategies evaluated,
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MPC appears to be the optimum candidate for large, flexible space structure CSI mit-
igation for its adaptability, flexibility, and relative performance.

The views expressed in this thesis are those of the author and do not reflect the official
policy or position of the United States Air Force, Department of Defense, or the U.S.
Government.

Kerri Cahoy
Associate Professor of Aeronautics and Astronautics
Thesis Supervisor

Ravi Gondhalekar
The Charles Stark Draper Laboratory, Inc.
Technical Supervisor
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Chapter 1

Introduction

1.1 Motivation
On 23 June 2011, a Russian Progress cargo vehicle (NASA identifier: 43P) was on

approach to dock with the ISS [32]. To prepare for the docking, the ISS was conduct-

ing a 180° slewing maneuver using thrusters onboard its Zvesda service module and

an already docked Progress cargo vehicle. During the slewing maneuver, the control

system of the ISS’s Russian Segment (RS) falsely detected that two of the thrusters

charged with yaw actuation onboard the Zvesda service module (Manifold 2 thrusters

#12 and #13 visualized in Figure 3 of [32]) had failed. The control system of the

ISS’s RS then reverted to alternate thrusters (Manifold 1 thrusters #18 and #19

visualized in Figure 3 of [32]) in an effort to complete the slewing maneuver.

The failure of the control logic resulted in unintentional thruster firings that

yielded a 10-minute-long period of high acceleration. This event was considered by

NASA and the Russian space agency to be one of the “most severe” high acceleration

events in the ISS’s operational history [32]. Significantly high loads were noticed in

multiple ISS structural elements that were, at times, 25% higher than those experi-

enced during pre-flight analyses.

Although no structural damage was incurred, the event prompted an extraordi-

narily valuable expansion of risk awareness for the ISS program [32]. Both NASA and

Russian space officials “realized that the ISS had been flying at risk of catastrophic
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structural loads caused by thruster firings, and those loads had the potential to be

much higher than those experienced” [32] during the 23 June 2011 event. One of the

concluding statements in the paper describing the event was the realization that the

ISS had experienced a severe “control-structure interaction” problem [32].

1.2 Defining “Control-Structure Interaction” (CSI)
The discipline of CSI is defined by NASA as the “detrimental closed-loop coupling

between structural modes and a feedback control system” [65]. Simply defined, CSI

is the coupling between the resultant dynamic structural responses of a physical

system to control inputs. The field of CSI emerges from an intersection of control

systems engineering and structural engineering. From ground-based systems such

as automobiles [61] to underwater vehicle-manipulator systems [20], managing the

dynamic responses of physical systems as a result of control inputs is an important

discipline that a control systems engineer must consider to ensure system performance

and survivability.

In the realm of human spaceflight, the 23 June 2011 event is considered to be one

of the most severe CSI issues pertaining to excessive structural loads generated by

unintentional thruster firings. To the author, this event highlights the complexities

of CSI management and mitigation for large space structures like the ISS. The ISS

is unique when compared to other spacecraft (both current and historical) for its

sheer size and mass. The ISS is comprised of many structural elements, including:

16 modules, eight solar arrays covering an area of approximately 2,500 m2, truss

segments, pressurized mating adapters, and more [1] [13] [4] [13]. The image available

at [13] depicts an exploded view of the ISS to help the reader in visualizing the

structural complexity of the 357 foot (end-to-end) space station [12].

Large and flexible space structures are sensitive to excitation, due to the existence

of various bending modes and resonant frequencies that are inherent to the space-

craft’s structural elements. The resultant motion stemming from control actions can

excite these modes of vibration, which can lead to instabilities and can induce loads,

which is what occurred in the 23 June 2011 event. The same report that described
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the ISS event [32] included a snapshot of some of the ISS’s sensitive frequencies from 0

Hz to 0.033 Hz, and some of the sources of these frequency spikes [32]. This snapshot

is provided in [32] as Figure #26.

To avoid exciting the various resonant frequencies associated with the structural

elements of spacecraft, control systems engineers need to develop methods and logic

within control systems to avoid excitations and significant structural stresses. Dur-

ing NASA’s Gemini space flight program of the 1960s, engineers used a notch filter

to remove troublesome portions of the spectrum on the sensor feedback channels,

thereby preventing the controller from acting upon those frequencies, and thus miti-

gating load-inducing activity during docked operations between the Gemini spacecraft

and the uncrewed Agena target vehicle [65]. The first bending mode of the docked

spacecraft was at 5 Hz, so a notch filter was used to sustain a gain margin of 6 dB

at that frequency [65], thus mitigating potentially destabilizing spectral content at

that frequency. During the Apollo-era, similar methods were used when the Apollo

Command and Service Module (CSM) was docked with the Lunar Module (LM) to

avoid the excitation of certain frequencies [69]. The Space Shuttle also employed a

notch filter-based approach to remove the pathological frequencies from the feedback

signal that could cause the control system to excite frequencies of concern (e.g., the

frequencies of the dominant structural modes) during docked operations with the Mir

space station, in addition to assembly and docked operations with the ISS. More

details on the Space Shuttle’s CSI mitigation strategy are presented in Section 4.1 of

this thesis.

CSI, simply defined, is the coupling between the resultant dynamic structural

responses of a physical system to control inputs. For spacecraft, this can include

both intended inputs such as the various means of propulsion and attitude control,

and external inputs such as solar radiation pressure, outgassing, and forces/torques

incurred through docking with other spacecraft. As the 23 June 2011 incident em-

phasized, significant care must be placed towards the development of an effective CSI

mitigation strategy that can not only manage the intended and external inputs to

a system, but one that can also withstand worst-case scenarios. This is especially
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important for large, flexible spacecraft with multiple modes of vibration like the ISS.

Developing a CSI mitigation strategy that can mitigate potentially destabilizing vi-

brations is crucial for the mission success of any future spacecraft. NASA’s Gateway

is one such spacecraft.

In Chapter 1 of this thesis, the Gateway is introduced from both a programmatic

(Section 1.3) and a technical (Sections 1.3.1 and 1.3.2) point of view. The program-

matic review recaps the state of the Gateway project at the time of the writing of

this thesis. A technical review is also presented, which consists of two primary com-

ponents; the first component is a review of the high-level requirements published by

NASA in the summer of 2018 in regards to the Gateway’s first module, the PPE. The

second component is a review of the operational orbit that the PPE will presumably

be deployed into, and the family of orbits that it will potentially operate in (while

simultaneously growing in size to represent the full Gateway stack) (Section 1.3.2).

A primary objective of Chapter 1, beyond introducing the Gateway as a program, is

to establish its nominal operating parameters. By presenting the PPE’s requirements

and information about its insertion orbit, the reader can gain an insight into vari-

ous ΔV, energy, and maneuvering requirements that the Gateway will be expected

or required to subscribe to. Additionally, by understanding the nominal operating

parameters of the PPE, two case studies representative of the Gateway’s planned

orbital maneuvers can be crafted to test a pre-selected array of candidate CSI mit-

igation strategies. The cases of orbital translations and attitude control maneuvers

(i.e., orbital station-keeping and transitions between various orbits) can be crafted to

test a pre-selected array of candidate CSI mitigation strategies, which is the subject

of Chapter 2.

Chapter 2 applies the programmatic and technical data presented in Chapter 1

to develop the specific case studies that detail the maneuvers to be performed by

each CSI mitigation strategy. First, various assumptions are made in regards to

the simulation duration of each of the case studies (Section 2.1), with a follow-on

discussion on the actuation limitations per CSI mitigation strategy (Section 2.2).

An introduction is given to the “Turn-to-Burn” strategy that will characterize the
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majority of the Gateway’s maneuvers throughout its lifetime in Section 2.3. The

“Turn-to-Burn” strategy is divided into three distinct maneuvers: an initial rotation

to the burn attitude, the burn itself, and a follow-on rotation to either the original or

a new spacecraft attitude. Case Study #1 is crafted to evaluate the PPE’s dynamics,

with an extended solar array, under a 1.5-meter translational burn in one axis (Section

2.4), and Case Study #2 is crafted to model an 180° rotation about one axis (Section

2.5). The case studies establish the maneuvers that each CSI mitigation strategy will

be evaluated against, and make up one part of the simulation space. The second part

refers to the linear LTI models that will define the structural dynamics of the PPE

and its solar array for both the translational and rotational models, and is presented

in 3.

Chapter 3 introduces the translational (Section 3.1.1) and rotational (Section

3.1.2) models that will define the Gateway model used in the simulation space. The

translational and rotational models are representative of the PPE with one extended,

large, flexible solar array. Section 3.2 provides a discussion characterizing the max-

imum and minimum thrust and torque values that will be used as control inputs in

the translational and rotational models.

Chapter 4 introduces each of the five CSI mitigation strategies that are tested in

the simulation environment against each of the three case studies. These strategies,

along with a brief description, are provided in the following enumerated list:

1. Phase Plane; Section 4.1: Phase plane controllers operate with respect to

a two-dimensional Cartesian coordinate grid, with error presented on the hor-

izontal axis and error rate presented on the vertical axis. The error and error

rates are calculated from differences between commanded attitudes and actual

attitudes. Control engineers design switching lines on this grid which, when

error vs. error rate boundary lines are exceeded, trigger the “on” condition of

binary “on-off," or “bang-bang” thrusters to drive the error and error rate back

to within acceptable margins. This method was used for the Space Shuttle’s

on-orbit Digital Autopilot (DAP).
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2. PID Control; Section 4.2: PID is a classical control method that is cited as

being the most common control method used for control applications today [75].

The control action is composed of three control components: a proportional

component that considers control action based upon the current error (i.e.,

the difference between the commanded attitude and the current attitude), an

integral component that considers previous error, and a derivative component

that considers future error [74].

3. LQR; Section 4.3: The LQR is an optimal controller that, given a set of

user-specified weighted parameters that balance weights on system states and

inputs, incorporates a cost function to ultimately compute a state-feedback gain

for computing a control input that minimizes said cost function [30] [45].

4. FWLQR; Section 4.4: The FWLQR control method builds off of the founda-

tions provided in LQR theory, by supplementing the base capabilities of LQR

with the ability to penalize frequencies of interest.

5. MPC; Section 4.5: MPC is an effective strategy for constrained control prob-

lems. One can accommodate known constraints on control inputs. Furthermore,

one can impose desired constraints on the system’s states and/or outputs.

Chapter 5 implements these control methodologies as representative translation

and attitude controllers. Section 5.1 evaluates the performance of each CSI mitigation

strategy for Case Study #1, and Section 5.2 evaluates their performance for Case

Study #2. Each CSI mitigation strategy is evaluated for its ability to accomplish the

primary control objective of completing the translation or attitude change maneuver,

and the secondary control objective of mitigating potentially destabilizing oscillations.

Chapter 6 concludes with a brief recap of the thesis’s contribution in Section

6.1. Section 6.2 provides a discussion of the simulation results procured in 5, and

provides the author’s recommendation on the highest-performing control strategy in

the context of the simulations performed. Section 6.3 concludes the thesis with a few

topic areas that can be further developed.
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1.3 Introduction to NASA’s Gateway
The Gateway is an advanced NASA concept for a multi-module space station to

be placed in lunar orbit in the early 2020s [42]. As humanity’s first long-term

crewed/uncrewed presence in lunar orbit, the Gateway draws its appeal from being

able to serve as a multipurpose lunar outpost in cislunar space: its planned positioning

in lunar orbit is expected to enable routine deployments to a lunar research station,

and serves as a crucial element in NASA’s plan to expand humanity’s presence to

Mars [42].

The concept for a lunar space station has existed for some time, but the 2019

NASA fiscal year budget request was the first to specifically allocate funding for

the Gateway project, recommending $504.2 million [9]. The final budget approved

by Congress in February 2019 was the first to allocate funding specifically for the

Gateway, but had decreased this value to $450 million [24] [26]. In comments following

the release of the budget request, then acting NASA administrator Robert Lightfoot

cited the relationship of the requested Gateway funding with that of the current

political administration’s efforts to expand humanity’s presence to the Moon, Mars,

and to other destinations beyond Earth [56]. These efforts, as made evident in a White

House memorandum issued a few months prior, amended the previous National Space

Policy of the United States to putting the United States in a position to “lead the

return of humans to the Moon for long-term exploration and utilization, followed by

human missions to Mars and other destinations” [40].

In response to this directive, NASA released a Request for Information (RFI)

specific to the first Gateway module, the PPE in July 2017 [5] [7]. The purpose of

the PPE is to provide a variety of fundamental capabilities to the rest of the multi-

module Gateway stack. The following bulleted list was taken verbatim from [11], and

describes these capabilities:

• “Obtain data to understand the health and performance of the system” [11]

• “Obtain data to support future operations and sustaining engineering including

anomaly troubleshooting data” [11]
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• “Provide power to the Gateway” [11]

• “Provide transportation for the Gateway between cislunar orbits and perform

any needed orbital maintenance” [11]

• “Provide attitude control for the Gateway in multiple configurations with and

without visiting vehicles such as Orion” [11]

• “Provide Gateway communications with Earth, visiting vehicles, and the lunar

surface, and act as a relay with Earth for visiting vehicles, in support of extra-

vehicular activity (EVA) and lunar surface operations.” [11]

• “Support utilization experiments and technology demonstrations provided by

NASA, international, or commercial partners” [11]

The July 2017 RFI’s purpose was therefore to explore “the possibility of a cost ef-

fective development effort” for the PPE, by inviting companies to provide descriptions

of ability, conceptual schedules, and summaries of technical development approaches

specific to the construction of the PPE [5]. Within the RFI, 16 fundamental technical

capabilities were listed to guide these companies in their attempts to secure NASA’s

support to conduct concept studies that would lead to various PPE concepts [5].

These fundamental design reference capabilities would come to form the foundation

of an initial rendition of the PPE’s higher level requirements, which were released in

a draft Broad Agency Announcement (BAA) nearly one year later (June 2018) [53].

In November 2017, NASA announced that the Boeing Company, Lockheed Martin,

Orbital ATK Incorporated, the Sierra Nevada Corporation, and Space Systems/Loral

were selected to conduct studies into a PPE concept design [37].

The PPE BAA can best be defined as “a full and open competition soliciting

proposals from United States Industry that could lead to potentially one or more

technology demonstration contract awards for an industry/NASA partnership for the

development and spaceflight demonstration of a PPE” [11]. As previously mentioned,

the contents of the BAA include high level requirements that industry could use to

begin their concept design process, but it also includes additional elements such as
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a notional summary schedule (with a predicted PPE launch in 2022), government

furnished equipment information, and additional reference materials that potential

industrial partners could use [15].

In September 2018, NASA released an updated version of the BAA as a formal

solicitation for research and development contracts that would help in enabling the

development of a PPE, with a proposal due date of November 2018 [11]. NASA

released the formal BAA in September 2018, and is currently in the process of eval-

uating PPE industry proposals. In February 2019, NASA released a memorandum

stating that the procurement process was still ongoing [58]. NASA, in its September

2018 BAA, stated that “offeror[s] shall propose a schedule with a launch date [of] no

later than September 2022 with a demonstration to last no longer than one year in

duration to be completed no later than September 2023” [11], although in its February

2019 update the no-later-than launch date had slipped to 31 December 2022. [58]

In September 2018, NASA released a layout of what the Gateway could look like

when fully assembled [31]. The presentation in which this layout was provided also

includes descriptions of each of the elements briefed by NASA in the September 2018

presentation [31]. These descriptions and their corresponding elements are presented

in the following enumerated list, and were taken verbatim from [31].

1. Power and Propulsion Element (PPE): “Power, communications, attitude

control, and orbit control and transfer capabilities for the Gateway” [31].

2. ESPIRIT: “Science airlock, additional propellant storage with refueling, and

advanced lunar telecommunications capabilities” [31].

3. U.S. Utilization Module: “Small pressurized volume for additional habita-

tion capability” [31].

4. Robotic Arm: “Mechanical arm to berth and inspect vehicles, install science

payloads” [31].

5. Habitation Module: “Pressurized volumes with environmental control and

life support, fire detection and suppression, water storage and distribution” [31].
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6. Logistics and Utilization: “Cargo deliveries of consumables and equipment.

Modules may double as additional utilization volume” [31].

7. Roll-Up Solar Arrays (ROSAs): 300 kW class solar arrays.

8. Sample Return Vehicle: “A robotic vehicle capable of delivering small sam-

ples or payloads from the lunar surface to the Gateway” [31].

9. Airlock: “Enables spacewalks, potential to accommodate docking elements” [31].

10. Orion Multi-Purpose Crew Vehicle (MPCV): “U.S. crew module with

ESA service module that will take humans farther into deep space than ever

before” [31].

On 5 March 2019, NASA published a press release which included an illustration

highlighting the international collaboration that will go behind the development of the

Gateway [67]. It broke down the international stakeholders that will participate in the

Gateway’s development per module [67]. According to this information, NASA, the

European Space Agency (ESA), the Japan Aerospace Exploration Agency (JAXA),

the Canadian Space Agency (CSA), and the Russian State Corporation for Space

Activities (ROSCOSMOS) will be stakeholders in the design of the Gateway stack

[67].

1.3.1 PPE Requirements

A list of high level requirements accompanied the BAA in June 2018 that were specific

to the PPE [53]. These requirements were published to provide potential industry

partners with a high-level understanding of both the purpose and capabilities of the

PPE, as desired by NASA. Concurrently, these requirements and the rest of the BAA

serve as one of the best public resources on extrapolating information necessary for

PPE model and simulation development. Additionally, other elements of publicly

releasable information, such as the orbit of the Gateway, allow for the generation of

additional assumptions that will help in shaping the simulation environment. The

following list is a summary of the most applicable PPE requirements with respect to
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the development of a CSI mitigation strategy, and includes some verbatim information

taken from the requirements document [53]. Listed alongside these requirements are

the official identifiers of requirements that influenced the requirement synopses:

1. Guidance, Navigation, and Control (GNC)

(a) Three-Axis Attitude Control & Translational Maneuver Authority [53] -

NU-PPE-1415; NU-PPE-1591; NU-PPE-1780; NU-PPE-1506

i. The PPE shall have two onboard propulsive mechanisms available in

which to perform three-axis attitude control and to perform transla-

tional maneuvers: a RCS monomethylhydrazine-based capability and

a 300 kW-class xenon-based Solar Electric Propulsion (SEP) capabil-

ity. Additionally, the PPE will have a non-propulsive three-axis atti-

tude control capability in the form of Control Moment Gyros (CMGs)

and/or Reaction Wheels (RWs).

(b) Free Drift: Zero Forces, Torques [53] - NU-PPE-1843; NU-PPE-1482

i. The PPE shall be capable of flying in a static free drift mode. This

is relevant for docking procedures, as the Gateway will be the target

vehicle for all visiting vehicles and incoming modules. These require-

ments also highlight the necessity of the flight control system to bring

the Gateway to a static and stable state after conducting translational

or rotational maneuvers.

(c) PPE Autonomous Operations Demonstration [53] - NU-PPE-1796; NU-

PPE-1893

i. The PPE shall be able to operate autonomously, including with SEP

system burns during cislunar orbital transfers, for at least three weeks.

Autonomous operations, as defined by NASA in the context of the

PPE, includes having a system capable of completing “all PPE func-

tions... needed to support the Gateway Mission... without ground

controllers in the loop” [53]. This three-week requirement is also em-

bedded in the fact that the Gateway is to be uncrewed for extended
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periods of time, and may require remote and/or autonomous opera-

tions.

(d) Maintenance of Near Rectilinear Halo Orbit (NRHO) [53] - NU-PPE-

1910; NU-PPE-1911; NU-PPE-1923

i. The PPE shall be able to perform orbital maintenance maneuvers with

both the SEP and the RCS systems. Orbital maintenance maneuvers

are burns required to keep the Gateway in a designated orbit. The

Gateway is predicted to require a ΔV of less than 10 m/s per year in

regard to orbital maintenance in its NRHO deployment.

(e) Orbital Transfers [53] - NU-PPE-1898; NU-PPE-1914; NU-PPE-

2237; NU-PPE-1897

i. The Gateway shall be capable of performing cislunar orbital transfers

with the SEP system. This includes the insertion into a NRHO at the

beginning of the PPE/Gateway’s mission with the SEP system.

2. Crew

(a) Crew Vibration Exposure Limits [53] - NU-PPE-1497

i. NASA maintains standards on human factors, habitability, and envi-

ronmental health in a document known as NASA-STD-3001 Volume

2 [3]. This document provides insight into a variety of vibration lim-

itations on crew members during multiple stages of flight (e.g., pre-

flight, sleep periods, maximum exposure guidelines in a 10 minutes

time span, etc.) that can be used to influence the development of a

CSI mitigation strategy. For example, it is noted that the “maximum

frequency-weighted acceleration” that the crew may experience be-

tween “0.5 and 80 Hz” in a one-minute-long period is “5.9 𝑚/𝑠2 RMS

(0.6 g RMS)” [3]. Having a capability to manage vibrations related to

the physiological requirements of the crew is important.

3. Mechanical
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(a) Flight System Mass [53] - NU-PPE-1702

i. The “PPE... shall not exceed a wet mass of 8000 kg after completion

of the spaceflight demonstration” [53].

(b) Exclusion Zones [53] - NU-PPE-1710

i. The Gateway shall be able to actively avoid various “keep-out zones”

during operations within its lifetime. A “keep-out zone” is defined as

an area that the Gateway will not be able to perform either three-

axis attitude control or translational burns in. This includes exclusion

areas during crewed Extravehicular Activities (EVAs), operations from

a Remote Manipulator System (RMS), visiting vehicles, etc.

(c) In-Space Structural Monitoring - NU-PPE-1873

i. The PPE “shall provide telemetry to monitor and characterize [the]

structural dynamic response of the PPE to in-space load events,” such

as docking operations, control inputs, and crew activities [53]. Addi-

tionally, the requirements state that “it will be important to measure

the overall dynamic response to these events for the lifetime of the

PPE in order to validate Gateway dynamic models, assess structural

health and adjust operations if needed” [53]. Having the ability to

measure the overall dynamic response of a system to load-inducing

events and to compensate for them is a crucial component that the

Gateway’s control system must have.

4. Safety and Mission Assurance (SMA)

(a) Autonomous Hazard Control [53] - NU-PPE-2241

i. “The PPE... shall provide autonomous control of catastrophic haz-

ards” [53].

(b) Respond to Loss of Function - Autonomous Safing [53] - NU-PPE-2268

i. The PPE shall be capable of autonomously entering into a safe mode

and remaining there for three weeks, in regards to preventing any
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catastrophic events to the Gateway or the crew within.

The requirement categories, as summarized above, contain a summary of those

requirements that are directly relevant to the design of a CSI mitigation strategy. The

control architecture onboard the Gateway should not only be able to accommodate

three-axis attitude control and to have translational maneuver authority, but it should

also be able to perform in an autonomous capacity, and should be well-equipped to

manage a variety of hazards. Additionally, the control architecture of the Gateway

should be developed in consideration to a variety of “exclusion zones,” as described

in requirement summary 3.b. above [53]. As the Gateway grows and expands, it’s

control architecture should be able to consider constraints on controller outputs (e.g.,

stack displacement from origin, stack rotation, relative displacement of the primary

stack with respect to the station’s solar arrays, etc.). Finally, the specific mentioning

of the management of vibrations that the crew would be exposed to during flight

provides an additional motivation for an effective CSI mitigation strategy. These

considerations and takeaways are important, as they contribute to the formulation

of various case studies in which to test potential CSI mitigation strategies against

in the simulation environment. Ultimately, understanding the programmatic and

technical details of the Gateway and the PPE are important, as they are a primary

driver behind the motivation, design and choice of a control methodology for CSI

mitigation.

1.3.2 Gateway Deployment and Operational Orbit

It is important to understand the orbit that the PPE will be deployed into, and

concurrently, the family of the orbits that the Gateway will operate in. Orbits carry

with them certain energy requirements associated with initial orbit insertion, station-

keeping, and transitions to other orbits. Understanding the orbit of the Gateway

is an important step in the creation of the two nominal case studies that the CSI

mitigation strategies will be evaluated against.

The PPE will be deployed into a NRHO about the Moon [53]. The NRHO orbit

family can be conceptually defined as a family of orbits “with large amplitudes over
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either the north or south pole with shorter periods that pass closely to the opposite

pole” [68]. The NRHO family of orbits exists because of the L1 and L2 Lagrange

points; equilibrium points in space that are solutions to the Circular Restricted Three

Body Problem (CR3BP) [29] [34] [25]. The CR3BP dynamical model considers the

motion of a massless point (the spacecraft), “under the gravitational influence of the

Earth and the Moon” [29]. Solving the CR3BP yields five points of equilibrium: three

of which (the unstable three) are located along the Earth-Moon “line” (two of which

are the L1 and L2 points, which are visualized in Figure 1 of [29]).

Numerous studies have been made into both the characteristics and advantages of the

NRHO family as operational orbits for lunar space stations [68] [71] [29] [25] [51]. One

pertinent consideration to the selection of the NRHO family is the ability for crews

to access it from Earth given time and fuel constraints. At the time of this thesis’

composition, the most reasonable candidate for crew delivery to a space station in

a NRHO is the Orion MPCV, which, after being launched from Earth and inserted

into a Trans-Lunar Injection (TLI) orbit, will have enough remaining fuel to achieve a

total ΔV of 1250 m/s [68]. The Orion MPCV will be able to support 4 crew members

for 21 days at a time [68]. Although ΔV requirements will vary slightly depending

on launch dates and mission durations (e.g., if the Orion MPCV could be equipped

for longer duration missions), a NRHO was found to be suitable and well within the

ΔV and transit time requirements [68]. For a 21-day mission, for example, a crew

launching in February 2021 would require the ability to produce a total of 840 m/s

of ΔV to ensure a “stay time” of 10.9 days in a NRHO (where “stay time” refers to

the amount of time that the crew could remain in a NRHO given the 21-day mission

length) [68].

An important mission objective for the Gateway is to enable lunar surface access,

so the selected orbit should facilitate this objective. For uncrewed missions from the

Gateway, a lander would only require the fuel necessary to produce a ΔV on the order

of tens of meters per second to enter into a Low Lunar Orbit (LLO). This value only

includes the necessary ΔV to get from the NRHO to the LLO, and does not include

the ΔV required to transit from the LLO to the lunar surface. The transfer to the
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LLO from the NRHO would, however, require a transfer time of several months [31].

The Gateway could possibly host at least one uncrewed sample return vehicle, which

could make use of this minimal fuel benefit [31]. Additionally, there are a variety of

other uncrewed spacecraft that could deploy from the Gateway and take advantage

of this low ΔV requirement. For crewed spacecraft, the NRHO is the second most

preferred orbit to enter into a polar LLO from prior to beginning a powered descent,

relative to five other candidate orbits analyzed in [68]. For landings at a polar-based

location on the lunar surface, a ΔV of approximately 730 m/s with a total transfer

time of 0.5 days will be needed to descend into a polar LLO around the Moon [68].

Approximately the same ΔV and time constraints apply for ascents back into a NRHO

as well [68]. If a lunar lander would like to land on the equator, a descent into an

equatorial LLO would require approximately 900 m/s of ΔV, which also holds true

for the ascent back into the NRHO [68]. Figure 5 from [68] shows approximate ΔV

costs for descents from a NRHO into a LLO summed with the corresponding ascents

back into NRHO as a function of LLO orbital location.

Additional advantages to positioning the Gateway in a NRHO include a relatively

low cost of station-keeping, or ΔV required to maintain the Gateway’s positioning

in that particular orbit. For NRHOs about the L2 point specifically, an average of

approximately 4.8 cm/s of ΔV would be required per lunar orbit (an orbital period of

approximately 7 days is expected for the Gateway’s initial orbit) [68] [51]. In regards

to communications advantages with the Earth, spacecraft in a NRHO continuously

maintain a line of sight with Earth, thus potentially enabling consistent communica-

tions [68]. For lunar surface communication capabilities, NRHOs also provide some of

the best coverage of the lunar surface, relative to the other candidate orbits evaluated

in [68], due to their inclination “with respect to the ecliptic” [68]. Figure 7 of [68]

presents the percentage of communications coverage that a spacecraft in an “L2 south

family halo” NRHO would have of the lunar surface, as a function of lunar surface

location [68].

Finally, it is important to note that spacecraft in a NRHO would be able to ap-

propriately manage the heat incurred from orbital exposure to the Sun, given current
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spacecraft radiator technology [68].

Table 6 of [68] provides a summary of the benefits associated with placing the

Gateway in a NRHO, relative to the other candidate orbits analyzed by the NASA-

published paper [68].

1.4 Chapter Conclusion
Understanding why the NRHO family was selected to host the Gateway is impor-

tant not only because it allows the reader to understand more about the Gate-

way’s Concept of Operations (CONOPS), but because it also highlights some of the

PPE’s/Gateway’s nominal operating parameters that could influence the design of

a CSI mitigation strategy. Understanding the technical requirements of both the

PPE and the related astrodynamics will play a crucial role in the preparation of the

simulation environment.
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Chapter 2

Case Studies

In Chapter 1, the Gateway was introduced from both a programmatic and a tech-

nical standpoint. This included an overview of the PPE’s high-level requirements,

propulsion capabilities, and the astrodynamics relevant to its insertion and operations

within the NRHO family of orbits. Knowledge of the Gateway mission and specifics

regarding its first module, the PPE, is important to know for the development of a

CSI mitigation strategy for the Gateway. Chapter 2 focuses on the application of

knowledge presented in Chapter 1 to understand more of the maneuvers that the

PPE will be expected to perform throughout its lifetime. In lunar orbit, the Gateway

will have to perform periodic station-keeping burns, transitions into and within the

NRHO family, and changes in attitude to accommodate a variety of operations (e.g.,

docking with visiting vehicles, adhering to regulations surrounding various keep-out

zones, thermal regulation maneuvers, scientific observations and experiments, etc.).

The value of examining these details is rooted in the necessity of creating a simu-

lation environment that is able to accurately test each of the CSI mitigation strategies

that are introduced in Section 1.2 and elaborated upon in Chapter 4. The goal of

Chapter 2 is to develop case studies that will provide simulation environments repre-

sentative of maneuvers that the Gateway will be expected to routinely perform in its

mission orbit.

Creating the simulation environment can be broken down into two components:

creating the PPE structural simulation model (Chapter 3) and designing the sim-
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ulation case studies that the structural model will be tested in (Chapter 2) under

the various CSI mitigation strategies. Case Study 1 is a translational burn and Case

Study 2 is an attitude change maneuver.

2.1 Simulation Time Space

The Gateway’s orbital period will be approximately one week [68] [51], indicating long

time periods in which the spacecraft would be able to accomplish orbital station-

keeping tasks at apolune [51]. Additionally, studies conducted on orbital transfer

maneuvers done by the PPE show SEP burn times on the order of several weeks [51].

For example, a sample transition from an NRHO to a Distant Retrograde Orbit

(DRO) provided in [51] lists a total transit time of 155.7 days [51]. The total amount

of time that the SEP system will be thrusting during this transit time is computed

to be 37.8 days with a total ΔV of 85 m/s [51]. This is because the PPE’s onboard

SEP system is capable of low-thrust, extended duration burns. The point behind

highlighting these examples is to show that if time were not a constraining factor,

CSI mitigation would not be a significant concern, as lower force- or torque-inducing

maneuvers could avoid the excitation of normal modes of vibration and stresses caused

by significant loads at various dominant structural modes of vibration. Therefore,

the presented case studies present maneuvers intended for completion on the order

of minutes from the maneuver start time. This will ensure that each CSI mitigation

strategy is tested for their effectiveness, so that each control methodology plays a

valuable and necessary role in reducing excitations and mitigating induced loads.

2.2 CSI Mitigation Strategy Actuation Capabili-

ties

As it was introduced in Chapter 1, the Gateway has two propulsive sources of actua-

tion (i.e., the SEP and the RCS) and at least one source of non-propulsive actuation

(i.e., CMGs and/or RWs) that can be used to conduct both three-axis attitude con-

trol and/or translational maneuvering. However, not every CSI mitigation strategy
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can provide a control input that considers each actuation source aboard the Gateway.

Some CSI mitigation strategies are conceptually incapable of providing the proper

control input. The list below details the specific variable type produced by each

actuation type available on the PPE:

1. Propulsive Sources of Actuation:

(a) SEP: The SEP system is capable of producing a semi-continuous thruster

output. This means that the SEP thruster, as defined in the PPE high-level

requirements document, will output thrusts and torques between a non-

zero minimum and maximum [53], including an “off” condition in which

the total thrust or torque output is zero. The minimum and maximum

SEP thruster force and torque input values are calculated in Section 3.2.1.

(b) RCS: The RCS is capable of producing a binary thruster output. This

means that the RCS is capable of being in an “on” or an “off” state, yielding

a maximum thruster output or a thruster output of 0. A discussion on the

value of the “on” thruster output value used in the simulation space is

provided in Section 3.2.2.

2. Non-Propulsive Sources of Actuation:

(a) CMG/RW: The CMG/RW system is capable of producing a continuously

variable thruster output. This means that all values from 0 Nm to a defined

maximum value are valid. A discussion on the maximum CMG/RW torque

employed in the simulation space is presented in Section 3.2.3. As it was

mentioned in Section 1.3.1, the CMG/RW actuation source is only relevant

to the PPE’s rotational state-space model.

Each of the five CSI mitigation strategies and their specific controller inputs to a

simulation model are detailed below:

1. Phase Plane: Phase plane controllers, as introduced in Chapter 1, provide

binary control inputs and are unable to provide continuously variable or semi-

continuous control inputs. This means the phase plane CSI mitigation strategy
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can only provide control action made possible by the binary RCS system in the

Gateway simulation environment.

2. PID: PID controllers provide a continuous control input. This excludes them

from being able to provide RCS control inputs, but allows them to provide

actuation support readable by the continuous modes of actuation aboard the

Gateway (i.e., the SEP or the CMG/RW). The PID controller evaluated in this

thesis is Single Input Single Output (SISO), meaning that it can only provide

a controller input for one control actuation source at a time.

3. LQR: Similar to PID controllers, LQR controllers provide continuous control

inputs. This constrains them to considering the SEP system for the translational

model or the CMG/RW system(s) for the rotational model.

4. FWLQR: FWLQR controllers also provide continuous control inputs readable

by either the Gateway’s SEP actuation system or the CMG/RW non-propulsive

system.

5. MPC: MPC is the only candidate control methodology evaluated in this the-

sis that can consider binary-, semi-continuous-, and continuous-input actuation

sources separately or in combination for a simulation. MPC employs constrained

optimization, which allows flexible input constraints to accommodate the real-

ities of the various types of actuators available on the PPE.

Due to the varying capabilities of the methodologies presented above, one CSI

mitigation strategy (MPC) can accommodate multiple simulation runs of varying

actuation sources, while the others are only able to use one actuation source to gener-

ate control input data. The MPC methodology is capable of considering RCS, SEP,

and/or CMG/RW actuators separately or in any of the six possible combinations.

On the contrary, the phase plane control methodology is, in its presented state, in-

capable of generating firing sequences for continuously-variable control inputs (i.e.,

the SEP system or the CMG /RW system). An experiment is presented during the

MPC simulation results (Section 5.1.5) in which the RCS actuation type is converted
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into a continuously-variable control input. This method is capable of being extended

to the PID, LQR, and FWLQR CSI mitigation strategies, and is also presented as a

potential area of future work in Section 6.3.

For Case Study 1 (the translational case study), the only two possible sources

of actuation are the RCS and the SEP. None of these actuator systems consider

continuously variable inputs, which will make the PID, LQR, and FWLQR incapable

of being tested in the translational Case Study. An assumption made during the

execution of these CSI mitigation strategies in Case Study 1 is that the continuous-

time control inputs can be converted into a semi-continuous input force with the use

of a limiting function. This limiting function considers the continuous control input

computed by each controller in Case Study 1 simulations, and limits it to the semi-

continuous bounds presented in Section 3.2.1. Although this is eventually linked to

degraded performance in Chapter 5’s simulation outputs, this assumption is grounded

in the realities of actual control systems. In many real-world examples, even if the

control law is not intrinsically capable of taking into account certain constraints or

idiosyncrasies, enforcing these after the control law sometimes leads to usable control

action. An analogous example is the use of linear control law design techniques to

implement a controller for nonlinear systems, which all real systems are.

2.3 Orbital Maneuvers: Turn-to-Burn
The maneuvers that the Gateway will execute on orbit can be classified into two

primary groups: transitions into and out of various lunar-centric orbits, and station-

keeping (i.e., orbital maintenance) within the currently deployed orbit. Orbital transi-

tions for the Gateway are characterized by extended burns to other orbits both within

and beyond the NRHO family. These are expected, as the Gateway will be required

to insert into its initial NRHO deployment orbit [68], is expected to transition to

additional lunar-centric orbits [68] [51], and is expected to transit to a disposal orbit

at the conclusion of its mission, in adherence to NASA’s procedural requirements for

orbital debris mitigation [6] [53]. Initial simulations for the Gateway’s orbital tran-

sitions have timescales on the order of multiple weeks [53]. Additional simulations
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show that some orbital transitions may require amounts of ΔV on the order of tens

of m/s [51]. Orbital maintenance, or station-keeping, is best described as a ΔV re-

quirement by a spacecraft to maintain its stability in a particular orbit. The PPE

requirements document mentioned the need for the station to support 10 m/s of ΔV

per year of the Gateway’s operation [53]. With an orbital period of approximately

one week [68] [51], the Gateway will need to provide approximately 10 m/s divided

by 52 weeks yields 19.23 cm/s of ΔV per orbit, on average.

The PPE will be responsible for both slewing the Gateway to its designated ma-

neuver attitude prior to each burn, and then providing the necessary station-keeping

thrust to meet ΔV requirements [53]. Based off of the language provided in the PPE

requirements document [53] and NASA-released concept art of the Gateway [31], we

assume that the Gateway’s slew to its targeted burn attitude can be considered a

separate maneuver to the burn itself, in that an attitude control maneuver and a

simultaneous ΔV burn are unlikely to occur simultaneously. This is hypothesized

to be true for both transitions to other orbits and station-keeping maneuvers. This

assumption was made primarily out of respect from the available concept art [31]

assuming the presence of one SEP system at one end of the PPE.

In the PPE requirements document, it was stated that orbital maintenance should

be accomplished individually or in unison by both the RCS and the SEP propulsive

systems [53]. Additionally, the requirements document also introduced the use of

non-propulsive attitude control actuation sources (e.g., CMGs or RWs) for attitude

control [53]. Consideration of these facts has developed the author’s assumption of

the “Turn-to-Burn” maneuver. For all orbital maintenance and orbital transition

maneuvers, the following three-stage control sequence will be assumed:

1. Perform an attitude adjustment maneuver using a combination of the non-

propulsive (CMGs or RWs) or propulsive (SEP system and RCS) actuation

sources.

2. Perform the orbital maintenance burn using the SEP system, the RCS, or both.

3. Perform an attitude adjustment maneuver using non-propulsive or propulsive
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actuation back to the original attitude, or a newly intended attitude.

Figure 2-1 provides the reader with a visualization of the “Turn-to-Burn” maneuver.

Figure 2-1: “Turn-to-Burn” Maneuver Visualization

2.4 Case Study 1: Translation
The PPE has a well-defined need to perform translation maneuvers following and

preceding the attitude adjustment maneuvers provided in the “Turn-to-Burn” con-

trol sequence. In Case Study 1, the PPE is commanded to translate forward in its

one-dimensional simulation space by 1.5 meters. This simulation is done using the

translational LTI simulation model developed in Chapter 3. The following list details

the number of simulation runs that each CSI mitigation strategy will be subjected

to, with a note presented on the specific actuators that accompany each of the runs:

1. Phase Plane: The phase plane CSI mitigation strategy has two simulation

runs allocated using the binary “on-off” RCS propulsive jets: one with the

notch filters and one without them on the feedback channels. This will allow

the reader to see the value of the notch filter approach in removing potentially

load-inducing or destabilizing frequencies on the feedback channel of the control

architecture which became an important addition to the Space Shuttle’s On-

Orbit DAP in the 1990s (expanded upon in Section 4.1).
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2. PID: The PID CSI mitigation strategy has one simulation run allocated using

the semi-continuous SEP propulsive system. This will require the continuous

to semi-continuous limiting function developed for Case Study #1, as discussed

in Section 2.2.

3. LQR: The LQR CSI mitigation strategy has three allocated simulation runs us-

ing the semi-continuous SEP propulsive system. This will require the continuous

to semi-continuous limiting function developed for Case Study #1, as discussed

in Section 2.2. The first simulation run will introduce the reader to the fun-

damental capabilities of the LQR by manipulating the cost weighting matrices

present in the cost function. The second simulation run is dedicated to evaluat-

ing the PPE’s performance in an LQR cost function configuration emphasizing

the primary 1.5-meter translation control objective. The third simulation run

demonstrates the performance limitations of the semi-continuous limiting func-

tion by allowing the continuously-variable LQR control input to feed directly

into the plant model.

4. FWLQR: The FWLQR CSI mitigation strategy has two allocated simulation

runs using the semi-continuous SEP propulsive system. The first simulation

run will provide an example of a simulation result without frequency weighting,

and the second simulation run will use the same cost weighting matrix setup

with the frequency penalization option “on.”

5. MPC: The MPC CSI mitigation strategy has six allocated simulation runs

using a combination of one or both the SEP system and/or the RCS. The first,

third, and fourth simulation runs consider both the semi-continuous SEP system

and the binary RCS system, while the second, fifth, and sixth renditions con-

sider the experimental continuous RCS ΔV input variable. Together, these six

simulation runs demonstrate the MPC controller’s ability to consider multiple

actuation inputs of varying data types with constraints, frequency weighting,

and the ability to enforce output constraints.
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The number of simulation runs allocated to each CSI mitigation strategy for Case

Study #1, in combination with the type of actuator(s) used, is included in Table 2.1.

CSI Mitigation
Strategy

Simulation Run
Number

Actuator(s) Used

Phase Plane 1 RCS
2 RCS

PID 1 SEP
LQR 1 SEP

2 SEP
3 SEP

FWLQR 1 SEP
2 SEP

MPC 1 SEP, RCS
2 ΔV RCS
3 SEP, RCS
4 SEP, RCS
5 ΔV RCS
6 ΔV RCS

Table 2.1: Case Study #1 Simulation Breakdown

2.5 Case Study 2: Attitude Control
In addition to the well-defined need to conduct translation maneuvers, the PPE will

be expected to perform routine attitude change maneuvers. In Case Study 2, the PPE

is commanded to rotate by 180° in one-dimensional space. This simulation is done

using the rotational LTI simulation model developed in Chapter 3. The following

list details the number of simulation runs that each CSI mitigation strategy will be

subjected to, with a note presented on the specific actuators that accompany each of

the runs.

1. Phase Plane: The phase plane CSI mitigation strategy for the rotational

model, exactly like the one for the translational model, has two simulation runs

allocated using the binary “on-off” RCS propulsive jets: one with the notch

filters and one without them on the feedback channel. This will allow the

reader to see the value of the notch filter approach in removing potentially

load-inducing or destabilizing frequencies.
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2. PID: The PID CSI mitigation strategy has one simulation run allocated using

the continuous CMG/RW non-propulsive actuation system.

3. LQR: The LQR CSI mitigation strategy has one allocated simulation run using

the continuous CMG/RW non-propulsive actuation system.

4. FWLQR: The FWLQR CSI mitigation strategy has two allocated simulation

runs using the CMG/RW non-propulsive actuation system. The first simulation

will demonstrate a case without frequency weighting, and the second simulation

will demonstrate a case with the penalization of an indicated frequency.

5. MPC: The MPC CSI mitigation strategy has one allocated simulation run.

Case Study 1 provided a comprehensive review of the control methodology’s

capabilities, with the exception of providing simulation results for a continuously

variable actuator input data type that provides a torque. The CMG/RW non-

propulsive actuation system will the sole source of actuation tested in Case

Study #2 for MPC.

The number of simulation runs allocated to each CSI mitigation strategy for Case

Study #2, in combination with the type of actuator(s) used, is included in Table 2.2.

CSI Mitigation
Strategy

Simulation Run
Number

Actuator(s) Used

Phase Plane 1 RCS
2 RCS

PID 1 CMG/RW
LQR 1 CMG/RW

FWLQR 1 CMG/RW
2 CMG/RW

MPC 1 CMG/RW

Table 2.2: Case Study #2 Simulation Breakdown

2.6 Chapter Conclusion
The goal of Case Studies #1 and #2 is to develop case studies that will provide

simulation environments representative of maneuvers that the Gateway will be ex-

pected to routinely perform in its mission orbit. With each case study now framed,
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the next step in preparing the simulation environment will be to model the subject

of each maneuver, the PPE and solar array combination. Following the develop-

ment of a PPE + solar array state-space model for both translational (Section 3.1.1)

and rotational (Section 3.1.2) maneuvers, the propulsive (the SEP and RCS systems)

and non-propulsive (CMGs or RWs) will also be characterized further to allow for

adaptation within the simulation environment (Section 3.2).
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Chapter 3

Simulation Environment

There is a strong heritage relating the use of simple, LTI state-space systems to the

synthesis of control laws. In [70], the authors use simple mass-spring-damper sys-

tems to describe a control method capable of the “suppression of deflection during...

slew and [the] elimination of residual oscillations.” Similarly, in [66], optimal con-

trollers are designed for use in the frequency domain for the purpose of simulating

the dynamic responses of large, flexible space structures as a result of control inputs.

This approach was also taken by Space Shuttle GNC engineers during the operational

phase of the Inertial Upper Stage (IUS) [63]. The author of [63] writes, in regards

to rotational model control design, that “often one could assume one dominant flex

mode in the pitch plane associated with the rotation mechanism, essentially a spring

at a hinge” [63]. The author of [63] goes on to state that “many beam-like payloads

could be similarly simplified with one dominant mode in the pitch plane and one in

the roll plane, each independent of the other... the simplified models usually sufficed

until the later Shuttle-Mir and Shuttle-Space Station dockings.”

Similar to the publications presented above, the purpose of this thesis is to de-

sign control strategies that can be applied towards large, flexible space structures.

Although more advanced models (e.g., friction coefficients, frequency dependent stiff-

nesses, time-varying coefficients, state-dependent dynamics, more structural elements,

etc.) are required to effectively test control strategies, there is a clear precedent sup-

porting the use of simplistic structural simulation models to design various control
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methods. In the spirit of this heritage, a simple translational and rotational LTI sys-

tem is considered to be the foundational simulation environment in which to test the

CSI mitigation strategies established in Chapter 1 that can, in the future, be applied

to more advanced simulation models.

3.1 LTI State-Space Systems
In controls engineering, LTI systems are frequently represented as state-space mod-

els. LTI state-space systems can be “described by linear differential equations with

constant coefficients,” reducing state-space models into “a set of n coupled first-order

linear differential equations with constant coefficients” [62]. This greatly reduces the

complexity of state-space system dynamics, which allows for a focus on control law

synthesis for a representative model.

The continuous-time LTI state-space systems for both the translational and rota-

tional PPE simulation models take on the following form:

�̇�(𝑡) = 𝐴𝐶𝑥(𝑡) + 𝐵𝐶𝑢(𝑡)

𝑦(𝑡) = 𝐶𝐶𝑥(𝑡) + 𝐷𝐶𝑢(𝑡)

where time 𝑡 ∈ R.

The discrete-time LTI state-space system for both models takes on the following

format:

𝑥(𝑘 + 1) = 𝐴𝐷𝑥(𝑘) + 𝐵𝐷𝑢(𝑘)

𝑦(𝑘) = 𝐶𝐷𝑥(𝑘) + 𝐷𝐷𝑢(𝑘)

where step index 𝑘 ∈ Z.

The implementation of each CSI mitigation strategy will be done in discrete-time.

The following enumerated list provides a description of each of the terms presented

in the state-space models above.

1. 𝑥(𝑡): The state vector written as a function of continuous time. 𝑥(𝑡) ∈ R𝑛,

where 𝑛 is the number of states.
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2. 𝑥(𝑘): The state vector written as a function of discrete time. 𝑥(𝑘) ∈ R𝑛.

3. 𝑦(𝑡): The output vector written as a function of continuous time. 𝑦(𝑡) ∈ R𝑚,

where 𝑚 is the number of outputs.

4. 𝑦(𝑘): The output vector written as a function of discrete time. 𝑦(𝑘) ∈ R𝑚.

5. 𝑢(𝑡): The input vector written as a function of continuous time. 𝑢(𝑡) ∈ R𝑝,

where 𝑝 is the number of inputs.

6. 𝑢(𝑘): The input vector written as a function of discrete time. 𝑢(𝑘) ∈ R𝑝.

7. 𝐴𝐶 : The state transition matrix of the continuous-time model, which has the

dimensions 𝑛 × 𝑛.

8. 𝐴𝐷: The state transition matrix of the discrete-time model, which has the same

dimensions as its continuous-time counterpart 𝐴𝐶 .

9. 𝐵𝐶 : The input distribution matrix of the continuous-time model, which has the

dimensions 𝑛 × 𝑝.

10. 𝐵𝐷: The input distribution matrix of the discrete-time model, which has the

same dimensions as its continuous-time counterpart 𝐵𝐶 .

11. 𝐶𝐶 : The output matrix of the continuous-time model, which has the dimensions

𝑚 × 𝑛.

12. 𝐶𝐷: The output matrix of the discrete-time model, which has the same dimen-

sions as its continuous-time counterpart 𝐶𝐶 .

13. 𝐷𝐶 : The feedforward matrix of the continuous-time model, which has the di-

mensions 𝑚 × 𝑝.

14. 𝐷𝐷: The feedforward matrix of the discrete-time model, which has the same

dimensions as its continuous-time counterpart 𝐷𝐶 .
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3.1.1 Translational LTI System

In accordance with the precedent to develop control methodologies for large, flexible

space structures on simple, mass-spring-damper LTI systems along one dimension, a

simple model was created for the Gateway’s linear dynamics (Figure 3-1).

Figure 3-1: Linear LTI System: Control-relevant Dynamics Model

The following list defines each of the variables used within the translation model

depicted in Figure 3-1:

1. 𝑚𝑅: This variable denotes the mass of the solar array, which was assumed to

be 250 kg. This value was based off of the mass of the ISS’s ROSA solar ar-

ray, which is estimated to be less than 500 kg [8]. The ROSA, developed by

the Air Force Research Laboratory and Deployable Space Systems, Inc. [8], is

a concept candidate [28] for providing the 300 kW of power needed for sup-

porting the PPE [53]. Seeing as the Gateway is planned to be smaller than

the ISS, and considering the advances in solar array technology since the ISS’s

era [59] [60] [14], the solar array mass for all simulations was assumed to be 250

kg.

2. 𝑚𝑃 : This variable denotes the mass of the PPE, which was provided in [53] to

be 8000 kg.

3. 𝜈: This variable denotes the value of the viscous damping coefficient, which was

assumed to be 0.01 N /(m/s) based off of existing precedent [43]. The focus of

this thesis is to evaluate CSI mitigation strategies that can potentially dampen
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the effects of a thrust- or torque-inducing input without the added value of a

passive damping capability. Keeping the effects of a passive damper low allows

for a greater focus on the CSI mitigation strategy in the attempts to accomplish

the vibration management control objective.

4. 𝜅: This variable denotes the value of the spring coefficient, which was calculated

to be 99 N/m from the following equation describing the simple and harmonic

motion of a mass (in this case, the mass of the solar array 𝑚𝑅) [54]:

2𝜋𝑓 =
√︁

𝜅
𝑚𝑅

𝜅 = (2𝜋𝑓)2𝑚𝑅

where 𝑓 represents the natural frequency in Hz. The natural frequency of the

solar array was chosen to be 0.1 Hz, based upon sources suggesting solar array

natural frequencies to be at around this magnitude [36] [57] [52]. With the mass

of the solar array already assumed, the value of 𝜅 can be calculated from the

equations above:

𝜅 = (2𝜋(0.1 Hz))2(250 kg) = 98.696 Nm−1 ≃ 99 Nm−1

5. 𝑥𝑅, �̇�𝑅: The variable 𝑥𝑅 represents the displacement that the solar array has

from its point of origin as a function of time, while its derivative �̇�𝑅 represents

the solar array’s velocity at a particular point in time.

6. 𝑥𝑃 , �̇�𝑃 : The variable 𝑥𝑃 represents the displacement that the PPE has from

its point of origin as a function of time, while its derivative �̇�𝑃 represents the

PPE’s velocity at a particular point in time.

Figure 3-1 presents a model that is linear and one-dimensional, with all quantities

being positive to the right. The next step is to provide the continuous-time state-space

dynamics for the translational LTI model, in accordance with the format provided in

Section 3.1:
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𝑥(𝑡) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝑥𝑃

�̇�𝑃

𝑥𝑅

�̇�𝑅

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛

𝑢(𝑡) =
[︂

𝑇

]︂
∈ R𝑝

𝐴𝐶 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0

− 𝜅
𝑚𝑃

− 𝜈
𝑚𝑃

𝜅
𝑚𝑃

𝜈
𝑚𝑃

0 0 0 1
𝜅

𝑚𝑅

𝜈
𝑚𝑅

− 𝜅
𝑚𝑅

− 𝜈
𝑚𝑅

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛×𝑛

𝐵𝐶 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
1

𝑚𝑃

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛×𝑝

𝐷 =
[︂

0
]︂

∈ R𝑚×𝑝

𝑛 = 4

The variables 𝑚 and 𝑝, which represent the number of outputs and inputs respec-

tively, vary based off of each individual case study and CSI mitigation strategy. 𝑇

represents the thrust matrix; its size (given by 𝑝) will vary depending on the actuators

selected for the simulation. A discussion of these various types is included in Section

3.2. Additionally, the output matrix 𝐶 will vary depending on each CSI mitigation

strategy. For example, the PID controller implemented in this thesis is only capable

of SISO control, and will have a 1×𝑛 matrix dimension. The output matrix is defined

individually in the presentation of each control methodology in Chapter 4.
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3.1.2 Rotational LTI System

To test the rotational dynamics of the Gateway, a separate LTI system was devel-

oped. Similar to the translational LTI systems, rotational systems have a heritage

of simplicity in the area of spacecraft control design [70] [63]. In accordance with

precedent, the following LTI model was developed to provide simulation results for

the Gateway’s rotational dynamics (Figure 3-2).

Figure 3-2: Rotational LTI System: Control-relevant Dynamics Model

The following list defines each of the variables used within the rotational model de-

picted in Figure 3-2, and comments on their specific value.

1. 𝐽𝑃 : This variable denotes the mass moment of inertia of the PPE. In order to

complete this calculation, the PPE was assumed to be a cylinder, as depicted

in Figure 3-3.

The z-axis, as depicted in Figure 3-3, is the intended axis of rotation for the

PPE. It is assumed that the circular faces of the cylindrical PPE will host the

SEP system on one end and a docking port to an additional module on the

other [31], while the solar array will be connected to the outer cylindrical face

of the PPE, defined in height by ℎ in Figure 3-3. The mass moment of inertia

equation for a cylinder about the 𝑧 axis of rotation is as follows [27]:

𝐼𝑧 = 1
2𝑚𝑟2.

Not much is publicly available in regards to the structural dimensions of the

PPE, which is understandable as the module is still in its conceptual stages of
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Figure 3-3: Cylinder with 3-D Axes of Rotation

development at the time of this thesis’ composition. Therefore, the radius 𝑟 of

the PPE was assumed to be that of the ISS’s Zarya module in order to complete

this calculation. The Zarya’s radius is approximately 2.06 m [10], and the mass

of the PPE was provided in [53] to be 8000 kg. Therefore:

𝐼𝑧 = 1
2(8000 kg)(2.06 m)2 = 16974.4 kg · m2 .

The PPE’s mass moment of inertia was therefore assumed to be 16974.4 kg · m2 .

2. 𝐽𝑅: This variable denotes the mass moment of inertia of the solar array. In order

to complete this calculation, the solar array was assumed to be a rectangular

plate (as demonstrated in Figure 3-4); i.e., a flat rectangle with a negligible

height in the z-axis.

It is assumed that the solar array will be connected to the PPE parallel to

the x-axis of rotation. This means that, in accordance with the nomenclature

of Figure 3-4, the hinge connecting the solar array to the PPE will be flush
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Figure 3-4: Rectangle with 3-D Axes of Rotation

with the side whose length is defined by the variable 𝑎. Figure 3-5 includes a

visualization of this connection.

Figure 3-5: Cylinder and Rectangle with 3-D Axes of Rotation

Considering this connection and the defined axes of rotation in Figures 3-3, 3-4,
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and 3-5, the axis of rotation that the PPE will rotate about is the same as that

of the solar array. The mass moment of inertia equation for rectangular plates

about the 𝑥-axis is as follows [17]:

𝐼𝑥 = 1
2𝑚𝑅𝑏2.

The variable 𝑏 denotes the extended length of the rectangular solar array wing.

With the PPE concept still under development and the solar array information

not yet available, a solar array wing size had to be assumed. The ISS was once

again referenced for this matter. Each ISS solar array wing has a length of 32.9

meters [59], but considering a variety of advances in solar array technology, the

assumed length of the PPE’s solar array was decreased to 25 meters [14]. The

mass of the solar array, as discussed in Section 3.1.1, was approximated to be

250 kg, based off of the estimated mass of each solar array wing [8]. Therefore:

𝐼𝑥 = 1
2(250 kg)(25 m)2 = 78125 kg · m2 .

The mass moment of inertia of the solar array wing is therefore assumed to be

78125 kg · m2 .

3. 𝜈: This variable denotes the value of the viscous damping coefficient, which

was assumed to be 0.01 N /(m/s) based off of existing precedent [43]. The

focus of this thesis is to evaluate CSI mitigation strategies that can potentially

dampen the effects of a thrust- or torque-inducing input without the added

value of a passive damping capability. Keeping the effects of a passive damper

low allows for a greater focus on the CSI mitigation strategy in the attempts

to accomplish the vibration management control objective. This value remains

unchanged from the translational LTI state-space model.

4. 𝜅: This variable denotes the value of the spring coefficient, which was calculated

to be 6701 N / m. This spring coefficient was calculated from the following

equation that defines simple harmonic motion for a torsional spring attached to

an inertial mass [64].
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𝜔 =
√︁

𝜅
𝐽𝑃

𝜅 = (𝜔)2𝐽𝑅

where 𝜔 represents the natural angular frequency in Hz, which is computed by

multiplying 2𝜋 by the desired resonant frequency. The natural frequency of the

solar array was chosen to be 0.1 Hz, based upon sources suggesting solar array

natural frequencies to be at around this magnitude [36] [57] [52]. With the mass

of the solar array already assumed, the value of 𝜅 can be calculated from the

equations above:

𝜅 = (2𝜋(0.1 Hz))2(16974.4 kg · m2) = 6701.22 Nm−1 ≃ 6701 Nm−1

The spring constant of the torsional spring that connects the PPE and the solar

array on the rotational model is therefore assumed to be 6701 Nm−1 .

5. 𝜃𝑅, 𝜃𝑅: The variable 𝜃𝑅 represents the angular displacement that the solar ar-

ray has from its point of origin as a function of time, while its derivative 𝜃𝑅

represents the solar array’s angular velocity as a function of time.

6. 𝜃𝑃 , 𝜃𝑃 : The variable 𝜃𝑃 represents the angular displacement that the PPE has

from its point of origin as a function of time, while its derivative 𝜃𝑃 represents

the PPE’s angular velocity as a function of time.

Figure 3-2 presents a model that is linear and one-dimensional, with all quantities

being positive in the counterclockwise direction when viewing the rotational control-

relevant dynamics model from the right. The next step is to provide the continuous-

time state-space dynamics for the rotational LTI model, in accordance with the format

provided in Section 3.1:
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𝑥(𝑡) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜃𝑃

𝜃𝑃

𝜃𝑅

𝜃𝑅

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛

𝑢(𝑡) :=
[︂

𝜏

]︂
∈ R𝑝

𝐴𝐶 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0

− 𝐾
𝐽𝑃

− 𝐵
𝐽𝑃

𝐾
𝐽𝑃

𝐵
𝐽𝑃

0 0 0 1
𝐾
𝐽𝑅

𝐵
𝐽𝑅

− 𝐾
𝐽𝑅

− 𝐵
𝐽𝑅

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛×𝑛

𝐵𝐶 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
1

𝐽𝑃

0

0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ R𝑛×𝑝

𝐷𝐶 =
[︂

0
]︂

∈ R𝑚×𝑝

𝑛 = 4

The variables 𝑚 and 𝑝, which represent the number of outputs and inputs respectively,

vary based off of each individual case study and CSI mitigation strategy. 𝜏 represents

the induced torque matrices of various actuator inputs; it is a function of the number

of outputs 𝑝. A discussion of these various types is included in Section 3.2. As with

the translational LTI system, the output matrix 𝐶 will vary depending on each CSI

mitigation strategy. The output matrix is defined individually in the presentation of

each control methodology in Chapter 4.
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3.2 Actuator Input Values
The force (𝑇 ) and torque (𝜏) matrices introduced in the translational and rotational

LTI models are unlike the constants contained in the state (𝐴) and input (𝐵) matrices.

This is because the value of these matrices will differ from simulation to simulation, as

discussed in chapter two, per the type of actuator(s) used. This section will provide

a review of the values of 𝑇 and 𝜏 for each of the PPE’s available actuators.

In chapter one, the requirements of the PPE introduced two propulsive (the SEP

system and the RCS) and one non-propulsive source of actuation (a CMG or RW

system) [53]. The propulsive sources of actuation are the only force-inducing sources

of actuation aboard the PPE, and are both applicable to the translational LTI model.

For the rotational model, the SEP system, the RCS, and the CMG or RW non-

propulsive actuation source are capable of inducing torques.

The next three subsections are dedicated to the calculation of the thrusts and

torques that each of the aforementioned actuation sources are capable of producing

in the simulation space.

3.2.1 Solar Electric Propulsion (SEP) Actuation

The following requirements are taken verbatim from [53], and relate to the thruster

output capabilities of the PPE’s onboard SEP system:

1. NU-PPE-1898: “The PPE Flight System shall utilize an electric propulsion

string that throttles with variable inputs powers from 7 kW to at least 10

kW” [53].

2. NU-PPE-1900: “The PPE Flight System shall utilize an electric propulsion

system with the capability to operate over a thrust-to-power ratio range of at

least 43 - 52 mN/kW.” [53].

These two requirements provide the basis for assuming the SEP’s capable thrust

range. Requirement NU-PPE-1898 refers to the SEP system as being throttleable

with a minimum and a maximum input power and thrust-to-power ratio. This sug-

gests that the PPE’s thrust can be modeled as a semi-continuous variable, meaning
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that it can achieve any thrust output within a minimum and maximum range greater

than 0. If the thrust output does not fall within this range, it is 0.

With the thrust-to-power ratio range and the variable input power values, the

SEP’s thrust output range can be computed:

Minimum Thrust:

(7 kW)(43 mN / kW) = 301 mN = 0.301 N

Maximum Thrust:

(10 kW)(52 mN / kW) = 520 mN = 0.520 N .

It is assumed that the SEP will be capable of producing 0.301 Nm - 0.520 Nm of

torque for the rotational LTI model.

3.2.2 Reaction Control System (RCS) Actuation

The PPE requirements document did not mention specific RCS thrust values. There-

fore, a reference thruster value will be used. The ISS’s RCS systems hosts clusters of

200 N thrusters to perform orbital reboosts [19]. The Space Shuttle’s Vernier RCS

jets are capable of exerting 106 N of thrust. The Vernier thrusters were primarily

responsible for providing attitude control for the Shuttle [63]. Due in part to the ISS

being larger in size than the Gateway is predicted to be, the RCS jet thruster outputs

that were used on the Space Shuttle will provide the reference force values for the

PPE’s RCS.

3.2.3 Non-Propulsive Actuation

The Space Shuttle did not have CMGs or RWs. The ISS, however, had CMG’s capable

of providing up to 258 Nm of torque. These values will be used for the non-propulsive

actuation option in the simulation space [55].
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Chapter 4

Summary of Control

Methodologies

Chapter 3 saw the introduction of the linear LTI state-space models that define the

translational (Section 3.1.1) and rotational (Section 3.1.2) dynamics for the PPE

with one deployed solar array. This specific configuration of the Gateway will be

evaluated in the simulation space by a series of candidate control methodologies for

their ability to allow the PPE to accomplish the primary control objective dictated

by the specific case study in consideration (Case Study #1 presented in Section 2.4

and Case Study #2 presented in Section 2.5). In addition to completing the primary

control objective of performing a translational burn (Case Study #1) or an attitude

change (Case Study #2), the control methodologies presented in this chapter are

evaluated for their ability to manage the oscillations of the solar array relative to the

PPE that result from the control actuation inputs stemming from the PPE’s efforts

to accomplish the primary maneuver.

Chapter 4 presents the theory behind each CSI mitigation strategy evaluated in

this thesis. All control strategies are presented in discrete-time.

4.1 Phase Plane Controller
The Space Shuttle had a total of three operations phases for nominal flight, with each

operations phase having a set of major modes [72]. To help in guiding the Shuttle’s
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flight during these various operations phases and major modes, various suites of flight

control software existed in the form of three different DAPs [72]. The Space Shuttle’s

on-orbit DAP made use of a phase plane control system to perform 3-axis attitude

control [72]. The phase plane, in the context of how the Space Shuttle applied it to

its on-orbit DAP, can be visualized using a Cartesian coordinate system, i.e., a two-

dimensional coordinate plane with error (𝜃𝐵
𝑒𝑟𝑟𝑜𝑟) being represented on the horizontal

axis and error rate (𝜔𝐵
𝑒𝑟𝑟𝑜𝑟) being represented on the vertical axis [63]. The error

and error rate calculations used to implement the phase plane logic were taken from

calculated differences between the commanded attitude and the attitude reported

by the DAP’s Inertial Measurement Unit (IMU) [63]. Figure 2 on page 64 of [63]

illustrates the control feedback loop of the Space Shuttle’s on-orbit DAP.

The Space Shuttle’s onboard propulsion system consisted of two Orbital Maneu-

vering System (OMS) jet systems that could “each produce 6000 lbf of thrust, ... six

Vernier Reaction Control System (VRCS) jets of about 24 lbf thrust each, and 38

Primary Reaction Control System (PRCS) jets of about 870 lbf thrust each” [63].

The Shuttle’s RCS was comprised of both the VRCS and PRCS systems. Figure 1

on page 64 of [63] describes the location of each of these RCS thrusters.

Sackett points out that “both the VRCS and the PRCS use[d] a phase plane con-

troller with switch curves corresponding to an attitude deadband and a rate deadband

(often called the rate limit)” [63]. The author of [63] goes on to mention that “within

the deadbands another switch curve depends on the disturbance acceleration estimate.

Other switch curves define a drift channel outside the attitude deadbands” [63]. Fig-

ure 3.3 from [72] depicts a phase plane Cartesian firing grid, in which certain jets were

commanded to be “on” in one direction (𝑓+) or “on” in the opposite direction (𝑓−)

based off of the Shuttle’s attitude error and error rate exceeding programmed limita-

tions imposed by engineers on the Shuttle DAP [72]. The worst case rate errors for

the Shuttle DAP operating independently (i.e., not docked to the ISS) are typically

on the order of 0.01° - 0.02° per second [47], which portray examples of upper limit

error vs. error rate limitations used within the Shuttle’s on-orbit DAP. A snapshot of

the phase plane during one hour of on-orbit operations with IMU error vs. error rate

61



information is available from the mission report of STS-71 in Figure 9, which shows

a range of attitude error from approximately -5 degrees to +5 degrees [73]. The error

rate oscillates between approximately -0.035 and 0.03 degrees per second [73].

The shaded areas (preference regions) in between the imposed boundaries corre-

sponded to the area in which the relevant thrusters would not be active. Designing

these boundaries were based off of decisions partially related to stability. The trade-off

associated with widening or shortening the boundaries, or switching lines, associated

with the phase plane diagram is, in part, one of performance versus accuracy. Of

course, the decisions (and ensuing results) about where switching lines were placed

differed based upon the varying structural configurations of each Shuttle mission.

Wider preference areas are associated with larger acceptable differences between the

commanded attitude/attitude rate and the actual attitude/attitude rate. Reducing

the distance between switching lines could potentially lead to a deterioration in per-

formance. This is because the controller, which conducts “on-off” control with binary

thrusters, may cause excessive oscillations between the switching lines, which could

lead to excessive stresses and loads in a short amount of time [63].

Phase plane control mechanisms were inherent to the Space Shuttle DAP design,

and served the orbiter well throughout the entirety of its lifetime. An example of a

phase plane plot overlain with actual flight error vs. error rate measurements was

previously referenced as Figure 9 of [73], a mission report for STS-71. STS-71 was a

1995 mission, which was consisted of the first docking between the Space Shuttle and

the Russian space station Mir [73].

Early in the Space Shuttle’s operational flying career, concerns began to arise in

regards to how the Shuttle on-orbit DAP, and the phase plane infrastructure that

was foundational to its execution, would respond to various payload interactions and

deployments using devices like the RMS (the Shuttle’s robotic arm), or the IUS [63].

The IUS was a Boeing-developed “upper-stage booster rocket” that, upon being de-

ployed from the Shuttle’s payload bay, would propel payloads into higher Earth-based

orbits, or onto transfer trajectories to other planets [23].

The cause for concern in regards to RMS and IUS usage was that “low frequency
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payload motion associated with certain directly attached payloads or with a payload

on the RMS would have flex frequencies lower than state estimator cut-offs” [63]. This

would result in potentially destabilizing frequencies that could pass through the phase

plane control logic, which would risk an excitation of a specific frequency that would

potentially degrade “performance or even... [lead] to a control instability” [63]. An

example of this incident can be seen in the preparation for STS-6. STS-6’s mission was

to deploy the Tracking and Data Relay Satellite-1 (TDRS-1), and used the IUS to do

so [2] [63]. The IUS + TDRS-1 package had a weight of approximately 30,000 lbs [63].

Upon being rotated to a deploy angle of 58°, the IUS + TDRS-1 + Shuttle stack had

a fundamental frequency that was close to 0.1 Hz, which, upon being excited, could

have lead to “poor DAP performance or even an instability” [63].

A crucial element in the remedy for these problems was the development of a high-

fidelity simulation environment, which was used to model various Shuttle + payload

configurations. Through simulations and careful design of the phase plane and jet

pulse firing sequences, Draper was able to support NASA and the Shuttle program by

preventing the excitement of dominant modes of vibration within the on-orbit DAP

control loop. However, in the mid-late 1980s, more and more thought began to be put

into the assembly of a space station in orbit, which inherently included large modules

and other structural components. Structural elements of the size envisioned would

“likely have multiple low frequency modes” that would complicate current on-orbit

DAP design methods employed by Draper and NASA [63]. By 1987, an initiative was

created within Draper to “try to identify and test alternative approaches to dealing

with the dynamic interaction issue other than the usual operational restrictions and

deadband changes” [63]. Born out of this initiative was an idea proposed in [18]

involving the use of notch filters on the feedback loop of the Shuttle’s on-orbit DAP

(depicted on the feedback channel of Figure 2 in [63]). The fundamental idea was to

filter out components of the feedback signal associated with unwanted “low-frequency

bending modes” that may cause instabilities and undesired excitations when used in

concert with the phase plane control system [18]. Figure 1 from [73] depicts an

example of the notch filter applied to STS-71’s mated operations to the Mir space
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station, and was taken from the aforementioned Draper-published STS-71 mission

report.

Notch filters became an integral part of the Shuttle’s on-orbit DAP for the Shut-

tle/Mir docking missions throughout the 1990s in addition to the ISS assembly &

docking missions in the 2000s. The design of the notch filter, tailored to mission

specifics, was a crucial part of the preparations performed by Draper for Space Shut-

tle flights involved with mated Mir/ISS missions. However, the notch filter approach

was not without tradeoffs. Draper’s process for notch filter design required a certain

amount of “trial and error” [63], as “more than one notch for one flex mode may...

[have provided] better performance than a single notch” [63]. Additionally, there

was a tradeoff between stability and performance, as “the notches ensure[d] feedback

stability,... [but they also tended] to degrade rigid body performance” [63].

During the ISS assembly and docked missions, concern existed over how the sta-

tion’s structural elements would respond if the PRCS thrusters, which produce 870

lbs of force [63], were implemented for control purposes. Although the VRCS jets

were “naturally preferable for loads,” they were “not redundant and the failure of

any single VRCS jet [meant] that the VRCS [was] no longer an option for control of

the stack.” [48]. The challenge that existed for Shuttle control engineers was spac-

ing the thruster firings so as not to excite dominant modes of vibration, which were

becoming more and more dense with the ISS’s growth (see Figure 26 in [32]). The

eventual solution was the incorporation of the “variable delay” concept [48]. This

concept consisted of varying the intervals between RCS firings, where “an array of 10

values [could] be loaded into the flight software that [could] scale the base interval,

thus supplying a sequence of 10 non-equal intervals between firings.” [48]. Finding the

most appropriate sequence of intervals relied upon a brute-forcing search method (al-

though considerable steps were taken to minimize the total number of permutations

with various optimization algorithms [48]) done on the ground, which considered a

multitude of possible firing sequences [48] [46]. Given modern day computational ca-

pabilities, an optimal solution considering a high-fidelity model could be found with

“one computer in an afternoon” [46]. However, in the days of the Shuttle, these op-
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timal pulse train firing sequences would require multiple processors and days of run

time (done on the ground) to yield a solution [46].

In conclusion, the excitement of the dominant modes of physical objects could

lead to instabilities and excessive loads for spacecraft. For large, flexible spacecraft

that inherently have multiple dominant modes of vibration, the attenuation of these

frequencies is a paramount objective to ensuring mission success. The Space Shuttle

utilized a notch filter that, when placed on the feedback of the on-orbit DAP control

loop, attenuated various frequencies that would have caused instabilities and unde-

sired loads on associated structural elements. However, this approach was constrained

to the existing Shuttle control loop architecture. In the realm of human spaceflight

within the United States, the ability to evaluate additional control methodologies

for their effectiveness and potential benefit over the notch filter-based approach in

the Shuttle program was not applicable because of this constraint. In combination

with the pulse train optimization process developed to assist in ISS CSI mitigation,

the Shuttle’s CSI mitigation strategy had gaps in performance and adaptability that

could potentially be outperformed by other control methodologies in the context of

an unconstrained architecture for new space systems. The opportunity to evaluate

other strategies was not as available to the Shuttle as it is for the Gateway, which is

currently in the early stages of development. Developing a controller unconstrained

by the architecture of the Space Shuttle that could best optimize against potentially

destabilizing interfering modes of vibration is important for the future development

of large space structures.

4.2 PID Controller
PID controllers have been in existence since the early 1900s [21], and are considered

to be “the most commonly used controller,” as “about 90-95% of all control problems

are solved by this controller” [75]. Its widespread application and relatively simple

design was the primary motivation behind its inclusion in the repertoire of potential

CSI mitigation strategies.

The resultant control action generated by PID controllers is comprised of three
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different terms: a proportional control action 𝑢𝑃 , an integral control action 𝑢𝐼 , and

a derivative control action 𝑢𝐷 [75]:

𝑢(𝑘) = 𝑢𝑃 (𝑘) + 𝑢𝐼(𝑘) + 𝑢𝐷(𝑘).

The following excerpt from [74] provides insight into what each independent con-

trol action contributes to the larger action as a whole: “The proportional part acts

on the present value of the error, the integral represent and average of past errors

and the derivative can be interpreted as a prediction of future errors based on linear

extrapolation” [74].

4.2.1 Proportional Control Action

The proportional control action 𝑢𝑃 is found via the following simple feedback mech-

anism [75]:

𝑢𝑃 (𝑘) = 𝐾𝑃 𝑒(𝑘),

where 𝐾𝑃 is a scalar controller gain for the SISO system evaluated in this thesis, and

𝑒(𝑘) is the error, where:

𝑒(𝑘) = 𝑦𝑆𝑃 (𝑘) − 𝑦(𝑘) [75].

The error is the difference between the commanded output 𝑦𝑆𝑃 (𝑘), and the current

output 𝑦(𝑘) [75]. The scalar controller gain for the proportional control action is a

design parameter, and can be found via automatic tuning methods. However, this

thesis considers the manual selection of this scalar control gain.

4.2.2 Integral Control Action

The integral control action 𝑢𝐼 has the following “form”:

𝑢𝐼(𝑘) = 𝐾𝐼
∑︀𝑘

𝑖=0 𝑒(𝑖). [75]

In the equation above, the variable i resembles a counting variable for the summa-

tion. Integral control action contributions to the PID controller ensure that “control
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action is taken even if the error is very small provided that the average of the error

has the same sign over a long period” [75]. The 𝐾𝐼 term is a design parameter,

and the ∑︀𝑘
𝑖=0 𝑒(𝑖) term considers the error accrued during the operation of the PID

controller [75].

4.2.3 Derivative Control Action

The derivative control action 𝑢𝐷 contributes anticipatory control action:

𝑢𝐷(𝑘) = 𝐾𝐷
𝑒(𝑘+1)−𝑒(𝑘)

𝛾
[75].

In the equation above, the variable 𝛾 denotes the interval in which the finite

difference is considered and calculated over. It is important to note that the control

action for the derivative control action “is based on linear extrapolation of the error”

over a future time interval [75]. The fundamental concept is that the derivative term

considers the rate of change of the current error in an effort to “provide anticipatory

action” [75].

4.3 Linear Quadratic Regulator (LQR)
The control objective of the LQR is to minimize the value of the following cost-

function:

𝐽 = ∑︀∞
𝑘=0[𝑥(𝑘)𝑇 𝑄𝑥(𝑘) + 𝑢(𝑘)𝑇 𝑅𝑢(𝑘)]

This thesis considers the design and implementation of the discrete infinite-horizon

LQR. The variables 𝑄 (of dimension 𝑛 × 𝑛) and 𝑅 (of dimension 𝑝 × 𝑝) are user-

specified weighting variables, where 𝑄 provides a weight on the state vector and 𝑅

provides a weight on the input vector (both defined in the state-space model) [45].

Although methods and good rules of thumb (such as Bryson’s Rule) exist to assist in

selecting values of 𝑄 and 𝑅 [41], values are selected manually in this thesis’ simula-

tions (Chapter 5). As 𝑄 and 𝑅 are both weighting variables, their values relative to

each other are what dictate the resultant control action [44] [50] [30] [45]. A higher

relative weighting on the state cost 𝑄 makes tolerating an error more expensive than
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implementing control inputs. This leads to more liberal control inputs in the LQR’s

attempt to accomplish the control objectives. If a higher weighting is placed on the

input cost 𝑅, it becomes more expensive to implement control inputs. This leads to

a more conservative application of control inputs as the LQR attempts to generate

the control actions needed to complete the control objectives.

The controller gain 𝐾𝐿𝑄𝑅 for the optimal LQR can be found via the optimal full

state feedback control law [44] [50]:

𝑢(𝑘) = −𝐾𝐿𝑄𝑅𝑥(𝑘)

where 𝐾𝐿𝑄𝑅 = (𝐵𝑇
𝐷𝑃𝐵𝐷 + 𝑅)−1(𝐵𝑇

𝐷𝑃𝐴𝐷).

In the equation above, 𝐴𝐷 and 𝐵𝐷 refer to the state matrix and the input matrix,

respectively, of the LTI state-space model, and 𝑃 refers to the solution to the algebraic

Riccati equation. The discrete-time Riccati equation is presented below [50]:

0 = 𝐴𝑇
𝐷𝑃𝐴𝐷 − 𝑃 − (𝐴𝑇

𝐷𝑃𝐵𝐷)(𝐵𝑇
𝐷𝑃𝐵𝐷 + 𝑅)−1(𝐵𝑇

𝐷𝑃𝐴𝐷) + 𝑄.

4.4 Frequency Weighted Linear Quadratic Regu-

lator (FWLQR)
The FWLQR control strategy was inspired by an approach proposed in [35]. In this

approach, the author of [35] endows the LQR concept with the ability “to include

frequency-shaped weighting matrices in the quadratic cost functional” [35].

The primary motivation behind the introduction of notch filters in the Space

Shuttle on-orbit DAP, and thus a more advanced CSI mitigation strategy, was to

manage resultant loads and instabilities caused by the excitation of various frequencies

created by dominant structural modes along the control loop feedback. The notch

filter removes the pathological frequencies from the feedback signal, but does not

actually change the system’s response. The frequency weighting supplement to the

LQR control methodology aims to actually modify the system’s response in such a

way that the pathological frequency components do not come into existence in the

first place. The FWLQR control strategy supplements the LQR control strategy by
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adding the option to target specific frequencies, and to penalize controller outputs

of that specific frequency. The FWLQR was chosen as a potential CSI mitigation

strategy for its ability to explicitly optimize around targeted frequencies of concern.

Prior to the computation of the FWLQR optimal gain matrix 𝐾𝐹 𝑊 𝐿𝑄𝑅, a filter

must be designed to isolate the frequencies of interest. Frequencies of interest are

those that the designer would like the controller to penalize output activity in. This

is similar in concept, but mathematically opposite to the notch filter approach. The

notch filter for STS-71 (Figure 1 from [73]) penalized a range of frequencies, but

targeted six frequencies specifically in which spectral activity would be attenuated.

These frequencies can be found through the identification of the six identifiable notch

filter peaks in Figure 1 of [73] [73]. To penalize spectral content at an identifiable

frequency for FWLQR design, a band-pass filter (and not a notch filter) identifies the

frequencies (or the frequency range(s)) that the controller should penalize activity in.

The filter is modeled as a discretized LTI state-space system:

�̂�𝑘+1 = 𝐴𝑓 �̂�𝑘 + 𝐵𝑓𝑦𝑘

𝑦 = 𝐶𝑓𝑔𝑘 + 𝐷𝑓𝑦𝑘

The input to the filter’s state space system is the output of the discretized state-

space model of the translational (Case Study #1) or rotational (Case Study #2) PPE

+ solar array model (𝑦𝑘). 𝑔𝑘 represents the output that will have its spectral content

penalized. In order to incorporate the filter’s identification of frequencies for which

which the spectral content is penalized, the LTI system for the plant model must be

redefined:

�̃�(𝑘 + 1) =

⎡⎢⎣ 𝑥(𝑘 + 1)

�̂�(𝑘 + 1)

⎤⎥⎦ = 𝐴𝐷

⎡⎢⎣ 𝑥(𝑘)

�̂�(𝑘)

⎤⎥⎦ + �̃�𝐷𝑦𝑘

𝑦(𝑘) = 𝐶𝐷

⎡⎢⎣ 𝑥(𝑘)

�̂�(𝑘)

⎤⎥⎦ + �̃�𝐷𝑦𝑘
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where

𝐴𝐷 =

⎡⎢⎣ 𝐴𝑑 0

𝐵𝑓𝐶𝑑 𝐴𝑓

⎤⎥⎦

�̃�𝐷 =

⎡⎢⎣ 𝐵𝑑

𝐵𝑓𝐷𝑑

⎤⎥⎦
𝐶𝐷 =

[︂
𝐷𝑓𝐶𝑑 𝐶𝑓

]︂
�̃�𝐷 =

[︂
𝐷𝑓𝐷𝑑

]︂

The re-definition of the LTI system above includes the creation of additional

“states” that the user must specify weightings for in the 𝑄 and 𝑅 weighting ma-

trices. The 𝑄 matrix will be supplemented with an additional dimension that will

allow the designer to choose how much the identified spectral content will be penal-

ized, thus forming the �̃� matrix. The 𝑅 matrix for the FWLQR control methodology

will be represented by �̃�. The cost function for the FWLQR controller, modified to

accommodate the augmented state-space system, is as follows:

𝐽 = ∑︀∞
𝑘=0[�̃�(𝑘)𝑇 �̃��̃�(𝑘) + 𝑢(𝑘)𝑇 �̃�𝑢(𝑘)]

Similar to the LQR design process, the algebraic Riccati equation must be solved

for to calculate the Riccati matrix, 𝑃 . Then, the optimal gain matrix 𝐾𝐹 𝑊 𝐿𝑄𝑅 can

be found. This does not differ from the LQR design process introduced in Section 4.3,

as the FWLQR abides by the same optimal full state feedback control law [44] [50]:

𝑢(𝑘) = −𝐾𝐹 𝑊 𝐿𝑄𝑅�̃�(𝑘)

where 𝐾 = (�̃�𝑇 𝑃�̃� + �̃�)−1(�̃�𝑇 𝑃𝐴).

In the equation above, 𝐴 and �̃� refer to the state matrix and the input matrix of the

newly defined LTI state-space system. The discrete-time Riccati equation, in which

the value of 𝑃 is calculated, is presented below [50]:
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0 = 𝐴𝑇 𝑃𝐴 − 𝑃 − (𝐴𝑇 𝑃�̃�)(�̃�𝑇 𝑃�̃� + �̃�)−1(�̃�𝑇 𝑃𝐴) + �̃�

The FWLQR control methodology builds off of the foundation provided by the

LQR method. It offers a more direct way of attenuating various frequencies of interest

in a structural dynamics simulation, which explicitly addresses the control objective

in which this thesis is framed.

4.5 Model Predictive Control (MPC)
The following three resources were the primary papers that portrayed the theory and

guided the adaptation of MPC into the application evaluated in this thesis: [38] [39]

[33].

The fundamental capability that MPC offers beyond those of the phase plane,

PID, LQR, and FWLQR control methodologies is the ability to optimize control

inputs with respect to input and output constraints. Additionally, MPC is the only

control methodology in the series presented within this thesis that can consider and

optimize for semi-continuous variable inputs (as described in Section 2.2). MPC is

also able to consider actuator inputs of a continuous (CMG/RW) or a binary (RCS)

nature.

For the binary input variable case, as with the phase plane controller, the MPC

methodology can prescribe the force/torque of the thruster in the “on” configura-

tion. For semi-continuous variable inputs, the MPC methodology can set the mini-

mum and maximum thrust/torque values, therefore setting the range of continuously-

variable inputs that the controller can generate (otherwise, the control input is 0).

Finally, for continuous variable inputs, the MPC methodology can set the maximum

thrust/torque values at which the actuator can apply an input up to from a 0 mini-

mum value. Input constraints are different than output constraints, in that they are

“hard” constraints. The MPC methodology does not violate input constraints, which

is desirable as thrust/torque ranges cannot often be exceeded due to performance

limitations on the specific actuator types. Although it would be desirable to enforce

“hard” output constraints for the MPC methodology, it is impossible to guarantee

their satisfaction. MPC has the ability to apply “soft” constraints, whereby an ex-
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cursion beyond the constraint is tolerated, but discouraged by means of a penalty, or

cost, on the excursion 𝑧(𝑘).

In MPC, similar to the LQR and the FWLQR design methodologies, the control

objective is formulated as an optimization problem in which to minimize the value

of a cost-function. The cost function is similar to that of the FWLQR methodology,

but accommodates the influence of output constraints on the generated control action

(𝑧(𝑘) and 𝑆). Additionally, the cost function, as it is presented here, does not consider

the tilde variations (i.e., considering frequency-weighting) of the variables used in

the FWLQR methodology. However, MPC is capable of employing the frequency-

weighting capabilities introduced in Section 4.4. For simplicity of presentation, the

notation used within the LQR theory development in Section 4.3 is used as a launching

point for the MPC theory development:

𝐽 = ∑︀𝑛−1
𝑘=0 [𝑥(𝑘)𝑇 𝑄𝑥(𝑘) + 𝑢(𝑘)𝑇 𝑅𝑢(𝑘) + 𝑧(𝑘)𝑇 𝑆𝑧(𝑘)]

The variable 𝑧(𝑘) represents the difference between the user-specified minimum

and maximum output constraints of the controller output as a function of time. Ex-

ceeding a specified minimum and maximum will result in certain repercussions on

the cost function, so as to generate control action sufficient to counteract the con-

strained outputs. The magnitude of the cost function’s penalization when exceeding

the output constraints depends on the weighting matrix 𝑆. Like 𝑄 and 𝑅 for the

LQR methodology, the relative weight of 𝑆 over the other weighting variables will

cause the controller to penalize deviations from the minimum and maximum output

parameters more or less.

This qualitative overview of 𝑧(𝑘) is mathematically represented in the following

set of statements:

𝑧𝑖(𝑘) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

𝑦𝑖(𝑘) − 𝑦 if 𝑦𝑖(𝑘) > 𝑦

−𝑦𝑖(𝑘) + 𝑦 if 𝑦𝑖(𝑘) < 𝑦

0 if otherwise
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As discussed, 𝑥(𝑘) and 𝑢(𝑘) remain primarily untouched from the LQR cost func-

tion. However, with MPC’s inherent ability to consider additional variable types be-

yond the continuous cases (semi-continuous and binary), comes a slight re-definition

of 𝑢(𝑘).

The cost function presented earlier was that of an infinite-horizon optimal control

problem. However, the MPC control methodology implemented in the simulation

space is a finite-horizon optimal control problem, because solving accommodating

constraints over an infinite time-horizon is generally computationally intractable. In

order to present the finite-horizon version of the MPC cost function, an understanding

of the “prediction horizon” (𝑁) is necessary. The prediction horizon is unique to

finite-horizon optimal control problems, and represents “the number of future control

intervals [that] the MPC controller must evaluate by prediction when optimizing at

each control interval 𝑘” [49].

𝐽 = ∑︀𝑁−1
𝑘=0 [𝑥(𝑘)𝑇 𝑄𝑥(𝑘) + 𝑢(𝑘)𝑇 𝑅𝑢(𝑘) + 𝑧(𝑘)𝑇 𝑆𝑧(𝑘)] + 𝑥(𝑁)𝑇 𝑉 𝑥(𝑁).

The terminal cost 𝑉 is introduced as a weighting variable unique to the finite-horizon

problem. It, like 𝑄, 𝑅, and 𝑆 is a design parameter, and penalizes the variable 𝑥(𝑁).

It is the state at the end of the prediction horizon, also known as the terminal state.

Prediction horizons are unique to the MPC methodology, relative to the other candi-

date CSI mitigation strategies. They allow the controller to make preemptive control

decisions taking into consideration information about the future that is either known

or predicted (e.g., planned setpoint changes, or predicted fluctuations in parameters).
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Chapter 5

Simulation Results

The following chapter is dedicated to the presentation and evaluation of simulations

in which the PPE conducts a 1.5 meter translation (Case Study 1) and a 180 degree

rotation (Case Study 2). Each CSI mitigation strategy is evaluated in separate sim-

ulations of the PPE conducting its translational or rotational maneuver. The overall

objective is to compare and contrast each CSI mitigation strategy against the other,

in regards to its ability to accomplish the following two objectives (as introduced in

Chapter 2):

1. Primary Objective: Enable the PPE’s completion of the 1.5 meter translation

in one dimension (Case Study 1) or the 180 degree rotation about one axis (Case

Study 2).

2. Secondary Objective: Minimize the amplitude and the spectral content of

the displacement of the solar array relative to the PPE.

5.1 Case Study 1: Translation
As reviewed in Chapter 2, the PPE has two actuation sources that are capable of

producing propulsive inputs: the RCS system and the SEP system. These are the

only two actuation sources that are capable of being employed in Case Study #1.
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5.1.1 Phase Plane Controller

The phase plane controller was chosen as a candidate CSI mitigation strategy for

its use in the Space Shuttle era. A more in-depth review of this control system and

its heritage is provided in Section 4.1. This controller made use of the Shuttle’s

RCS binary “on-off” jets to perform attitude control, and included a notch filter on

the feedback channel (see Figure 2 on page 64 of [63]). A one-dimensional replica

of this controller was recreated, and made use of the PPE’s RCS jets to conduct

a translational maneuver 1.5 meters forward in one-dimensional space. Figure 5-1

includes the displacement of the PPE, the displacement of the solar array relative to

the PPE, and the firing sequence of two RCS jets as the controller accomplishes the

primary control objective.

The output of a phase plane controller was visualized through a phase plane

portrait during the Shuttle era, and was presented as such in Section 4.1. Examples

of a phase plane portrait were provided in Figure 9 of [73] and Figure 3.3 of [72].

Using this visualization tool as a template, a phase plane portrait of the PPE’s error

and error rate from the simulation presented in Figure 5-1 is included in Figure 5-2.

Immediately upon receiving the 1.5-meter translation command, the phase plane

controller recognizes an error, and begins firing the +106 N RCS thruster in the pos-

itive direction. This continues until the error decreases to approximately 1.1 meters,

and the error rate is approximately -1 m/s. At this time, the PPE’s error versus

error rate combination crosses the diagonal switching line, and the +106 N thruster

is turned off and replaced with the -106 N force from a thruster facing in the opposite

direction. Rapid firings ensue between the -106 N and the +106 N thruster as the er-

ror and error rate are slowly decreased. The parallelogram formed by the intersection

of the four switching lines is the deadband; a space where no thrusters are fired. The

spacecraft’s error and error rate relative to its commanded trajectory is maintained

in this zone. When any of the switching lines are crossed, the appropriate thruster

fires, thus bringing the PPE back into a drift.

The translation and stabilization of the PPE under phase plane control is only
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Figure 5-1: Case Study l (Phase Plane): PPE Trajectory, Solar Array/PPE Relative
Displacement, and RCS Control Input Plots

made possible through the application of the notch filters on the feedback channel.

Without notch filters, the system is unstable, and upon receiving the 1.5-meter trans-

lation command, oscillates out of control. Figure 5-3 illustrates this destabilization.

The natural frequency of the solar array for Case Study #1 is approximately

0.1 Hz (as chosen in Section 3.1.1), and excessive activity at this frequency within

the error of the feedback is causing the instabilities seen in Figure 5-3. Figure 5-4

demonstrates how a reduction in the spectral content at this very active frequency

stabilizes the system (as seen in Figure 5-1).

The PPE, under a phase plane control system, accomplished the primary con-

trol objective of translating the PPE forward in space by 1.5 meters. Additionally,
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Figure 5-2: Case Study l (Phase Plane) Portrait

the value of the notch filter, as employed by Space Shuttle GNC engineers for the

Shuttle’s on-orbit DAP, was demonstrated in stabilizing what would have been an

unstable system. The notch filter dramatically reduced the solar array/PPE relative

displacement, as depicted in Figure 5-4. As seen in Figure 5-1, the amplitude of the

relative displacement decreases over time as the notch filter mitigates activity at the

solar array’s natural frequency. The phase plane controller accomplished the primary

objective, and also demonstrated its ability to accomplish the second objective: it

reduced the amplitude of the displacement of the solar array relative to the PPE.

There is also room for improvement. The notch filters that are responsible for miti-

gating this activity can be more effectively tuned in to the targeted frequency and can

provide an even sharper reduction in spectral activity, thus introducing the possibility

of greater reductions in relative displacement oscillations for the phase plane control
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Figure 5-3: Case Study l (Phase Plane): PPE Trajectory, Solar Array/PPE Relative
Displacement, and Control Input Plots without Notch Filters

methodology.

One potential issue with the phase plane controller is the rapidity at which it de-

mands the RCS jets to fire. Although the rate at which the jets fire can be decreased

with more precise notch filtering, this may be a cause for concern in regards to imple-

mentation on a real-world system. Excessive toggling may overburden the mechanical

infrastructure in place for managing and implementing the RCS. Another issue is the

magnitude at which the solar arrays oscillate relative to the PPE. Although fine-

tuning the notch filter could yield better results in this field, the oscillations still tend

to have amplitudes on the order of meters. Solar arrays displacing back and forth on

this order of distance from their fixed hinges on the PPE may cause critical structural

stresses. It is notable to say that the phase plane controller does not fire after 200
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Figure 5-4: Case Study l (Phase Plane): Spectral DFT Content of the Solar
Array/PPE Relative Displacement

seconds, as the PPE is in the appropriate drift zone from 200 seconds on, and remains

there for the remainder of the simulation. Despite the “on-off” high toggling rate in

the initial 200 seconds, the phase plane controller is noticeable for its lack of fuel

consumption after 200 seconds.

5.1.2 PID

The PID was chosen as a candidate CSI mitigation strategy for its widespread use in

engineering systems. A more in-depth review of this control method is available in

Section 4.2. As a SISO-configured controller in the context of this thesis, the state-

space output matrix is provided as: 𝐶 =
[︂
1 0 0 0

]︂
. This resembles the fact that

the primary control objective relates to the position of the PPE module. Section 3.1.1

elaborates upon the breakdown of the state vector, 𝑥(𝑘). The PID control system’s

resultant control action is comprised of three different terms: a proportional control

action 𝑢𝑃 , an integral control action 𝑢𝐼 , and a derivative control action 𝑢𝐷 [75]. The

resultant control action is a continuous signal: at each time-step, the control action
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can take on the form of any real number. This differs from the phase plane’s control

input binary variable type.

There are a variety of tuning methods available when it comes to deciding upon

the individual proportional, integral, and derivative control action gains for each PID

controller. Unlike the LQR, FWLQR, and MPC methodologies, PID controllers do

not optimize the control gain directly through the solution of the Riccati equation

and the various weighting matrices. When done by hand, PID controllers require

deliberate tuning of each control action’s gain, which is not inherent to the controller

design as it is for the aforementioned optimal control methods. No such tuning

process was used in the simulation and testing of the PID controller. A trial-and-

error approach was used by the author in finding a set of control gains that would

provide a stable and well-performing (in the context of the primary and secondary

control objectives) result.

PID controllers produce continuous controller outputs, which does not meet the

specific actuator variable type for the binary RCS or the semi-continuous SEP system.

Therefore, in an effort to provide the PID with a template to be tested in, additional

logic will be incorporated into the PID control loop. Controller commands generated

by the controller will be limited if they go beyond the SEP upper and lower thrust

limits of 0.520 N and 0.301 N, respectively. It is important to note that this will

inhibit the performance of the PID control system. The controller will still recognize

the error and generate a control action under the assumption that said control action

could be any real number (which may exceed the imposed SEP thruster bounds). At

every time step, however, this control action is run through an additional limiting

function, thus forcing the PID control method to not be used as originally intended.

A PID controller was created to maneuver and stabilize the PPE 1.5 meters from

its point of origin. Individual control action gains were decided upon through ex-

tensive experimentation. It was difficult for the author to find a set of individual

control action gains that would lead to stable, let alone a well-performing output,

given the semi-continuous limiting function that was placed in the PID control loop.

Once a stable solution was found, the author did not make many additional efforts to
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fine-tune performance because of the performance degradations caused by the semi-

continuous limiting function. Although the author recognizes that no optimal solution

can be claimed because of the lack of any specific tuning method, the gains that were

decided upon led to a stable system that accomplished the primary control objective:

𝑘𝑃 = 10, 𝑘𝐼 = 0.1, and 𝑘𝐷 = 2000.

Figure 5-5 includes the displacement of the PPE, the displacement of the solar

array relative to the PPE, and the firing sequence of two RCS jets as the controller

accomplishes the primary control objective under the PID controller.

Figure 5-5: Case Study l (PID): Control Objective and Control Input Simulation
Output

Approximately 500 seconds into the simulation, the SEP engine begins to rapidly

fire between +/- 0.302 N for the remainder of the simulation in an attempt to settle the
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PPE at its target displacement. Compared to the results of the phase plane controller,

the PPE has a much larger settling time and a much larger percent overshoot, but

has a much smaller solar array/PPE relative displacement (four orders of magnitude

less than that of the phase plane simulations; see Figure 5-1). This is most likely

associated with the longer settling time and percent overshoot that the PID controller

enables for the PPE module’s trajectory. Under this specific control design, the PPE

does not adequately settle at its target until approximately 1500 seconds after the

simulation begins. This is significantly larger than the approximate 10-20 second

settling time enabled by the phase plane controller.

The solar array is oscillating at 0.1 Hz for the majority of the simulation timeframe,

as demonstrated in Figure 5-6.

Figure 5-6: Case Study l (PID): Spectral Simulation Output

Due to the decreased amplitude of the oscillations, the spectral content at 0.1 Hz is

four orders of magnitude less than that of the solar array in the phase plane simulation.

With this decrease in activity at 0.1 Hz, it becomes more readily apparent that

oscillatory activity exists at other areas of the frequency spectrum. For example,
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there is a second peak at a frequency slightly higher than 0 Hz. Activity existed at

around this region for the phase plane simulation as well (Figure 5-4). Activity at

this area of the frequency spectrum is primarily associated with the displacement of

the solar array relative to the PPE in the initial elements of the simulation; in the

first 500 seconds of the simulation in which the PPE is going through its highest

velocity and acceleration changes in its translation profile, it is oscillating at a lower

frequency.

The PPE accomplished its primary control objective under a PID controller, albeit

a lot slower than it did in the phase plane simulation profile. The PID controller also

caused a much higher percent overshoot, and a much longer rise and settling time

than the phase plane controller did. Ultimately, this resulted in a smaller relative

displacement amplitude, which correlated to less frequency content at the 0.1 Hz value

compared to the phase plane controller under the influence of the notch filters. The

SEP, shortly after approximately 500 seconds, began a rapid firing sequence between

+/- 0.302 N, the established minimums of the SEP thruster output capability. This

rapid firing may strain the mechanical infrastructure of the SEP, as it may also do

for the rapid firing of the RCS in the phase plane simulations.

5.1.3 LQR

The LQR method is the first optimal control method considered in the list of candi-

date control methodologies. The method implements a cost function that considers

the relative user-specified weights between the state vector (𝑄) and the input vector

(𝑅) [45]. A higher relative weighting on the state cost 𝑄 makes tolerating an error

more expensive than implementing control inputs. This leads to more liberal control

inputs in the LQR’s attempt to accomplish the control objectives. If a higher weight-

ing is placed on the input cost 𝑅, it becomes more “expensive” to implement control

inputs. This leads to a more conservative application of control inputs as the LQR

attempts to generate the control actions needed to complete the control objectives.

A more in-depth review of this control methodology is provided in chapter 4.3. The

LQR control strategy, although capable of multi-objective control, will be constrained
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to single objective control. This is to help in slowly progressing the capabilities of

the control strategies presented in this thesis, and to more effectively compare and

contrast the capabilities of the LQR control methodology to the phase plane and the

PID controllers. Exactly like the PID controller, the state-space output matrix is:

𝐶 =
[︂
1 0 0 0

]︂
.

It is important to note that the LQR methodology is unable to directly penalize the

displacement of the solar array relative to the PPE, given the configuration of the LQR

control methodology used in this thesis. However, the LQR control methodology is

easily extendable to accommodate multi-objective control. It is, in this configuration,

able to make tolerating errors for specific states more expensive than implementing

control inputs (which is the emphasis of the LQR controller as presented in this

thesis). This provides an increase in capability compared to the PID and phase plane

controllers, specifically relating to the second control objective (limiting dynamic

outputs for the displacement of the solar array relative to the PPE), but does not

address it directly.

As it was mentioned, the relative values of 𝑄 and 𝑅 can enable a greater emphasis

on the performance of one state or one control objective versus another (as discussed

in chapter 4.3). For example, by setting the 𝑄 and 𝑅 matrices as:

𝑄 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

10 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑅 = 1

the cost function is being set up so that tolerating an error from the PPE’s desig-

nated trajectory is more expensive than a control input, leading to the expenditure of

additional controller inputs to complete the translation maneuver, ideally, more expe-

ditiously. Using these values for 𝑄 and 𝑅 result in the simulation outputs portrayed

in Figure 5-7 regarding the PPE’s 1.5-meter translation maneuver:

The LQR control methodology, with this specific 𝑄 and 𝑅 setup, is able to accom-

plish the primary control objective approximately 500 seconds into the simulation,

84



Figure 5-7: Case Study l (LQR): Control Objective and Control Input Simulation
Output for Scenario #1

which is more timely than the PID controller by approximately 1000 seconds. Addi-

tionally, the relative displacement is on the order of 10−4 m, similar to the PID.

Although the secondary control objective is not explicitly programmed into the

LQR framework, additional weighting can be placed on the third state, which is

the position of the solar arrays. In the LQR logic, the solar array position is also

individually commanded to a value of 1.5 meters, despite the thrusters only being

located on the PPE module. By increasing the weight on the 𝑄 matrix for the third
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state, the error between the commanded 1.5-meter trajectory and the actual solar

array position will be more heavily penalized, which effectively penalizes the relative

displacement of the solar array/PPE. The following 𝑄 and 𝑅 matrices are used to

evaluate the LQR’s ability to minimize this relative displacement:

𝑄 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

100 0 0 0

0 1 0 0

0 0 10 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑅 = 1

the cost function will penalize errors for the PPE and the solar array in a fashion

consistent with the primary and secondary control objectives that were established

in the introduction of Chapter 5. The simulation output for this setup (Scenario #2)

is provided in Figure 5-8.

Scenario #2 effectively reduces the solar array/PPE relative displacement in am-

plitude from 𝑡 = 250 seconds and onwards, compared to the results from Scenario #1.

Additionally, at around 𝑡 = 600 seconds, the relative displacement is further reduced

in amplitude as the PPE arrives at a steady-state condition at 1.5 meters ahead of

its origin. However, the PPE does not settle in a shorter amount of time, compared

to the results in Scenario #1. There is a substantial increase in the overshoot that

the PPE experiences in Scenario #2 compared to Scenario #1, despite the 1.5-meter

threshold being crossed in a shorter amount of time.

The primary reason is a similar reason to the PID controller, in that the LQR

control method generates a continuous control input signal. Similarly to the PID

controller, a limiting function had to be placed within the control feedback loop: any

control input signal that was less than 0.301 N but greater than 0 N was limited

to 0.301 N. Similarly, any control input signal that was greater than 0.520 N was

reduced to this force value. By forcing a control methodology that computes an

optimal continuous signal to produce a sub-optimal semi-continuous input signal has a

noticeable impact on performance, and provides a sub-optimal solution. To illustrate
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Figure 5-8: Case Study l (LQR): Control Objective and Control Input Simulation
Output for Scenario #2

this point, Figure 5-9 shows the simulation output for Scenario #2 without the semi-

continuous limiting function.

Despite the performance pitfalls of the semi-continuous limiting function, the

LQR’s ability to more effectively manage the relative displacement is noted in Scenario

#2’s output figure (Figure 5-8). Relative to Figure 5-7, the amplitude of displace-

ment is not only smaller than its Scenario #1 counterpart after the 𝑡 = 250 second

mark, but is further reduced at around 𝑡 = 600 seconds. Comparing the two spectral
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Figure 5-9: Case Study l (LQR): Control Objective and Control Input Simulation
Output for Scenario #2 Without the Semi-Continuous Limiting Function

content outputs for the solar array/PPE relative displacements of Scenario #1 and

Scenario #2 show that the new 𝑄 and 𝑅 matrix assignments led to a decrease in

spectral content at 0.1 Hz (Figure 5-10).

The spectral content of Scenario #2 at 0.1 Hz is the smallest that it has been for

any simulation under the influence of any other control methodology at this point in

the comparative analysis process. However, Scenario #2 still saw a slight increase

in settling time, and a noticeable increase in the percent overshoot of the PPE as
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Figure 5-10: Case Study l (LQR): Spectral Simulation Output Comparison between
Scenario #1 and #2

it attempted to settle at the 1.5-meter commanded trajectory. The phase plane

controller still, at this point, has the fastest settling time (Figure 5-1), but does

have a spectral content peak four orders of magnitude higher than those in the PID

and LQR simulation outputs. However, the largest performance degradation is the

semi-continuous limiting function, which penalizes both the PID and LQR controllers

significantly. It is interesting to note that, when comparing Figures 5-8 and 5-9, the

amplitude of the relative displacement output is smaller for Scenario #2 with the semi-

continuous limiting function, as compared to the amplitude for Scenario #2 without

the limiting function. Although the controller’s ability to accomplish the primary

control objective is inhibited by the forcing function, it seems as if maintaining this

function reduces the spectral content at 0.1 Hz (Figure 5-11).

In terms of joint performance, the LQR controller is potentially the most advan-

tageous CSI mitigation strategy up to this point in the thesis, primarily because of its

ability to settle the PPE in a relatively small amount of time at its target and in its

ability to combine a mitigated spectral content at the frequency in question for the

relative displacement secondary control objective. Despite effectively accomplishing
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Figure 5-11: Case Study l (LQR): Spectral Simulation Output Comparison between
Scenario #1 and #2

the primary and secondary control objectives, the LQR methodology is limited in its

ability to optimize specifically towards the completion of a control objective that is

not denoted by the performance of one state, such as the primary control objective

moving the PPE forward in space by 1.5 meters (as it is used in this thesis). How-

ever, the LQR methodology is extendable to accommodate multi-objective control,

and is an area for future work. It can be assumed that the LQR controller could

perform better with a multi-objective controller setting. The next control methodol-

ogy, FWLQR, offers the increased advantage of targeting the spectral content of an

output, and allows the user to provide weighting variables to tune the penalization

of the spectral content much like the user can for any state in the LQR controller

methodology.

5.1.4 FWLQR

The FWLQR, which is introduced in Section 4.4, supplements the capabilities pro-

vided by the LQR by adding the ability to penalize specific frequencies from a specific

control output. This output can be specified as a linear combination of states and
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inputs, just like in LQR (although LQR was only applied in this thesis with respect

to a single control objective). To specify the targeted frequencies, a band pass filter

is designed with a center frequency equal to the frequency that the user would like to

penalize spectral content at. In the case of this thesis, the targeted frequency is 0.1

Hz, as illustrated by the band-pass filter displayed in Figure 5-12.

Figure 5-12: Case Study l (FWLQR): Band Pass Filter Centered at 0.1 Hz

The user, through a modified 𝑄 matrix (�̃�), is then able to make tolerating an

error in the control objective’s spectral content more expensive than the control inputs

needed to accomplish that control objective (�̃�). Additionally, the �̃� matrix also

allows relative weighting on another control objective to exceed that of the spectral

content weighting.

The 𝑄 matrix is modified to reflect the relative weightings of the control objectives,
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and not the relative weightings of the states. This new 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 term encompasses the

control objective of 𝐶 =
[︂
1 0 0 0

]︂
, and the spectral content of the solar array/PPE

relative displacement.

The first scenario will include the following 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑅 matrix weightings:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣10 0

0 1

⎤⎥⎦
𝑅 = 1

Using these values for 𝑄 and 𝑅 result in the following simulation outputs regarding

the PPE’s 1.5-meter translation maneuver (Figure 5-13).

Figure 5-13: Case Study l (FWLQR): Control Objective and Control Input Simulation
Output for Scenario #1
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The performance of the FWLQR’s Scenario #1 is comparable to the performance of

the LQR’s Scenario #1 (Figure 5-7). The settling time for both scenarios is around

𝑡 = 500 seconds, and both scenarios have similar percent overshoots, and do not have

relative displacements that exceed amplitudes on the order of 10−4 m. There are some

slight differences, most notably including the increased relative displacement of the

LQR’s Scenario #1 by approximately 10−4 m, but for the most part the two scenarios

are compatible.

A heavy penalization on the spectral content of the displacement of the solar array

relative to the PPE is represented by the following FWLQR Scenario #2 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 and

𝑅 weighting matrix setup:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣1 0

0 10000

⎤⎥⎦
𝑅 = 1

The simulation output is provided in Figure 5-14.

Scenario #2 shows a sharp reduction in the spectral content of the relative dis-

placement control objective. By 𝑡 = 950 seconds, the relative displacement is os-

cillating between +/- 5 × 10−6 meters, and continues to be reduced. Additionally,

no percent overshoot is experienced by the PPE as it accomplishes the primary con-

trol objective. The settling time is only extended by 200 seconds as compared to

FWLQR’s Scenario #2.

The spectral content of FWLQR’s relative displacement outputs for Scenarios #1

and #2 is as follows (Figure 5-15).

The spectral content at 0.1 Hz is very similar for the FWLQR Scenario #1 as com-

pared to LQR’s Scenarios #1 and #2. The FWLQR’s Scenario #2 0.1 Hz spectral

content output is very significantly reduced, as expected by the high penalization

on spectral content at the 0.1 Hz frequency. Referring back to Figure 5-14, the am-

plitude of the relative displacement output is continuously reduced throughout the

1000 second simulation. Additionally, this significant penalization did not come with

a significant detriment to the settling time of the PPE in regards to its translation

objective of 1.5 meters.
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Figure 5-14: Case Study l (FWLQR): Control Objective and Control Input Simulation
Output for Scenario #2

The control input profile of the FWLQR control methodology is similar to those

seen in the other controllers. Very rapid firings ensue after the PPE completes the ma-

jority of its 1.5-meter translation. This firing process may strain the PPE’s structural

capabilities, in regards to the constant on/off switching that is required to complete

the profile. The impact of the semi-continuous limiting function is also negative, in

the sense that if the forcing function is removed, the relative displacement reduces to

a smaller amplitude by the end of a 1000 second simulation, and the spectral content

across the entire simulation time frame is reduced slightly as well.
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Figure 5-15: Case Study l (FWLQR): Spectral Content Relative Displacement Output
Comparison for Scenarios #1 and #2

5.1.5 MPC

MPC is the final CSI mitigation strategy to be tested in this case study. Unlike

the previous control methodologies, MPC is capable of considering both the semi-

continuous SEP system and the binary RCS system as it attempts to complete the

primary and secondary control objectives. Additionally, the ability to consider semi-

continuous control input variables is inherent in the MPC control methodology logic,

which will nullify performance inhibitions associated with forcing a continuous control

input signal external to the control law to be semi-continuous (as was the case with

the PID, LQR, and FWLQR control methodologies).

In addition to being able to consider multiple input actuator types, the MPC

methodology has the ability to penalize spectral activity at user-specified frequencies,

much like the capability introduced in the FWLQR CSI mitigation strategy. MPC

also has the ability to constrain certain output objective ranges.

Simulation #1 consists of the MPC controller using the SEP and the RCS systems

to accomplish both its primary and secondary control objectives. The 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 matrix

takes on a slightly different meaning for MPC then it did for the FWLQR control
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strategy. MPC will consider a multi-objective output matrix 𝐶, where:

𝐶 =

⎡⎢⎣ 1 0 0 0

−1 0 1 0

⎤⎥⎦.

The output matrix, as written for MPC, considers the physical outputs of the

PPE position and the relative displacement of the solar array/PPE stack (and not

the spectral content, as 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 denoted in the FWLQR section (Section 4.4)). The

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑅 weightings of the controller for Simulation #1 are as follows:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣125 0

0 1

⎤⎥⎦
𝑅𝑅𝐶𝑆 = 1

𝑅𝑆𝐸𝑃 = 0.1.

The 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 matrix was formed with a 125 scalar cost weighting on the PPE’s position

and a 1 scalar cost weighting on the solar array/PPE relative displacement because it

effectively balanced the PPE settling at the 1.5-meter displacement objective and the

avoidance of excessive control input firings. The 𝑅𝑆𝐸𝑃 scalar weighting cost of 0.1

was selected to allow the MPC controller to use the SEP system more liberally in an

attempt to fine-tune the PPE at its 1.5-meter displacement objective. This is desired

for vibration mitigation, as the SEP has a thruster output range that is three orders

of magnitude less than the RCS jets. The outputs by Simulation #1 are provided in

Figure 5-16.

Under the MPC mitigation strategy, the PPE accomplishes its primary objective

in approximately 35 seconds, which runs second only to the phase plane control

CSI mitigation strategy simulation output (Figure 5-1), which was able to meet the

primary control objective in less than 10 seconds. The primary concern with the

phase plane control method, however, were the significant oscillations of the solar

array, which exceed 1 meter in amplitude. The MPC methodology decreases these

oscillations by an order of magnitude, and therefore has already outperformed the

other Case Study 1 control methodologies with respect to the primary and secondary

control objectives.
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Figure 5-16: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #1

An additional form of added value provided by the MPC control methodology

was its ability to minimize the amount of SEP and RCS control inputs needed in

the simulation. In Simulation #1, no control input firings are made beyond 𝑡 = 200

seconds. Each control method prior to MPC included very rapid “on-off” firings that

not only would expend a greater amount of fuel, but could also strain the mechanical

infrastructure of an actual propulsive system onboard the PPE. With fewer thruster

firings and clusters of intense thruster “on-off” switching, the PPE is able to accom-

plish both the primary and secondary control objectives. It is interesting to note that
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even with a scalar cost weighting of 1 for the 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 corresponding to the relative

displacement, that the secondary control objective only had an amplitude of 0.02

meters.

One drawback to a strong PPE settling time, an impressive conservation of con-

trol input energy, and a relatively small solar array/PPE relative displacement is a

0.5 meter initial overshoot of the 1.5 meter trajectory target. Unfortunately, this is

not fixed by placing an output constraint on the PPE position, because at the time

both the SEP and the RCS systems are already actively engaged trying to compen-

sate for the initial overshoot (and are limited by their respective maximum values)

Additionally, the prediction horizon (𝑁) is 1. The drawbacks to this will be discussed

shortly.

One drawback of a binary RCS actuator system for MPC is the computational

burden in the execution of simulations. Although this was not a problem with other

CSI mitigation strategies, it became a problem with long prediction horizons. One

way in which this is mitigated is the conversion of the binary RCS system to a

continuous system that does not resemble a force output, but rather a resultant ΔV

from a actuation source. This method can be applied to additional control methods

as well, and can lead to better methodology performance. If this method were to have

been developed for the PID, LQR, and FWLQR CSI mitigation strategies, the Case

Study #1 simulation scenarios would have yielded better results, as these control

methods are designed to yield continuous actuation control inputs. However, this

method was primarily developed and implemented so as to allow the MPC controller

to become less computationally intensive. Chapter 6.3 mentions the application of

this method to the PID, LQR, and FWLQR control strategies as a potential area for

future work in relation to research presented in this thesis.

Simulation #1 saw a prediction horizon 𝑁 of 1. This value was increased to 100

for Simulation #2, and the 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑅 matrices were adjusted to be as follows:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣1 0

0 100

⎤⎥⎦
𝑅𝑅𝐶𝑆 = 1
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𝑅𝑆𝐸𝑃 = 0.01.

Figure 5-17 shows the suite of Simulation #2 outputs (Figure 5-17).

Figure 5-17: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #2

The overshoot of the PPE is dramatically reduced, and the relative displace-

ment remains at the same order of magnitude to Scenario #1. Scenario #2 also

demonstrates the predictive capabilities of MPC. Slightly before the step input, the

controller engages and sends the PPE on its translation trajectory, demonstrating an

effective prediction of the step change to come. Additionally, the RCS ΔV output
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produces just enough ΔV to have the PPE settle at its 1.5-meter displacement target,

and, over the 𝑡 = 1000 second simulation, reduces the relative displacement of the

solar array/PPE stack to approximately 0 meters. Through the MPC CSI mitigation

strategy, a precise amount of ΔV was computed to settle the PPE at its target in

a relatively fast 40 seconds, and has an unparalleled reduction in solar array/PPE

relative displacement when compared to other CSI mitigation strategies evaluated so

far in this thesis.

The effectiveness of the predictive capabilities of MPC is also demonstrated by

the simulation incurring no SEP inputs throughout the entire simulation interval.

Despite the very small 0.01 weighting value being placed on the input cost matrix

𝑅, the MPC control methodology does not generate any SEP control actions. The

combination of a continuous variable input with a predictive ΔV capability did not

require even minor SEP control input actions.

In reference to Figure 5-17, it must also be stated that the sampling period had to

be increased from its standard 0.01 seconds to 0.1 seconds. This is the only simulation

in which the sampling period deviated from 0.01 seconds thus far. A sampling period

of 0.01 seconds, combined with the desire to have a predictive capability of 10 seconds

equated to a prediction horizon of 1000. A simulation on this order would take an

extensive period of time (approximately an hour).

The MPC methodology still has the added ability of penalizing spectral content at

designated frequencies, in addition to placing output constraints on a control objec-

tive. Scenario #2’s performance does not require either of these elements. Scenario

#3 will return to a setup similar to that of Scenario #1 (with a decrease in the value

of the 𝑅𝑆𝐸𝑃 value by one order of magnitude), with the prediction horizon 𝑁 being

returned to 1 to accommodate binary RCS control input action and the sampling

period being returned to 0.01 seconds.

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣125 0

0 1

⎤⎥⎦
𝑅𝑅𝐶𝑆 = 1

𝑅𝑆𝐸𝑃 = 0.01.
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Without frequency weighting or output constraints, the output for Scenario #3 is as

follows (Figure 5-18).

Figure 5-18: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #3

The reasoning behind choosing an 𝑅𝑆𝐸𝑃 value of 0.01 is to better enable the SEP to

make minor adjustments to the PPE’s trajectory and the displacement of the solar

array relative to the PPE.

Frequency weighting is then turned on, and the output weighting cost value placed

on minimizing the spectral content at 0.1 Hz is set at 1000, thus indicating to the

cost function that tolerating spectral content at the 0.1 Hz frequency is more expen-
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sive than using adequate control inputs to effectively accomplish the primary and

secondary control objectives.

Figure 5-19: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #3 with Frequency Weighting “On”

The application of frequency weighting greatly reduces the level of amplitude for

oscillations occurring after 𝑡 = 125 seconds, thus reducing the spectral activity at the

0.1 Hz frequency.

An additional value of the MPC CSI mitigation methodology is to use output

constraints to further minimize the relative displacement output. To best show the

value of this CSI mitigation facet, a new scenario was crafted to show the value of
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constraining the output values, and how this can serve as another (or an additional)

option when it comes to reducing the amplitude of relative displacement oscillations.

For this simulation, the sampling period was once again reduced to 0.1 seconds com-

pared to Scenario #3’s 0.01 seconds. Scenario #4 is comprised of the following scalar

cost weighting matrices:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣1 0

0 0

⎤⎥⎦
𝑅𝑅𝐶𝑆 = 1

𝑁 = 10

The primary control objective is accomplished with a minimal overshoot and in

a matter of seconds. However, the relative displacement of the solar array/PPE

stack has an initial amplitude of 1.5 meters. Another effective strategy of reducing

the amplitude and spectral content of the relative displacement control objective

capable through the MPC CSI mitigation methodology is through the application

of output constraints. An output constraint is placed on the relative displacement

control objective at +/- 0.01 meters, and is associated with a weighted 𝑅𝑂𝑢𝑡𝑝𝑢𝑡𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡

cost of 100, thus emphasizing the prioritization that the cost function would place on

using an appropriate amount of input energy to minimize the spectral content at the

0.1 Hz frequency (the sample size remains at 0.1 seconds) (Figure 5-21).

The amplitude of the relative displacement control objective is reduced by two

orders of magnitude when compared to Scenario #4 (without output constraints),

as shown by Figure 5-20. In the initial 30 seconds of the simulation, the output

constraints penalize the displacement strongly, and reduce what would have been an

initial amplitude of 1.4 meters (see Figure 5-20) to a displacement less than 0.05

meters. The fourth subplot in Figure 5-21 indicates the distance at which the solar

array/PPE relative displacement deviates from the output constraint of 0.01 meters,

and proceeds to penalize this value greatly until the relative displacement is oscillating

just under 0.01 meters.

MPC has a variety of tools that enable it to effectively accomplish the primary

and secondary control objectives: frequency weighting, the explicit accommodation
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Figure 5-20: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #4

of input constraints, and the establishment of output constraints. Figure 5-17 demon-

strates the best performance of any simulation output in Case Study #1. Figure 5-17

shows a settling time of approximately 40 seconds after the issuance of the 1.5-meter

translation command, and a relative displacement that converges to approximately

0 meters. In conclusion, the MPC strategy has the ability to incorporate a variety

of tools that enable both the effective translation of a space station module, with
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Figure 5-21: Case Study l (MPC): Control Objective and Control Input Simulation
Output for Scenario #4 with Output Constraints

the added benefit of managing the spectral content of the solar array/PPE relative

displacement superbly.

One of the most significant drawbacks of MPC is the computational effort required

to accomplish the primary and secondary control objectives. Out of all the CSI mit-

igation strategies, MPC takes the most time to complete various control objectives.

Scenario #2, for example, took almost 22 minutes to complete. The primary drivers
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behind increased simulation duration are the prediction horizon, small sampling pe-

riods, and the considering of the binary RCS thrust actuators. The primary reason

behind this is the massive thrust that the “on-off” RCS jets produce, 106 N, which

far exceeds the thrust ranges of the SEP system and the ΔV continuously-variable

control input magnitudes seen in this Case Study. Reducing the magnitude of this

thrust would reduce the amount of time required to complete simulations.

5.2 Case Study 2: Attitude Control
Simulations regarding attitude control consider different structural dynamics com-

pared to the translational LTI model, as expressed in Chapter 3. Vibrations and

oscillations between varying structural elements of the Gateway will ensue from both

translational and rotational maneuvers, and because the Gateway will be expected

to conduct three-axis attitude control [53] in addition to translational maneuvering,

each CSI mitigation strategy should be considered in a set of simulations covering

rotational dynamics.

For attitude control, the PPE will have the capability of using its SEP system

(semi-continuous), its RCS thrusters (binary) and its CMG/RW (continuous) non-

propulsive systems to complete attitude change maneuvers. Each CSI methodology

will be evaluated against the following primary and secondary control objectives.

1. Primary Objective: Enable the PPE’s completion of a 180 degree rotation

about one axis.

2. Secondary Objective: Minimize the amplitude and the spectral content of

the angular displacement of the solar array relative to the PPE.

5.2.1 Phase Plane Controller

The phase plane control theory was introduced and elaborated upon in Chapter 4.1,

and Chapter 5.1.1 included the phase plane controller’s performance for the transla-

tional LTI model. The rotational LTI model, much like the translational LTI model,

will use the RCS “on-off” jets to complete the 180 degree attitude change maneuver.
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Figure 5-22 provides the simulation output of this maneuver with the notch filters on

the feedback channel centered at 0.1 Hz.

Figure 5-22: Case Study 2 (Phase Plane): Control Objective and Control Input
Simulation Output for Scenario #1

The simulation outputs of the rotational LTI model defined in Chapter 3.1.2 look

fundamentally different than those of the linear LTI model defined in Chapter 3.1.1

(and represented in Figure 5-1). The PPE module reaches its targeted rotation within

5 seconds, but proceeds to oscillate around the 180 degree target at a fairly consistent

frequency until about 350 seconds into the simulation. At this point, the PPE’s

angular displacement about its target reduces until reaching an adequately reduced

state at approximately 𝑡 = 700 seconds.

Comparatively, the oscillations for the rotational phase plane simulations are not

as smooth as they are for the translational model outputs in Figure 5-1. In the
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first 100 seconds of the simulation, the rotational simulation result experiences two

significant spikes, both above and below the targeted rotation. The first spike extends

to an angular displacement greater than 300 degrees, and an ensuing spike returns

the PPE to a 100 degree angular displacement from its origin at approximately 50

seconds into the simulation. In addition to this, the relative angular displacement of

the solar array/PPE stack are much less modal than they were for the translational

LTI model. Much of this has to do with the relatively massive mass moment of inertia

of the solar array. In the linear LTI model, the mass of the solar array is 3.13% of that

of the PPE. For the rotational model, the mass moment of inertia of the solar array

is over 4.6 times that of the PPE. This is primarily because of the wide rectangular

plate that was chosen to represent the solar array, and the cylinder that was chosen

to represent the PPE. The attitude control case study provides a unique perspective

on CSI mitigation strategies, as the challenge of applying control inputs to the object

of least inertia to control an object of more inertia tethered by a spring and a damper

will test each control methodology in a new way. In terms of the translational model,

the control inputs were being applied to a much more massive object. For rotational

models, actuation inputs will be sourced from the significantly less inertial PPE.

Despite the more “erratic” behavior compared to that of the translational model,

the application of the same notch filters used for the rotational model causes the

noticeable reduction in the relative angular displacement control objective. Addi-

tionally, as mentioned in the previous paragraph, the notch filter also reduces the

oscillation of the PPE itself as it converges closer to its primary control objective.

However, similar to the translational model’s simulation results, the relative angular

displacement incurs rather large initial displacements (to values greater than +/- 100

degrees from the desired 0 degree mark).

The RCS jets incur rapid “on-off” firings in the first half of the simulation, but

reduce to sporadic singular firings towards the end of the 1000-second timeframe.

This is another noticeable positive difference compared to the translational model’s

simulation outputs, which experienced continual and dense firings throughout the

entire simulation timeframe.
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Figure 5-23 provides an additional perspective as to the performance of the phase

plane control system for the rotational LTI state space model by illustrating the phase

plane portrait for Scenario #1.

Figure 5-23: Case Study 2 (Phase Plane): Two-Dimensional Portrait for Scenario #1

What is immediately noticeable in the phase plane portrait are the longer duration

RCS burns that flare out from beyond the center drift zone, which is where the PPE

eventually settles. These flares correspond to the sharp peaks in the first 100 seconds

of the simulation. Due to the particularly massive mass moment of inertia for the

solar array relative to that of the PPE, both the control objective output plots of the

primary and secondary control objectives are not as smooth when compared to their

translational counterparts. This can be visualized by viewing the spectral content

of the simulation, which will be presented in Figure 5-25. Prior to presenting the

spectral content of the stable system, the notch filters at 0.1 Hz will be removed to
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demonstrate the instabilities caused, forming the parameters for Scenario #2:

Figure 5-24: Case Study 2 (Phase Plane): Control Objective and Control Input
Simulation Output for Scenario #2

Similar to the removal of notch filters on the linear LTI model, the rotational system

goes unstable for Case Study 2’s Scenario #2. Figure 5-25 compares the spectral

content of the stable Scenario #1 with that of the unstable Scenario #2:

The unstable system is characterized by two prominent peaks of spectral activity

at around 0.03 Hz and at a frequency near 0.14 Hz. The application of the notch

filter reduced the spectral activity at these frequencies, and shifted them slightly to

surrounding frequencies. Similar to the spectral content comparison of the transla-

tional model (Figure 5-4), the application of the notch filter at 0.1 Hz caused for

a slight spread of the spectral energy to surrounding frequencies. Additionally, the

most prominent peak of spectral content for the unstable system is at a frequency
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Figure 5-25: Case Study 2 (Phase Plane): Spectral Content Output Comparison
between Scenario #1 (Stable) and Scenario #2 (Unstable)

slightly greater than 0.14 Hz. The author assumes that this is primarily because of

the rounding of the spring constant coefficient 𝜅 calculated for the rotational model,

and because of the multi-modal oscillations of the unstable system.

5.2.2 PID Controller

The PID controller was introduced from a theoretical perspective in Chapter 4.2,

with Chapter 5.1.2 providing the simulation results for the PID’s application to the

translational LTI simulation model. For the rotational model, the PID can provide

control actuation inputs for the continuous CMG/RW systems. The following indi-

vidual control gains were selected (without any external automated tuning system)

to allow the PPE to accomplish both the primary and secondary control objectives:
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𝑘𝑃 = 5, 𝑘𝐼 = 0.0001, and 𝑘𝐷 = 1000.

The resultant PID output plots are referenced as Figure 5-26.

Figure 5-26: Case Study 2 (PID): Control Objective and Control Input Simulation
Output

The PID controller provides a continuous set of input torques that minimize the

overshoot of the PPE to its 180 degree target. Additionally, relative to the phase plane

simulation results applied to the rotational LTI model, the relative solar array/PPE

angular displacement peaks at an absolute amplitude of approximately 0.2 degrees

in the initial time elements of the simulation. The angular relative displacement

then dissipates to a value approximating 0 degrees by the end of the 1500 second

simulation. The spectral content of the secondary control objective is presented in

Figure 5-27.

Relative to the relative angular displacement between the PPE and the solar array
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Figure 5-27: Case Study 2 (PID): Spectral Content Output

for the phase plane simulation results in Case Study 2, there is a significant decrease in

spectral content activity (by 5 orders of magnitude) for the PID simulation outputs.

The frequency activity very close to 0 Hz is caused by the oscillatory action of a

smaller frequency as the relative angular displacement converges to 0 degrees. This

is seen in Figure 5-26 at around 250 seconds, where the 0.14 Hz frequency activity is

largely attenuated, and the relative displacement then slowly (over the next 250-300

seconds or so) converges to 0 degrees.

5.2.3 LQR

The LQR was introduced from a theoretical perspective in Chapter 4.3, with Chapter

5.1.3 providing the simulation results for the LQR’s application to the translational

LTI simulation model. Similar to the PID controller, the LQR is able to provide
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control actuation inputs for the continuous CMG/RW systems. No semi-continuous

limiting function is required to convert a naturally continuous control action to a

semi-continuous control effort. Figure 5-28 provides the control objective and control

input simulation output for an LQR controller with the following 𝑄 and 𝑅 setup.

𝑄 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

1000 0 0 0

0 1 0 0

0 0 10 0

0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑅 = 1

Figure 5-28: Case Study 2 (LQR): Control Objective and Control Input Simulation
Outputs

The relative angular displacement is one order of magnitude larger than that

presented in the PID relative angular displacement. This is because the settling time

114



of the PPE in the LQR simulation is at approximately 450 seconds into the simulation,

as opposed to the PID’s settling time value that is slightly less than 1100 seconds.

The LQR controller was tuned to provide a significantly reduced settling time, in

exchange for slightly more relative angular displacement activity, which correlates to

an increase in spectral content at around 0.1 Hz:

Figure 5-29: Case Study 2 (LQR): Spectral Content Output

At the frequency spike at approximately 0.15 Hz, the order of magnitude is approx-

imately three times greater as compared to that of the PID spectral content output

(Figure 5-27). An additional point of interest that can be made is that, compared to

the PID controller, the LQR expends more energy, in regards to the torque CMG/RW

control input. The LQR control input peaks at approximately 100 Nm, which is an

order of magnitude greater than the approximate 15 Nm induced torque (Figure 5-26)

of the PID controller. The primary tradeoff between the PID and the LQR controllers
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for the rotational LTI model is the settling time. A decreased settling time for the

LQR is accompanied by more spectral content at the natural frequency and a larger

CMG/RW control input.

5.2.4 FWLQR

The FWLQR was introduced from a theoretical perspective in Chapter 4.3, with

Chapter 5.1.4 providing the simulation results for the FWLQR’s application to the

translational LTI simulation model. Similar to both the PID and LQR controllers,

FWLQR controllers provide continuous control actuation inputs, which work well

with the continuous CMG/RW non-propulsive systems. No semi-continuous limiting

function is required for this reason. Figure 5-30 provides the control objective and

control input simulation results for the FWLQR controller with the following 𝑄𝑂𝑢𝑡𝑝𝑢𝑡

and 𝑅 setup.

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣1000 0

0 0

⎤⎥⎦
𝑅 = 1

It is important to mention that the definition of 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 for the FWLQR control

methodology is defined in the same way as 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 for the FWLQR control method-

ology in Case Study #1’s simulation results.

Scenario #1 does not consider any weighting on the spectral content of the relative

displacement control objective. In terms of the primary control objective and the

control input, Figure 5-30 looks very similar to the LQR output plot (Figure 5-28).

The control input peaks at 100 Nm, and the primary control objective settles at

approximately 450 seconds. Compared to the LQR simulation results, the angular

relative displacement plot shows a decrease in amplitude by one order of magnitude,

and oscillations significantly less than 0.1 Hz. Without any frequency weighting, the

relative displacement of the solar array/PPE stack is already very small, with a peak

deviation from the 0 degree target of -1 degree. Engaging the frequency weighting

option creates the simulation results presented in Figure 5-31.
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Figure 5-30: Case Study 2 (FWLQR): Control Objective and Control Input Simula-
tion Outputs for Scenario #1

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣1000 0

0 10000

⎤⎥⎦
𝑅 = 1

In Figure 5-31, there isn’t a noticeable difference in the overshoot or settling

time of the PPE as it completes its 180 degree rotation. Additionally there is not

a significant change in the control input provided by the CMG/RW system. There

is, however, a noticeable decrease in the relative angular displacement amplitudes.

Although there is an initial peak at approximately 1 degree from the origin (similar

to the results from Scenario #1), there is a noticeable decrease in the amplitude

compared to the Scenario #1 results. To provide more evidence to this fact is the

spectral content plot (Figure 5-32) comparing Scenarios #1 and #2.
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Figure 5-31: Case Study 2 (FWLQR): Control Objective and Control Input Simula-
tion Outputs for Scenario #2

The FWLQR controller provides the capability to reduce the amount of spectral

content at 0.15 Hz.

5.2.5 MPC

The MPC control strategy was introduced from a theoretical perspective in Chapter

4.4, with Chapter 5.1.5 providing the simulation results for the FWLQR’s applica-

tion to the translational LTI simulation model. As cited in these chapters, MPC

hosts an array of capabilities that can be used to accomplish both the primary and

secondary control objectives. In Case Study #1, MPC’s frequency weighting and

output constraining capabilities were demonstrated successfully, and the best results

were illustrated in Figure 5-17. Figure 5-17’s scenario included the consideration of

a continuous input, and accomplished the primary control objective with a minimal
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Figure 5-32: Case Study 2 (FWLQR): Spectral Content Comparison for Scenario #1
and #2

overshoot and with a 40 second settling time. Additionally, the displacement of the

solar array relative to the PPE did not exceed +/- 0.05 meters, and dissipated to ap-

proximately 0 meters. Part of what enabled this was the consideration of a continuous

actuator input, the ΔV input option.

For the rotational model, a continuous actuator input is available in the form

of the CMG/RW system. It has already been demonstrated that the continuously-

variable ΔV input option yields favorable results. However, an input torque is not

the same as the ΔV input option, and an additional simulation will be completed

with the CMG/RW system as the only active input actuation source available on

the PPE. The following model was considered with a prediction horizon of 100 steps

and a sample period of 0.1 seconds, considers the CMG/RW system, and provides

a completely non-propulsive solution to attitude control. Simulation outputs are
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provided in Figure 5-33. Frequency-weighting and output constraint capabilities are

not considered in regards to this scenario. The definition of the output matrix 𝐶 for

the multi-objective MPC strategy is as follows:

𝐶 =

⎡⎢⎣ 1 0 0 0

−1 0 1 0

⎤⎥⎦.

The output matrix, as written for MPC, considers the physical outputs of the

PPE position and the relative displacement of the solar array/PPE stack (and not

the spectral content, as 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 denoted in the FWLQR sections of this thesis. The

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 and 𝑅 weightings of the controller for the rotational model’s MPC simulation

are as follows:

𝑄𝑂𝑢𝑡𝑝𝑢𝑡 =

⎡⎢⎣10000 0

0 1

⎤⎥⎦
𝑅𝐶𝑀𝐺/𝑅𝑊 = 0.1

The objective of this scenario is to see how the PPE would respond to a focus on

accomplishing the primary control objective. MPC has already showcased its ability

to accomplish the secondary control objective with its suite of features. How quickly

can the PPE accomplish its primary control objective, and what would the relative

displacement look like?

The primary control objective sees a minimal percent overshoot, and has a settling

time of approximately 160 seconds. The relative angular displacement stays minimal,

although it is larger than secondary control objective outputs presented for other

CSI mitigation strategies in Case Study #2. It is assumed that a relative angular

displacement of −4° to 2.5° will not strain the physical solar array/PPE connection

to excess. Even with a significant emphasis on the primary control objective, the rel-

ative displacement still only showcases a small angular displacement, and mitigates

this displacement to effectively 0 shortly after t = 400 seconds. The CMG/RW sys-

tem, even with a relatively smaller input cost setting, operates within the first 200

seconds, but then tapers to a control input torque of 0 Nm. The simulation’s output
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Figure 5-33: Case Study 2 (MPC): Control Objective and Control Input Simulation
Outputs

shows the effectiveness of MPC in planning non-propulsive attitude change maneu-

vers. The cost weighting matrix setup is heavily influenced towards accomplishing

the primary control objective and more freely expending CMG/RW input torques at

the expense of directing focus on accomplishing the secondary control objective. This

setup is made to accomplish the primary control objective expediently using a non-

propulsive attitude control system, and shows that in a heavy setting to accomplish

this objective, the secondary control objective stays within manageable limits.
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Chapter 6

Conclusion

6.1 Contribution
The Gateway is a space station that is going to be placed into a NRHO sometime

in the 2020s. The Gateway, which promises to be comprised of multiple modules

and additional structural elements (e.g., a robotic arm, visiting vehicles, external

payloads, etc.), is unique when compared to more recent classes of crewed spacecraft.

The station will be large; it will be a flexible space structure comprised of many

elements that will have a variety of structural modes. Although it will not be as large

as the ISS, it will have to contend with many of the same CSI structural dynamic

considerations that large spacecraft (such as the Space Shuttle when docked to the

Mir or the ISS) will have to consider when planning translational or attitude control

maneuvers.

The heritage regarding the Space Shuttle served as a launching point for the dis-

cussion of developing a CSI mitigation strategy for the Gateway. The Space Shuttle’s

interactions with payloads, the Russian space station Mir, and the ISS are unique

when considering the past several decades of space flight, and demanded a compre-

hensive CSI mitigation strategy. The Space Shuttle, which relied on a phase plane

controller to conduct on-orbit attitude control, was supplemented with a notch filter

on its feedback channel to address issues of CSI mitigation. The notch filter-based

approach successfully addressed the need for a more robust CSI mitigation strategy
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onboard the Shuttle, but it was a solution that was constrained by the existing con-

trol architecture of the Shuttle. When unconstrained by the Shuttle’s architecture,

additional CSI mitigation strategies can be considered for their ability to potentially

outperform the phase plane-based approach.

Few other spacecraft, whether crewed or uncrewed, have had to consider as many

structural elements as the Space Shuttle had to during its docked operations with Mir

and the ISS. With the Shuttle’s final flight having been almost 9 years ago since the

publication of this thesis, and the notch filter concept having been developed for the

Shuttle almost 32 years ago, an evaluation of whether or not the notch-filter based

CSI mitigation strategy should be applied to the Gateway is validated. The Gateway

will be comparable to the Shuttle/Mir or the Shuttle/ISS stack in the sense that it

will be comprised of multiple structural elements, and by extension, will have multiple

dominant modes of vibration. The CSI mitigation strategy that the Gateway adopts

will need to be adaptable, flexible, and capable of handling the challenges inherent

to large, flexible space structures.

The PPE will be the first module of the Gateway stack launched, and it will carry

with it 300 kW solar arrays. The flexible configuration studied in this thesis is that

of the PPE with one of the solar arrays extended. A translational and rotational

model were developed to model this configuration. A primary control objective was

formulated that caused the PPE to translate forward by 1.5 meters (Case Study #1)

or to rotate the spacecraft by 180 degrees (Case Study #2). The secondary control

objective was established to manage the resultant oscillations stemming from the

control inputs used to maneuver the spacecraft to its targeted translation or rotation

objective. Each CSI mitigation strategy was tested in an attempt to accomplish these

same control objectives. These simulations were completed in an attempt to find a

potential alternative to the assumed state-of-the-art Space Shuttle CSI mitigation

method.
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6.2 Recommendations

MPC, for its performance as well as its inherent capabilities as a control method,

appears to be the best option for CSI mitigation onboard the Gateway. For the

translational model, Figure 5-17 provides the simulation output that most effectively

accomplished both the primary and secondary control objectives out of any of the

other CSI mitigation strategies. The prediction horizon enabled a predictive control

input 10 seconds prior to the 1.5-meter translation command. Additionally, the con-

tinuous control inputs were optimized in such a fashion that the relative displacement

between the solar array and the PPE peaked at approximately 0.03 meters, and then

settled at a value close to 0 meters only 80 seconds into the start of the simulation

(and 30 seconds after the 1.5-meter reference command). In terms of accomplishing

the primary and secondary control inputs, while also conserving control inputs, Fig-

ure 5-17 (Scenario #2 of MPC’s performance in Case Study #1) provided the best

simulation output out of any of the other control methodologies.

In the rotational maneuver, Case Study #2, MPC also exhibited an impressive

ability to use a non-propulsive continuous-variable input source to quickly bring the

PPE to its 180 degree rotation objective with a heavy 𝑄𝑂𝑢𝑡𝑝𝑢𝑡 cost weighting value

on the primary control objective (Figure 5-33). The angular relative displacement

of the solar array/PPE stack for this specific case remained low, and dissipated to 0

degrees shortly after 400 seconds into the simulation.

MPC appears to be the optimum candidate for performing CSI mitigation tech-

niques on the Gateway in the context presented in this thesis, but there are several

considerations that go beyond the results of the simulations depicted that can greatly

influence this decision. There are tradeoffs inherent to each of the CSI mitigation

strategies presented in this thesis. For the LQR, FWLQR, and MPC control method-

ologies, the concept of a cost function is based upon tradeoffs. The designer must

sometimes decide what is valued more: a faster settling time, or a larger relative

displacement between the solar array/PPE stack? Is conservation of propellant a

concern? Is a large overshoot a topic of concern, or is it acceptable for the specific
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maneuver at hand? The phase plane controller simulation output presented in Figure

5-1 has the fastest settling time out of all of the control methodologies presented in

Case Study #1. However, the resultant relative oscillations exceed 1 meter, which

will most likely strain the base of the solar arrays to the point of breaking off from

the PPE. There are a variety of tradeoffs inherent in the options of each CSI miti-

gation strategy. MPC, for example, has the longest computational time out of any

of the control methods evaluated in this thesis. If time to compute maneuvers is a

concern, then MPC may not be the best option, or the strategy should be more finely

tuned to provide more timely results. Decisions must be constantly made as to what

performance metrics are valued in one maneuver’s case versus those of another. An

adaptable control methodology that can lead to solutions with respect to whatever

additional constraints may exist is an imperative element of any control strategy that

the Gateway, or any other spacecraft, should adopt. Likewise, many areas of future

work are introduced in this thesis to attain a more definable answer to the question

of which CSI mitigation strategy would be most suited in supporting the Gateway.

6.3 Future Work

6.3.1 Advanced Model Development

There are many ways in which the simulation models used in this thesis can be better

developed to more accurately test the CSI mitigation strategies used. In Chapter

3, the PPE and solar array configuration models were developed with respect to

precedent suggesting the capability of simple, spring-mass-damper LTI state-space

models. The translational and rotational models used to portray the PPE and one

solar array were developed with respect to this precedent. The goal was to provide

a simple platform to evaluate the CSI mitigation capabilities of each controller with

one primary frequency of interest. In many of the simulations presented, spectral

activity was limited to areas close to 0 Hz and 0.1 Hz. These simplified frequency

peaks allowed for a more easily verifiable CSI mitigation strategy.

By applying more structural elements with varying frequency peaks (i.e., modules,
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visiting vehicles, external payloads, communications infrastructure, etc.), CSI miti-

gation strategies can be tested on more complex models. Additionally, as explained

in Chapter 3, there is a difference between designing a CSI mitigation for control law

design, and control law verification. When an adequate model for control law design

has been completed, the resultant controller profiles are applied to more complex

models for verification purposes.

6.3.2 Computational Load Analyses

Another significant element of deciding whether or not to use one control method

over another is through a better understanding of the computational load that each

CSI mitigation strategy may demand on flight software. It was mentioned that MPC

runs tend to take longer than any of the other CSI mitigation strategy simulation

runs considered in this thesis. A question aside from the run times in the control law

design stage is the ability for modern processors to handle MPC control action design.

Studies done on the suitability of MPC CSI mitigation methods for flight hardware

are imperative to accomplish prior to their acceptance as integral to the Gateway’s

flight control system.

6.3.3 ΔV Continuous Variable Input

One of the reasons why MPC outperformed the other CSI mitigation methodologies

for Case Study #1 was because of its ability to produce continuous ΔV inputs. Fig-

ure 5-17, which was cited as being the best performing simulation in this thesis, was

because of the ability of MPC to consider a continuous input in which an output in

meters per second was produced, as opposed to a control input force in Newtons. It

was mentioned that this capability could be extended to the PID, LQR, and FWLQR

control methodologies in Case Study #1 specifically, which experienced degradations

in performance because of the inability of these control strategies to produce a in-

put variable type that was anything but continuous. Expanding the ΔV capability

demonstrated with MPC to accommodate the other CSI mitigation methodologies

would expand the validity of the analyses completed within this thesis.
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