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Phonon-mediated Nuclear Excitation Transfer
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Abstract

Excitation transfer has long been of interest in biophysics, where electronic excitation is transferred from one location to another
mediated by photon exchange. We are interested in the transfer of nuclear excitation mediated by phonon exchange, which according
to our theoretical approach lies at the foundation of many anomalies in Condensed Matter Nuclear Science. The transfer of excitation
from one site to another involves coupling to off-resonant intermediate states with either no excitation or double excitation; as
such it is a quantum mechanical effect with no classical counterpart. The indirect coupling interaction can be determined from
second-order perturbation theory for an electric dipole (E1) interaction, and the resulting interaction is weak due to destructive
interference. We present results for resonant phonon-mediated excitation transfer based on the relativistic phonon-nuclear boost
interaction identified recently. The analysis is extended to the more complicated case of magnetic dipole (M1) interactions, where
fourth-order perturbation theory is needed for the interaction. We find severe destructive interference effects very much weaken
the indirect interaction in both cases. Some improvement is possible due to loss; however, the improvement seems insufficient
to account for the effects seen in excitation transfer experiments in our lab. To address this issue, we propose here that shifts
in the off-resonant basis state energies could lead to much larger indirect interactions. The evaluation of shifts in the basis state
energies is a major project, which requires the specification of the nucleon-nucleon interaction off of resonance, and the evaluation
of off-resonant binding energies; these are projects to be addressed in the future. The transverse Breit interaction is given off of
resonance. The resulting indirect interaction for excitation transfer is consistent with a delocalized transfer effect, and also with
cooperative (Dicke) enhancements; we expect shifts in the basis state energies to lead to new models for up-conversion and down-
conversion as well. Possible connections between the model and recent experimental results from excitation transfer experiments
involving a 57Co source on steel are discussed. We also consider incoherent excitation transfer, where the large excitation associated
with the D2/4He transition is transferred to highly excited unstable states in the nuclei of the host lattice. While the mechanism
was proposed many years ago to account for low-level emission of energetic alphas, there has subsequently been no clarification
of mechanism associated with these experiments, which provides motivation for us to consider the possibility of confirming or
rejecting the mechanism through a systematic study where the ejected particle energy is determined as a function of the nuclear
mass of host lattice nuclei. The argument is extended to excitation transfer from the HD/3He transition, where few MeV alpha
emission may be a candidate explanation for the observations of Storms and Scanlan, and where proton emission from 6Li may be
a candidate explanation for the 0.79 MeV proton signal reported by Lipinski and Lipinski.
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1. Introduction

Motivation for an interest in the problem stems from the search for an explanation for the mechanism involved in
excess heat production in the Fleischmann–Pons experiment [1,2]. Since the energy produced does not come out as
energetic nuclear radiation, there must be other channels involved, and from early on we have focused on the possible
coupling of the nuclear energy directly into vibrations. For this to work there are a host of issues to face, including
the specification of an appropriate phonon-nuclear interaction, the identification of a down-conversion mechanism
through which the large nuclear quanta can be converted to the low-energy vibrational quanta, and eventually some
experimental verification that the models correspond to reality [3]. Relatively recently we have identified a (some-
what obscure) relativistic interaction (the boost correction to the nuclear potential) as a candidate to provide for an
appropriate phonon-nuclear interaction [4]. This mechanism allows for the exchange of vibrational quanta from the
“macroscopic” lattice with nucleons of the “microscopic” internal nuclear system.

Up-conversion and down-conversion can be analyzed in simple models in which two-level systems are coupled to
a common oscillator. Unfortunately, destructive interference hinders the rate at which down-conversion occurs in these
models, so in order to achieve a fast down-conversion rate one needs to find a way to reduce the destructive interfer-
ence. We noticed that loss processes which are antisymmetric off of resonance (different for off-resonant basis states
with higher energy than for off-resonant bases states with lower energy) can remove the destructive interference, and
models for up-conversion and down-conversion were quantified under conditions where the destructive interference is
completely eliminated [5–9].

In these models the large energy quantum is down-converted through the sequential emission of phonons, one
phonon at a time, in a great many phonon exchange processes (where each one individually involves the raising or
lowering of the nuclear state) that need to be completed before coherence is lost. According to the models there
are cooperative effects (Dicke enhancement) which can help if the coupling between the nuclei and a highly excited
phonon mode is the same for each nucleus. Looked at two interactions at a time, this phonon exchange and nuclear
raising and lowering together make up an excitation transfer step.

In recent years we have worked toward the development of new experiments that focus on providing tests of some
of the theoretical statements and models in detail. Initially we worked with up-conversion experiments, but had little
luck. Last year we moved to experiments focusing on excitation transfer, and observed anomalous effects [10], which
have subsequently become the focus of our experimental studies. There has emerged over the last few years a new
appreciation of the importance of the excitation transfer mechanism itself; as an important theoretical mechanism in
its own right; as a mechanism amenable to experimental study; and with a real prospect of connecting experiment with
theory. This year we have continued the experiments, but in addition have continued the theoretical studies hoping to
construct models that we might compare in detail with current or with future experiments. This discussion then places
excitation transfer studies into context, and provides the motivation for our focus on the problem.

In what follows our first task is to develop an introductory discussion to help bring readers from other areas up to
speed with some of the basic issues associated with excitation transfer. Next we present the results of calculations of the
indirect interaction associated with phonon-mediated nuclear excitation transfer first for the simplest case of electric
dipole (E1) nuclear transitions, and then for the much more complicated case of magnetic dipole (M1) transitions.
We have known for years that destructive interference results in a very weak indirect interaction in the E1 case, but
it was not clear what the situation would be for M1 transitions. In contrast to our presentation at ICCF21, here we
find that destructive interference severely impacts the indirect interaction for the M1 case as well. We have discussed
many times the possibility that loss can reduce the destructive interference associated with up-conversion and down-
conversion; here the approach is extended to nuclear excitation transfer, with the result that a modest improvement
is obtained. This motivates us to seek other mechanisms which might reduce the destructive interference, and in this
work we discuss a new mechanism that involves off-resonant shifts in the basis state energies.
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Following these discussions, we turn to possible interpretations of effects seen in our excitation transfer experi-
ments in terms of the excitation transfer models.

In the latter part of the paper we consider incoherent excitation transfer mechanisms associated with the transfer
of large excitation from the D2/4He transition and HD/3He transition to highly-excited unstable states which decay
through disintegration.

Appendix A provides an enumeration of lengthy terms for one of the M1 indirect interactions. In Appendix B
we provide details associated with a dynamical model for two driven nuclei in proximity coupled through resonant
excitation transfer. And in Appendix C a brief discussion of internal conversion in connection with excitation transfer
is given in response to a reviewer’s comments.

2. Excitation Transfer

Excitation transfer of electronic excitation as a physical process was considered in the 1930s in connection with
photosynthesis. A theory for photon-mediated resonant excitation transfer was given by Förster in 1948 [11], focusing
on the lowest-order Coulomb dipole–dipole interaction [12]. In an idealized excitation transfer event, excitation at one
site is transferred to another site. In the initial state the excitation can be thought of as being at site 1 with no excitation
at site 2; and in the final state the excitation is at site 2 with no excitation remaining at site 1. We might write for an
incoherent resonant excitation transfer event

A∗
1A2 → A1A

∗
2, (1)

where A is an excited atom or molecule. A non-resonant excitation transfer event is also possible, in which the
excitation in the initial state is at a higher energy than the excitation in the final state, with the energy difference
transferred to some other degree of freedom. Non-resonant excitation transfer involving phonon emission could be
written as

A∗
1B2 → A1B

∗
2 + !ωp (2)

in which the atoms or molecules at the different sites are A and B, and where the phonon energy is !ωp.

2.1. Intermediate states

In the brief discussion above we have taken advantage of a feature of the formalism specific to electromagnetism in
the Coulomb gauge, where the Coulomb interaction is modeled as a simple potential, and there is no discussion of the
emission or absorption of a virtual photon. However, were we to make use of a different gauge (specifically one in
which the Coulomb potential is not used) then our discussion would be more complicated. In this more complicated
version of the discussion, a photon would be emitted at one site coupled to a raising or lowering of the atomic or
molecular state, and that same photon would be absorbed at the other site coupled to the raising or lowering of the
molecular state. In this case Eq. (1) would be replaced by

!!✒

❅❅❘

❅❅❘

!!✒
A∗

1A2

A1A2 + hν

A∗
1A

∗
2 + hν

A1A∗
2,

(3)
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where we have used hν for the exchanged photon. In this version of the excitation transfer process it becomes clear
that the exchange is mediated by photons, and that off-resonant intermediate states are present in which both atoms or
molecules are either excited or unexcited at the same time. In this resonant excitation transfer process, the system has
sufficient energy to allow one atom/molecule to be excited and one unexcited (the initial and final states work this way,
and they would be considered to be on resonance). One of the intermediate states has both atoms/molecules excited,
and also has a photon present. The system in this case does not have sufficient energy to be in this state, so we consider
it to be off-resonance. It is a virtual state. The system couples to it from both the initial state and final state, so in
an excitation transfer it will have finite occupation; but its oscillatory time dependence will be that of the initial state
(and/or final state) and not the time dependence it might have if the system had sufficient energy for both to be excited.
We emphasize that energy is conserved from the initial state transitioning to the final state in this resonant interaction;
however, energy is not conserved for the intermediate states – instead they are just off of resonance. The photon does
not take up the mismatch in excitation energy.

2.2. Excitation transfer mediated by phonon exchange

It is possible for atoms and molecules in condensed matter to undergo a change of state in connection with phonon
emission or absorption. In this case excitation transfer can be mediated by phonon exchange instead of photon ex-
change. For phonon-mediated resonant excitation transfer we might write

!!✒✁
✁✁✕

❅❅❘❆
❆❆❯

❆
❆❆❯❅❅❘

!!✒
✁
✁✁✕

A∗
1A2 + n!ωp

A1A2 + (n− 1)!ωp

A1A2 + (n+ 1)!ωp

A∗
1A

∗
2 + (n− 1)!ωp

A∗
1A

∗
2 + (n+ 1)!ωp

A1A∗
2 + n!ωp.

(4)

Things are a little different in this case since there is the possibility that we have phonons already present in the phonon
mode involved in the exchange. A phonon can be created or destroyed in connection with a raising or lowering, so
now there are four intermediate states involved (at lowest order).

2.3. Toy model for phonon-mediated excitation transfer

It is possible to develop a toy model for phonon-mediated excitation transfer based on the spin–boson model for which
the Hamiltonian is

Ĥ = ∆E
ŝz
! + !ω0â

†â+ V (â+ â†)
2ŝx
! , (5)

where the first term on the right-hand side accounts for the energy of the two-level system with transition energy ∆E,
where the second term accounts for the simple harmonic oscillator energy, and where the third term describes a linear
coupling between the two systems. In this model a phonon exchange (which can be a creation or annihilation) occurs
along with a raising or lowering of the two-level system.

We are interested in a solution of the time-independent Schrödinger equation

EΨ = ĤΨ (6)
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that is relevant to excitation transfer. For this we make use of a finite basis approximation in which we take a solution
of the form

Ψ = c1Φ1 + ·+ c6Φ6, (7)

where the individual basis states are taken to be

Φ1 = | ↑,↓, n⟩, Φ2 = | ↓,↓, n− 1⟩, Φ3 = | ↓,↓, n+ 1⟩,

Φ4 = | ↑,↑, n− 1⟩, Φ5 = | ↑,↑, n+ 1⟩, Φ6 = | ↓,↑, n⟩. (8)

The notation here works as follows: the first two-level system can be in the ground state (↓) or in the excited state (↑)
as determined by the first entry in the ket; the second two-level system can similarly be in the ground or excited state
as determined by the second entry in the ket; the third entry in the ket is the number of phonons in the oscillator.

The eigenvalue equation associated with the finite basis approximation can be written as

Ec1 = n!ω0c1 + V
√
nc2 + V

√
n+ 1c3 + V

√
nc4 + V

√
n+ 1c5,

Ec2 =

[
−∆E + (n− 1)!ω0

]
c2 + V

√
nc1 + V

√
nc6,

Ec3 =

[
−∆E + (n+ 1)!ω0

]
c3 + V

√
n+ 1c1 + V

√
n+ 1c6,

Ec4 =

[
∆E + (n− 1)!ω0

]
c4 + V

√
nc1 + V

√
nc6,

Ec5 =

[
∆E + (n+ 1)!ω0

]
c5 + V

√
n+ 1c1 + V

√
n+ 1c6,

Ec6 = n!ω0c6 + V
√
nc2 + V

√
n+ 1c3 + V

√
nc4 + V

√
n+ 1c5. (9)

It is possible to eliminate the expansion coefficients associated with the off-resonant basis states (c2, . . . , c5) alge-
braically resulting in

Ec1 = n!ω0c1 +

(
V 2n

E +∆E + !ω0
+

V 2(n+ 1)

E +∆E − !ω0
+

V 2n

E −∆E + !ω0
+

V 2(n+ 1)

E −∆E − !ω0

)
(c1 + c6),

Ec6 = n!ω0c6 +

(
V 2n

E +∆E + !ω0
+

V 2(n+ 1)

E +∆E − !ω0
+

V 2n

E −∆E + !ω0
+

V 2(n+ 1)

E −∆E − !ω0

)
(c1 + c6). (10)

This can be recast in the form of an equivalent two-level system according to

Ec1 =

[
n!ω0 + Σ11(E)

]
c1 + V16(E)c6,
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Ec6 =

[
n!ω0 + Σ66(E)

]
c6 + V61(E)c1, (11)

where the self-energies are

Σ11(E) = Σ66(E) =
V 2n

E +∆E − (n− 1)!ω0
+

V 2(n+ 1)

E +∆E − (n+ 1)!ω0

+
V 2n

E −∆E − (n− 1)!ω0
+

V 2(n+ 1)

E −∆E − (n+ 1)!ω0
(12)

and where the indirect coupling coefficients are

V16(E) = V61(E) =
V 2n

E +∆E − (n− 1)!ω0
+

V 2(n+ 1)

E +∆E − (n+ 1)!ω0

+
V 2n

E −∆E − (n− 1)!ω0
+

V 2(n+ 1)

E −∆E − (n+ 1)!ω0
. (13)

We see that in this equivalent two-level system model the basis state energies depend on the eigenvalue E, as do the
indirect coupling terms. If we assume that the coupling is weak, then the eigenvalue E would be close to the basis
state energy of Φ1 and Φ6 so that

E → n!ω0. (14)

In this case the indirect coupling matrix elements are

V16 = V61 → 2V 2!ω0

(∆E)2 − (!ω0)2
→ 2V 2!ω0

(∆E)2
. (15)

We see that destructive interference has led to cancellation effects so that the indirect coupling matrix element is much
smaller than the individual terms contributing to it (assuming that the oscillator energy !ω0 is much smaller than the
transition energy ∆E), and that there is no longer any dependence on the degree of excitation of the oscillator. A
version of this model is discussed briefly in Lu’s thesis [13].

3. Phonon-mediated Nuclear Excitation Transfer

It was recognized that phonon-nuclear interactions can be based on a (known) boost correction for the strong force
inside of a moving (and accelerating or oscillating) nucleus [4]. We are motivated in this section to exercise this theory
by applying it to excitation transfer. For simplicity in this section we focus on nuclear E1 transitions for which only
a single phonon exchange is coupled to a nuclear transition. Some discussion of this problem was given previously in
Ref. [14].

3.1. Nuclear and phonon Hamiltonian

To describe the internal nuclear states, the phonon modes, and the phonon-nuclear coupling in general we can make
use of the Hamiltonian [15,16]
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Ĥ =
∑

j

Mjc
2 +

∑

j

aj · cP̂j +
∑

k,σ

!ωk,σâ
†
k,σâk,σ. (16)

The first term on the RHS describes the internal nuclear energy in a finite basis approximation, where the mass matrix
Mj for the nucleus at lattice site j is a diagonal matrix with the individual nuclear state masses as entries. The mass
energy of a particular nuclear state |J,m⟩ is

(EJm)j = (MJm,Jmc2)j . (17)

The last term on the right-hand side describes the vibrational energy in a mode expansion, where !ωk,σ is the energy
of a phonon with momentum !k with polarization denoted by σ. The middle term on the right-hand side accounts for
the relativistic phonon-nuclear interaction, where the a matrix contains off-diagonal entries given by [4]

(
aJm,J′m′ · cP̂

)

j

=

〈
J,m

∣∣∣∣∣
1

M

∑

k

βkP̂j · π̂k +
1

2Mc

∑

k<l

[
(βkαk + βlαl) · P̂j , V̂kl

]∣∣∣∣∣ J
′,m′

〉
(18)

for a two-particle nuclear potential model, following the derivation and notation of Ref. [4]. M in this formula is the
nuclear mass, where the difference in mass between the two states is presumed small relative to the total mass. The
momentum operator P̂j for a monatomic lattice is

P̂j =
∑

k,σ

uk,σ

√
M!ωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠. (19)

The equilibrium position of the center of mass for a nucleus at site j is R(0)
j .

3.2. Reduced Hamiltonian

Since the phonon-nuclear interaction has E1 symmetry for the nuclear transition, only a single nuclear transition is
needed at each of the two sites in order to complete an excitation transfer. Consequently we only need to keep track of
these two nuclear states, which allows for a significant reduction of the Hamiltonian. Unfortunately we cannot make
use of the standard two-level system machinery, since each of the nuclear states will have a number of degenerate
levels which need to be accounted for. The resulting reduced Hamiltonian can be written as

Ĥ =
∑

k

!ωkâ
†
kâk +

∑

j

∑

m0

(|J0m0⟩M0c
2⟨J0m0|)j +

∑

j

∑

m1

(|J1m1⟩M1c
2⟨J1m1|)j

+
∑

j

∑

m0

∑

m1

(
|J0m0⟩⟨J0m0|aj |J1m1⟩⟨J1m1|+ |J1m1⟩⟨J1m1|aj |J0m0⟩⟨J0m0|

)

· c
∑

k,σ

uk,σ

√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠, (20)
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where we focus on the ground state |J0,m0⟩ and an excited state |J1,m1⟩.

3.3. Phonon-nuclear interaction as a perturbation

The reduced Hamiltonian in the previous section can be recast as

Ĥ = Ĥ0 + V̂ , (21)

where Ĥ0 describes the unperturbed system

Ĥ0 =
∑

k

!ωkâ
†
kâk +

∑

j

∑

m0

(|J0m0⟩M0c
2⟨J0m0|)j +

∑

j

∑

m1

(|J1m1⟩M1c
2⟨J1m1|)j (22)

and where V̂ describes the perturbation

V̂ =
∑

j

∑

m0

∑

m1

(
|J0m0⟩⟨J0m0|aj |J1m1⟩⟨J1m1|+ |J1m1⟩⟨J1m1|aj |J0m0⟩⟨J0m0|

)

· c
∑

k,σ

uk,σ

√
!Mωk,σ

2N

⎛

⎝âk,σeik·R
(0)
j − â†k,σe−ik·R(0)

j

i

⎞

⎠. (23)

3.4. Formal second-order interaction

A nice feature of this formalism is that we are able to develop operators that describe the second-order as well as
higher-order interactions within the perturbation theory explicitly. At second-order we can write

V̂2 = V̂ (E − Ĥ0)
−1V̂ . (24)

Excitation transfer at second-order is described by this operator (along with other effects). We can think of the V̂ at
the right of the right-hand side when it operates on an initial state as either raising or lower the nuclear state at a site
while creating or destroying a phonon. The intermediate state that results is off of resonance, and the off-resonant
denominator keeps track of how far and in which direction off of resonance intermediate states are. The V̂ operator on
the left of the right-hand side then raises or lowers the nuclear state at possibly a different site, also while creating or
destroying a phonon.

3.5. Resonant second-order interaction

After a significant computation and taking into account that the Brillouin zone is symmetric it is possible to isolate the
resonant part of the second-order interaction relevant to excitation transfer; we can write

(
V̂ (E − Ĥ0)

−1V̂
)

resonant
→ Mc2

(∆E)2

∑

j<j′

∑

m0

∑

m1

∑

m′
0

∑

m′
1

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′
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⟨J0m0|aj |J1m1⟩ ·

⎡

⎣ 1

N

∑

k,σ

(!ωk,σ)
2uk,σuk,σ cos

(
k · (R(0)

j′ −R(0)
j )

)⎤

⎦ · ⟨J1m′
1|aj′ |J0m′

0⟩

+
Mc2

(∆E)2

∑

j<j′

∑

m0

∑

m1

∑

m′
0

∑

m′
1

(
|J1m1⟩⟨J0m0|

)

j

(
|J0m′

0⟩⟨J1m′
1|
)

j′

⟨J1m1|aj |J0m0⟩ ·

⎡

⎣ 1

N

∑

k,σ

(!ωk,σ)
2uk,σuk,σ cos

(
k · (R(0)

j′ −R(0)
j )

)⎤

⎦ · ⟨J0m′
0|aj′ |J1m′

1⟩
}
. (25)

We see in this expression a similar degree of cancellation as we found in the toy model considered above. Destructive
interference has led to the cancellation of all lowest-order terms, and there does not remain any dependence on the
number of phonons in the different phonon modes. Contributions from high-frequency phonon modes dominates this
interaction.

3.6. Discussion

There exist many stable isotopes with E1 transitions from the ground state, for which this kind of model might apply.
A list of the low energy transitions is presented in Table 1. For both the toy model and for the resonant second-order
interaction above one finds the transition energy in the denominator, which would suggest our focus should be on nuclei
with the lowest energy transitions from the ground state. In this case the 6.237 keV transition in 181Ta is favored.

We have evaluated the contribution to the â-matrix element for the 6.237 keV transition of 181Ta from the boosted
spin-orbit interaction, making use of a single proton model in a deformed potential model. The result we obtained that
the magnitude is on the order of 10−6 – a result which indicates that this contribution is weak.

One approach to testing for this kind of excitation transfer effect might be to look for angular anisotropy in the
gamma emission from excited state 181Ta(6237 keV) in crystalline Ta. A computation of the summation over the
different phonon modes indicates that we would expect a weak excitation transfer dominated by transfer to the nearest
neighbors. Making use of the indirect coupling formula given above and our estimate for the indirect matrix element,
we might expect it possible to see a deviation from the isotropic case on the order of 10−3 . Given the relative weakness
of emission of the 6.237 keV gamma, such an experiment would be expected to be technically challenging.

Table 1. Low-energy electric dipole (E1) transitions from the
ground state of stable nuclei, from the BNL Nudat2 database. The
internal conversion coefficient is α.

Isotope E(keV) T1/2 Multipolarity α
Ta-181 6.237 6.05 µsec E1 70.5
Dy-161 25.65135 29.1 ns E1 2.29
Gd-157 63.929 0.46 µsec E1 0.961
Dy-161 74.56668 3.14 ns E1 0.672
Gd-155 86.5479 6.50 ns E1 0.434
Eu-153 97.43100 0.198 ns E1 0.307
Dy-161 103.062 0.60 ns E1 0.285
Gd-155 105.3083 1.16 ns E1 0.256
F-19 109.9 0.591 ns E1
Dy-161 131.8 0.145 ns [E1] 0.1475
Eu-153 151.6245 0.36 ns E1 0.092
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14.4129 keV

136.4743 keV

Co-57

98.3 ns

8.7 ns

271.74 days

0 keV

Fe-57

stable

Figure 1. Simplified version of the nuclear decay scheme for Co-57; energy levels and half-life times are from the Nudat2 online data base of
Brookhaven National Lab.

4. Excitation Transfer for M1 and E2 Transitions

The development of an excitation transfer experiment in 181Ta based on the production of excited state nuclei from the
decay of a radioactive source is problematic due to difficulties acquiring radioactive 181W. Consequently in our lab we
have focused on experiments involving excited states of 57Fe that are populated from the decay of the more readily
available radioactive 57Co [10,13]. The primary decay path following electron capture associated with the beta decay
of the 57Co nucleus is shown in Fig. 1. Transitions from the ground state to the 14.4 keV state and 136.5 keV state
are M1+E2, with the magnetic dipole (M1) contribution dominant, and the electric quadrupole (E2) contribution much
weaker.

Since the phonon–nuclear interaction of the boost correction involves an E1 nuclear transition, in order to couple
between the ground state and lowest excited states in 57Fe we will need two phonon exchanges and intermediate states
that couple through individual single phonon E1 transitions. A model for excitation transfer in this case will be more
complicated since the lowest-order contribution will involve the exchange of four phonons.

This provides a new problem on which we might exercise the new phonon-nuclear theory. We are encouraged in
that we appear to be seeing changes in X-ray and gamma emission consistent with the presence of excitation transfer
in experiments. However, it is discouraging that the lowest-order interaction in the E1 version of the problem leads to
such a weak indirect interaction.

At ICCF21 we described some preliminary results suggesting that destructive interference was not as bad in the
M1 problem than in the E1 problem described in the previous section. The issue here is that since the models and
calculations are new, with essentially no relevant previous work done on them, it is not obvious at the outset whether
excitation in the M1 transition will be qualitatively different. A detailed and debugged version of the calculation is
needed to provide clarification. Months after the conference a new set of calculations have been carried out, with the
result that destructive interference indeed results in very weak indirect interactions. In this section we will provide a
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brief review of the issues and associated calculations. The conclusion to be drawn is that the most straightforward and
simplest application of the theory does not lead to predictions consistent with experiment. This will motivate us to
consider modifications of the model in subsequent sections.

4.1. Simple classification of the interactions

Excitation transfer in the E1 case is particularly simple in that there is only a single transition and a single phonon
mode involved for any specific contributing term at second order in perturbation theory. However, for the M1 and E2
cases, two different transitions are involved for each nucleus, and phonon exchange can occur with one phonon mode,
two phonon modes, or three different phonon modes. We have carried out calculations systematically for all cases, and
find that each case has its own technical issues and peculiarities in the computations, and leads to different expected
behavior at the end. In what follows we summarize the essential results for the different cases.

4.2. Reduced version of the Hamiltonian

We make use of the same phonon–nuclear Hamiltonian as before in Equation (16), but this time we make use of an
expanded subset given by

Ĥ =
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⎠. (26)

The nuclear ground state is denoted by |J0,m0⟩, the (relatively low-energy) nuclear excited state is denoted by
|J1,m1⟩, and (much higher energy) nuclear intermediate states are denoted by |J2,m2⟩. Included in this restricted
Hamiltonian are transitions between the ground state, and the low-energy excited state, to high-energy intermediate
states; but no transitions directly between the ground state and low-energy excited state.

4.3. Interaction in the case of one phonon mode

In this case we make use of fourth-order perturbation theory and assume that the phonon energy is small compared
to the nuclear transition energy. A great many terms are involved, and we made use of the symbolic algebra program
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Mathematica for all of the algebra. We wrote a computer code that put together an input file for Mathematica which
enumerated all states, couplings, and contributing pathways.

The resonant part of the fourth-order interaction involving a single phonon mode which has a non-trivial spatial
dependence can be written as
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We see two basic terms. The first describes a weak interaction that is independent of the number of phonons is a mode,
and which is localized to nearest neighbors. The second term describes a weak interaction that is linear in the number
of phonons in a mode, and which contributes as long as the phonon occupation is asymmetric with the wave vector k.
Since the phonon distribution appears in the summation over the phonon modes, it is possible in this case for excitation
transfer to involve nuclei considerably more distant than nearest neighbors. We note that a quantitative evaluation of
this formula will require in principle summations over all intermediate E1-coupled states.

These terms are much smaller than those appearing in the case of second-order E1 excitation transfer, due in part
to the destructive interference, and in part to the effect occurring at higher-order in perturbation theory.

4.4. Interaction in the case of two phonon modes

In the case of excitation transfer where phonon exchange with two different phonon modes occurs, we require that
each mode exchange a phonon with both nuclei. In this case the resonant contribution at fourth order is calculated to
be

(
V̂ (E − Ĥ0)

−1V̂ (E − Ĥ0)
−1V̂ (E − Ĥ0)

−1V̂

)
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→ T1 + T2 + T3 + T4 , (28)
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where
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In this case destructive interference has resulted in a very weak interaction which depends on the symmetric part
of the phonon distribution in the different modes. The indirect interaction that results is dominated by coupling to
nearest neighbors. Once again it is the high-frequency phonon modes which provide the strongest contributions to the
interaction.

4.5. Interaction in the case of three phonon modes

For an excitation transfer process involving three phonon modes, we require one mode to be involved in phonon
exchange at both sites, and a single phonon exchange with the other modes, one at one site, and one at the other.
We are most interested in resonant excitation transfer, which in the case of three modes is potentially problematic
since constraints are imposed on the mode energies. For the specific interaction under consideration here, we focus on
interactions in which single phonon creation and annihilation occurs for the first mode; for the second mode we require
that the phonon interaction involves the creation of a phonon; and for the third mode we require phonon annihilation.
Overall the interaction is resonant if the phonon mode energy is matched for the second and third mode. While not
exhaustive, this provides a check to see whether or not destructive interference causes a substantial reduction of the
strength of the indirect interaction in one case.

The associated contribution to the resonant indirect interaction can be written as
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where we exhibit the first contribution T ′
1 explicitly here
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with the remaining terms listed in Appendix A. The resulting interaction is very weak, and localized to nearest neigh-
bors.

4.6. Discussion

The low energy M1 transitions are of interest to us since we appear to be seeing anomalies associated with excitation
transfer in experiments. A list of nuclei with low energy M1 and M1+E2 transitions is presented in Table 2. In con-
nection with this list we draw attention to the special case of the low-energy M1+E2 transition in 201Hg at 1.565 keV,
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Table 2. Low-energy M1 and M1+E2 transitions from the ground
state of stable nuclei, from the BNL Nudat2 database. The internal
conversion coefficient is α.

Isotope E(keV) T1/2 Multipolarity α
Hg-201 1.5648 81 ns M1+E2 4.7×104

Tm-169 8.41017 4.09 ns M1+E2 263
Kr-83 9.4057 156.8 ns M1+E2 17.09
Os-187 9.756 2.38 ns M1(+E2) 280
U-235 13.0336 0.50 ns (M1+E2) 497
Fe-57 14.4129 98.3 ns M1+E2 8.56
Eu-151 21.541 9.6 ns M1+E2 27.6
Sm-149 22.507 7.33 ns M1+E2 29.2
Sn-119 23.870 18.03 ns M1+E2 5.06
Hg-201 26.272 630 ps M1+E2 71.6
K-40 29.8299 4.25 ns M1 0.298
Hg-201 32.145 60 ps M1+E2 39.6
Te-125 35.4925 1.482 ns M1+E2 13.69
Os-189 36.17 0.52 ns M1+E2 20.2
Sb-121 37.1298 3.46 ns M1+E2 10.88
Xe-129 39.5774 0.97 ns M1+E2 12.03
Dy-161 43.8201 0.83 ns M1+E2 7.6
U-235 46.103 14 ps M1+E2 50
W-183 46.4838 0.185 ns M1+E2 8.4

which we have discussed previous in discussions of collimated X-ray emission. We note also the low-energy M1+E2
transition in 57Fe at 14.4129 keV of interest in our excitation transfer experiments with radioactive 57Co.

The calculation in the fourth-order indirect interactions discussed in this section involved a substantial effort, as on
the order of a hundred pathways needed to be included, and as the resulting indirect coupling is extremely sensitive
to any errors in the calculation. We had hoped that destructive interference effects might have been avoided for this
model, but from the results we obtained it is clear that destructive interference very much impacts the indirect coupling
leading to a very weak indirect interaction.

Even though there seems to be no hope accounting for the experimental results quantitatively with this model, there
are some features of the model that are consistent qualitatively. In particular, we see excitation transfer dependent on
the number of phonons present to nearest neighbors (in the case of phonon exchange with two phonon modes) which
seems to be the kind of mechanism that would be relevant to observations of angular anisotropy. In addition we also
see excitation transfer dependent on the number of phonons present potentially to distant neighbors (in the case of
phonon exchange with one phonon mode) which seems to be what would be needed to account for delocalization
effects observed in the experiments.

5. Loss

We found that loss can reduce the destructive interference that hinders the indirect coupling coefficient in the case of
up-conversion and down-conversion [5,6]. Loss has the potential to similarly reduce the destructive interference in the
case of excitation transfer. It was proposed a decade ago that the local environment can increase the excitation transfer
rate in biophysics [17,18]. For phonon-mediated nuclear excitation transfer we have considered the simpler problem
of the potential enhancement of the rate due to a difference in the loss for the different intermediate states.
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5.1. Indirect coupling for lossy E1 excitation transfer

In the event that loss terms dominate the indirect coupling matrix element for E1 transitions we can write
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We have used a notation for the loss in which intermediate states where both nuclei in the ground state are assigned
a loss of γ00, intermediate states where both nuclei are in the excited state are assigned a loss of γ11, and where the
initial and final states are assigned a loss of γ10 and γ01 respectively. In the event that a small number of (delocalized)
high-frequency phonon modes are very highly excited this version of the indirect interaction can be larger than the
lossless contribution, and can be delocalized. This is interesting.

5.2. Loss for M1 transitions with two phonon modes

Instead of a recitation of all of the different terms for all of the different cases for nuclear excitation transfer for M1
transitions, we focus on one example. In the event that the loss terms dominate the resonant indirect interaction we can
write
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′
2|aj′ |J0m′

0⟩ (37)

Tb = −i
!
2
(Mc2)2

4

∑

J2

∑

J′
2

{
γ01 −γ02′ −γ11 + γ12′

(E1 −E0)(E′
2 −E0)(E2 −E1)(E′

2 −E1)

+
γ00 −2γ01 + γ11

(E1 −E0)2(E2 −E1)(E′
2 −E1)

+
γ11 −γ12 −γ12′ + γ22′

(E2 −E0)(E′
2 −E0)(E2 −E1)(E′

2 −E1)

+
γ01 −γ02 −γ11 + γ12

(E1 −E0)(E2 −E0)(E2 −E1)(E′
2 −E1)

}

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′

⟨J0m0|aj |J2m2⟩ ·
[
1
N

∑

k,σ

!ωk,σuk,σuk,σ(2n̂k,σ + 1) cos

(
k · (R(0)

j′ −R
(0)
j )

)]
· ⟨J ′

2m
′
2|aj′ |J0m′

0⟩

⟨J2m2|aj |J1m1⟩ ·
[
1
N

∑

k′,σ′

!ωk′,σ′uk′,σ′uk′,σ′(2n̂k′,σ + 1) cos

(
k′ · (R(0)

j′ −R
(0)
j )

)]
· ⟨J1m′

1|aj′ |J ′
2m

′
2⟩ (38)

In writing this we have used the notation that the loss associated with basis states with two nuclei in the ground state is
γ00, the loss for basis states with one nucleus in the ground state and one in the first excited state is γ01, and so forth.

Note that it is possible for contributions of this kind to be delocalized given a suitable distribution of phonons, and
that that excitation can potentially be transferred to a great many nearby ground state nuclei.

5.3. Discussion

In order for loss to have a significant impact on the indirect coupling matrix element in the case of up-conversion
and down-conversion there only needs to be a minor contribution associated with each phonon exchange, since a large
number of phonon exchange interactions are involved. The situation is different in the case of excitation transfer. Since
only a few phonon exchanges occur, the loss needs to be substantial in each case to have a significant impact on the
overall indirect interaction.

Loss has the potential to greatly enhance excitation transfer based on the results discussed in this section. The
indirect coupling coefficient are smaller than contributions from individual pathways by factors on the order of a
differential decay rate times ! divided by a relevant nuclear transition energy, which means that the terms are “small”.
However, if the number of phonons is large in a phonon mode that is delocalized, then the coupling from one site can
be to a great many sites, which can increase the total coherent rate by a Dicke factor which is on the order of the square
root of the number of possible final state sites.

It is possible that the excitation transfer effects we see in experiments with 57Co are a result of loss-enhanced
excitation transfer, but we would expect the differential decay rates not to be particularly large which argues against
this. Nevertheless, in such a scenario we would only expect to see excitation transfer effects due to the presence of
very highly-excited delocalized THz phonon modes.

6. Off-resonant Shift of the Basis State Energies

Although we found that loss could make a difference in the indirect interaction for excitation transfer in the previous
section, the resulting indirect interaction seems too weak to account for the experimental results obtained so far.
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Consequently, we are motivated to seek other effects that might impact the indirect interaction. One possibility which
we discuss in this section is that the basis state energies may shift off of resonance, which could spoil the destructive
interference if the shifts are sufficiently large.

That such an effect is possible in principle can be seen from the equivalent two-level system model of Eq. (11),
where the basis state energies acquire a self-energy shift

En → En + Σ(E), (39)

where the self-energy Σ(E) depends explicitly on the energy eigenvalue. If the self-energy depends on the energy
eigenvalue, then its contribution would be different on resonance as compared to off-resonance.

We will argue in this section that there could well be a substantial shift in the basis state energies off of resonance.
The main argument for this is that the nuclear force itself is due to the exchange of mesons, and since this exchange
involves virtual states, the nuclear force is expected to depend on the energy eigenvalue. We would expect the binding
energy of a nucleus to be different on resonance compared to off-resonance. In the literature there appears discussions
in the 1960s and 1970s that the nucleon-nucleon interaction changes off of resonance, and that this would impact the
calculation of various matrix elements contribute off of resonance, providing a constraint on nuclear potential models
[19,20]. It would follow that the binding energy itself should differ off of resonance; however, there are no calculations
of how the binding energy varies with the amount of energy off of resonance (most relevant may be the calculations
discussed in Ref. [21]).

6.1. Brillouin–Wigner theory approach

We are interested in this subsection in applying Brillouin–Wigner theory to the problem of the off-resonant energy
shift to a develop formalism to describe the effect. We consider a formal model given by

Ĥ = Ĥ0 + Û + V̂ , (40)

where Û describes nuclear state raising and lowering associated with phonon exchange, and where V̂ creates or
destroys mesons in connection with the strong force.

We consider a sector expansion of the form

Ψ =Ψm,0 +Ψm,1 + · · ·
+Ψm−1,0 +Ψm−1,1 + · · ·
+Ψm+1,0 +Ψm+1,1 + · · ·
+ · · · , (41)

where the first index m keeps track of the number of excited nuclei present as a result of phonon exchange, and the
second index is the number of mesons present associated with the nucleon-nucleon interaction. Keep in mind that we
are considering the phonon exchange to be associated with phonon-nuclear coupling, so that a single phonon exchange
is associated with the raising or lowering of the nuclear state. We plug in to the time-independent Schrödinger equation

EΨ = ĤΨ (42)

to obtain coupled eigenvalue equations given by
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EΨm,0 = Ĥ0Ψm,0 + Û+Ψm−1,0 + Û−Ψm+1,0 + V̂−Ψm,1,

EΨm,1 = Ĥ0Ψm,1 + Û+Ψm−1,1 + Û−Ψm+1,1 + V̂−Ψm,2 + V̂+Ψm,0,

EΨm−1,0 = Ĥ0Ψm−1,0 + Û+Ψm−2,0 + Û−Ψm,0 + V̂−Ψm−1,1,

EΨm−1,1 = Ĥ0Ψm−1,1 + Û+Ψm−2,1 + Û−Ψm,1 + V̂−Ψm−1,2 + V̂+Ψm−1,0,

EΨm+1,0 = Ĥ0Ψm+1,0 + Û+Ψm,0 + Û−Ψm+2,0 + V̂−Ψm+1,1,

EΨm+1,1 = Ĥ0Ψm+1,1 + Û+Ψm,1 + Û−Ψm+2,1 + V̂−Ψm+1,2 + V̂+Ψm+1,0,

· · · (43)

where we have made us of ± subscripts to keep track of raising or lowering.
For simplicity we would like to eliminate all sectors containing mesons in order to develop sector equations in

terms of nuclear potential models. For simplicity our focus will be on single meson exchange, so that we need to
eliminate all Ψm′,1. To do this we first need to solve for these sector wave functions in terms of other sector wave
functions according to

Ψm,1 = (E − Ĥ0)
−1

(
Û+Ψm−1,1 + Û−Ψm+1,1 + V̂−Ψm,2 + V̂+Ψm,0

)
,

Ψm−1,1 = (E − Ĥ0)
−1

(
Û+Ψm−2,1 + Û−Ψm,1 + V̂−Ψm−1,2 + V̂+Ψm−1,0

)
,

Ψm+1,1 = (E − Ĥ0)
−1

(
Û+Ψm,1 + Û−Ψm+2,1 + V̂−Ψm+1,2 + V̂+Ψm+1,0

)
. (44)

We plug in and retain only lowest order terms to obtain

EΨm,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm,0 + Û+Ψm−1,0 + Û−Ψm+1,0,

EΨm−1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm−1,0 + Û+Ψm−2,0 + Û−Ψm,0,

EΨm+1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm+1,0 + Û+Ψm,0 + Û−Ψm+2,0,

· · · (45)

The single meson exchange contribution to the nucleon-nucleon potential on resonance in this simple model comes
about through second-order terms of the form
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V̂−(E − Ĥ0)
−1V̂+

→
∑

j<k

1

3

g2

!cmπc
2(τ j · τ k)

[
σj · σk +

(
1 +

3!
mπcrjk

+
3!2

m2
πc

2r2jk

)
S12

]
e−mπcrjk/!, (46)

where we have selected here the one pion exchange potential from Ref. [22] for the resulting contribution to the nuclear
potential. Note that in these older models that heavier meson exchange terms are included, and two-meson exchange
terms are needed in order to develop a realistic potential model.

The key issue in this discussion is whether there is a shift in the binding energy due to a modification of the nucleon–
nucleon potential off of resonance. To proceed, we first focus on the resonant sector where the energy eigenvalue is
determined approximately from the solution of the formal eigenvalue equation

EΨm,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm,0, (47)

where the energy E in this equation appears both as the eigenvalue on the left-hand side and as part of the denominator
on the right-hand side.

Consider next a similar calculation for the basis state energy in one of the off-resonant sectors. In this case we
could work with the eigenvalue problem

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E − Ĥ0)

−1V̂+

)
Ψm+1,0, (48)

where E′ is the associated eigenvalue, different from E by about one unit of excitation energy ∆E (since we consider
m+1 instead of m). Suppose that for the purpose of sorting out the denominator on the right-hand side we approximate

E′ → E +∆E, (49)

then we can write the eigenvalue equation for this off-resonant sector approximately as

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E

′ −∆E − Ĥ0)
−1V̂+

)
Ψm+1,0. (50)

The nuclear potential off of resonance will then be different than on resonance.
We can make use of a Taylor series expansion to determine the different in the nuclear potential at lowest order.

We can write

(E′ −∆E − Ĥ0)
−1 = (E′ − Ĥ0)

−1 +∆E(E′ − Ĥ0)
−2 + · · · (51)

The off-resonance eigenvalue equation can be written approximately as

E′Ψm+1,0 =

(
Ĥ0 + V̂−(E

′ − Ĥ0)
−1V̂+ +∆EV̂−(E

′ − Ĥ0)
−2V̂+

)
Ψm+1,0. (52)

To lowest order we would expect a shift in the binding energy linear in the offset energy
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E′ → E +∆E +∆E⟨V̂−(E
′ − Ĥ0)

−2V̂+⟩. (53)

Our conclusion from this brief discussion is that we would expect the nuclear binding energy to shift off of reso-
nance. Also, if the nucleon–nucleon interaction changes off of resonance, we would also expect that the nuclear states
themselves would be changed.

6.2. Breit interaction off of resonance

The arguments above apply as well to the electromagnetic interaction which is simpler and more familiar, so we were
motivated to develop a calculation of the electromagnetic potential off of resonance. This is technically simplest in the
Coulomb gauge, where the contribution from transverse photon exchange gives rise to the Breit interaction.

Single transverse photon exchange leads to an interaction that can be split into two components according to

V̂12 = V̂I + V̂II, (54)

where the initial evaluation of the second-order interaction leads to

V̂I =q1q2
∑

k

!c2
2ωkϵ0L3

(α1 ·α2)

(Eoff − !ωk)
+ q1q2

∑

k

!c2
2ωkϵ0L3

(α2 · α1)

(Eoff − !ωk)
eik·(r2−r1 ), (55)

V̂II = −q1q2
∑

k

!c2
2ωkϵ0L3

(α1 · îk)(α2 · îk)
(Eoff − !ωk)

e−ik·(r2−r1 ) − q1q2
∑

k

!c2
2ωkϵ0L3

(α2 · îk)(α1 · îk)
(Eoff − !ωk)

eik·(r2−r1 ), (56)

where Eoff is the off-resonant shift in energy (for the off-resonant sector focused on in the previous section with one
extra excited nucleus, Eoff = −∆E). These can be reduced in the continuum limit to give

V̂I = − q1q2
4πϵ0|r2 − r1|

(α1 · α2)
2

π

∫ ∞

0

sin(k|r2 − r1|)
(k − Eoff/!c)

dk, (57)

V̂II =
q1q2
4πϵ0

α1 ·α2

3

2

π

∫ ∞

0

kj0(k|r2 − r1|)
(k − Eoff/!c)

dk

− q1q2
4πϵ0

(
(α1 · îr2−r1 )(α2 · îr2−r1 )−

α1 · α2

3

) 2

π

∫ ∞

0

kj2(k|r2 − r1|)
(k − Eoff/!c)

dk. (58)

On resonance these reduce to

V̂I + V̂II =− q1q2
4πϵ0|r2 − r1|

(α1 · α2)

+
q1q2

4πϵ0|r2 − r1|
α1 ·α2

3
− q1q2

4πϵ0|r2 − r1|
1

2

(
(α1 · îr2−r1 )(α2 · îr2−r1 )−

α1 ·α2

3

)

= −1

2

q1q2
4πϵ0|r2 − r1|

[
(α1 · α2) + (α1 · îr2−r1 )(α2 · îr2−r1 )

]
(59)

consistent with the Breit interaction found in the literature.
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6.3. Pole on the integration contour

In the event that Eoff is positive (so that the energy eigenvalue is larger than the basis state energy) then the integrals
in k contain a pole on the k-axis in the range of integration. We can write [23]

∫ ∞

0

sin(k|r2 − r1|)
(k − k0)

dk

= − sin(k0|r2 − r1|)ci(k0|r2 − r1|) + cos(k0|r2 − r1|)[si(k0|r2 − r1|) + π], (60)

where

k0 =
Eoff

!c , (61)

si(a) = −
∫ ∞

1

sin(ax)

x
dx,

ci(a) = −
∫ ∞

1

cos(ax)

x
dx. (62)

The pole on the k-axis in this case does not lead to an imaginary contribution, so we would not expect a new radiative
decay channel off of resonance resulting from this contribution.

For the other off-resonant integral

∫ ∞

0

k

k − k0
j2(k|r2 − r1|)dk, (63)

we can express the result in terms of the Meijer G-function when k0 < 0. At present we do not have a result for the
extension to k0 > 0, so we do not know whether an imaginary part is generated.

6.4. Indirect interaction for E1 transitions

Under conditions where basis state energy shifts provide the dominant contribution to the indirect second order inter-
action for excitation transfer associated with E1 transitions we can write for the resonant interaction

(
V̂ (E −Ĥ0)

−1V̂
)

resonant

→
∑

j

∑

j′

∑

m0

∑

m1

∑

m′
0

∑

m′
1

∑

k,σ

Mc2!ωk,σ

2N

{
|J0m0⟩⟨J0m0|uk,σ · aj |J1m1⟩⟨J1m1||J1m′

1⟩⟨J1m′
1|uk,σ · aj′ |J0m′

0⟩⟨J0m′
0|

E00 + E11 −2E10

(E10 −E00)(E11 −E10)
(2n̂k,σ + 1) cos[k · (R(0)

j′ −R
(0)
j )]

+ |J1m1⟩⟨J1m1|uk,σ · aj |J0m0⟩⟨J0m0||J0m′
0⟩⟨J0m′

0|uk,σ · aj′ |J1m′
1⟩⟨J1m′

1|
E00 + E11 −2E10

(E10 −E00)(E11 −E10)
(2n̂k,σ + 1) cos[k · (R(0)

j′ −R
(0)
j )]

}
, (64)
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where E00 is the (shifted) basis state energy with both nuclei in the ground state, where E11 is the (shifted) basis state energy with
both nuclei in the excited state, and where E10 = E01 is the (unshifted) basis state energy with one nucleus excited and one in the
ground state.

6.5. Indirect interaction for one-mode M1 transitions

The indirect interaction for resonant excitation transfer for an M1 transition involving exchange with a single phonon mode can be
written as

(
V̂ (E −Ĥ0)

−1V̂ (E −Ĥ0)
−1V̂ (E −Ĥ0)

−1V̂

)

resonant
→ Tc0 + Tc1 + Tc2 + Ts1, (65)

where

Tc0 =
(Mc2)2

4N

∑

J2

∑

J′
2

(
2

(E10 −E00)(E10 −E20)(E10 −E2′0)
+

2
(E10 −E11)(E10 −E21)(E10 −E2′1)

+
1

(E10 −E20)(E10 −E2′0)(E10 −E2′2)
+

1
(E10 −E21)(E10 −E2′1)(E10 −E2′2)

)

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′

∑

α

∑

β

∑

γ

∑

δ

(⟨J0m0|aj |J2m2⟩)α(⟨J2m2|aj |J1m1⟩)β(⟨J1m′
1|aj′ |J ′

2m
′
2⟩)γ(⟨J ′

2m
′
2|aj′ |J0m′

0⟩)δ

[
1
N

∑

k,σ

(!ωk,σ)
2(uk,σ)α(uk,σ)β(uk,σ)γ(uk,σ)δ cos

(
2k(R

(0)
j′ −R

(0)
j )

)]
(66)

Tc1 =
(Mc2)2

4N

∑

J2

∑

J′
2

(
2

(E10 −E00)(E10 −E20)(E10 −E2′0)
+

2
(E10 −E11)(E10 −E21)(E10 −E2′1)

+
2

(E10 −E20)(E10 −E21)(E10 −E2′2)
+

2
(E10 −E20)(E10 −E2′0)(E10 −E2′2)

+
2

(E10 −E21)(E10 −E2′0)(E10 −E2′2)
+

2
(E10 −E2′0)(E10 −E2′1)(E10 −E2′2)

)

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′

∑

α

∑

β

∑

γ

∑

δ

(⟨J0m0|aj |J2m2⟩)α(⟨J2m2|aj |J1m1⟩)β(⟨J1m′
1|aj′ |J ′

2m
′
2⟩)γ(⟨J ′

2m
′
2|aj′ |J0m′

0⟩)δ

[
1
N

∑

k,σ

(!ωk,σ)
2(uk,σ)α(uk,σ)β(uk,σ)γ(uk,σ)δn̂k,σ cos

(
2k(R

(0)
j′ −R

(0)
j )

)]
(67)
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Tc2 =
(Mc2)2

4N

∑

J2

∑

J′
2

(
2

(E10 −E00)(E10 −E20)(E10 −E2′0)
+

2
(E10 −E11)(E10 −E21)(E10 −E2′1)

+
2

(E10 −E20)(E10 −E21)(E10 −E2′2)
+

2
(E10 −E20)(E10 −E2′0)(E10 −E2′2)

+
2

(E10 −E21)(E10 −E2′1)(E10 −E2′2)
+

2
(E10 −E2′0)(E10 −E2′1)(E10 −E2′2)

)

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′

∑

α

∑

β

∑

γ

∑

δ

(⟨J0m0|aj |J2m2⟩)α(⟨J2m2|aj |J1m1⟩)β(⟨J1m′
1|aj′ |J ′

2m
′
2⟩)γ(⟨J ′

2m
′
2|aj′ |J0m′

0⟩)δ

[
1
N

∑

k,σ

(!ωk,σ)
2(uk,σ)α(uk,σ)β(uk,σ)γ(uk,σ)δn̂

2
k,σ cos

(
2k(R

(0)
j′ −R

(0)
j )

)]
, (68)

Ts1 = i
(Mc2)2

4N

∑

J2

∑

J′
2

(
2

(E10 −Eaa)(E10 −Eca)(E10 −Eda)
− 2

(E10 −Ebb)(E10 −Ecb)(E10 −Edb)

+
1

(E10 −Eca)(E10 −Eda)(E10 −Edc)
− 1

(E10 −Ecb)(E10 −Edb)(E10 −Edc)

)

∑

j

∑

j′

∑

m0

∑

m1

∑

m2

∑

m′
0

∑

m′
1

∑

m′
2

(
|J0m0⟩⟨J1m1|

)

j

(
|J1m′

1⟩⟨J0m′
0|
)

j′

∑

α

∑

β

∑

γ

∑

δ

(⟨J0m0|aj |J2m2⟩)α(⟨J2m2|aj |J1m1⟩)β(⟨J1m′
1|aj′ |J ′

2m
′
2⟩)γ(⟨J ′

2m
′
2|aj′ |J0m′

0⟩)δ

[
1
N

∑

k,σ

(!ωk,σ)
2(uk,σ)α(uk,σ)β(uk,σ)γ(uk,σ)δn̂k,σ sin

(
2k(R

(0)
j′ −R

(0)
j )

)]
. (69)

In this case the only destructive interference comes from the symmetry of the Brillouin zone for a term proportional to

sin

(
2k(R

(0)
j′ −R

(0)
j )

)
that is independent of the number of phonons present. In this model we have a candidate mechanism

with a good chance of connecting with our experiments, as long as the off resonant shift of the basis state energies is substantial.

6.6. Discussion

We have as yet not worked out off-resonant nuclear potential models, although this is currently at the top of our list of projects to
address. Were we to focus on the older meson exchange models (Hamada–Johnston potential [24], Reid potential [25], Argonne
potential [26], etc.), then it might be possible to develop off-resonant extensions of individual terms that appear in the models based
on arguments about the interactions involved and the number of mesons exchanged. However, since the older models are empirical
this kind of extension comes with issues associated with the extension. If we focus on the newer chiral effective field theory models
[27,28], then the proposed extension is much simpler (at least at low order) and better defined since the chiral effective field theory
model itself is simpler.

It would be possible to augment our relativistic Dirac–Fock code to evaluate electronic shifts off of resonance based on the
off-resonant version of the Breit interaction in this section.

The indirect interactions for models with off-resonant shifts of the basis state energies are impacted by destructive interference
effects much less if the shifts are large (much greater than the maximum phonon energy). We have given the interaction for the M1
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single mode case, and the other cases with two modes and three modes behave similarly. These models have the best chance of
being able to account for our experimental results, and will be the focus of our studies in the near future.

Note that a shift of the basis state energies off of resonance would have the potential to greatly increase the indirect coupling
matrix element associated with up-conversion and down-conversion.

7. Issues Raised in the 57Co Experiments

As mentioned above in May 2017 we observed non-exponential decay effects in experiments where radioactive 57Co was evaporated
on a steel sample and mechanical stress was applied [10]. In subsequent experiments we have sought to develop an understanding,
and in the process a number of issues have emerged. In this section we focus on a subset of the issues.

7.1. Angular anisotropy

We see in Fig. 1 that following the beta decay of 57 Co that the 136.5 keV state of 57Fe is populated, resulting in energetic gammas
at 136.5 keV and at 122.1 keV. We have seen non-exponential decay effects associated with these lines [10,13], which we have
interpreted as due to a (dynamic) angular anisotropy resulting from resonant excitation transfer.

In the simplest possible relevant excitation transfer model, we consider an excited state 57Fe nucleus in a local BCC lattice
made up of 57Fe nuclei (corresponding to a simplistic picture of the residue on the surface of the steel). In a model with excitation
transfer only to the eight nearest neighbors, the maximum probability amplitude cmax at the nearest neighbors satisfies

√
8|cmax| =

√
8
2|Vindirect|

!γ , (70)

where Vindirect is the indirect coupling matrix element from the initial excited 57Fe nucleus to a nearest neighbor, and where γ is
the decay rate of the excitation. A dynamical model for the simpler two-site case is described in Appendix B. To be consistent with
the experimental results, we would need for

√
8|cmax| to be on the order of 0.1 or so, from which we might estimate the indirect

coupling matrix element to be on the order of

|Vindirect| → 1
2
0.1 !γ = 1.6× 10−8 eV. (71)

The associated theoretical problem is that generally the estimates from the models described in the previous sections lead to indirect
coupling matrix elements that are much smaller than this. The thought is that models based on the shift in basis state energies off of
resonance probably have the best chance of achieving consistency, but much work remains to develop a reliable estimate from the
models.

7.2. Variation of the incremental 14.4 keV gamma to Fe Kα ratio

In the first observation of non-exponential decay effects in May 2017 we saw a roughly 19% increase in the 14.4 keV emission,
and a roughly 17% increase in the Fe Kα emission [10]. In subsequent experiments we have seen different incremental ratios: in
some cases the incremental 14.4 keV gamma intensity was greater than 19/17 times the incremental Fe Kα X-ray intensity, and
in other cases the incremental Fe Kα intensity was more than twice the incremental 14.4 keV gamma intensity. Air absorption
causes a reduction the lower energy Fe Kα X-ray intensity, and when using a thermal pulse for stimulation the air absorption is
reduced a small amount, which complicates the analysis of the data. Nevertheless, it appears that this incremental ratio is showing
an unexpected variation in our experiments, and that this effect may be important.

One potential route toward an explanation is to note that in perturbation theory there are new decay channels available in which
the energy from one 14.4 keV excitation can be dissipated at two sites through two internal conversion processes in some of the
off-resonant states producing two K-shell holes instead of one. This can lead to an increase in the incremental Fe Kα intensity
relative to the incremental 14.4 keV gamma intensity. Some discussion of internal conversion in connection with excitation transfer
is given in Appendix C.
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7.3. Changes in the 14.4 keV gamma intensity

In January 2018 an experiment was done with our Sample 2 in which a thermal pulse was used to create incremental mechanical
stress, and an X-ray detector monitored emission from all of the evaporated region with no mesh blocking the signal. In this case
we saw a decrease in the 14.4 keV intensity. This observation permits an interpretation that some of the excitation is transferring
into the steel so that the subsequent gamma emission is absorbed.

In late Spring 2018 we carried out a version of this experiment with our Sample 1, hoping to see a similar result. Instead we saw
an increase in the 14.4 keV gamma intensity [13]. The difference in the results tells us that the two samples behave very differently,
a conclusion that is consistent with many other experiments (our Sample 2 in general tends not to do very much for us). In other
experiments where a mesh or pinhole was used, we had been thinking that a delocalization of the excitation could account for an
increase or decrease in intensity. However, for these experiments no mesh or pinhole was used.

It might be argued that angular anisotropy might play some role for the 14.4 keV transition; however, in other experiments we
have not seen much evidence for angular anisotropy on this line. In both cases there is a qualitatively similar response of the Fe Kα,
which cannot show angular anisotropy.

In upcoming experiments we need to use the HPGe detector to monitor the harder gammas at the same time as the 14.4 keV
line to clarify whether we might be seeing a subdivision effect (in which the excitation of the 136.5 keV state is divided between
several 14.4 keV states, with the dissipation of the left over energy).

7.4. Coincidence measurements

In previous years when we were studying models for up-conversion and for down-conversion, we found that the coupled quantum
system seemed to avoid the occupation of states which decayed rapidly, and seemed to favor states with no open decay channels.
The conclusion was that in this kind of system one would expect a net reduction in the decay rate over what might be expected
if this effect did not occur. In these models we assumed that decay channels would generally be closed for basis states far off of
resonance where the basis state energy exceeded the energy eigenvalue.

If we are seeing changes in the incremental 14.4 keV to Fe Kα ratio, then it is possible that this indicates significant occupation
of off-resonance states. If so, then it may be that the decay channels are closed for some of the off-resonant states. Consequently
we are motivated to consider coincidence experiments in which we monitor to see whether the 14.4 keV gamma arrives within a
window of 100 ns or so following the initial beta decay of the 57 Co. A coincidence experiment with a properly set acceptance
window has the potential to address this issue.

The beta decay of the 57 Co occurs with the absorption of a K-shell electron, leaving a K-shell hole in the newly formed 57Fe
daughter. Consequently, some of the time we will get a prompt Fe Kα that could be used to trigger the start of an acceptance window
in time. The half-life of the 136.5 keV state is 8.7 ns, so that we could instead make use of the 122.1 keV gamma for triggering. In
either case a time window near 100 ns would get most of the 14.4 keV emission (the half-life of the 14.4 keV state is 98.3 ns). If
the rate of 14.4 keV gammas detected in this window were to drop with mechanical stimulation, and if the rate of 14.4 keV gammas
arriving later were to correspondingly increase, then this could indicate that the half-life of the 14.4 keV state was increased. We
are considering an experiment of this kind in the coming months.

7.5. Delocalization

Lu took pinhole camera images of the 57 Co residue, which showed that the emission was strongest in a ring around the edge of the
residue with a “hot spot” evident where the 57Co had collected preferentially [13]. In subsequent experiments with a pinhole and
Amptek SDD X-ray detector, the time history of different parts of the ring and hot spot were monitored during thermal stimulation
under stress. In the vicinity of the “hot spot” we saw the largest increase in intensity for the 14.4 keV gamma and for the Fe Kα

X-ray. In other places we saw lesser increases, and in one location distant from the “hot spot” we saw a decrease in emission. These
observations permit an interpretation of a delocalization of the excitation in the residue [13]. In connection with these experiments
we have proposed that our radioactive 57Co source contains much 57 Fe, and that the residue observed in optical photographs is
primarily 57Fe on the surface of the steel (this was suggested by Malcolm Fowler).

This observation focuses our attention on fourth-order indirect interactions for excitation transfer where the interaction can be
delocalized.
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8. Possibility of E1 Excitation Transfer Experiments

As discussed above, excitation transfer for E1 transitions is accounted for in perturbation theory through a second-order interaction,
while excitation transfer for M1 transitions appears as a fourth-order interaction. Note that we would expect a fourth-order interac-
tion in general to be much weaker than a second-order interaction when the coupling is weak. In our excitation transfer experiments
with a 57 Co source on steel we have seen striking unexpected non-exponential decay effects, involving primarily M1 transitions for
the 14.4 keV state and for the 136.5 keV state. This provides motivation for pursuing excitation transfer studies with E1 transitions,
which may show a stronger version of the effects.

8.1. Radioactive sources

To develop an analogous excitation transfer experiment for an E1 transition, the big issue has to do with the procurement of a
relevant radioactive source. The low energy E1 transitions and potential source isotopes are listed in Table 3. The most interesting
candidate E1 transition is the 6.237 keV transition in 181Ta, for which potential sources might be 181Hf and 181W, where 181W is
the better choice as it is more efficient in populating the 6.237 keV state. Unfortunately it does not seem possible to obtain 181W
from a supplier at this time.

Table 3. Radioactive sources that might be used to produce excited states for E1
transitions.

Isotope E(keV) Source (Z-1) Half-life Source (Z+1) Half-life
Ta-181 6.237 Hf-181 42.4 d W-181 121 d
Dy-161 25.65135 Tb-161 6.90 d Ho-161 2.48 h
Gd-157 63.929 Eu-157 15.13 h Tb-157 150 y
Dy-161 74.56668 Tb-161 6.90 d Ho-161 2.48 h
Gd-155 86.5479 Eu-155 4.9 y Tb-155 5.3 d
Eu-153 97.43100 Sm-153 46.8 h Gd-153 241.6 d
Dy-161 103.062 Tb-161 6.90 d Ho-161 2.48 h
Gd-155 105.3083 Eu-155 4.9 y Tb-155 5.3 d
F-19 109.9 O-19 26.9 s Ne-19 17.3 s
Dy-161 131.8 Tb-161 6.90 d Ho-161 2.48 h
Eu-153 151.6245 Sm-153 46.8 h Gd-153 241.6 d

The half-life for sources with mass 161 are too short to be useful. At mass 157 we see 157Tb with a long half-life, but when
it decays to 157 Gd very little (0.34%) population of the 63.9 keV excited state occurs. For mass 155 we see 155Eu with a 4.9 year
half-life, which appears to be available as a radioactive source from suppliers. The fraction of the decays that go directly to the
86.5 keV second excited state is 26%, which looks good. At mass 153 153Gd looks to have a usefully long half-life, the fraction of
decays that go to the 97.3 keV state is 37%, and 153 Gd appears to be available as a radioactive source.

8.2. Nuclear Bragg scattering with resonant excitation transfer

For low-energy nuclear transitions for which no commercially available radioactive sources are available the question arises as to
whether there is some other route to the detection of phonon-induced nuclear excitation transfer. Instead of populating nuclear
excited states following beta decay, we might consider exciting them directly with narrow band synchrotron radiation. The use
of narrow band radiation from synchrotron sources for applications involving low energy nuclear transitions is reviewed in Refs.
[29–31]. A variety of experimental techniques have been pioneered to observe nuclear Bragg scattering, hyperfine effects from
oscillations of the scattered signal, phonon interactions, diffusion, and a variety of other effects as well.

The question of interest here is whether resonant excitation transfer might be observed in a nuclear Bragg scattering experiment.
Consider a simple model for the vector potential for the scattered wave in the far field which we might write as
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Âz(r) → −iω
µ0

4π|r| eikr
∑

j

dje−ik·rj (72)

with scattered wave vector k, assuming z-polarized incident light with the z-directed dipole moment dj associated with nucleus j.
For simple Bragg diffraction with no phonon exchange and no excitation transfer the induced dipole moments are phase dependent
according to

dj = d0eik0·rj (73)

with incident wave vector k0. We might model resonant excitation transfer as involving a modification in which the nuclear dipole
moment acquires contributions from coupling with other sites according to

dj = d0eik0·rj +
∑

l

dj,l eik0·rl , (74)

where dj,l accounts for the contribution to the nuclear dipole moment at site j due to resonant excitation transfer from site l.
The phase factors associated with resonant excitation transfer in this model are consistent with the dynamical model discussed in
Appendix B. In this case we can write for the ratio of the part of the diffracted intensity due to excitation transfer relative to the
unperturbed diffracted intensity

∆I
I

=

∑
j,j′,l d

∗
j′,ld0ei(k0−k)·rje−ik0·rleik·rj′ +

∑
j,j′,l dj′,ld

∗
0e−i(k0−k)·rj eik0·rle−ik·rj′

|d0|2
∑

j,j′ ei(k0−k)·(rj−rj′ )
. (75)

This can be rewritten in the form

∆I
I

=

[∑
j Djei(k0−k)·rj

]∗

d∗0

[∑
j ei(k0−k)·rj

]∗ +

[∑
j Djei(k0−k)·rj

]

d0
[∑

j ei(k0−k)·rj
] , (76)

where we have defined the Dj according to

Dj =
∑

l

dj,le
ik0·(rl−rj). (77)

The conclusion from this simple model is that resonant excitation transfer may be observable as a change in the intensity of the
Bragg peaks.

It seems from the literature that the 14.4 keV transition in 57Fe has been most studied, at least in the early experimental
work. Given that our excitation transfer experiments have focused primarily on this transition, it would seem that if experiments
as proposed here are pursued, they should probably focus first on establishing the existence of such an effect with the 14.4 keV
transition. Afterward, similar experiments on other transitions would be of interest.

One of the most interesting non-iron candidates is the 6.237 keV transition in 181Ta since it is the lowest energy accessible E1
transition, and has the potential to address numerous theoretical issues. The big headache with this transition is that it is normally
very weak in Mössbauer experiments since radiative decay is much slower than internal conversion. Nevertheless, this transition
has been studied with synchrotron radiation (see Refs. [32–34]). The energy of the line was determined in Ref. [32] to be 6.214±2
keV, which is an improvement over previous determinations. We have used 6.237 keV in this paper consistent with the BNL Nudat2
database energy level, which has not been updated with this revised value.

9. Excitation Transfer from D2/4He and HD/3He

One of our earliest proposals for excitation transfer in connection with experiments in Condensed Matter Nuclear Science [5] con-
cerned a candidate explanation for low-level energetic alpha emission from thin film palladium deuterated through ion bombardment
by Chambers et al. [35]. We proposed excitation transfer of a large 24 MeV quantum from the nuclear system D2/4He to a Pd
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Figure 2. Excitation transfer from a D2/4He reaction to ionize an alpha particle from a Pd nucleus.

ground state nucleus of the host lattice, as illustrated in Fig. 2. We do not expect a Pd nucleus to have any long-lived excited state
in the vicinity of 24 MeV; consequently, this kind of excitation transfer would be an incoherent process.

The initial excitation transfer would create a highly excited compound state [36] which subsequently decays through all avail-
able decay channels. Consequently we would expect to see neutron and proton emission as well, and perhaps decays involving
heavier products with reduced probabilities. This kind of incoherent excitation transfer process can be described simply within the
dynamical model discussed in Appendix B.

Whether this theoretical conjecture concerning excitation transfer is correct or not has at this point not been settled. Unfor-
tunately there has not been a subsequent confirmation of the 21 MeV alpha emission reported in Ref. [35]. On the other hand
there have been subsequent reports of energetic alphas (see e.g. [37–41]) as well as energetic neutrons (see Refs. [42,43]). The
energetic neutron emission in these latter references is discussed in the context of D+T fusion neutrons; however, as was pointed out
earlier the flux of energetic neutrons seems inconsistent with a D+T fusion mechanism [44], which motivates us to consider here an
excitation transfer mechanism.

9.1. Alpha energies from D2/4He excitation transfer

Of interest is whether there might be some way to prove whether excitation transfer is responsible for energetic alpha emission. One
possibility might be to test whether the emitted alpha energy for excitation transfer involving different host lattices matches theory.
In Fig. 3 we show the reaction energy and ejected alpha energy including recoil as a function of the nuclear mass A. We see that
the ejected alpha energy does depend on the host lattice, and that clarification could be obtained if it were possible to establish a
relation between the ejected alpha energy and the nuclear mass of the host lattice.

9.2. Neutron energies from D2/4He excitation transfer

Making the case above based on the observation of alpha particles suffers from the complication that alphas created inside a cathode
lose energy before making it out of the cathode. Neutrons resulting from incoherent excitation transfer would not be expected to
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Figure 3. Overall reaction energy (red) and ejected alpha energy Eα (green) as a function of the initial nuclear mass number A.

lose much energy, and could therefore provide a potentially more faithful diagnostic. The reaction and neutron ejection energy as a
function of nuclear mass is shown in Fig. 4.

Plastic track detectors have proven useful for the detection of low-level alpha emission, since they time integrate the signal
and are free of electrical noise. These same detectors have been used for low-level neutron emission; however, in this case they
suffer from a very low yield, and as yet there does not seem to be a reliable energy calibration in use within our field. Likely a new
experiment will be needed with a more standard energy-resolving neutron detector and a source with a higher neutron emission rate.

9.3. Alpha energies from HD/3He excitation transfer

It has long been speculated that HD/3He transitions are responsible for excess heat in the light water experiments; however, at
this point there has not been reported any measurements correlating 3He with the energy produced. If HD/3He transitions occur,
we might expect to see low-level nuclear emissions resulting from incoherent excitation transfer reactions. In this subsection we
consider this possibility.

In Fig. 5 we show the reaction energy and expected alpha energy resulting from excitation transfer as a function of the nuclear
mass number A. We see some low energy alphas for nuclei with A on the order of 20 or less, then a gap, and then an increasing alpha
energy above mass 60. Not included in this figure are estimates of the associated tunneling factors for the ejected alpha through the
Coulomb barrier, which if included would lead to vanishingly low ejection probabilities for all points shown above mass 60.

We draw attention to the low-level alpha emission reported by Storms and Scanlan [45] as perhaps being a result of incoherent
excitation transfer from the HD/3He transition to low mass nuclei impurities in the host copper metal (which could account for
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Figure 4. Overall reaction energy (red) and ejected neutron energy (green) as a function of the initial nuclear mass number A.

alpha emission at a few MeV, but not by itself for the energy shifts reported).

9.4. Neutron energies from HD/3He excitation transfer

Neutron emission resulting from excitation transfer in the case of the HD/3He transition offers the possibility of both gaining
evidence for the existence of an excitation transfer effect, and for the possibility that HD/3He transitions can occur. The reaction
energy and the ejected neutron energy is shown in Fig. 6 as a function of the nuclear mass number A.

9.5. Proton energies from HD/3He excitation transfer

We conclude this brief discussion by considering proton energies expected in the case of incoherent excitation transfer from HD/3He.
The reaction energies and ejected proton energies are shown as a function the nuclear mass number A in Fig. 7. We note that because
the HD/3He transition energy (5.49 MeV) is not so large, and generally the proton binding energy tends to be larger, there are only
a few nuclei from which one would expect proton ejection. In the figure we see one isotope (6Li) at low mass number and a few at
higher mass number, the latter of which have negligible probability of transmission through the Coulomb barrier.

Consequently, our interest in this discussion is focused on the singular case of proton emission for 6Li based on an excitation
transfer reaction which we might write as

[
H+D → 3He + 5.49 MeV

]
+
[

6Li → p + 5He −4.43 MeV
]

+ 1.06 MeV
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Figure 5. Overall reaction energy (red) and ejected alpha energy (green) as a function of the initial nuclear mass number A.

leading to an ejected proton energy of 0.88 MeV. We conclude that the observation of proton emission at 0.88 MeV from a lithium
sample with H and D present could be argued to support the existence of the corresponding excitation transfer reaction.

9.6. Proton emission in the Lipinski experiment

Many years of experimentation with proton beams on lithium targets, and on glow discharge experiments with hydrogen gas and
lithium present, have been documented in Refs. [46,47]. In [47] an experiment is described in which a proton gun is used to irradiate
a lithium foil at an energy of a few hundred eV, and that a strong proton signal (identified as “backscattered” protons) is observed at
an energy of 0.79 MeV. The data shown in [47] is redrawn in Fig. 8.

Note that the loss of a proton from 6Li would produce a 5He daughter which decays immediately according to

5He → n(0.59 MeV) + 4He(0.15 MeV).

If these protons are due to excitation transfer, then we might expect to see additional lower energy neutrons and alphas. Note that
in the documentation of [47] a brief discussion of neutron detection is given, with the conclusion that no neutrons are detected
in connection with the experiment (it is not clear from the documentation whether the neutron detection used would have been
sensitive to 0.59 MeV neutrons).
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Figure 6. Overall reaction energy (red) and ejected neutron energy as a function of the initial nuclear mass number A.

9.7. Alpha emission in the Lipinski experiment

In the same experiment where the proton signal mentioned above was observed, it was reported that energetic alphas were seen near
8.5 MeV. The reported spectrum is redrawn in Fig. 9.

The authors attribute the energetic alpha signal to the H(7Li,α)α reaction (due to a greatly enhanced fusion cross section at the
few hundred eV of the incident proton beam). We might write this reaction as

H + 7Li → 4He (8.67 MeV) + 4He (8.67 MeV)

from which it is clear that the alpha energy that results could be consistent with the data of Fig. 9.
We contemplated the possibility of H(7Li,α)α reactions due to the 0.79 MeV protons measured above, but the associated fusion

cross section is too low to obtain quantitative agreement.
This motivated us to consider an excitation transfer reaction based on the D2/4He transition to 7 Li, which we might denote

according to
[

D+D → 4He + 23.85 MeV
]

+
[

7Li → T + 4 He −2.47 MeV
]

+ 21.38 MeV.

The alpha energy including recoil for this excitation transfer reaction comes out to 9.19 MeV, which is a bit higher than the reported
peak energy. Note however that the emission is broad, with an upper end point above 9 MeV. It would be possible to obtain
consistency under the assumption that some energy loss in the lithium occurs. The ratio of the energetic alpha emission to proton
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Figure 7. Overall reaction energy (red) and ejected proton energy (green) as a function of the initial nuclear mass number A.

emission is not too far from the natural isotopic ratio of D to H, as would be expected for this mechanism. According to this
excitation transfer reaction proposal we would expect to see energetic tritons at higher energy. There is no mention of such higher
energy signals in [47], and the upper energy cut-off of the charged particle detector is too low to see them.

10. Discussion

As we discussed in the Introduction, excitation transfer plays a central role in the phonon-based theory that we have pursued for
many years, and is implicated in unexpected non-exponential decay that we have seen in experiments with 57Co in our lab. A major
goal of our current research is to work toward the development of theoretical models that can be used to compare directly with
experiment, or at least as much as possible. Here we report on recent theoretical results based on the relativistic phonon-nuclear
coupling interaction that we identified a few years ago.

We discussed the indirect interaction for resonant excitation transfer in the case of E1 and M1 transitions, from second-order and
from fourth-order perturbation theory. This kind of calculation corresponds to the most straightforward application of perturbation
theory to the models, based on the relativistic phonon-nuclear interaction. We knew beforehand that destructive interference leads to
a small effect for the E1 case which we had analyzed previously. Prior to this study it was unclear whether destructive interference
would similarly impact the M1 case – the supposition was that it should, but an erroneous preliminary result suggested that there
was some hope that this case might avoid some or most of the destructive interference. From the results of substantial calculations
briefly summarized above, we now know that the resonant contribution to the fourth-order interaction relevant to excitation transfer
is strongly reduced by destructive interference. The resulting interaction is much too small to connect meaningfully with our
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Figure 8. Proton spectrum from experiment #13 from the second Lipinski patent application. The peak location is given as 790 keV, and the peak
area is given as 4.2×107 counts. The associated count rate is 4.46×105 cps.

experimental results.
Destructive interference similarly hinders up-conversion and down-conversion, and we found in 2002 that in models augmented

with loss that the destructive interference could be reduced or eliminated. For this problem loss comes in again and again, and the
effects are in this way “amplified”; unlike in the case of excitation transfer where loss has a weaker impact. We discussed briefly
above the effect of loss on excitation transfer in both E1 and M1 cases, and it is clear that when a relevant THz phonon mode is
highly-excited the indirect interaction can be greatly increased. However, it seems unlikely that the indirect interaction that results
can be sufficiently large to account for the experimental results. If the experimental results are a result of excitation transfer, then
there must be some new additional effect that we have not considered previously.

In the course of writing this paper it became clear that a possible solution to the problem might lie in the variation of the basis
state energies that would be expected off of resonance. Developing expressions for the indirect interaction for this kind of model is
completely straightforward; however, the quantification of the resulting interactions depends critically on how large the basis state
energy shifts are off of resonance. It is possible to make a good argument for the existence of the effect. In the discussion above
we outlined a simple argument for it based on the sector decomposition associated with Brillouin-Wigner perturbation theory. In
this approach the nucleon-nucleon interaction itself changes off of resonance. To compute the needed energy shifts, one needs to
specify the off-resonant extension of the nucleon-nucleon interaction, and then make use of it for nuclear structure calculations. All
in all, a big project which we hope to address in the future.

We have evaluated the off-resonant extension of the Breit interaction associated with transverse photon exchange in the Coulomb
gauge, which can be used to evaluate the electronic energy shift for atoms and ions off of resonance. The existence of a pole on
the k-axis in the result suggests that there might be an associated radiative decay channel; however, for one of the integrals that we
are able to evaluate analytically the contribution of the pole turns out to be real, which rules out such a decay channel for this term.
More work is needed to clarify whether the pole in the other integral produces an imaginary contribution.

We also outlined recent thoughts as to how the theoretical models connect with our recent excitation transfer experiments. In
the experiments we see an angular anisotropy effect associated with the harder gammas, which could be consistent with excitation
transfer to nearby nuclei. Within this interpretation it is possible to develop a rough estimate for the indirect coupling matrix
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Figure 9. Alphas spectrum from experiment #13 from the second Lipinski patent application. The peak location is given as 8.5 MeV keV (it is
closer to 8.3 MeV from the reconstruction in this figure), and the peak area is given as 1.5×104 counts. The associated count rate is given as 157
cps.

element. We also see what appears to be a delocalization effect, which may be consistent with the delocalized excitation transfer
we see in the models. However, in both cases we are going to need estimates for the off-resonant basis energy shifts to have any
hope of quantitative agreement between theory and experiment. Note that what phonon modes are excited, and by how much, is not
available in current experiments.

We would very much like to extend the experiments to excitation transfer in E1 transitions. Radioactive sources appear to be
available for some higher energy E1 transitions. But what we might learn much more from are excitation transfer experiments
with the 6.237 keV transition in 181Ta, for which the relevant radioactive source 181W is currently unavailable from suppliers.
This has motivated us to consider new experiments in which excitation transfer might be observed through a modification of the
relative Bragg peak intensities in experiments with narrow band synchrotron radiation. Given the large expense associated with
synchrotron experiments, such experiments may not be possible any time soon; nevertheless, it seems worthwhile to contemplate
such experiments at this time. Note that if such experiments are pursued, it would make sense to demonstrate excitation transfer on
the 14.4 keV transition in 57Fe first, since this transition is easier to work with and better studied.

A brief discussion of incoherent excitation transfer reactions based on D2/4He transitions and HD/3He transitions was given.
The idea is that some of the low-level nuclear emissions observed in experiments with PdD may be a result of excitation transfer.
Even though the theoretical proposal was put forth in 2000, eighteen years later there has been no confirmation or rejection of this
conjecture. One way to sort this out might be to seek a correlation between the emitted particle energy and the masses of the host
lattice nuclei. Although we have been thinking about similar emissions driven by the HD/3He transition, it was only recently that
we understood that the low-level few MeV alpha emission reported by Storms and Scanlan might be a result of incoherent excitation
transfer from the HD/3He transition.

The interesting observations reported by Lipinski and Lipinski have attracted the attention of X. Z. Li in recent years [48].
During the past year it has become clear that incoherent excitation transfer reactions might be involved in the case of the 0.79 MeV
proton signal and 8.5 MeV alpha signal reported.
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Appendix A. Indirect Interaction for Three Modes

We would generally expect a three-mode interaction to be associated with phonon scattering, rather than with resonant excita-
tion transfer. However, there are conditions under which the three-mode interaction can mediate resonant excitation transfer; for
example, when there are three distinct very highly excited modes with surrounding modes unexcited.

As discussed in the text we focused on a particular example in which a phonon from one mode (k,σ) is created by one nucleus
and absorbed by the other, where a phonon from another mode (k′,σ′) is created, and where a phonon from a third mode (k′′,σ′′)
is destroyed. The indirect interaction is resonant if the frequencies of the latter two modes are the same.

As discussed in the main text the contribution to the resonant indirect interaction is
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Destructive interference has greatly reduced the total indirect interaction in this case from the strength of contributions from indi-
vidual pathways.

Appendix B. Dynamical Model for Resonant Excitation Transfer

We are interested in the dynamics associated with excitation transfer between two sites in the presence of an oscillatory driving
term. The basic idea is to make use of two two-level systems which are coupled together via excitation transfer, and then develop
evolution equations using Ehrenfest’s theorem.

Appendix B.1. Idealized model

We can describe a simplified version of the model based on a Hamiltonian of the form
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The first term on the right-hand side describes a pair of two-level systems both with a transition energy ∆E; the second term
describes an oscillatory driving term at frequency ω with position phase factors such as would be produced by X-rays from a
synchrotron source; and the third term describes coupling via resonant excitation transfer.

Appendix B.2. Evolution equations

We can make use of Ehrenfest’s theorem to develop evolution equations according to
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Following the approach used for the dynamics of the two-level system we can define equivalent two-level system operators within
the context of this four level system according to
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Evolution equations for the expectation values of these operators are
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where we define new operators according to
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Evolution equations associated with these operators are
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Due to the relative simplicity of this model we are able to describe the dynamics of the associated expectation values with only 10
first-order equations.

Appendix B.3. Empirical loss

For the two-level system model the associated Bloch equations can be augmented with an empirical loss model. Given the similarity
with the model here, we propose the generalization
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! eik·r2 e−iωt⟨D̂⟩ −2U0

! ⟨σ̂(1)
y −σ̂

(2)
y ⟩, (B.22)

(
d
dt

+
1

TX1

)
⟨Ĉ⟩ = −2V0

! eik·r1 e−iωt⟨Â⟩+ 2V0
! eik·r2 e−iωt⟨Â⟩, (B.23)
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(
d
dt

+
1

TX1

)
⟨D̂⟩ = −2V0

! eik·r1 e−iωt⟨B̂⟩ −2V0
! eik·r2 e−iωt⟨B̂⟩+ 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩ (B.24)

with TX1 and TX2 providing direct extensions of T1 and T2 for relaxation times associated with excitation transfer related popu-
lation and polarization operators.

Appendix B.4. Simple solution with no driving term

Suppose that we have two idealized equivalent nuclei in proximity with resonant excitation transfer and no X-ray driving term. If
we assume that the TX1 relaxation time associated with excitation transfer is the same as the two-level relaxation time T1, then we
can write

(
d
dt

+
1
T1

)
⟨σ̂(1)

z −σ̂
(2)
z ⟩ = −2U0

! ⟨D̂⟩, (B.25)

(
d
dt

+
1
T1

)
⟨D̂⟩ = 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩. (B.26)

A relevant solution to these equations is

⟨σ̂(1)
z −σ̂

(2)
z ⟩ = 2e−t/T1 cos

(
2U0

! t

)
. (B.27)

In this model the occupation probability oscillates back and forth, decaying with the expected decay constant for an excited state.

Appendix B.5. Excitation transfer to an unstable final state

Suppose that we start with a nuclear system in a stable excited state in proximity to a nucleus in a stable ground state, where
excitation transfer couples to a final state where the upper state of the newly promoted excited nucleus is very unstable. In this case
we can develop a simplified description according to

d
dt

⟨σ̂(1)
z ⟩ = −U0

! ⟨D̂⟩, (B.28)

d
dt

⟨σ̂(2)
z ⟩+

⟨σ̂(2)
z ⟩ −σ

(2)
z0

T1
=

U0

! ⟨D̂⟩, (B.29)

(
d
dt

+
1
T1

)
⟨D̂⟩ = 2U0

! ⟨σ̂(1)
z −σ̂

(2)
z ⟩, (B.30)

where we have assumed that the destruction of the excitation transfer term is dominated by the decay rate of the unstable excited
state. We can solve approximately for ⟨D̂⟩ to get

⟨D̂⟩ = 2U0

! T1⟨σ̂
(1)
z −σ̂

(2)
z ⟩. (B.31)

We can make use of this to develop an estimate for the loss of the initial excitation

d
dt

⟨σ̂(1)
z ⟩ = −2

(
U0

!

)2

T1⟨σ̂
(1)
z −σ̂

(2)
z ⟩. (B.32)
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Appendix C. Impact on Internal Conversion

A reviewer has noted that we do not appear to consider the impact of internal conversion on the model, and on the excitation transfer
process, and encouraged us to provide some discussion.

We note that an excited nuclear state can decay radiatively, and generally can also decay through internal conversion wherein the
nucleus is de-excited with the excitation energy split between the electron removal energy and kinetic energy. In our experiments
we can see gammas at 14.4 keV associated with the radiative decay of the 14.4 keV excited state of 57Fe, and also the Fe Kα

results from K-shell holes created via the absorption of a K-shell electron by the 57Co nucleus during beta decay as well as from
the internal conversion of the 14.4 keV state. Internal conversion of the highly-excited 136.5 keV state is much weaker, resulting in
only a minor contribution to the creation of K-shell holes [49].

In general, a high internal conversion coefficient means that the efficiency of gamma emission is reduced, which generally
makes it technically more difficult to carry out an experiment. For example, there are no Mossbauer experiments with the 1.565
keV transition in 201Hg which has a very high internal conversion coefficient.

We would not expect phonon exchange and excitation transfer to have much effect on the internal conversion rate for states that
are on resonance, primarily since it is so difficult to have much of an impact on the structure of an excited nuclear state, on a K-shell
electronic orbital, or on the energy available for internal conversion. The reviewer has argued that in the presence of a highly-excited
phonon mode that it is possible for the electron orbitals to be modified, resulting in changes to the rate for internal conversion. This
may be true for the small contribution to internal conversion from the outer electron orbitals that could be modified due to strong
lattice vibrations, and would require electron spectroscopy to see. We have not found papers in the literature discussing theory or
experimental results for this.

In the absence of loss mechanisms we would expect resonant excitation transfer to be efficient in transferring excitation from
one nucleus to another. However, loss can greatly reduce the efficiency for resonant excitation transfer, as can be seen in the model
discussed briefly in Appendix B. For low energy nuclear transitions we would expect the dominant loss mechanism to be internal
conversion, so the internal conversion rate in general will limit how much excitation is transferred. In this case the T1 and TX1

parameters in the model will be dominated by internal conversion.
In a recent free-electron laser experiment the acceleration of the radiative decay of excited nuclei has been observed due to

Dicke superradiance [50]. In such an experiment the internal conversion coefficient would be changed since the radiative decay rate
is accelerated.

There appear discussions in the literature of possible modifications of the rate of internal conversion due to resonances [51] and
an electron bridge [52].

In the main text there is a discussion of the possible acceleration of the rate for excitation transfer due to loss effects, as long as
the loss for the different basis states is changed. For the nuclear part of the problem this involves internal conversion for low-energy
nuclear transitions.

We have discussed in the text a modification of the incremental ratio of the 14.4 keV intensity relative to the Fe Kα intensity in
our excitation transfer experiments. As discussed above we are considering an interpretation of this involving new decay channels
opening for off-resonant basis states.
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