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Abstract

Many of the most critical challenges of the twenty-first century revolve around energy
and its management. Improved performance (efficiency, density) in electrical energy
management systems require advancements in a number of areas — semiconductor
devices, passive energy storage components, and a variety of circuit- and system-level
concerns.

The sections of this thesis are somewhat distinct and may find application in a
great variety of circumstances. Nevertheless, they can be understood as contribu-
tions to a single application system: a grid-interface power converter. These kinds
of converters have several unique aspects that make them good targets for research,
including a heavy reliance on magnetic components, relatively high voltages for ap-
plication of emerging GaN transistors, wide range of operating voltages and powers,
and a twice-line-frequency energy storage component that is difficult to miniaturize.

This thesis will present a high-frequency inductor structure with greatly improved
density, an exploration of the limits of magnetic-based current sensing, a method
for characterizing GaN losses with large-signal excitations, a control approach for
miniaturizing grid-interface energy buffers, and a grid-interface circuit with several
advantages over the state of the art.

Thesis Supervisor: David J. Perreault
Title: Professor
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Chapter 1

Introduction

Many of the most critical challenges of the twenty-first century revolve around en-
ergy and its management: in urbanization, climate and ecology, economic develop-
ment, and information technology. Evolving technology takes the form of application
buzzwords like electric vehicles, renewable energy, microgrids, data centers, and in-
ternet of things. Enumerating these applications lends concreteness to the argument,
but risks limiting its scope. The challenges of managing energy stem from something
more enduring than a given moment in technological development — they stem from
energy’s central role in physics and nature’s tendency to diffuse rather than concen-
trate, to dissipate rather than conserve. We do not often invoke entropy directly when
discussing the technology of energy, but in every difficulty we encounter it haunts us.

It is tempting to turn a blind eye to these challenges when nature puts up such
a strong defense. Are there not more exciting things to do when information is the
currency of interest, rather than energy? Especially at a time when information is so
abundant and energy is both scarce and uncooperative?

Yet, as the challenges in energy systems are not easily circumvented, neither are
the needs. Cities will continue to become more polluted, the planet hotter, developing
nations more energy-intensive, and ubiquitous computing more demanding.

Against the backdrop of these grandiose challenges and goals, the primary ac-
complishments of this thesis may appear as lifeless technological concerns — enabling

power converters to operate at higher switching frequencies. Nevertheless, by oper-
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ating at higher switching frequencies, power converters can be made smaller, faster,
and more efficient. This improves their operation, enables increased proliferation of
power electronics in existing applications, and enables new applications. Thus, be-
fore we dig into the technical weeds, we recognize that the accomplishments of this
thesis are a (small) contribution to more efficiently and intelligently managing energy

on a broader scale, with real impacts on important problems.

1.1 Background

The sections of this thesis are somewhat distinct and may find application in a variety
of circumstances. Nevertheless, they can be understood as contributions to a single
application system: a grid-interface power converter. These kinds of converters have
several unique aspects that make them good targets for research, including a heavy
reliance on magnetic components, relatively high voltages for application of GaN
transistors, wide range of operating voltages and powers, and a twice-line-frequency
energy storage component that is difficult to miniaturize.

Below, I briefly review the contents of each of the thesis chapters. Detailed relevant

background can be found in the chapters themselves.

1.2 An HF Inductor Geometry

Prior work has revealed magnetic materials with low loss at HF ( [1-3]. With much
higher quality core materials, and little hope of finding a better winding material
than copper, our attention turns to the geometric structure of magnetic components
to improve their performance.

It is well known that high-frequency magnetic fields impinging on conductors
induce lossy eddy currents. This concept is sometimes divided in the jargon into
“skin effect” and “proximity effect,” but it is the same physical phenomenon at work.
For loss-limited components, these effects are the dominant concerns.

The first solution to these issues is to reduce the relevant conductor dimension
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to less than a skin depth. For higher powers, multiple strands of thin wire are often
braided together to form “litz” wire. As frequencies increase, thinner and thinner
wire is necessary, but electromagnetically this strategy can continue indefinitely. The
difficulty is mechanical, and AWG 48 wire is approximately the limit of what can be
manufactured and braided economically, with high prices strands even larger than
those used here. The diameter of AWG 48 wire is 31 pum, which is equal to one
skin depth in copper at 4.5MHz at 25°C. Printed circuit boards are commonly
available with copper as thin as 0.50z/ft? (17.5 pm) which corresponds to the skin
depth at 14 MHz. The challenge in this technology is likewise mechanical. In this case,
the difficulty is not in manufacturing thin copper, but rather in stacking many layers
with complex interconnects. Electromagnetically, it is also not necessarily clear that
edge-wound magnetic structures (as with PCB windings) are optimal. The overall
strategy of using ultra-thin conductors thus has a physical limit of sorts. This limit is
blurry, but rests roughly in the high-frequency (HF) regime (3-30 MHz). As switching
frequencies approach and surpass this range, other techniques become necessary.

This chapter will examine an inductor structure that controls magnetic fields with
several techniques instead of relying on exceptionally thin conductors. Prototype
inductors achieved quality factors of 700-10001 in a 1in® form factor. The prototype
is a significant departure from typical magnetic structures and has opened additional
lines of investigation.

Parts of this work have been published in [4,5].

1.3 Current Sensing

Because of magnetic fields’ origins in moving electric charges, current sensing often
involves some magnetic components, like current transformers and Rogowski coils. It
is known that such components can achieve bandwidths well into the MHz range and
beyond, with high-end commercial examples having bandwidths of 200-1000 MHz [6].

Still, these examples are often not suitable for embedding as part of a control sys-

tem, and their highly-engineered nature makes them prohibitively expensive ($1000+)
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except as test equipment.

Here we explore an open-ended question — how well can custom current trans-
formers and Rogowski coils perform at a size, cost, and design effort that would
be reasonable to embed into an application? This chapter demonstrates examples of
both kinds of sensors with bandwidths above 100 MHz, which is sufficient to embed
in, for example, radio-frequency (rf) applications operating at the 13.56 MHz ISM
band. The examples of each type are reasonably small, inexpensive, and straightfor-
ward to design. In other words, they achieve a sufficient cross-section of technical

and business specifications to proliferate to a wide variety of application spaces.

1.4 Characterizing GaN Switches

High-speed gallium-nitride (GaN) and silicon-carbide (SiC) transistor switches have
been the backbone of advanced power electronics research for a decade, with the first
enhancement-mode GaN devices reaching the market in 2009 [7]. Because of their
wide band gap, GaN and SiC switches can operate at higher voltages with lower
resistances and capacitances than their silicon counterparts. SiC has dominated at
high powers and voltages (roughly greater than 1kV); GaN operates in the lower
voltage territory.

Since most grid-interface power conversion today must be able to accomodate any
grid voltage (“universal input,” 90-240 Vac), GaN transistors have typically not had
access to this space. Circuit designers in academia have turned to stacked topolo-
gies [8-10] to accommodate higher voltages, but commercial adoption remained weak.
The introduction of 600 V GaN transistors in 2013 [11] opened the application of GaN
to grid-interface power conversion directly.

It remains important to understand this new technology to maximize its impact,
and while GaN may appear to mimic silicon power MOSFETs (just with better per-
formance), it suffers from several potential difficulties.

The first is termed dynamic on resistance or dynamic Ryson. Dynamic Ryson is

an observation that GaN transistors exhibit higher resistance during their on-times
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in a switching application than they do when conducting dec.

The second is due to energy losses in charging and discharging the parasitic output
capacitance C,g. This is not to be confused with switching loss (where the Coqs
energy is simply lost when the switch shorts the capacitor); rather, this loss may be
thought of as a resistance in series with Co,s.! Thus, even a soft-switched application
may experience Cyg, loss; for example, the transistor may turn off “softly,” but the
charging current into C,ss must still pass through Rs.

Both dynamic Ry ., and Cyg, loss are complex physical phenomena and typically
appear as non-linear loss components. To date, there is no straightforward way to
model their dependence on circuit characteristics like voltage, current, frequency, duty
cycle, etc. Indeed, mere characterization of such components in authentic scenarios
(e.g. hard switched vs soft switched) is lacking and, since losses may depend on the
test conditions, testing in authentic scenarios is necessary.

Chapter 5 presents an approach for measuring both dynamic Rgsen and Cogs
loss in 600 V GaN transistors. The measurement conditions are soft switched at high
frequency with the ability to independently vary temperature. The waveforms used to
evaluate loss closely mimic those of a number of high-frequency converters, especially
in rf power amplifiers. This approach is thus a strong candidate for characterizing
GaN transistors in authentic settings across several parameters (off-state voltage, on-

state current, frequency, and temperature). This work is reported in [13].

1.5 Harmonic Injection

Another peculiar challenge in grid-interface power conversion is the presence of a
large energy buffer whose sizing is necessary to buffer the pulsating energy from the
low-frequency line (50-60 Hz). This capacitor can take up 25 % of system volume,
a percentage that would increase as higher switching frequencies reduce the size of

most other components.

Modeling the C,,; loss as a resistor is conceptually useful, but virtually useless as a model, even
with a non-linear resistance. Like core loss, it is currently best characterized empirically. Hysteresis
modeling [12] may have more utility.
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Chapter 4 investigates a technique known as “harmonic injection” to reduce the
size of this buffer. The term derives from the perceived and semi-enforced need to
draw current only at the grid’s fundamental frequency; the injection of harmonic cur-
rent has been shown to reduce the amount of energy that the large buffer needs to
store. While the term “harmonic injection” is not incorrect, it potentially misplaces
the readers’ attention. This technique works by drawing more constant current from
the grid (thus requiring less buffering); doing so effectively requires injection of har-
monics, but not all combinations will work. Buffer reduction always requires harmon-
ics; not all harmonics reduce the buffer.

This chapter explores the limits of harmonic inclusion — how much can the buffer
be reduced while still obeying the IEC/EN 61000-3-2 standards for various device
classes? This far-reaching exploration has been lacking in the literature, and has great
importance for expanding this technique’s application beyond lighting (its typical
application) to especially higher power devices. The work in this chapter is reported

in [14,15].

1.6 Power Factor Correction Circuit

Having considered magnetic components, switching devices, and control, we finally
turn to a grid-interface power converter circuit. In particular, Chapter 6 explores a
power factor correction (PFC) circuit, usually the first in a two-stage architecture for
interfacing the single-phase grid to an isolated low-voltage load. The PFC stage
takes as its input any ac grid voltage and typically outputs an approximately dc
voltage. The most frequent solution is the boost converter so that it can operate near
the grid voltage zero-crossings; this choice requires that the output voltage be above
the maximum peak-of-line with margin (1.1x 240 Vac = 375 Vac).

This solution has two limitations. The first is the obviously paradoxical approach
of first boosting the input voltage when the ultimate goal is to step it down. This
severely limits miniaturization of the second stage. The second, more subtle limitation

is that the boost converter can only achieve soft switching when V;,, < V,,;, which is
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violated for significant portions of the cycle for high ac line voltages. This precludes
operation of such PFC stages with frequencies above a few hundred kHz. This limits
miniaturization of the PFC stage itself.

This chapter presents another circuit that can achieve soft switching for nearly
any combination of input and output voltage. It can also both buck and boost
voltages, which means it can operate near the zero crossings of the line without
requiring an output voltage of nearly 400 V. Thus the PFC can operate at greatly
elevated frequencies with a low voltage output, miniaturizing both stages of the overall

converter. This work has been reported in [3,16,17].

1.7 Impact

Most of the work in this thesis has been presented in peer-reviewed conference pre-
sentations and journal publications [4,5,13-15,17,18]. Continued industry support,
especially with respect to magnetics, likewise points to the potential impact of this
work. The motivations and potential impacts of each chapter individually are dis-

cussed within the chapters. Their overlap is considered in the conclusion.
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Part 1

High-Frequency Magnetics
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Chapter 2

High Frequency Magnetic

Components

Miniaturization of power electronics is often limited by the magnetic components due
to high losses [19]. Although miniaturization of these components is still available with
increased frequencies into the HF (3-30 MHz) range [2], significant design challenges
remain. Skin and proximity effects play large roles at HF, where conventional litz wire
solutions become less practical due to manufacturing difficulties for strands thinner
than a skin depth [20]. Therefore, other approaches for reducing proximity effect, such
as single-layer windings or multi-layer foil windings, have been investigated [20-23].
Fringing fields from gaps in the core also significantly increase winding loss, and
various winding configurations and materials have been explored to deal with these
effects [20,24,25]. In particular, distributed or quasi-distributed gaps have successfully
mitigated fringing field effects [26] and are beginning to be implemented in cores on
the market [27].

To better understand the design challenges for magnetic components at HF, much
research has focused on modeling. Analytical models of conductor loss [28-33] and
core loss [34,35] have been developed, with some work targeting the HF range [36].
While modeling can provide valuable analysis tools, it leaves unclear how to effectively
design HF magnetic components.

We propose an inductor structure suitable for high-frequency operation with large
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ac currents (such that the magnetic field is constrained by loss and not satura-
tion), along with analytic design guidelines to maximize its quality factor. The pro-
posed structure achieves high ) through double-sided conduction in the winding and
through quasi-distributed gaps. Section 2.1 provides an overview of the proposed in-
ductor geometry. The design guidelines are discussed in Section 2.2, and automation
of the design process is outlined in Section 2.3. In Section 2.4, an example design
is provided for a 16.6 pH inductor designed for 2 A (peak) of ac current at 3MHz.
The example achieves a quality factor of 700 in simulation, and simulation results
verify that the design guidelines achieve the desired low-loss features. In Section 2.5,
we present a hardware prototype that achieves an experimental ) of 720, agreeing
with simulations. In addition, we demonstrate the prototype improving the efficiency
and thermal performance of a high-frequency, high-current-swing power converter
(1-3MHz). In Section 2.6, we discuss using litz wire in the proposed structure to
reduce loss, present additional design guidelines for litz, and demonstrate improved
performance of the prototype inductor with litz wire (Q = 980). We conclude that
the proposed structure can achieve high @ and that the analytic design guidelines are
effective in designing high-@ inductors operating at high frequency with large ac cur-
rent components.

For details on the simulations performed here, refer to Appendix 1. For even more
detail and an exploration of how this technique extends across application spaces,

refer to [37].

2.1 Geometry Overview

The proposed core geometry resembles a pot core, but has a specific geometry with
a single-layer winding and quasi-distributed gaps in the center post and outer shell
(Fig. 2-1). To implement the quasi-distributed gaps, the core is composed of thin
magnetically permeable discs and outer shell sections separated by small gaps. The
center post and outer shell are bridged by magnetic end caps at the top and bottom

of the structure. A single-layer winding is centered in the window, with evenly spaced
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Figure 2-1: Radial cross-sectional view (left) of the proposed inductor, with a center
post, outer shell, and end caps encasing a single-layer winding. Parameters defining
the geometry are labelled on this view as reference for Sections 2.2 and 2.3. Revolving
the cross-section about the axis of rotation produces the 3D model of the inductor
on the right (a piece is cut out for clarity).

This structure uses a single-layer winding to reduce proximity-effect losses and has
a permeable return path to contain the flux, increase inductance, and improve the
predictability of the inductance. The quasi-distributed gaps help reduce fringing field
losses while still allowing the use of a high-permeability core material. Properly de-

signed, the structure can also conduct current through a large fraction of the winding

cross-sectional area, as explained in Section 2.2.2.

2.2 Design Guidelines

The design guidelines below optimize the @ of the proposed structure for a given
volume and inductance. Most of the guidelines can be mathematically defined so
that initial designs can be largely automated. A few of the parameters, however,
must be manually tuned using the guidelines, as would be done in a non-analytic

design process.

29



2.2.1 Use quasi-distributed gaps to reduce gap fringing loss

Gapping cores in high-current-swing applications is important for keeping B fields
low to reduce core loss, which scales as B® (8 ~ 2-3), per the Steinmetz equation
P, = k.f*B?. As frequency increases, even lower B fields are needed to keep core loss
low, leading to larger gaps. The impact of fringing fields from gaps on copper losses
can thereby become more severe at higher frequencies. To reduce the fringing loss,
the proposed inductor uses quasi-distributed gaps [26], as opposed to a conventional
single lumped gap. Instead of dropping the entire MMF across one gap, the quasi-
distributed gap has a smaller MMF across each of multiple gaps, causing less total
loss in the winding. As shown in [26], the ratio of the pitch between the gaps (p) to
the spacing between the gaps and the conductor (s) is an important parameter for
fringing loss; [26] recommends p < 4s.! For the proposed structure, we set the number
of gaps equal to the number of turns (N, = N); Appendix A discusses how this
selection, in tandem with the guidelines in Sections 2.2.4 and 2.2.5, generally meets

the p < 4s criterion of [26].

2.2.2 Balance H fields to achieve multi-sided conduction

For a single-layer winding, copper loss at high frequencies is primarily due to skin
effect, which reduces the effective area of current flow. In most cases, only a single
side of the wire has a skin depth of conduction (not the entire circumference, as is
commonly shown in textbooks for a wire in isolation). This single-sided conduction
occurs in typical inductor geometries because the H fields near each turn are imbal-
anced, causing uneven current distribution (Fig. 2-2a). To reduce copper loss, the
geometry should instead be designed to balance the H fields near each turn. If the H
fields on either side of a turn are balanced, double-sided conduction can be achieved
(Fig. 2-2b).

The proposed structure implements double-sided conduction to achieve low copper

loss. To balance the H fields in this structure, the center post and the return path need

TWhile increasing the number of gaps at lower pitch reduces fringing loss, it does so with dimin-
ishing returns and also makes construction increasingly difficult.
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(a) Imbalanced H  (b) Balanced H
fields fields

Figure 2-2: When H fields (red) are balanced, the effective conduction area in the
winding (yellow) is increased. A winding with a lower H field on one side (dark
red) than the other side (light red) has only single-sided conduction (2-2a), while a
winding with comparable H fields on either side has double-sided conduction (2-2b).
The field imbalance/balance can also be seen in the plotted B field lines.

Gpost
Rgsheil
jzﬂpost b :Rf
Cshell
Ni

Figure 2-3: Magnetic circuit model used to balance the H fields in the proposed
structure by making the reluctances of the center post (red) and the return path
(blue) equal. This model includes the overall fringing field outside the structure but
not the gap fringing fields. The discs of core material and the quasi-distributed gaps
in the center post and the outer shell are treated as lumped reluctances. The end cap
reluctances are assumed to be negligible.

to have equal reluctances (Fig. 2-3). Doing so makes the MMF' drop (F) across each
region the same. Since both regions also have the same effective length (1), having
equal F results in balanced H fields (F = HI).

To accurately design for equal reluctances, we include the overall fringing field

outside the structure in the return path. Mathematically, we need
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R + R = (:R'Cshell + Rgsheu) “ :Rf (2-1)

Cpost 9post

where R and R are, respectively, the lumped reluctance of the discs of core

and R

Cpost Cshell

material in the center post and in the outer shell, R are, respectively,

Gpost Gshell

the lumped reluctance of the quasi-distributed gaps in the center post and in the outer

shell, and Ry is the reluctance of the overall fringing path outside of the structure.

Neglecting local gap fringing, Re,,..» Regpns Rgposer and Ry, ., can be calculated
directly from the geometry (Fig. 2-1):
Le (2.2) R = L (2.3)
Cpost /,1/071'7'32 : Cshell l,l,c’]T(TtQ _ (TC + w)g) :
_ b (2.4) R = ls (2.5)
Gpost ILLO,T‘.,’,.CQ : Gshell ,[,L07T(’I"t2 = (TC + w)2) :

where [. is the combined height of the core material discs, [, is the overall length of

the gap, and p, is the permeability of the core material.

R ¢, however, is more difficult to calculate from first principles; instead, we estimate
it using a solenoid model. Since the proposed inductor and a solenoid of the same
size have similar overall fringing B fields (Fig. 2-4), their fringing field reluctances are
about the same. So, to estimate Ry of the proposed inductor, we can back out the
fringing field reluctance from any appropriate solenoid inductance model. In general,
for a solenoid,

N2

L=— 2.6
:R'inside + in ( )

where Rinsize = hi/(pomr:?) is the reluctance of the path through the center of the
solenoid. By substituting a solenoid inductance model of our choosing into (2.6), we
can then derive an expression for R;. For example, for structures where h; > %rt, the

following air-core solenoid model [38] can be used:
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Figure 2-4: A solenoid (left) and the proposed inductor (right) have similar fringing
fields, so the fringing field reluctances can be modeled as approximately equal. This
approximation is then used in calculations for balancing the H fields in the proposed
inductor. B field lines are shown here, though the fields outside the structure are of
interest here, where B and H are always aligned.

2 2
- Ho N Trt

N — 2.7
h,} + 0.9?"5 ( )
We can then back out
0.9
Ry ~ 2.8
ey (2.8)

For more general cases, the short solenoid model [39] may be more appropriate:

L ~ 2FN?*, (2.9)

where L is the inductance in pH, 7} is the radius of the solenoid in inches, and F is

an experimentally derived quantity defined in [39]. With this model,

_254x 104k

R~ (2.10)

Using R, we can then design the center post and the return path to have equal

reluctances, and thus balance the H fields to achieve double-sided conduction.
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2.2.3 Distribute B fields to reduce overall core loss

While H field balancing helps better distribute the carried current and reduce con-
duction losses in the winding, evenly distributed B fields in the core can reduce core
loss. In the case of unevenly distributed B fields, regions with higher B fields experi-
ence much greater core loss, since core loss scales as B?. The high core losses in these
regions then result in greater total core loss.

Since B = pH, regions with the same permeability and H fields will have the
same B fields. In the proposed inductor, the center post and the outer shell have the
same effective permeability because they have the same overall gap and core lengths.
Therefore, designing for balanced H fields in the proposed structure will also achieve
evenly distributed B fields in these core regions. For cases in which the center post
and the outer shell do not have the same effective permeability, the structure cannot
achieve both balanced H fields and evenly distributed B fields. Instead, to minimize
overall loss, the designer would need to find the optimal balance with partial double-
sided conduction and a slight imbalance in the B field distribution.

For the end caps, the B field distribution, and thus core loss, is affected by their
thickness. Thicker end caps allow the B field to distribute more in these regions for
lower core loss, but with diminishing returns for added volume. The designer can
use simulation to determine an end cap thickness that reduces loss without excessive

volume.

2.2.4 Select a wire size that optimizes effective conduction

area

Since the structure is designed to achieve double-sided conduction in the winding,
larger diameter wire reduces copper loss by providing more circumferential conduction
area. As the wire diameter increases, however, proximity effect losses between the
turns play a larger role.

One metric for selecting a wire diameter (D,,) is the vertical window fill (F,), de-

fined as the fraction of the window height (/;) that is occupied by conductive material,

34



600 | 00000

g 400}
200 |

0

l | | | J
0 20 40 60 &80 100
vertical fill F, (%)

Figure 2-5: For a given window height, a wire diameter that yields a 50-80 % vertical
window fill optimizes the total effective conduction area to reduce copper loss. To find
this optimum, inductors with the same inductance and core geometry but different
winding diameters were simulated. To make the gap fringing loss on the winding
negligible, the inductors had a large window width that was 2.25 times the maximum
wire diameter at F, = 100%.

i.e.

ND
B ae B 2.11
v hy—2h (2.11)

using the geometry in Fig. 2-1. Finite element analysis (FEA) simulations® show
that a wire diameter yielding a vertical window fill between 50-80 % optimizes the
total effective conduction area for these two competing effects (Fig. 2-5). For a given

window height, the copper loss is largely insensitive to deviations in the wire diameter

near the optimum.

2.2.5 Select a window size that balances gap fringing field
loss and core loss in end caps to reduce overall loss
To minimize gap fringing field loss, the structure would ideally have a large window

to increase the horizontal distance between the gaps and the winding. However, since

flux crowding around the ends of the window leads to higher B fields in and near

2All FEA simulations were run in ANSYS Maxwell, except for those in Section 2.6 which were
run in Finite Element Method Magnetics (FEMM).
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the end caps (Fig. 2-6), a larger window would increase core loss by increasing the

volume of these high-B-field regions.

Figure 2-6: Flux crowding at the end of the window leads to higher B fields (white
and light blue) and thus greater core loss.

One metric for selecting a window width (w) is the horizontal window fill (F),
defined as the fraction of the window width that is occupied by conductive material,
¥

D,
Fp = — (2.12)

w

using the geometry in Fig. 2-1. FEA simulations show that to balance the fringing
loss and the end cap core loss, the horizontal window fill of the winding should be
between 40-60 % (Fig. 2-7). So, for a given wire diameter D,,, the optimal window
size is approximately 20,,, but the overall loss is largely insensitive to changes in the

window size near the optimun.

2.2.6 Use a square aspect ratio to minimize overall loss

A “square” aspect ratio (diameter ~ height) is the preferred overall geometry for this

structure. FEA simulations of otherwise optimized inductors show that structures

that are much wider than they are tall, or vice-versa, achieve lower @ (Fig. 2-8).
Conceptually, we can explain the disadvantages of unbalanced geometries by con-

sidering the end caps separately from the rest of the structure (everything within /;).
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Figure 2-7: For a given wire diameter, a window size with a 40-60 % horizontal fill for
the winding balances the gap fringing loss and end cap core loss. To find this balance,
inductors with the same inductance and volume but different window widths were
simulated. As shown in the graph, the optimal range of horizontal fill holds across

the optimal vertical fill (F),) range.
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Figure 2-8: Structures with a “square” aspect ratio achieve the optimum ). To find
this optimum, inductors with different aspect ratios but the same inductance and
volume were simulated, and each design was optimized using the guidelines discussed
in Sections 2.2.1 to 2.2.7.
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The section within /; may be thought of as the “active” section where flux links the
winding and substantial reluctance is provided, while the end caps may be thought
of as overhead required to complete the magnetic path. These two sections have op-
posite loss dependencies on diameter: increasing diameter increases loss in the end
caps by adding volume (for a fixed end cap height) but decreases loss in the active
section®. This competing tendency explains why intermediate aspect ratios provide

the best performance.

2.2.7 Approximately balance copper and core loss to reduce

overall loss

As in conventional inductor designs, for a given core material, the number of turns
and overall gap length in the proposed structure can be used to tune the copper and
core losses. The overall loss is usually minimized at a point where core loss is close
to, but slightly less than winding loss [40]. To achieve this, the designer can model

the losses with exact core loss parameters or hand-tune the design in simulation.

2.3 Automating initial designs of the proposed in-

ductor structure

Using the design guidelines discussed in Section 2.2, we can mathematically define
the proposed inductor geometry. The design process can then be largely automated
to generate high-() inductor designs for a desired volume and inductance at a given
frequency and current (Fig. E-2). The end cap height and the number of turns,
however, must still be manually tuned. An example python script for automating the

design process can be found in the related MIT M.Eng thesis [37].

3For a first-order derivation showing that loss in the active section decreases as diameter increases,
see Appendix B.

38



[Selecr target L and volume

a “square” aspect ratio
with the target volume

Determine n and h; for J

Select h
)
[ Select N }—
¥
[ Select Ny = N

¥
Select D,, for a 50-80%
vertical ﬁll (Eq. 2.11)

Select w for a 40-60 %
horizontal fill (Eq. 2.12)
DetermineArc, l., and
ly to balance H fields
and achieve target
L (Eq. 2.1-2.5, 2.8%)
P

B well-distributed
in end caps?

no

Banid P iat
optimal balance?

[ Roughly optimized design ]

Figure 2-9: Flowchart of the design process for the proposed inductor structure using
the guidelines presented in Section 2.2. The parameters used in the flowchart are
labelled on the cross-sectional view in Fig. 2-1. Grey fill denotes steps that can be
automated.

2.4 An Example 16.6 n1H Design: Simulations

Using the guidelines in Section 2.2, we designed an example 16.6 pH inductor that
achieved a @ of 700 at 3 MHz and 2 A (peak) of ac current in FEA simulation (Ta-

ble 2.1). To design the example inductor, a script was used. The target inductance

1Eq. 2.8 may be replaced with Eq. 2.10 or any other appropriate fringing field reluctance model.
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and volume as well as a selected h and N were entered into the script, which gener-
ated dimensions for the geometry that were then simulated. Afterwards, the height of
the end caps was manually tuned so that the B fields were well-distributed, and the
script was re-run with the optimized h. Next, designs with varying number of turns
were generated using the script to find the optimum core and copper loss balance.
At this point, the example design was roughly optimized. We then chose to continue

with additional minor adjustments in FEA for further optimization (Table 2.2).

Inductance 16.6 nH
Frequency 3MHz
Current 2 A (peak, ac)
Core Material Fair-Rite 67, yu, = 40
Cp = 34040, o = 1.18, 8 = 2.24°

Table 2.1: Specifications for the simulated example inductor

Total Diameter (2r) 26.9mm
Centerpost Radius (r.) 9.9mm
Window Width (w) 1.4mm

Total Height (h;) 26.0 mm
End Cap Height (h) 4.0mm
Total Core Length (1) 16.5 mm
Total Gap Length (I,) 1.5 mm

Number of Turns (N) 13

Number of Gaps (V) 13

Wire Gauge (D) 20 AWG

Table 2.2: Geometry of the simulated example inductor (see Fig. 2-1)

The simulation results verified that by following the design guidelines, the example
design achieved all of the desired low-loss features, and thus a roughly optimized
Q). The B fields in the center post and the shell were roughly equal for low core
loss (Fig. 2-10a), and most turns had balanced H fields and associated double-sided
conduction for low copper loss (Fig. 2-10b). It was verified that additional thickness

to the end caps would have minimal effect on loss, and that larger or smaller window

5Steinmetz parameters for power loss in mW /em3, derived in ANSYS Maxwell using core loss
data for Fair-Rite 67 from [2].
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sizes would increase total loss. The core and copper loss were also verified to be well

balanced.
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(a) Roughly even distribution of B fields (b) Turns with double-sided conduction

Figure 2-10: B field (blue), H field (red), and current distribution (yellow) simulations of the
example 16.6 1H inductor verifying that it achieves the desired low-loss features by following
the design guidelines in Section 2.2. These simulations are of the “worst-case” distributions
for a helical winding, with each turn next to a gap. Other cross sections of the inductor
would have turns in between the gaps and thus lower loss.

2.5 An Example 16.6 ntH Design: Experimental Re-
sults

We constructed a prototype (Fig. 2-11) of the example inductor presented in Sec-
tion 2.4.5 The prototype inductor achieved a large-signal quality factor measure-
ment’ of @ = 720 at 3MHz and 2 A (peak) of ac current (Table 2.3), which agrees
with simulations. In addition, the prototype continued to have high () outside of its
optimized designed operating point. In this section, we demonstrate the performance

of the inductor across drive level and at higher frequencies. We also show the proto-

bFor fabrication details of the prototype inductor, see Appendix C.
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Figure 2-11: Prototype inductor of the example design (Section 2.4) having a mea-
sured () of 720. Vertical windows in the outer shell were added to impede the cir-
cumferential component of flux and to allow the winding terminations to leave the
structure.

type improving the efficiency and thermal performance of a high-current-swing power

converter.

Simulated Prototype
Inductance 16.6 nH 13.4uH
@ at 3MHz, 2 A (peak, ac) 700 720

Table 2.3: The simulated example inductor and the prototype with 20 AWG wire

2.5.1 Experimental () measurements of the prototype induc-

tor verified simulations

The @ of the prototype inductor was measured across drive levels (0.5-3.5A), and
the experimental measurements closely matched the simulated quality factors (Fig. 2-
12). This agreement experimentally verified the simulations, and the experimental
() measurements also verified that the guidelines in Section 2.2 achieve a high @

inductor.®

"For details on the large-signal (2 measurement approach, see Appendix D.

81n some MnZn ferrite quasi-distributed designs, increased surface losses from multiple gaps have
been observed [41]. For the prototype inductor, however, the agreement between the experimental
and simulated quality factors indicates that any surface loss effects are minimal.
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Figure 2-12: The experimental () measurements of the prototype inductor (Fig. 2-11)

closely matched the simulated quality factors, thereby verifying the simulations and
demonstrating that the guidelines in Section 2.2 can achieve a high @) inductor.

2.5.2 Prototype inductor can achieve high () at higher fre-

quencies

The features that allow the prototype inductor to achieve high ) at 3 MHz, namely
double-sided conduction and quasi-distributed gaps, continue to be beneficial at
higher frequencies. In simulations at 4.5 MHz and 5.5 MHz", the example induc-
tor achieved high quality factors (Q = ~700) at 2 A (peak) of ac current (Fig. 2-13).
The prototype inductor also had measured quality factors of () = ~ 700 at these two
frequencies, demonstrating the structure’s potential to achieve high @ at higher fre-

quencies.

2.5.3 Prototype inductor improved efficiency of a high-current-

swing power converter

In addition to achieving a high ¢ under controlled conditions, the example induc-
tor was used in a power factor correction converter operating at dynamically varying
frequencies of 1-3 MHz and with large ac current components in the inductor [17].

The inductor improved converter performance significantly (Fig. 2-14) over a more

9For 4.5 MHz and 5.5 MHz, the Steinmetz parameters were k. = 0.00163, o = 1.37, and 3 = 2.21
(for P, in mW/cm?, f in MHz, B in mT). The parameters were derived using core loss data for
Fair-Rite 67 from [2].
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Figure 2-13: The prototype inductor (Fig. 2-11) continued to have high quality fac-
tors at frequencies higher than its designed frequency of 3 MHz. Simulations and
measurements were taken at 2 A (peak) of ac current.
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Figure 2-14: The proposed inductor improved the efficiency of a power converter op-
erating at 1-3MHz at different output powers, compared to a conventional inductor.

conventional open-magnetic-circuit inductor (a half toroid core with litz wire), de-
spite having similar effective volume. This improvement can also be seen in thermal
measurements: at a 93 W operating point, the conventional inductor saw a ~30°C
temperature rise, while at a much higher power (296 W), the proposed inductor only

saw a ~3°C rise (Fig. 2-15).
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(a) conventional inductor (b) proposed inductor
(AT = ~30°C at Pyt = 93 W) (AT = ~3°C at Py = 296 W)

Figure 2-15: Thermal images showing the proposed inductor (2-15b, white box) hav-
ing a much smaller temperature rise for a higher converter output power than a more
conventional open-magnetic-circuit inductor (2-15a, white box).

2.6 Litz Wire in the Proposed Structure

While the example inductor in Section 2.4 can achieve low winding loss through
double-sided conduction, a large fraction of the solid-core winding cross-sectional area
still remains unused. In some cases, litz wire can have greater effective conduction
area for improved performance in the proposed structure. For example, a litz wire
version of the prototype inductor (Fig. 2-11) achieved a higher @ of 980 at the same
frequency and drive level (3MHz, 2A (peak) of ac current). In this section, we
describe design guidelines for optimizing litz wire and discuss the improved simulation

and experimental results of the example inductor with litz wire.

2.6.1 Design guidelines for optimizing litz wire

As a starting point, the simple design procedure for economical litz wire presented
in [42] can be used to optimize litz wire. For a given winding window, the procedure
optimizes the number of strands and strand diameter for loss and cost. To estimate

power loss, the ac resistance factor (Fy) is used and can be calculated by

Ree |4 (mnN,)2dS

= - 2.1
Ry 192 - §4b2 skl

Fr
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where ¢ is the skin depth, b is the breadth of the winding window, N; is the number
of turns, n is the number of strands, and ds is the strand diameter. When the
strand diameter is close to or greater than the skin depth, however, (2.13) may not
be accurate. Instead, the semi-empirical approach from [43] can be used to better

estimate power loss.

The simple litz design procedure is useful, but it is agnostic to the construction
of the litz wire, which can affect performance when dy is not much less than 4, as
may frequently be the case in high-frequency designs. Litz wire is constructed from
strands of individually iﬁsulated wire that are twisted together into bundles; multiple
bundles may be twisted together to form a larger effective wire, and such second-level
bundles may also be twisted together to increase the effective wire size further. Thus,
there are many ways to construct litz wire for a given number of strands and strand
diameter. Since each level of bundling may experience skin and proximity effects
similar to those experienced by solid core wire [44], the choice of construction can be
important. To mitigate bundle-level skin effect, [42] recommends that the number of

strands in the first twisting operation should be less than
N1 maz = 4—. (214)

Subsequent twisting operations should combine no more than five bundles. If for some
reason these guidelines cannot be followed (e.g., using a standard litz wire design
to reduce cost), bundle-level skin effect losses are no longer negligible and should be

included when estimating power loss [43,45].

In addition, when the strand diameter is close to or larger than the skin depth,
the way the strands are twisted together can be important and should be included
when estimating power loss. Bundles may be “bunched” together (indicated by the
“/” symbol), meaning that the bundles are twisted in the same direction as the prior
level bundles/strands. Alternatively, bundles may be “cabled” together (indicated by
the “x” symbol), meaning that the bundles are twisted in the opposite direction. For

example, the 5 x 9 x 10/48 configuration in Fig. 2-16a is 10 strands of 48 AWG wire
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bunched together, then 9 of those bundles cabled together, and finally 5 of those
bundles cabled together. The 5/9/10/48 configuration in Fig. 2-16b has the same
number of strands and bundles as 5 x 9 x 10/48, but is bunched in each twisting
operation rather than cabled. In this example, bunching achieves higher packing

factor than cabling.

o
S0 haed 00,
b ety
o569

(a) 5 x 9 x 10/48 (b) 5/9/10/48

Figure 2-16: Idealized cross-sections of litz wires with 450 strands using cabling (2-
16a) and bunching (2-16b) twisting operations. The different colors of strands corre-
spond to different circuit “shells” used to simulate bundle-level skin effect [43].

2.6.2 Simulations showed litz wire improving @) of prototype

inductor at 3 MHz

Using the guidelines in Section 2.6.1, we investigated the effect of different litz wire
designs on the performance of the example inductor (Section 2.4) at 3 MHz. For these
designs, we chose strands of 48 AWG since they are a good trade-off between cost and
power loss at this frequency.'’

First, we used the simple litz wire design procedure [42] to estimate the optimal
number of strands. Since the strand diameter is close to the skin depth at 3 MHz,
we then used the approach from [43] to more accurately find an approximately op-

timal number of strands (275) and construction (5 x 5 x 11/48). We also used this

10Power loss could be further reduced with finer strands; however, the costs of magnet wire man-
ufacturing and litz construction increase rapidly for strands with wire gauge greater than 44 AWG.
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approach to simulate a configuration that was readily available for experimental ver-
ification (450 strands, constructed as 5/9/10/48) (Fig. 2-16b). Since the 5/9/10/48
configuration is more susceptible to bundle-level skin effect, it was simulated with
bundle-level skin effect (worst case) and without it (best case). Because of random
perturbations in the positions of the strands in real litz wire, some bundle-level skin
effect may be mitigated, and it is expected that experimental results will fall between

the worst and best cases.

Simulation results show that litz wire can provide significant improvement over
solid wire for the example inductor used throughout this paper (Fig. 2-17). The
approximately optimal configuration (5 x 5x 11/48) performs slightly better!! than the
simple litz model prediction by 7.9%, due to the self shielding effect that occurs when
the strand diameter is close to the skin depth [43]. The readily available 5/9/10/48
configuration under-performs the simple litz model by 6.6% when bundle-level skin

effect is included.

2.6.3 Experimental () measurements of litz wire prototype

verified simulations

Using the same core geometry as the example inductor presented in Section 2.4, we
constructed a prototype inductor with the readily available 5/9/10/48 litz wire. At
3MHz and 2 A (peak) of ac current, the litz wire prototype achieved an experimental
quality factor of Q = 980, agreeing with simulations (Table 2.4). For this operating
point, litz wire provided a 36 % improvement in () over solid-core wire. This improve-
ment demonstrates the potential of litz wire to improve performance of the proposed

structure for certain operating points.

'While the number of strands in the first twisting operation is higher than the recommendation
from (2.14) (ny.max = 5 at 3MHz), it does not result in significant bundle-level skin effect in this
cagse (a difference of 0.96% in Q).
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Figure 2-17: Simulated inductor @) versus number of AWG 48 litz wire strands using
a simple design method (red line) and FEA simulations of specific litz configurations
(vellow points) at 3 MHz and 2 A (peak) of ac current. At this operating point, the
example inductor can achieve higher @ with litz wire than with 20 AWG solid wire
(blue dashed line).

Simulated Prototype
(average case)
Inductance 16.6 pH 12.6 nH
Q at 3MHz, 2 A (peak, ac) 1000 980

Table 2.4: The simulated example inductor and the experimental prototype with
5/9/10/48 litz wire

2.6.4 Litz wire prototype can achieve high () at high frequen-

cies

At higher frequencies (up to 5.5 MHz), the litz wire prototype continued to achieve
high @ at 2A (peak) of ac current. However, since the litz wire in the prototype
inductor was designed for 3 MHz, the performance using this particular construc-
tion (5/9/10/48) over 20 AWG wire declined at higher frequencies (Fig. 2-18). Other
litz wire configurations, e.g. with fewer number of strands, could have lower high-

frequency copper loss and litz wire may still be beneficial at higher frequencies [43].
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Figure 2-18: Experimental results: Using 5/9/10/48 litz wire instead of 20 AWG solid-
core wire in the prototype inductor improved its @ at 3 MHz, with diminishing returns
at higher frequencies.

2.7 Conclusion

Design of highly efficient, miniaturized inductors in the HF range is a significant chal-
lenge. The proposed inductor structure and design approach provide a solution for
low-loss high-frequency power inductors. Using a set of analytic design guidelines,
designers can achieve a roughly optimized inductor for a desired inductance and vol-
ume and then choose to further refine the design in FEA using the general design
rules. This geometry and its guidelines for achieving high ) were confirmed experi-
mentally through an example inductor with a manufactured ) of 720. In some cases,
using litz wire with this geometry can also improve its performance, and a ¢ of 980

was demonstrated with suitable litz wire.



Chapter 3

High-Frequency Current Sensing

Sensing voltages and currents is an important element in controlling power electronic
systems. At higher frequencies and powers, this can become more difficult. For exam-
ple, sensing voltage often requires a voltage divider. At elevated voltages, very high
impedances may be required to reduce power dissipation or impact on circuit opera-
tion. High-impedance circuits may be susceptible to noise and interference, especially
if large components are used to block high voltages. Thus, it is the combination of
power and frequency that presents great difficulty. This fundamental tradeoff partly
explains the somewhat paradoxical observation that low-power circuits can operate at
tens and even hundreds of GHz, while power electronic circuits sometimes encounter
difficulties even at hundreds of kHz.

While voltage sensing does present challenges, current sensing is much more diffi-
cult. At elevated frequencies, sometimes voltage sensing alone may be sufficient, and
circuits may be designed to avoid the need for high-frequency current sensing. Never-
theless, current sensing is necessary in some applications and would enable enhanced
control in others.

Conventional current sensing in reality involves voltage sensing across a series
impedance®. At higher powers, exceptionally low impedances are required (the dual

of the voltage sensing problem). If we assume that acceptable measurement voltages

Ioften confusingly called a “shunt” impedance as it appears in parallel with the measurement
circuit
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are constant, then the power dissipated in the series resistor must scale linearly with
current. When this becomes untenable, other solutions like traditional current trans-
formers and Rogowski coils permit sensing with exceptionally low circuit impedance
with acceptable sensing voltages.

These approaches work at high power. Whether they hold up at high power
and high frequency is a practical and somewhat underspecified question, but one of
importance for a variety of applications as suggested above. The state of the art is
somewhat murky. Current sensing solutions exist. e.g. for oscilloscope probes that
can sense at tens of amps and a couple hundred MHz. Other commercial products
exist to measure high RF powers. Still, these are expensive, bulky, heavily engineered
products - typically inappropriate to embed in a system and utilize in a control loop.

In this chapter, we explore whether current transformers and Rogowski coils can
be used with sufficiently low size, complexity, and expense to be embedded for use in
control. We find that, without extravagance, current transformers and Rogowski coils

can be designed to sense ac currents at tens of amps with approximately 200 MHz of

bandwidth.

3.1 Overview

Current transformers and Rogowski coils are conventional transformers with particu-
lar design criteria. In both cases, the design goal is not power transfer, but a combi-
nation of precision in measurement and minimal interference in the measured circuit.

Both transformers can be modeled as in Fig 3-1. In the current transformer, the
magnitude of the magnetizing impedance Z,,,y = wLmq, is designed to be much larger
than the load. The load or “burden” Rgens (typically resistive) is the dominant
impedance in the path, and the sense voltage is proportional to the current. In
the Rogowski coil, by contrast, Z,,,, is designed to be much smaller than the load
impedance. Indeed, the load impedance may be purely parasitic, e.g. the high input
impedance of an operational amplifier.

In both models, the secondary leakage inductance affects the precision of the
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Llcak primary

i=I/N
I Llcak secondary
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N

Figure 3-1: Transformer model with a resistive load. In a current transformer, Z,,,, »
Z sense, the net impedance is dominated by the load and v, is proportional to 7. In
a Rogowski coil, Zsense » Zmag, the net impedance is dominated by the magnetizing
inductance, and vgense is proportional to the dI/dt.

results by causing the load to deviate from its expected impedance. The primary
leakage appears in series with the sense current and does not affect precision, but it
does increase the overall impedance inserted into the sensed circuit. As the primary
is almost always a simple wire threaded through the sense structure, its leakage can

be made very small and can be ignored in many cases.

3.2 Current Transformers

We designed a series of current transformers by affixing toroidal magnetic cores around
a section of coaxial cable. Circuit current is passed through the center conductor
of the coaxial cable; the secondary is wound around the core. The insulated coaxial
shield is grounded and separates the primary and secondary windings as a Faraday
shield.

We evaluated the current transformers by loading the circuit driving it with one
port of a network analyzer, and measuring with the second port on the secondary.
The primary circuit was terminated with 50 €2 to ensure optimal operation of the net-
work analyzer. The secondary was sometimes loaded by the 50 input imepdance
of the network anlayzer; at other times a separate shunt load was used (the paral-
lel combination constituted the net load impedance). A flat power ratio indicates

proper operation; for the purposes of evaluation, we set a 0.5 dB gain variation as
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Figure 3-2: Conventional winding and “split” winding on a magnetic structure. The
split winding cancels the single-turn inductance and separates the leads to reduce
parasitic capacitance (image from [24]).

the “bandwidth” of the current transformer, also noting the phase.

We also experimented with both traditional winding styles and a “split” wind-
ing, as in Fig 3-2. The split winding, in principle, cancels the single-turn leakage
inductance caused by circumferential components of the current. The leads are also

separated, which helps reduce parasitic capacitance.

The core material selected was Fair-Rite 61 for a combination of reasonable initial

permeability (x, = 125) and high rolloff frequency.”

The results of a series of experiments are shown in Table 3.1. Overall, these ex-
periments show that, without resorting to extraordinary means, current transformers
can be designed with bandwidths of ~100 MHz. This bandwidth is sufficient for a
great many switching applications operating below ~10MHz and for sinusoidal rf
applications at 13.56 or 27.12 MHz while still accurately accounting for a sufficient

number of harmonics.

2Tests with Fair-Rite 67, a material with a higher rolloff frequency, exhibited worse high-frequency
bandwidths. Modeling the impact of the core was not further explored, but ought to be to best
understand design.
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Fu f at 10
Image Features N, Frai high impedance

(MHz) (MHz)

Initial, split, 61 | 25 0.3 40

w/board, split, 2% 0.2 38 65

61

added shield,

split, 61 25 0.2 88 88

single, 31, shield | 25 0.027 | 31

single, 46, shield | 25 0.026 | 33

single, 67, shield | 25 736 | 37 82 (7.5°)

s, &l el | 20 W4 75 |35

resistor

shortened board, 80 or

split, 61, exten- | 35 138

sively shielded (12.6°)

Table 3.1: Parameters for CTs. The core PN 2661801902 was used for the larger
experiments with 61 material and the same size for the other materials. The smaller
core is PN 5961001101.
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3.3 Rogowski Coils

We also designed a series of “planar” PCB Rogowski coils, with an eye toward man-
ufacturability (Fig. 3-3). These boards (layouts appear in Appendix J) were placed
within an aluminum housing that was designed as a 502 transmission line segment,
with rf connectors on the ends (Fig. 3-4). This setup was intended to permit insertion
in a typical rf system with minimal interference to the sensed signal, while providing
easy-to-use connections for the main circuit and for sensing.

The initial set of board designs and results are shown in Table 3.2, in which we
experimented with wide or slim traces, the density of vias to connect layers, inclusion
(or not) of a return path that passes through the interior of the coil to cancel the
single-turn inductance, and the position of the return loop. Each of these elements
has trade-offs associated with it (esp. capacitance vs inductance trade-offs) and the
ideal design is empirically determined.

Bandwidth was evaluated by driving one end of the main circuit with a network
analyzer, with the other end terminated in 50 2. The “secondary” was measured using
a high-impedance probe (Agilent 41800A) for the network analyzer (Agilent 4395A).
The output/input ratio is expected to be linear with frequency (following the magne-
tizing impedance). The upper limit of bandwidth is set by lowest-frequency parasitic
resonance (unlike the Z,,55 vS8 Zgense rolloff in the case of the current transformer).
Note that the Rogowski coils may not be able to operate near the resonant point
“bandwidth” due to distortion in the output vs frequency curve, depending on the re-
quired accuracy. Nevertheless, the resonant frequency is an easily quantifiable upper
bound.

From Table 3.2, we infer that wide traces and no return loop offer the best per-
formance by reducing secondary leakage and secondary capacitance.® A dense set of
vias is also interpreted to help by reducing secondary leakage.

Pursuing these design choices, we designed a second set of coils with additional

features (Table 3.3). Here we focused on wide traces, densely packed vias, and no

3Capacitances between turns, with reduced voltage drops, are much less important that capaci-
tances directly from the signal output to the signal ground.
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Image

Return

Traces Fodh Vias frigh (MHz)
Thick Center | Single 178
Thick Center | Dense 183
Thick (none) Single 223
Thin, radial Tight Single 131
Thin, radial Center | Single 124
Thin, sawtooth | Loose Single 136

Table 3.2: Parameters for first-round Rogowski coils




Figure 3-4: Rogowski coil housing with convenient secondary access and main-
tained 502 characteristic impedance.

return loop, while investigating how a primary-to-secondary shield and the coil design
near the connector influenced results. Several boards had shields, several did not.
Some boards avoided overlap as much as possible between signal and signal ground
near the connector; others permit the signal (top layer) and signal ground (bottom
layer) to maximally approach each other without actually overlapping; still others
filled the available surface area without regard to overlap. These choices address the
tradeoff between secondary leakage and secondary capacitance.

The results from these experiments firstly confirm our previous results. “Maxi-
mizing” the prior rules resulted in a set of boards all with higher bandwidth than the
previous set. In addition, we infer that the shield is helpful and that the interface

with the connector is of minimal importance. Both dependencies are quite weak.

3.4 Conclusion

Many power electronics applications operate with frequencies into the MHz range.

Accurately sensing such waveforms (including harmonic content) requires measure-
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Image Shield Termination fnigh (MHz)
- Yes Min Capacitance 247
- Yes Near Overlap 246
- Yes Full Overlap 240
- No Min Capacitance 238
- No Near Overlap 239
. No Full Overlap 232

Table 3.3: Parameters for second-round Rogowski coils




ment bandwidths of several tens of MHz. Some high power rf applications operate
at 6.78, 13.56, or 27.12 MHz, often with nearly sinusoidal operation. Accurately sens-
ing these current waveforms, with some harmonic content, requires a similar band-
width.

The (by no means exhaustive) experiments in this chapter show that such band-
widths are quite feasible in current transformers and Rogowski coils without exotic
constructions. While neither of these solutions can sense dc currents, there are many
applications where the currents are purely ac (e.g. in transformers) or where one
wishes to exclude the dc component (e.g. ripple sensing).

The Rogowski coil solution in particular offers very high bandwidths in a PCB
construction that may be suitable for embedding in rf transmission lines (as explored
here) or for PCB integration in a switching converter. The main vulnerability of
this approach lies in post-processing of the sensed voltage, which must be integrated
accurately which may present difficulties both at high frequency (through parasitics
and undesired amplifier behavior) and at low frequency (through accumulated offsets).
Added circuitry may also present economic barriers in low-cost applications. For an

initial approach to these issues, see [46,47].
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Part 11

Grid-Interface Power Conversion
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Chapter 4

Harmonic Injection

4.1 Introduction

Grid-interface converters (illustrated schematically in Fig. 4-1) are often required
to provide power factor correction (PFC) [48,49] wherein they draw current having
strictly limited harmonic content. The ideal unity power factor case (PF = 1), which
draws only sinusoidal current in phase with the grid voltage, leads to a pulsating
power waveform (ocsin?) with very large instantaneous differences from the (typi-
cally) constant load power, as illustrated in Fig. 4-2. The converter must buffer this
twice-line-frequency power pulsation, and the resulting low-frequency energy storage
Egiore = P,/wgriq is necessarily very large. In this equation, Eyre is the energy that
must be buffered by the converter during a line cycle, P, is the average (constant)
output power, and wg4 is the angular frequency of the ac grid (typically 27 times
50 or 60 Hz. This storage is typically achieved with electrolytic capacitors, which
have low lifetime and can occupy over 50 % of PFC converter volume [50] (20-30 %

of overall system volume).
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PFC Load

Hé

buffer

Figure 4-1: Three-terminal representation for power converter with PFC, including
input from grid source, dec output to load, and ac buffer capacitor.

Average
power

Energy
required
from storage §

Figure 4-2: When PF = 1, power oscillates o sin?; integrating the difference between
the input power and the output power gives the energy storage requirement over a
line cycle, shown as shaded.

Energy buffer capacitors are stubbornly immune to typical miniaturization ap-
proaches when PF = 1 because the energy storage requirement is fixed by factors
outside of the circuit designer’s control — the power rating of the converter and the
frequency of the grid. In other words, the energy storage requirement for unity power
factor is not a function of efficiency, topology, architecture, or switching frequency [51].

Some research (i.e. into active buffers [52]) has observed that the usable energy
storage of such a capacitor depends on both the buffer capacitance and its voltage
swing:

1 1
Egore = 5CViak = 5CVirough = CViniaAV (4.1)

eak ~ rough —

where Vieqr is the maximum capacitor voltage, Virougn is the minimum capacitor volt-

age, Viniq is the arithmetic average of Ve and Vipgugn, and AV is the arithmetic
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difference between Vieqr and Vipougn. These works have used high voltage swings AV
to permit lower capacitance C. Entire converters (sometimes called active buffers)
have been designed to emulate a large capacitor while taking advantage of this ob-
servation [52-55]. These approaches have largely been successful at miniaturizing the
energy buffer, but suffer primarily from added component counts while still buffering

the same amount of energy.!

Here we investigate an alternative approach which fundamentally reduces the
amount of twice-line-frequency energy that needs to be stored, which sets the buffer
size for many applications.? It accomplishes this by purposefully drawing harmonic
current, resulting in a more constant input power and therefore less required energy
storage. While operating within line harmonic current regulations, we show that
this method can substantially reduce energy storage requirements — and consequently
energy buffer size - for every IEC/EN 61000-3-2 regulation class (A-D). This approach
usually requires no additional hardware and can be applied to many existing PFC

converters solely by a change in control.

Energy storage reduction has been explored before, mainly in the context of LED
drivers which fall under Class C regulations [60-67], but this method has not thor-
oughly been explored in other classes which are sometimes thought to have substan-
tially stricter regulations [68].> Here, in addition to extending the analysis of Class
C, we show that this approach maintains substantial benefit for devices operated un-

der Class D and even Classes A and B well into the kilowatt range.

In addition, the side effects introduced by this approach (e.g. loss, frequency vari-

'For a good review of techniques with reduced component count, see [56]; some techniques require
no additional switching devices, but may still add energy storage components [57].

2Some uninterruptible applications (e.g. servers and aerospace applications [58]) impose an ad-
ditional hold-up time requirement wherein the converter must maintain its output power for some
duration (e.g. one line cycle) in the event of a voltage interruption. This requirement may dwarf
the twice-line-frequency energy buffering requirement and such converters may be unaffected by
the proposed technique. Nevertheless, the proposed approach has broad applicability in charger,
adapter, appliance, and motor drive applications which have no hold-up time requirement. Note
that active power decoupling techniques may have utility in fully utilizing stored energy in hold-
up circumstances [59]; nevertheless, since all energy delivered to the load must come from stored
energy, the fundamental requirement on stored energy cannot be affected.

3Exceptions include [69,70] which only consider Class D and [71] which considers all classes but
with limited harmonic inclusion and a highly specific control implementation.
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ation, etc.) have not been thoroughly explored previously but are investigated here.
In particular, we investigate a valley-switched boost PFC converter both theoretically
and with a hardware prototype. For this implementation, we find negligible changes
in loss by introducing harmonic input current. We also find a beneficial compression
in the operating frequency range (from 4:1 to 1.4:1 for a given average power), which
alleviates some of the challenges with using high-efficiency, variable-frequency con-

verters like the valley-switched boost, resonant converters, etc. in PFC applications.

4.2 The ideal case: No buffer

If we first imagine our goal is to eliminate the need for an energy buffer entirely, in
the absence of regulations or notions of power factor, then we would need to draw

constant power from the grid, implying that the input line current must be:

Py: 1

Vin sin(wt) (4.2)

tin,c=0(t) =
where P,,; is the dc output power of the PFC stage and V}, is the ac line voltage
amplitude.

When drawing such a current, since there would be no instantaneous mismatch in
power, the energy buffer size could be reduced by 100 % (i.e. no buffer). Undoubtedly,
this is not a feasible current to draw, as it clearly violates harmonic limits (Table 4.1)
and requires infinite current at zero-crossings of the grid voltage, as illustrated in
Fig. 4-3. Nevertheless, we can take inspiration from this approach and analyze the
harmonic content of 4;, c—¢ which is composed of an infinite, equally weighted sum of

all odd harmonics of the fundamental line frequency.

1
sin(wt)

=2 3" sin(n x wt) (4.3)

n odd
One interpretation of (4.3) is that intentionally drawing harmonic currents can
be used to reduce the energy buffer size. While we may not achieve the full 100 %

reduction in energy buffer size, we can draw a subset of current harmonics, with
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weights limited by regulations, and achieve some (indeed much) of the same benefit.

[|1.®

Constant power

Maximum
allowable
harmonics

Figure 4-3: Input current waveforms for PF = 1 (blue), zero-buffer solution (green),
and maximum Class D harmonic current (red). The maximum harmonic current
waveform closely approximates the zero-buffer current for a large portion of line cycle.

Maximum
allowable
harmonics

Figure 4-4: The energy storage requirement when using maximum allowable Class
D harmonics (shaded area,red) is significantly decreased from the energy storage
required at PF = 1 (shaded area,blue).

4.3 Operating at Regulation Limits

To appreciate the limits that regulations impose on this approach, consider the
IEC/EN 61000-3-2 Class D requirements [48], which apply to devices in the 75-600 W
power range, governing all odd harmonics to the 39th. These current limits are ex-
pressed in terms of device power (mA, /W), with decreasing amplitudes for higher
order harmonics (Table 4.1). Beyond 600 W, most devices fall under the Class A reg-

ulation, which imposes constant limits on all odd harmonic components, independent
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n-th Class D Limit Class A Absolute
Harmonic (mA/W) Maximum (A)
3 3.4 2.30
5 1.9 1.14
7 1.0 0.77
9 0.5 0.40
11 0.35 0.33
13 3.85/n 0.21
15<n <39 3.85/n 0.15«15/n

Table 4.1: IEC/EN 61000-3-2 Class D & Class A Limits on Odd Harmonics

of device power.* In all of the work here, we utilize the latest 2018 edition of the
EN61000-3-2 harmonic standard [48].

There are infinitely many ways to incorporate harmonic current across a many-
dimensional space. To constrain the problem, we choose two approaches: first, by
introducing all governed harmonics together in equal percentages p of their individual
maximum allowable values; and second, by introducing each harmonic individually
to its maximum before introducing the next. In all cases, harmonic content is intro-
duced with zero phase, under the assumption that there is no benefit to be gained by
introducing asymmetry to the input current/power half-waveform. These approaches
are investigated numerically (see Appendix K for code).

The former method allows us to observe what happens in the most extreme case
of utilizing the maximum of every regulated harmonic within the IEC/EN 61000-3-2

regulations. Let the input current be

39 (odds)
lin(t) = Z I, sin(n x wt) (4.4)
n=1

where, in Class D, each harmonic coefficient is proportional to the regulated limit

Iegn (mA/W) and to the output power:

In = \/§(Ireg,n X p)Pout' (45)

4Class A also governs even harmonics, but systems with power electronic front ends typically
have half-wave-symmetric input currents which have no even harmonics. Even harmonics are also
not useful for twice-line-frequency energy storage reduction, and are not considered further.
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By increasing the percentage p of all harmonics, the energy storage requirement
monotonically decreases (Fig. 4-5), yielding up to a 62% decrease in the energy
storage requirement at p = 1. This can be seen geometrically in Fig. 4-3 where the
current approximates (4.2) and also in Fig. 4-4 where the shaded energy storage area

is clearly reduced.

While using the maximum allowable amount of of each harmonic current yields
the largest drop in storage, it is an undeniably difficult function to generate reliably
without violating regulations. Fortunately, as described below, it is still possible to
benefit from the majority of these storage savings by only incorporating third and

fifth harmonic terms.

1.0

0.8

Energy storage
normalized to
0.6| PF=1 case.

0.4
Maximum 61.5%,
with all harmonics
0.2
Percentage of
0 each harmonic
0 20 40 60 80 100

Figure 4-5: Energy storage requirement as all harmonics are included at the same
percentage p of their individual allowed maxima under Class D. By including all every
available harmonic, the energy storage requirement can be reduced by nearly 62 %

4.4 Incorporating Harmonics Sequentially

Instead of drawing all harmonics in equal proportion to their individual maxima,
we can instead include one harmonic at a time. Let us start by drawing only third
harmonic current,

iin(t) = I sin(wt) + I sin(3wt). (4.6)
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as shown in Fig. 4-6 where I3 is varied from 0-100% of its allowed maximum value
in class D.

With the inclusion of I3, we see that the resulting input power begins to approxi-
mate the input power of Fig. 4-4, with reduced peak power and more constant power
overall.> We also observe a significant impact on energy storage (Fig. 4-7), even when
operating well within the allowable Class D harmonic limits. Introducing the third
harmonic component alone can yield up to a 44 % improvement in the storage require-
ment compared to the unity power factor case, which is approximately two thirds of

the maximum possible reduction under Class D.

P(t) Current includes
A Current includes third and fifth
third harmonic harmonics

>

Figure 4-6: Introducing the maximum allowed third harmonic reduces the central
peak (blue) and divides it into smaller peaks (green); introducing fifth harmonic
further corrects the extremities (red). Shaded regions correspond to time of maximum
capacitor depletion (e.g. tpq. of line cycle using fifth harmonic), and correspond to
required energy storage.

Once we have included 100 % of I,y 3, we can further improve the result by incor-

porating incremental amounts of a new fifth harmonic term

tin(t) = I sin(wt) + I3 mae sin(3wt) + I5 sin(5wt). (4.7)

The energy storage requirement continues to decrease (Fig. 4-7) by introducing

increasing amounts of allowed fifth harmonic, although the additional energy savings

5As we increase I3 beyond 65 % of its maximum allowable value, the input power at high voltage
falls below the constant desired output. This area should not be included in the integral to calculate
energy storage requirements, as the minor AV associated with this time does not affect the overall
peak-to-peak ripple voltage on the energy buffer capacitor.
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0.4 Energy storage
“| normalized to /.——b ®

PF =1 case. A
0.2 Maximum 61.5%,
with all harmonics
0
0 20 40 60 80 100 = 100
0 — 0 20 40 60 80 100
T . el
i —

3rd harmonic 5th harmonic

Figure 4-7: Reduction in energy storage requirement by incorporating third harmonic
current up to its regulation limit, then adding fifth harmonic up to its limit. These two
harmonics contribute substantially towards the maximum achievable energy storage
reduction.

are much less substantial. Maximizing the fifth harmonic contributes an additional
12 % reduction to the storage requirement, significantly less than the third harmonic.
The same logic applies to each successive harmonic, each having less impact on over-
all energy storage due to the tighter limits on higher-order harmonic currents (e.g.
introducing the maximum seventh harmonic contributes an additional 4 % reduction

to the storage requirement).

4.5 Impact Across Device Classes

The previous discussion was based on the Class D requirements of IEC/EN 61000-
3-2, which apply to power supplies for personal computers and similar devices up to

600 W. Devices in other classes (A,B,C) must meet other requirements.

4.5.1 Class A

Devices not belonging to any other class belong to Class A. This includes a variety
of device types, as well as devices rated for more than 600 W that would otherwise
be considered Class D. Class A regulations define maximum permissible harmonic
current values independent of power (Table 4.1) As power is increased, the allowed

harmonics become smaller relative to the fundamental and we observe (Fig. 4-8) that
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Figure 4-8: Power waveforms when including all available harmonic currents are iden-
tical across the 75 W-600 W Class D range. Beyond 600 W (in Class A), the benefit
of using harmonic currents diminishes as their weight relative to the fundamental de-
creases. Still, this method yields up to a 35 % reduction in energy storage at 1600 W.
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Figure 4-9: Available energy storage reduction decreases with power in Class A (with
fixed harmonic maxima) as opposed to Class D (with harmonic maxima that scale
with power); still, significant energy storage reduction is available even when ap-
proaching the power limits of single-phase equipment. Class D regulation limits do
not seamlessly transition into their Class A maxima at 600 W, hence the discontinu-
ity in achievable energy storage at this boundary.

the power waveform with maximum harmonic content begins to recede toward the
PF = 1 shape. This is a significant departure from Class D; because Class D harmonic

limits scale with power, the results are largely the same across the entire power range.®

6The results are identical for devices operating at or below 584 W. At 584 W, the higher-order
15th-39th harmonics reach the Class D absolute limits on maximum permissible harmonic current.
This has negligible impact on the available energy storage savings, as high-order harmonics are
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This trend obviously decreases the available benefit from harmonic inclusion at
higher powers, but the benefit is still substantial well into the kilowatt range (Fig. 4-9).
Indeed, at 1600 W, a roughly 35 % energy storage reduction from harmonic inclusion

is still available.

4.5.2 Class B

Portable tools and some arc welding equipment belong to Class B (regardless of
power), which has the same requirements as Class A with the harmonic limits multi-
plied by 1.5. The normalized energy storage by using the maximum’ available har-
monic content is shown in Fig. 4-10. Using the third harmonic alone, a maximum
of 50 % energy storage reduction is possible at about 750 W. Below this power, the
third harmonic limit is higher than the fundamental, and using a higher magnitude
would only increase the required energy storage again. (We again remind the reader
that the code for these calculations is found in Appendix K).

When all harmonics are used, the energy storage reduction continues to scale as
power is decreased. As power approaches zero, the fundamental becomes less than
every harmonic limit and it becomes possible (in theory) to replicate (4.3) and achieve
complete elimination of the energy storage requirement. Nevertheless, reducing the
normalized energy storage requirement below ~20% requires a very large number
of harmonics, making it practically unfeasible. Nevertheless, for portable tools of
moderate power (400-800 W), it is both feasible and permissible to reduce the energy
storage requirement by roughly two thirds from the PF = 1 case.

While IEC/EN 61000-3-2 is usually the relevant regulation, not power factor, it
may still be valuable to examine the power factor when harmonic injection is used.
The results for Class A and Class B (under the same cases as Figs. 4-9,4-10) are
shown in Fig. 4-11. For those applications requiring power factor above a certain

value, refer to Section 4.6.

already tightly regulated.

"Due to the constant limits in both Class A and Class B, at low power some harmonic limits may
exceed the fundamental current. In these cases, the magnitude of those harmonics are set equal to
the fundamental to minimize the energy storage requirement.
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Figure 4-10: Energy storage normalized to PF = 1 conditions when using the maxi-
mum allowed third harmonic and the maximum allowed of all harmonics for Class B.
For a given power, if an allowed harmonic limit is more than the fundamental, that
harmonic current is set equal to the fundamental.
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Figure 4-11: Power factor for Class A (dotted) and Class B (solid) when the maximum
allowable harmonic content is used across power levels. When a harmonic is allowed
to be greater than the fundamental, the magnitude of that harmonic is set equal to
the fundamental for this calculation.

4.5.3 Class C

Lighting equipment exclusively falls under Class C. Most of the past research on us-
ing harmonics for reduced energy storage requirements has targeted this class in an

effort to eliminate electrolytic capacitors from LED drivers to extend their lifetime.
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Nevertheless, much of this research has examined specific designs and control strate-
gies or uses incomplete or outdated limits to investigate the available energy storage
reduction; therefore, we investigate the general limits of this technique on Class C

here.

Class C is divided into a higher power (> 25 W) regime and a lower power (< 25 W)
regime. In the higher power regime, harmonic limits are set as a percentage of the
fundamental current (Table 4.2). Therefore, as in Class D, the available energy storage
reduction is not a function of power in this regime. In addition, the allowed third
harmonic is a function of the circuit power factor. To investigate the limit of the
available energy storage reduction, we consider the fifth and seventh harmonics as
percentages of their individual allowed maxima. For a given combination of fifth and
seventh harmonic content, we calculate the maximum third harmonic content based

on the power factor constraint:

where p,, is the nth harmonic content as a percentage of the fundamental (expressed
as a decimal). With third, fifth, and seventh harmonics included and setting PF =

p3/0.3 as the specification requires, solving for ps yields

~(1+p§+p$)+\/(1+p§+p%)2+4x 0.32

V)
2 - 4.9
P3 5 ( )

For a given combination of fifth and seventh harmonic, the maximum allowed third
harmonic was calculated and the energy storage requirement was calculated with
these three harmonics included (Fig. 4-12). Due to the tight limits on the fifth
and seventh harmonics, they have relatively little impact on the result; higher order
harmonics would have a smaller impact still. In addition, because the available third
harmonic content is a function of the power factor, including larger quantities of higher

order harmonics is not always desirable; in Fig. 4-12, the energy storage requirement
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n-th > 25W limits
Harmonic (% of fundamental)
3 30 x PF
5 10
7 7
9 5
11<n<39 3

Table 4.2: IEC/EN 61000-3-2 Class C (>25W) Limits on Odd Harmonics

improves and then worsens as seventh harmonic is increased. Overall, the energy
storage requirement can be reduced by approximately 25% (from the PF = 1 case)

in this higher power regime of Class C.

Normalized Energy Storage
100 0.77
80

7th 60

harmonic
40

20

0.72

20 40 60 80 100
5th harmonic

Figure 4-12: Energy storage for the high power class C case using max 5th and
7th harmonics (as percentages of their fixed maxima) and allocating the maximum
allowable 3rd harmonic that fits the PF spec. Power factor is approximately 0.95
and, since very little 5th and 7th harmonics are allowed, does not vary much across
these variables and is not plotted.

In the lower power regime (< 25 W), there are three separate options to satisfy

the IEC/EN 61000-3-2 regulation:
1. Harmonics may meet Class D requirements;

2. Harmonics may meet p; < 0.86, p; < 0.61, as long as the current rises before a

line angle of 60°, peaks before 65°, and returns to zero after 90°;

3. Harmonics may meet p; < 0.35, ps < 0.25, p;y < 0.3, pg < 0.2, p1; < 0.2, and

p2 < 0.05, as long as the total harmonic distortion remains below 70%. This
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Figure 4-13: Power factor for the high power class C case using given amounts of fifth
and seventh harmonics (as percentages of their individually allowed maxima) and
using the maximum allowable third harmonic consistent with the IEC/EN 61000-3-2
power factor specification for this class.

option is new in the fifth edition (2018) of the IEC 61000-3-2 requirements [48].

We have already covered the first option (Class D), which permits a 62 % reduction
in energy storage requirements. We also need not consider the third option, as it
is less permissive than the second for controlled waveforms like the ones considered

here. Therefore, we need only consider the second option.

To consider the limit of energy storage reduction in this case, we first use the
maximum of the third and fifth harmonics (Fig. 4-14); adding more third and /or fifth
harmonic at no point raises the energy storage requirement, so we proceed consider-
ing the maximum usage. We then include seventh and ninth harmonics, each up to a
maximum of 100 % of the fundamental (Fig. 4-16). As in the higher power regime, we
see that additional harmonic content does not always reduce the energy storage re-
quirement; however, in this case, appropriately adding higher order harmonic content
can reduce the energy storage requirement substantially (from ~37% of the PF =1
case with only third and fifth to ~26 % with seventh and ninth also included). Thus,
in this regime, the second regulation option offers even more energy storage reduc-

tion than the first option (i.e. Class D limits).
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Figure 4-14: Energy storage for the low power class C case (second option) using
only the third harmonic and using the third and fifth harmonics. As including more
harmonic content never raises the energy storage requirement, one can maximize the
third and fifth and consider further harmoniecs (Fig. 4-16).

4.6 Limited Power Factor and Energy Star

In some cases, designers may be constrained to operate above a certain power factor
limitation. Although we know of no case where this is required by regulation for the
classes of devices considered here, it is required for voluntary Energy Star compliance

in the United States and may be an effective industrial standard in other sectors.

As an example, we may consider Energy Star compliance, which corresponds to

We investigate the energy

a power factor of 0.9 for most kinds of equipment [60].
storage requirement as third harmonic is added until power factor is reduced to 0.9.
Higher order harmonics are not included as they impact power factor at the same
rate as the third harmonic but provide less energy storage reduction. Power factor

can be expressed as

PF Lirms (4.10)
\/Il TS + I{?T’n!.b
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Figure 4-15: Power factor reduction when considering third and fifth harmonic inclu-
sion. If a power factor above a certain quantity is desired, compare with Fig. 4-14 to
determine the corresponding energy storage reduction.
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Figure 4-16: Energy storage for the low power class C case (second option) using
the maximum allowable third and fifth harmonics and allocating seventh and ninth
harmonic as percentages of the fundamental (seventh and ninth harmonies are not
regulated directly in this option).

which may be solved for ps = I3 s/ 11 rms

py = Brms _ Lo 2 = 0.484 (4.11)
P Il‘rms - / PF2 o l

which corresponds to an energy storage of 65.7 % compared to the PF = 1 case, or
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Figure 4-17: Power factor for the low power class C case (second option) using the
maximum allowable third and fifth harmonics and allocating seventh and ninth har-
monics as percentages of the fundamental.

approximately 35 % savings on the energy buffer size.

By comparing with Figs. 4-11,4-13,4-15,4-17, it can be seen that this particular
choice of harmonic content is already allowed by IEC/EN 61000-3-2 for Class A, Class
B, Class C (low power) and Class D. The only exception is Class C above 25 W,
which has stringent enough standards within IEC/EN 61000-3-2 that PF > 0.9 is
already guaranteed, and a maximum of approximately 25 % energy storage reduction

is available.

4.7 Impact on Losses

Although reducing energy buffer size can be an important gain for power density, the
increased current drawn is not necessarily free (e.g. in terms of loss) and the side
effects of using harmonic current have not been thoroughly explored in the literature.
Since this approach can be applied independent of the converter topology, one cannot
quantify the exact impacts on system loss without considering detailed design, but
we can attempt to model which converter components or stages will be affected and
how.

Adding harmonic content increases the rms and average rectified current at the

input, when compared to the PF = 1 case. Resistive losses will grow oci? ., while
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diode losses are approximately proportional to their average currents. Adding har-
monics will increase both of these metrics without increasing output power, lowering
efficiency.

Nevertheless, not all components are affected equally, or at all, and loss reductions
may also accrue in some cases.® As an example, consider a two-stage architecture with
an input diode bridge, dec-side EMI filter, boost PFC stage, energy buffer capacitor
holding approximately constant voltage, and a subsequent isolated dc/dc step-down

stage, as in Fig. 4-18.

- LYY Y\ H —
; input | de/de .
l;‘g:llt dioilis {IEIMI e stepdown | te device
TOURES bridge S | converter >
boost PFC stage

Figure 4-18: The two-stage converter with boost PFC is a very popular grid-interface
architecture. For this example, incorporating input current harmonics may negatively
impact losses in the diode bridge, EMI filter, and boost inductor, should not affect the
conduction losses in the boost diode or dc/dc step-down converter, and may improve
losses in the buffer capacitor and boost switch.

By drawing additional harmonic current at the input, the diode bridge and EMI
filter will see increased average and rms currents, increasing their loss. These losses
extend to the boost inductor of the PFC, but not to all PFC stage components.
Since the PFC output voltage is approximately constant in this example, the PCF
output current tracks the power waveform in Fig. 4-4 which has the same average
value regardless of harmonic content. Since ipge = Zout,ave; it can be reasonably
argued that the boost diode conduction losses should be largely unaffected by drawing
harmonic input current. Additionally, the output current actually has a lower rms
value when the input harmonics are included and the boost switch conduction losses
may even improve (although they remain also functions of duty cycle). The energy

buffer capacitor sees reduced rms currents and therefore reduced esr losses. Even

8For example, switching frequency range compression may be achieved which can be used to
reduce skin/proximity effect losses, core losses, and frequency-dependent semiconductor losses like
dynamic R, and losses in C,, capacitance [12,72,73].
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if capacitance is reduced to maintain the same voltage ripple (and therefore esr is

increased), the loss P, = IérmsREST is still reduced. Finally, downstream elements

(in this example, the dec/de step-down stage) should be entirely unaffected by the
inclusion of input harmonics. Thus, only “input facing” components see additional

losses by introducing input harmonic content.
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Figure 4-19: Increases in iy qpe and i rms for a given amount of harmonic currents,
each at equal percentages of their Class D limits.
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Figure 4-20: Increases in i gue and i, ,ms for a given amount of third harmonic
current (as a percentage of its Class D limit).
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We can begin to model the increased losses in affected components by examining
the mean-square and average rectified input currents when utilizing all harmonic
currents together (Fig. 4-19), subject to Class D regulations. Logically, the largest
mean-square and average rectified input currents correspond to the largest harmonic
currents. The same pattern is observed when only the third harmonic is included
(Fig. 4-20). While currents and associated losses do increase, they may be a small
fraction of overall loss. In addition, because losses and energy storage do not vary
linearly, effective compromises are available. For example, incorporating 40 % of the
third harmonic alone grants a nearly 30 % decrease in energy storage (in Class D)

with a very small impact on the rms and average rectified input current metrics.

4.8 Hardware Validation

Many PFC implementations can draw input currents with specified harmonics. In-
deed, one benefit of this approach is its versatility across topologies without requiring
additional hardware. Nevertheless, as a concrete example, we implemented a valley-
switched boost PFC (Table 4.3) which serves to demonstrate experimentally the
claimed performance benefits of using harmonic injection and investigate other prac-
tical effects (see Appendices L, M, and N for schematics, layout, and microcontroller
code). While implementation techniques for harmonic injection are not the focus of
this work, for completeness we do include a brief overview of the control used here in
Appendix H which is taken from [74].

The converter was operated at constant power and adjustable harmonic content,
with third and fifth harmonics included up to the same percentage p of their individual
allowed Class D maxima. Fig. 4-21 shows a series of oscilloscope captures for the
specifications in Table 4.3 where p is increased and the peak-to-peak amplitude of
the output voltage ripple decreases (recall from (4.1) that, for constant average bus
voltage, energy storage is directly proportional to voltage ripple AV). The measured
output voltage ripples are plotted Fig. 4-22, normalized to the ripple expected in

PF = 1 conditions. The calculated reduction in energy storage is also plotted, and
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Vinrms 220V

V:)ut,ave 400 V
Power 250 W
Efficiency 96 % (see Fig. 4-25)

Boost Inductance 116 pH*

Buffer Capacitors 10pF x 10

Buffer Capacitor PN Nichion UCY2H100MHD1TO
Boost Diode PN C3D1P7060Q (SiC)

Boost FET PN GS66506T (GaN)

Table 4.3: Prototype Details for All Experiments

%The inductor was a PQ26/20 core of 3C95 material with 0.05 inches of gap on every leg and
wound with 22 turns of 450/46 litz wire.

matches to within measurement precision.

The capacitor size is limited by the allowed output voltage ripple, so any decrease
in voltage ripple for a specific power can also be interpreted as an available reduction
in bus capacitance. Therefore, with modest amounts of third and fifth harmonics
alone, the bus capacitor can be reduced by upwards of 50%. This is verified in
Figs. 4-23-4-24, where the converter is operated with output capacitance C' = 100 pF
and low harmonic content, and also with C'/2 = 50 pF output capacitance and high
harmonic content. It can be seen that the reduced voltage ripple from Fig. 4-22 can
be translated into a capacitance reduction instead and that the impact on system
volume is substantial (in this example, about a 1/3 reduction in PFC volume).

We also measured system losses for varying amounts of harmonic currents,® plotted
in Fig. 4-25. When introducing up to 70% of maximum allowable amounts of third
and fifth harmonic currents, entire system losses across the input diode bridge, EMI
filter, and PFC stage remained well within 10% of the losses otherwise incurred by
operating at perfect power factor. This is likely due to the converter being heavily
dominated by conduction losses in the boost diode which is not expected to change
with harmonic inclusion. This is verified thermally in Fig. 4-26.

Additionally, incorporating harmonic content introduces new benefits to the con-

verter’s switching frequency. Fig. 4-28 shows the measured converter switching fre-

9When measuring efficiency with input harmonics, it is important to remember that the real
power into the system with no phase shift is 11 rms X Vems, 10t Irpms X Vems.
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Figure 4-21: Experimental input voltage, input current, and output voltage ripple
for 10% (blue), 40% (green), and 70 % (red) of the allowed 3rd and 5th harmonic.
The output voltage ripple decreases for fixed capacitance, as expected; the original
voltage ripple magnitude could be restored with less capacitance and improved power
density. Power supplied from a Agilent 6813B set to 220 Vs input, with a BK 8522
electronic load set to 200 {2 resistance.
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Figure 4-22: Experimental output voltage ripple, normalized to the PF = 1 case,
showing a close match to theory.

quency, across the rising half of each line half-cycle for different amounts of harmonic
input current. In sinusoidal current (PF =~ 1) operation, the switching frequency
of the example boost PFC varies from 200 kHz near the peak of the line to almost

800 kHz at low voltages. When harmonics are introduced, more current is drawn at
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Figure 4-23: Photograph of prototype PFC showing the available buffer size reduction
when introducing 70 % of third and fifth harmonic Class D limits with constant output
ripple. The capacitor reduction matches theory and is a major improvement to the
system power density.

low line which reduces the switching frequency (this will generally hold for most
variable-frequency converters). Indeed, when the example converter operates with
approximately 50 % of the third and fifth harmonics allowed in Class D, the switch-
ing frequency range is reduced to 250-300 kHz, or a ratio of 1.4:1. This compression
has a variety of benefits, including for EMI filter and magnetic component design and
for avoiding dynamic R,, and C, loss penalties. Indeed, by suppressing the highest
operating frequencies, the inclusion of harmonics may improve the loss in the boost

inductor, which may contribute to the flat loss characteristic in Fig. 4-25.

Overall, the prototype demonstrates many of the benefits (and costs) of pur-
posefully drawing higher order harmonic currents discussed earlier. While drawing
many harmonics offers the greatest volume reduction, by using only third and fifth
harmonics one can achieve a substantial amount of that reduction while still oper-
ating well within harmonic limits. Variable frequencies may beneficially have their
ranges compressed, and additional losses may be reasonable and/or compensated by

loss reductions and operating benefits.
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Figure 4-24: Comparison of output voltage ripple when harmonics are included (10 %
vs 70 % of the allowable third and fifth harmonics) and capacitance is reduced. The
reduced voltage ripple of about 50 % in Fig. 4-22 is traded for 50 % less capacitance.
Calculated waveforms are shown in black for comparison.

4.9 Conclusion

As increased efficiency and switching frequency improve the size of other components
of ac/dc converters, energy buffers become more of a bottleneck to miniaturization.
By intentionally drawing currents at harmonics of the grid voltage, designers can
greatly reduce the energy that must be stored each cycle, and therefore significantly
reduce the size of energy buffer capacitors. We show this for every regulation class,
with energy storage reductions between 25-75 % available depending on the class and
power level. In most cases, this technique is available with a change of controls
only, which is an important advantage over other techniques for cost-constrained

applications. We presented a prototype which validates the results without incurring
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Figure 4-25: Measured converter losses, normalized to the low-harmonic case ( 10 %
harmonic usage, 96 % efficiency). In this prototype, which is dominated by diode
losses, including significant harmonic content has negligible effect on efficiency.

Figure 4-26: Thermal capture of the converter operating with 70 % of allowable har-

monics, suggesting that diode lo

sses (which are harmonic-independent) dominate in

this prototype. The hot spot in the center is the boost diode, and the hot spot in the

upper right is the diode bridge.
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Figure 4-27: Experimental power factor and THD for the prototype converter for
different levels of harmonic inclusion showing that significant energy storage reduction
can be achieved even with reasonable power factor constraints (compare Fig. 4-22).
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Figure 4-28: Local operating frequency of the valley-switched boost PFC across the
first half of the rectified input voltage half-cycle. The variable frequency introduced
by the valley-switched boost is greatly mitigated with the inclusion of input harmonics
by drawing more current at low voltage. For each curve, third and fifth harmonics
are each included at the listed percentage of their individually allowed maxima.

a significant efficiency penalty and demonstrates frequency compression which may
be valuable for implementing high-efficiency variable-frequency PFC stages.

Looking forward, we note that there is nothing fundamentally incompatible be-
tween this approach and others that aim for high voltage ripple or use “active buffers”
to reduce the buffer size (e.g. [52-55]). The benefits available from each approach are
compoundable, such that a 50 % energy buffer reduction from each approach should

reduce the buffer to 25 % of its original volume.
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Chapter 5

Losses in GalN Transistors

Gallium Nitride (GaN) transistors, and in particular lateral GaN-on-silicon HEMTs,
have attracted great attention due to their ability to operate well at higher frequen-
cies than silicon devices. Nevertheless, GaN transistors experience increased effective
on-state resistance when switched at high voltage and frequency due to charge trap-
ping in the device [75-77]. This increased resistance (often much more than 2x with
respect to dc) is variously known as current collapse, dynamic on-state resistance, or
dynamic R,,. Dynamic R,, is not commonly reported in datasheets, and how it varies
with operating parameters is not well characterized. In addition, characterization
techniques for dynamic R,, have not been sufficiently developed or agreed upon. It
is also notable that other high-frequency loss mechanisms exist in GaN devices that
are not well described in datasheets. Important among these is hysteretic "off-state”
loss P,s that occurs in charging and discharging the device output capacitance [72]
(this loss is often thought of as similar to an effective series resistance Ross with the
device output capacitance, though how the loss varies with operating characteristics
doesn’t necessarily match the effect of even a nonlinear resistor). Therefore, better
measurements of GaN device loss under realistic operating conditions, including dy-
namic R,,, will greatly benefit the design of power electronics incorporating GaN
devices and aid in the improvement of the devices.

Some previous efforts have measured dynamic on-state resistance [73,78-83]. The

most common approach is to measure both switch current and voltage waveforms
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during the on state. Since on-state voltage is small and the off-state voltage is large,
a voltage clamp must be placed on the switch node to allow for accurate low-voltage
measurements. However, some setups suffer from the clamp’s RC time constant which
limits operation speed [83].

Although this approach can be useful to determine the instantaneous dynamic R,
during a switching event and may provide useful insights into GaN device physics, it is
difficult to convert the data into a lumped R,,, parameter for modeling and simulation.
Furthermore, this method is often measured under hard-switching conditions at low
frequencies - an inauthentic environment for GaN switches in high-frequency power

converters.

Another approach uses thermal data from a soft-switched high-frequency converter
to determine dynamic R,, [12,72]. While this approach provides an authentic high-
frequency environment, the power converter may limit reconfigurability for different
operating conditions and the reliance on thermal measurements is slow and subject
to errors which may be difficult to assess. Moreover, as this technique relies on tem-
perature rise as the measurement signal, it is difficult to determine the temperature

dependence of both dynamic R,, and the off-state losses Pygs.

We propose an approach that is able to measure GaN device loss, including the ef-
fects of dynamic R,, and P,,s, at megahertz frequencies, using commonly-encountered
HF voltage and current waveforms, while varying frequency, off-state voltage, and
temperature. This is done by accurately measuring dc power into an unloaded reso-
nant switching circuit operating under zero-voltage switching (ZVS). The measured
input power is entirely attributable to losses, which can be designed to be dominated
by conduction loss in the transistor. By subtracting the (small) estimated extraneous
losses, one can compute an equivalent lumped dynamic R,, for a given operating con-
dition. Moreover, as will be shown, the method can be extended to disambiguate the

loss component P,,; when resonantly charging/discharging the output capacitance.

The remaining sections of the paper include a detailed description of the proposed
technique (5.1), estimation of non-conduction losses (5.2), and validation of the tech-

nique (5.3). We then present experimental dynamic R,, data for 3 MHz operation

92



HF Filter L

= Vinde Cr :: _llEUT Usw

Figure 5-1: Simplified circuit diagram for the proposed measurement technique. The
device under test (DUT) is operated under zero-voltage switching as indicated in
Fig. 5-2. A nearly dc voltage is provided at the output of the filter, and the input
power to the filter can be accurately measured with dc multimeters.

across temperature and voltage for GaN-on-silicon power devices manufactured by

GaN Systems, Navitas, and Panasonic (5.4).

5.1 Measurement Technique

A simplified schematic of the proposed measurement circuit is shown in Fig. 5-1,
with operating waveforms in Fig. 5-2. When the switch is on, the inductor current
ramps up linearly. When the switch turns off, L, resonates with the capacitor C, (in
parallel with the device capacitance, Cyss), delivering a half-sine pulse of voltage v,
across the device. As the switch voltage returns to zero, the switch is turned back
on with ZVS. The magnitude and frequency of the currents and voltage pulses can
be designed by the choice of L,, C,, the dc input voltage, and the on-time of the
FET. It is noteworthy that the on- and off-state waveforms are closely matched to
those of some high-frequency converters (e.g. [84-88]) and reasonably match a wide
variety of soft-switching circuits. Since the variation of dynamic R,, across operating
conditions is largely unknown, testing in an authentic environment may provide more
useful results for circuit designers than other available methods.

Overall Measurement Strategy:

1. Adjust t,, and V;, to impose off-state voltage pulses at the desired voltage and

frequency.
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Figure 5-2: Circuit operating waveforms showing half-sinusoidal voltage pulses, quasi-
sinusoidal inductor currents, and soft-switching conditions that are commonly found
in HF converters.
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Figure 5-3: ZVS detector and timer circuit. FET on-time is set by the RC time
constant and the dc Vi, value. In this prototype, ADCMP601 were used for the
comparators, with SN74LVC1GO06 for the reset FET and 74LVC1G27 and 7T4LVC1G32
for the NOR and OR gates.

2. Measure the dc power P, at the input port of the circuit. This can be done

accurately with multimeters.
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3. Estimate losses not attributable to conduction in the transistor Py, and sub-

tract them from Pj,.

4. Measure or infer the switch current I, ,ms, and solve for dynamic R,, =

(Bn - Boss,other) /Igw,rms'

Though these tasks can be summarized briefly, the challenge lies in making the
measurements and estimations in steps 2-4 as accurately as possible.

Switching Control: The circuit is controlled by detecting ZVS each cycle to turn
the FET on and using a ramp timer to determine the on-time and hence control turn-
off (Fig. 5-3). This is similar to ZVS switching controls used in other applications [8,
16,89]. The switch node voltage vy, is divided and compared to a threshold voltage
V.vs producing a digital signal Z. When v, gets close enough to zero, Z transitions to
low, which turns the DUT on. At the same time, when Z goes low, the switch Syqmp
turns off and thus activates an RC-timed voltage ramp vUrgmp. When vpqm, exceeds
the threshold Vj,,, the digital signal TMR goes high and the circuit turns the DUT
off. Turning the device off causes vy, to pulse again, and the process repeats.

By manually adjusting Vi, the on-time can be varied. By varying t,, and V,,
the desired pulse voltage Vpx and overall frequency can be achieved. For any operating
condition, V,,s can be adjusted to achieve ZVS.

Hardware Setup: To facilitate testing of multiple devices, we divide the test
setup into two components. First, a main board contains the filters!, input power
measurement ports, and a microcontroller and DACs that set signals Vi, and V.
(See Appendices O, P, and S for schematics, layout, and microcontroller code). Sec-
ond, the transistor board contains the DUT and the HF control circuit (Fig. 5-3). (See
Appendices Q and R for schematics and layout). The main board (Fig. 5-4) connects
to the transistor board (Fig. 5-5) through a cable. This division allows the transistor

board to be easily exchanged to test different devices, and it facilitates mounting the

ISince input current I;, demand is low but the input voltage Vj, is high (~100V), some voltage
sources may operate in a light-load mode in which bursts of current are supplied at low frequency
(~10kHz). A lower frequency filter may be required between the source and the measurement point
to prevent source noise from affecting the measurement of P;,.
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Figure 5-4: Overall setup, showing the main board with filters, input power measure-
ment and dc signal generation, as well as a transistor board mounted to the hot plate

(Talboys 984TA7TAHPEUA 7) and the resonant inductor L,.

Figure 5-5: Transistor board mounted to the hot plate, containing the DUT under a
mechanical clamp (Fig. 5-6) as well as the high-frequency ZVS detection and timing
circuitry.

transistor board to a hot plate (Talboys 984TATAHPEUA 7) for temperature con-
trol. Only dec signals are sent from the main board to the transistor board, including
input voltage, logic supply V.., and control reference voltages. Analog voltages are
filtered at the comparator inputs to prevent interference. All high frequency signals
(e.g. vy, or divided switch voltage vgy step) are contained on the transistor board and

are run through short traces.

Temperature Control: We control device junction temperature 7} in order to
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Figure 5-6: Side view of thermal control setup. The FET’s source pad is via-farmed
to the bottom layer of the PCB which makes thermal contact with the hot plate
through an aluminum pedestal (machined flat, with thermal grease applied at each
junction). A clamp is also screwed on top of the FET, through the PCB, and into
the hot plate to provide even pressure.

Figure 5-7: Thermal model of the thermal control setup. The hot plate temperature
T} is controlled, and heavy via-farming ensures a low thermal resistance connection
from the hot plate to the device case (7,) and junction (7;). In the prototype system,
the thermal resistance from device case to hotplate is kept below ~1°C/W.

B Py ATy, | % Error (2%

PGA26E19BA | 1.9°C/W | 2.35 W | 4.46°C 5.56 % [
NV6131 2.2°C/W | 2.21 W | 4.86°C 6.08 % ’
GS66504B | 1.0°C/W | 2.20 W | 2.20°C 2.75 %

Table 5.1: Breakdown of expected errors between junction temperature and case
temperature T, taken from measurements at T, = 80°C and V,; = 400 V. It can be
seen that there are small discrepancies between T and T; case temperature control
is effectively junction temperature control for purposes of testing across a wide range
of temperatures.

determine the effects of temperature on dynamic R,,. This is done by heat-sinking
the device to a hot plate through a low thermal resistance path as shown in Figures 5-
6-5-7. Using an aluminum hot plate with high thermal conductivity, and with typical

dissipation values in our system, we can assume that the case temperature of the
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device is very close to that of the hot plate. The temperature at the device junction
is then the hot plate temperature T} plus a small AT}, owing to the non-zero thermal
resistance from the junction to the case (Table 5.1). With an appropriately-designed
via farm to an exposed copper pad on the reverse side of the PCB, this thermal
resistance can be made sufficiently small to be neglected.

To validate this approach, we model the junction-to-case thermal resistance ac-
cording to the datasheet values, which are about 1-2°C/W. We model a single via
has having Ry, = 37.4°C/W [90]. Assuming 100 vias in parallel, we obtain an ef-
fective case-to-hot plate resistance of R, = 0.37°C/W, for a total junction-to-plate
thermal resistance of approximately 2.5°C/W. With 2W of loss in the FET (for ex-
ample), the expected temperature difference from the junction to the hot plate is a

negligible 5 °C.

5.2 Other Loss Attribution

Given the simplicity of the circuit, the total losses P;, can be ideally attributed to
only a few sources, namely conduction loss in the FET P,,,4 and other losses including
losses in the resonant inductor P, in the FET output capacitance’s P, [72] [12], in
the filter inductors P, and in the ZVS detector voltage divider P,,;. By design, the
non-conduction losses P, should be as small as possible; nevertheless, their actual
losses can be estimated and subtracted from P, before computing dynamic R,,. Most
losses are amenable to accurate estimation; we expound on the major contributors
of the loss below, in order of decreasing significance. In doing so, we note that a
limitation of the proposed technique is that all unidentified loss sources (or under-
represented losses) are construed as additional conduction loss owing to dynamic Rds-
on. Thus, it is important to account for other loss sources as accurately as possible. In
particular, the design or selection of the passive components in the system, especially
L,, is crucial to obtaining precise measurements of dynamic R,,. For more details on
the design and selection of passive components, refer to Appendix E.

Coss Losses (P,,,): The loss associated with the output capacitor of the DUT
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Figure 5-8: Typical breakdown of estimated losses’ contribution to total loss
(%) based on measurements under 400V V,k at 3 MHz on a Panasonic FET
(PGA26E19BA). It is important that P..,4 represent a large fraction of the over-
all loss to prevent errors in estimating Fype, from impacting the results.
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Figure 5-9: Method for extracting P, loss by adding a second always-off transistor
(filters not shown). For the same experiment with this setup, the additional loss is
wholly attributable to P,,.

(P,ss) can be high since the transistor terminals experience high-voltage pulses at high
frequency; this loss mechanism is known to be significant at high frequencies in GaN
devices and some Si devices. In some cases, these losses are ohmic in nature, while in
others the losses are hysteretic or have even more complex relationships [12,72]. This
loss can be difficult to disambiguate from conduction loss since both occur within
the FET. Nevertheless, one means to disambiguate P,; from conduction loss is by
connecting a second always-off transistor Sy in parallel to the DUT and using the
additional loss imposed by the second device as an estimate of Py, similar to [12,72].

Because S, is always off, the operating waveforms shown in Figure 5-2 are not

significantly changed (recall that C, dominates the switch node capacitance by de-
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sign, so the added C,4s of the second device does not significantly affect the operating
waveforms; if it does, then the resonant capacitance can be slightly adjusted to com-
pensate for this). P,ss can be estimated by performing power output measurements
twice: once without Sy in place, and once with Sy. The difference in FET loss in the
two cases is attributed to P,s;. Note that this estimation technique assumes that P,
of an always-off device is the same as that of a device that switches at high frequency.

Resonant Inductor Loss: The resonant inductor L, accrues loss P}, as current
flows through its equivalent ac resistance R;.. P, is estimated from the measured rms
inductor current I, ., and the equivalent resistance of the inductor at the operating
frequency R;-.2 The inductor current is captured on an oscilloscope and the measured
inductor current is used to obtain I}, ;ps. The resonant inductor loss can then be
calculated as P, = [ fr’rmsRl,«.

It is important to estimate P, as accurately as possible since P, is expected to
be one of the most significant contributors to P,... We use a large air-core structure
to achieve a high-Q inductor with linear resistance, which keeps P, both low and
predictable. For more details on the design of inductor L, used in the experimental
system, see Appendix E. Note that it is important to keep this large inductor away
from nearby conductors or magnetic materials, including incidental metals in or under
the test bench.

Voltage-Divider Loss: The switch voltage is monitored in order to obtain ZVS
(see Fig. 5-3). This is done by stepping down the voltage through a voltage divider,
which accrues loss. This loss is calculated straightforwardly as Pius = V33, 1ms/Rsteps
where R is the total resistance of the divider. Vi, ,ms may be calculated from the
switch voltage as measured on an oscilloscope.

Turn-on and Turn-off (Transition) Loss: The loop containing the resonant
capacitor and the FET contains some parasitic inductance L,. During every turn-
on/turn-off period, L, is magnetized/demagnetized and dissipates loss in the pro-

cess. The turn-on and turn-off losses are calculated equivalently as Py, = Popp =

2To avoid accidentally including probe losses, which can be significant at high frequency, measure-
ment of input power should only be taken with no voltage/current probes attached to the system.
Probes are then attached to measure e.g. Ij, and vyy,.
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f -;—Lplfmn, where [,,, is the instantaneous current through the device during a tran-
sition event. We infer I;,4, from the measurement of the resonant inductor current.
Assuming L, = 1 nH, calculations at 3 MHz show that transition losses account for a
small portion (0.47 %) of total losses (Figure 5-8). In many cases, it could be ignored.

We need not consider any turn-on overlap or capacitive discharge loss since the
circuit achieves zero-voltage switching (ZVS). Overlap turn-off loss can also be ignored

due to the strong snubbing effect of C, s and C,.

5.3 Validation

To validate the proposed approach, we performed FET loss measurements across vari-
ous voltages and verified them as plausible against thermal measurements. For exam-
ple, we performed thermal resistance measurements on a Panasonic device (PGA26E19BA)
by setting vy, to zero and passing dc current from the source to the drain without heat-
sinking the transistor board. Measurements of I,4, V4, and AT showed a measured
thermal resistance of 35°C/W (case AT for given dissipation).

We then performed a dynamic R,, test at (3MHz and 400 V), again without
heat-sinking the device. The experiment produced a calculated FET loss (P.ong +
P,ss) of 1.6 W during operation. We simultaneously recorded the temperature of the
FET case with a thermal camera, which was ~ 86 °C. Letting ambient temperature
Ty = 25°C, we expect the temperature of the FET to be: T4 +35°C/W-1.6W = 81°C
which is reasonably close to the measured value of 86 °C. We performed several of
these tests across various voltages and achieved very similar results. This verifies the

accuracy of our loss modeling and adds confidence to our FET loss calculations.

5.4 Results

In this section, we report experimental results of dynamic on-state resistance of com-
mercial GaN-on-silicon FETs from GaN Systems, Navitas, and Panasonic (all in

the 600-650V rating range). For each device, data was recorded at 3 MHz over-
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all frequency, for two different peak off-state voltages (Vx = 200V and 400V), at
several temperatures (room temperature, 80 °C, and 120°C) as explained in Sec. 5.1.
As measurements were performed at the same frequency for similar devices, the same

resonant inductor was used while the resonant capacitor value was adjusted slightly.

Results from each device are shown in Figs. 5-10-5-12, with dynamic R,,, normal-
ized to the datasheet value at 25°C. The most striking feature of the results is the
high overall value for dynamic R,,, roughly 4-6 times the room-temperature static
R,, value on the datasheets. This result is consistent with findings by other research
groups [72] that reported FET conduction loss multipliers ranging from 2-3 over their
datasheet values at elevated temperatures.® The switching environment between this
work and that of [72] are somewhat similar (soft-switched at MHz frequencies) and
any discrepancy between the findings may be attributable to differences in vy, volt-
age and g4, current waveforms. Nevertheless, the results agree that the dynamic R,,
values are substantially higher than static R,,, even when temperature is taken into

account.

In general, dynamic R,, increases with peak switch voltage as seen in Figs. 5-10-5-
12. This result is consistent with previous findings [79], [80], [91]. This is most likely
due to high electric fields in the channel forcing electrons into trap states, causing

dynamic R,, to increase.

The results in Figs. 5-10-5-12 also allow us to see how dynamic R,, varies with
operating temperature. In particular, the results suggest that dynamic R,, is not a
strong function of temperature for these devices. This may be the result of two con-
flicting phenomena: 1) as temperature increases, electrons in trap states are energized
and more readily escape the traps, decreasing dynamic R,,, and 2) as temperature
increases, ohmic resistance increases which increases the apparent R,,. The relative
strength between these two competing effects may vary across devices, voltages, and

temperature ranges.

3 [72] does not report operating temperatures, but reasonable elevated temperatures can cause
dc resistance to increase by 1.5-2 times.
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Figure 5-10: Thermal sweep across 20, 80, and 120 Celsius show that dynamic R,,
isn’t a strong function of temperature. Measurements were done at 3 MHz on a
Panasonic FET with static R,, = 140mf2 at 200V and 400V V.
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Figure 5-11: Thermal sweep across 20 and 80 Celsius show that dynamic R,, isn't
a strong function of temperature. Attempts at measuring at 120 Celsius caused the
FET to fail. Measurements were done at 3 MHz on a Navitas FET with static
Ron = 135mf2 at 200V and 400V Vi.

5.5 Conclusion

We proposed a technique for measuring losses in GaN transistors at high frequency.
This approach is capable of disambiguating dynamic R,, losses and P,y losses, and
can be performed at a variety of frequencies, off-state voltages, and temperatures.?
Finally, the voltage and current waveforms imposed upon the DUT authentically
resemble those of many high-frequency converters.

We also contribute some loss data for extant commercial GaN transistors. In

4We have tested devices using this approach at 3 MHz and 200-400 V peak, consistent with the
application of such devices explored later in this thesis.
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Figure 5-12: Thermal sweep across 20, 80, and 120 Celsius show that dynamic R,
increases with temperature with decreasing margin. Measurements were done at 3
MHz on a GaN Systems FET with static R,, = 100mS£2 at 200V and 400V V.

general, the losses in the GaN FETs presented are significantly higher than expected
from the listed R,,, even when accounting for temperature rise and other losses like
P,ss. The tested devices show an increasing dependence of dynamic R, with off-state
voltage, as is expected. The dependence on temperature is less severe than would be
expected from the static R,, temperature dependence.

Given the importance of accurate loss predictions for design, simulation, and
modeling - along with the difficulty of measuring dynamic R,,, the proposed technique

offers a solution to characterizing these significant discrepancies.
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Chapter 6

An Improved PFC Circuit

Electrical loads process real power by drawing current at the same frequency as (and
in phase with) the source voltage. Other frequency components of the input current
result in reactive power and deliver no net energy to the load; these currents are
nevertheless physically real and may dissipate energy in any source impedance (e.g.
resistance in mains distribution lines and transformers). For devices connected to
the single-phase ac grid, currents at harmonic frequencies of the grid voltage are
therefore regulated according to international standards, e.g. ITEC/EN 61000-3-2.
Power conversion stages which draw compliant currents by design are called Power
Factor Correction (PFC) converters [92-94].

Power factor correction stages often make up a significant fraction of the over-
all volume of grid-interfaced power converters. Miniaturization using MHz switching
frequencies is attractive, but fCV? switching losses become intolerable at grid volt-
ages without “zero voltage (soft) switching” (ZVS). Most soft switching techniques
are only suitable for narrow operating voltages and/or powers and therefore have
not been widely used in PFC stages [95], limiting PFC stages to low frequency (LF,
30-300 kHz) operation' with large passive components for both power conversion and

EMI filtering,.

!Some PFC converters exceed this frequency range by achieving soft switching at the expense
of additional lossy circuitry or by only partly achieving soft switching [96,97]. Other approaches
can achieve ZVS using complex switching networks [98,99], stacked architectures [100,101], or wide
frequency ranges [102-104]. See [95] for further discussion.
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To illustrate the problem, consider the boost PFC converter as part of a two-stage
architecture — arguably the most common combination in use. The PFC stage boosts
from rectified universal input (85-265 Vrms) to a dc bus around 400 V. Operated near
boundary conduction mode, the boost converter may allow a resonant transition to
reduce its switch node voltage prior to turn-on. This process results in true ZVS for
Vin < Vout/2, and “valley-switching” at vy, = 2Vi, — Ve otherwise [105]. For much
of the line cycle, the switch still turns on with hundreds of volts across it, making

high frequency operation untenable.

Here we present a PFC converter which achieves ZVS for any step-up voltage
conversion ratio. It can therefore act as a soft-switched replacement for popular
boost PFC stages without any modifications to the rest of the system architecture.
In addition, the converter uses a blended feedforward/feedback control scheme which
eliminates the need for current sensing (both high-frequency inductor current and low-
frequency input current). These features enable switching frequencies in the MHz

regime and the opportunity for greatly reduced inductor and EMI filter sizes [106].

The proposed converter is based on a dc-dc converter with wide operating range
previously published as part of this research by the author [95]; this chapter focuses
on new aspects required for its adaptation to ac-dc PFC applications. In Section 6.1,
the basic converter operation is cursorily reviewed, but readers are referred to [95]
for more thorough background. Section 6.2 proposes a blended feedforward/feedback
control technique to achieve power factor correction without the need to sense input
current or inductor current. Section 6.3 presents a prototype and discusses details
which are important for practical implementation. Section 6.4 presents experimental
results showing that the converter reliably achieves ZVS at MHZ frequencies across
the line cycle with power factors around 0.998 (THD ~ 6%). We conclude that the
converter has potential for high power density in a wide array of existing applications,

including those with stringent power quality requirements.
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SB1

Figure 6-1: The proposed power factor correction topology, which is identical to
the four-switch buck-boost converter (the advantages of the proposed converter arise
through control). Lumped parasitic capacitances C, are drawn explicitly, and recti-
fication bridge and an example emi filter are shown for completeness.

6.1 Abridged Operation Overview

The proposed converter (Fig. 6-1) has a power stage that is topologically identical
to the four-switch buck-boost converter, but is controlled to achieve zero-voltage soft
switching (unlike pure boost converters) with low rms current (unlike pure buck-
boost converters) across the line cycle. The proposed converter can thus operate at
much higher frequencies without incurring high loss penalties. The converter has two

distinct modes of operation.

Low Voltage / Boost Mode: The converter may be operated as a conventional
boost converter by turning switch SA1 on for the entire switching cycle. This mode
(see Fig. 6-2) has an energy storage phase (SB1 on), a direct delivery phase (SB2
on), and a resonant phase to achieve ZVS (SB1 and SB2 off). The LC resonant
phase begins with zero initial current, a dec offset voltage V},, and an initial capacitor
voltage Vi,:; as such, vp will ring down to zero as long as Vi, < V,.:/2. Switch SB1 is
turned on in response to the zero voltage condition (see Sec. 6.2 and Fig. 6-4) which
may occur before the inductor current returns to zero; as such, the current at turn-on
igp may be somewhat negative.

High Voltage / Buck Mode: This mode is nearly identical to the boost mode
in operation, with SA1 and SA2 active instead of SB1 and SB2. During the resonant
period of this mode, the switching node A may ring up as high as 2V,,;. Therefore,
for any Vo < Vin < 2V, the buck mode may be employed with ZVS and hence

107



high-frequency operation.

Medium Voltage Mode: The boost mode and buck modes leave a substantial
voltage range Vy:/2 < Vi, < Vg with no ability to achieve ZVS and hence high-
frequency operation. When the input voltage approaches the output, the relevant
switch may “miss” ZVS by as much as V,,;, or hundreds of volts. Therefore, a new
mode is proposed in [95] which achieves ZVS for any V;,, < V. The progression of
switching states includes an energy storage phase (SA1 and SB1 on), a direct delivery
phase (SA1 and SB2 on), an indirect delivery phase (SA2 and SB2 on), and a resonant
phase (all switches off). During the resonant phase, switch SA1 turns on when node
A reaches Vj,, while switch SB1 turns on At later when node B reaches zero; this
does not significantly affect the understanding of the switching states, but must be

accounted for in control.

The advantage of this mode lies in its “CLC” resonant phase, unlike the “LC”
resonant phase in the boost mode. When the resonant phase begins, node A starts
at zero volts, node B starts at Vj,;, and there is no voltage offset (i.e. from the input
voltage source). This scenario is guaranteed to return node B to zero and node A to
(at least) Vj, for any Vi, < Vu.

The progression of switching states may be understood as that of a boost converter
with an indirect delivery phase added to the end, thereby creating the necessary
conditions in the resonant period to achieve ZVS. (The resonant phase distinguishes
this approach from previous uses of this topology in CCM [107] or DCM [108, 109],
thus supplying the important advantage of soft switching.) The progression of states
may alternatively be understood as that of the conventional four-switch buck-boost
converter (i.e. with a triangular inductor current waveform) with a direct delivery
phase added in the middle, thereby reducing the rms current required for the same
power.

There is a minimum value for the inductor current at the end of the direct delivery
phase, denoted 75 in Fig. 6-3. In order to properly commute from SA1 turning off to
SA2 turning on, the inductor energy %Lz% must be sufficient to discharge the parasitic

capacitance C), at node A. To the extent that this condition is violated, node B will
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Figure 6-2: Low Voltage (Boost) Mode inductor current waveform. This mode
achieves ZVS when V;, < V,,/2. The switching cycle is divided into a resonant
phase (SB1, SB2 off), an energy storage phase (SB1 on), and a direct delivery phase
(SB2 on).
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Figure 6-3: High Voltage Mode inductor current waveform. This mode achieves ZVS
when V;,, < V,., but is most useful where the Boost mode loses ZVS, i.e. Vi, > Vi,/2.
The switching cycle differs from the Boost mode primarily with the indirect delivery
phase (SA2, SB2 on).

not ring all the way down to zero volts in the final resonant transition. Maintaining

io above its minimum value will be an important constraint on control.

It is important to note that the inductor current may be inferred from on-times
without measuring switching-frequency current. Indeed, in the high voltage mode,
tres, At, iq0, and ipy may be computed from voltage measurements and circuit pa-
rameters alone. The switch on-times are directly related to tes, i1, tair, 2, and ti,q.
A similar logic applies to the typical boost and buck modes. This observation means
that any desired features of the inductor current waveform (esp. the average input
current and i5) may simply be computed and executed without current measurement
or feedback. This is an important advantage where complex control is required (as in

PFCs) while maintaining ZVS at high frequency. The only additional requirement is
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a control circuit that can (1) respond to ZVS detection by turning a switch on with
sufficiently low delay and (2) hold the switch on for a programmable duration. Such

a circuit is described in Sec. 6.2 and Fig. 6-4.

6.2 Control

The control of the proposed converter is different from many converters, though sim-
ply understood. A dedicated high-speed control circuit, like that shown in Fig. 6-4,
is required for each controlled switch.? A given switch (e.g. SA1, SB1) is turned
on when its corresponding ZVS Detector senses low voltage across the switch. The
switch is then kept on for a certain on-time by way of its corresponding Ramp Timer,
whose time-out is dictated by a dc control voltage. After the switch turns off, the
cycle repeats as long as ZVS is eventually achieved again.

The switch turn-on and turn-off actions are thus, in a sense, passive. No input
from a microcontroller is required, except to select the dc or slowly varying ZVS
trigger voltage REFzys and on-time control voltage REFTygr. The turn-on and turn-
off events for a switch are asynchronous from the microcontroller clock, and indeed
even from the events of the other switches. Therefore, the proposed converter control
should not be understood as pulse-width-modulation or frequency control, though
pulse-widths and frequencies will both vary. The most apt description would be
“on-time control,” though this phrase risks confusion with different methods having
unfortunately similar names (e.g. constant on-time control, adaptive on-time control,
etc.). In this case, “on-time control” simply means that the on-times are the only
control variables, and the off-times and the timings of the turn-on/turn-off events are
not directly commanded.

With the concept of on-time control understood, we turn to the proposed converter
in particular. A possible control approach for this converter using constant on-times

was suggested in [95]; despite its commendable simplicity, this prior approach was

2The control circuit in Fig. 6-4 is improved over the one in [95] by using a current mirror (instead
of a lone resistor) in the Ramp Timer. This solution is easily executed either on- or off-chip and
results in a much more linear ramp.
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underspecified, had limited control of input current, and forced the converter into

inefficient operation.

ZVS Detector

I ® ZVSs

REF ;-

Figure 6-4: Auxiliary comparator-based control circuit used for each active switch in
the proposed topology, allowing for turn-on in response to zero-voltage conditions and
a programmable on-time. Minor variations to this circuit may be required as discussed
in Section 6.3. ADCMP601 were used for the comparators, with SN74LVC1G06 for
the reset FET and 74LVC1G27 and 74LVC1G32 for the NOR and OR gates.

Here we propose an approach which achieves higher efficiency and grants the de-
signer arbitrary control of the input current waveform (including high power fac-
tor/low THD waveforms) at the expense of only superficial complexity. The ap-
proach modulates on-times across the line cycle to control the input current shape;
this is done in a feedforward manner using only input/output voltage measurements
and pre-programmed circuit parameters. Thus, the designer need not measure input
current nor design a feedback loop for this purpose. Though feedforward control in
general is rightly avoided for its inaccuracy under uncertain parameters, inaccurate
measurements, and incomplete models, we will show that feedforward control may be
3

sufficiently reliable for purposes of power factor correction.

Let us consider the medium-voltage mode. With two control variables (¢, on;, t.0n),

3In addition to the feedforwad “inner loop” controlling the input current shape over the line cycle,
a traditional feedback “outer loop” (slower than the line cycle) controls the output voltage by way
of the magnitude of the input current waveform. There is nothing unique about this feedback loop,
and it is mentioned only for completeness.
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we may select two features of the inductor current waveform to target. We choose to
target the average (over a switching cycle) input current I;;, and the corner current is.
We wish to maintain the corner current i, at its minimum allowable value, minimizing
rms currents while maintaining ZVS. We target the average input current, of course,

for power factor correction and overall power transfer.

To meet these targets, we need a mathematical model relating switch on-times to
the average input current [, and to i,. The analysis is simply explained, though the
actual computations are messy and left to Appendix F. We quote only the driving
logic and the final results here. To maintain precision, we use capital symbols to
denote values that are constant or averages across a switching cycle; we use lower-
case symbols to denote values that change within a switching cycle or that only have
meaning within a switching cycle. We also introduce the notation X = Vj,,/Vou:, as
this ratio appears frequently. Finally, because we use V;, for the local input voltage
(averaged over a switching cycle), we instead use Vs to refer to the rms input voltage

(taken over the line cycle). The peak of the input voltage waveform is then /2V,,;.

The logic for input current control is as follows. We are able to use a feedforward
approach to because the converter always returns to the same state each cycle (at
t = 0 in Figs. 6-2, 6-3). In principle, the entire behavior of the switching cycle
can be predicted from circuit parameters, measured input/output voltages, and the
commanded on-times. Starting at ¢ = 0, we can determine when v4 will reach zero
(tres), what the inductor current will be (i4), then at what point will vp reach zero
(At later), etc. With selected on-times, the required variables are all known and the

entire switching cycle is predictable. We can then compute I.y,, and is.

In practice, the above analysis is reversed. One begins with a desired average input
current I, (determined by the position in the line cycle and also the slow output
voltage feedback controller) and then accounts for the current into Cj, to obtain a
required average converter input current I..,,:

Iconv = Im - Cinwline 2V;2

rms

—Vin (6.1)
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With a required .., and a desired is, the required i; may be computed:

iI: [conv+

\/Ic20nv + Z%X - 2lconvi2){2 + ZIconq;iQDX(l - X) (62)

where X = Vi, /Viout, D = tresoVous/Lin and tresn = %i—;‘ = m4/LC,/2. From there,
the required times {, on = At + tes + tgir and tpon = tes can be backed out and then

commanded:
Vourr) 2 (1 — X)

i1 ;A
thon = L— + L 6.3
bon = Ly T Vin (6.3)
21 — I
taon =t on L—
on = hen TEYTTTY,
2\/2LC(1—X) (6 4)

+\/X—X2+\/§(1—X)

While the equations for this feedforward approach appear complicated on pa-
per, the approach is actually simple to implement in hardware. A microcontroller
or ASIC measures the input/output voltages and has pre-programmed values for
circuit parameters. It then simply performs a few calculations and commands the
switch on-times by way of the control voltages REFtyran. The actual turn-on and
turn-off events are executed with the dedicated high-speed circuitry and need not be
“controlled” per se. Finally, we emphasize once again that no current measurement
is required, neither high-frequency inductor current nor low-frequency input current.

Microcontroller code can be found in Appendix V.

Although the discussion above treats the proposed high voltage operating mode,
similar logic applies to the low voltage boost mode. The calculations for the boost

mode and buck mode also appear in Appendix F.

The waveform quality available with the above approach can be seen in Fig. 6-5
showing experimental waveforms from the prototype in Sec. 6.3 for 220 V rms input,

400V output, and 300 W power. Note in particular that the mode transition, often
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troublesome in multi-mode converters, is indiscernible. The converter achieved THD
below 10 % over the entire power range, with the majority of THD attributable to zero-
crossing distortion. Nothing prevents further refinements to the model (in particular
the assumption that the C, charging/discharing times after t.t4, are negligible)

from reducing THD further if desired.

2A /M\ ‘;" 1l
r'KI \\ . i ff‘ 1
0A h?r\‘- ,";‘? h; \
\";l /[ | \\' ’j
oAl N o/
400V F--—-—mmmmmmm oo 1_/914 _____
Vin
200V
ov

—10 0 10
time (ms)

Figure 6-5: Experimental operating waveforms for the proposed converter. The fil-
tered input current has high power quality (THD < 10 %), with no discernible distor-
tion from mode transitions. Zero-crossing distortion is the major source of THD, and
can be eliminated with more detailed modeling. Measurements at 220V rms input,
400V output, and 300 W power

6.3 Implementation Details

The PFC converter was implemented in a hardware prototype utilizing GaN FETs,
SiC diodes and advanced high frequency magnetics [110] (Table 6.1). The design oper-
ates with dynamic frequency variation in the 2-4 MHz range, approximately 10x that
of conventional PFC systems, with commensurate reductions in passive component
values.

In addition to the power stage components, the high speed control circuit compo-

nents used are also listed in Table 6.1. The control circuit for SB1 is straightforward
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Figure 6-6: Photograph of the prototype converter, including twice-line-frequency
energy buffer capacitor, power stage inductor, switching and control elements, and

input filter and rectifier.

Component

Part/Value

FET SA1,SB1
Diode SA2,SB2
Capacitor Coy
Inductor L

Core Material
Inductor Design
Diode Bridge
Comparators
Current Mirror BJTs
Ramp Reset FET
Gate Drive
Microcontroller

Navitas 6131

Wolfspeed/Cree C3D1P7060Q (2 each)
920 uF 450QXW220MEFC18X50
13.5 uH

Fair-Rite 67

Q = 620 at 3MHz ( [110], Ch. 2)
ZADGP406L-HF

ADCMP601

2SA1873

SNT4LVC1G06

“TinyLogic” NCTWZ16
PIC32MZ0512EFE064

Table 6.1: Part selection for the prototype. See Appendix T for more details.

of powers and at switching frequencies of 2-4 MHz, as predicted in Section 6.1. By

contrast, the conventional boost PFC would lose ZVS with hundreds of volts at turn-

on (for universal input). As such, the conventional solution would not be feasible

at these frequencies with available semiconductor devices and loss allowances; the

conventional boost solution is thus limited to lower frequencies and larger passive

values.

The switching frequency was also measured for the rising portion of the line cycle

(Fig. 6-8), showing that frequency variation is low for a particular power and reason-

able across powers. Experimental frequency measurements validate the model used
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to implement, since SB1 is ground referenced. For SA1, there are two options:

1. Use the circuit in Fig. 6-4 and reference the control circuit to the source (node

A) and v, to the drain Vj,. The REFzys and REFryr signals must be ob-
tained in an isolated way, but no high frequency signals have an isolator in their
path. This implementation is theoretically faster, but susceptible to noise as
the signal “ground” is referenced to a switching node. This approach is difficult

but feasible, and was used in [95].

. Reference the control circuit to ground and connect vy, to node A. In this case
the ZVS Detector is not watching for vy, to ring down, but rather to ring up — as
such, the polarity of the ZVS comparator should be reversed. Additionally, the
ZVS trigger signal REFzys must be modulated as Vj, changes (as opposed to
the ZVS trigger for SB1 which need not change). This implementation requires
isolation to bring the gate drive signal to the SA1 source voltage domain, thus
placing a delay in the high-frequency path. The advantage of the ground-
referenced controls is substantial, however, and we use this approach in this
prototype. For isolation purposes, we used the SI8610 digital isolator, with

stm10ns delay.

The inductor was implemented with a high-frequency structure (see [110] for de-

tails, as well as Chapter 2 in this thesis) using Fair-Rite 67, a magnetic material

appropriate to the frequency range [106]. The prototype thus served as a platform to

explore both the proposed topology and the magnetic structure in [110].

6.4 Experimental Results

Measured* efficiencies and input THD under varying load conditions show that the

prototype achieves a combination of high performance, high frequency and high power

quality (Fig. 6-7). The converter achieved ZVS across the line cycle for the full range

4Experiments were performed with Agilent 6813B as the ac source set to 220 Vs, with BK8522
as a resistive load. Efficiencies were obtained with two Instek GDM-8341 dual-measurement multi-
meters in this section, and with Yokogawa WT1800 for the four-switch prototype in the next section.
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Figure 6-7: Measured prototype performance, showing high efficiency and high power
quality. Experiments were performed at 220 Vrms input and 400 Vdc output main-
tained by low-bandwidth digital closed-loop control for a resistive load. Modest forced
convection was applied to the switches, though the devices used are primarily bottom-
side cooled.

in Appendix F, with the largest deviations at low power where model idealizations
break down. These idealizations can be corrected with a more detailed model, if nec-

essary.
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Figure 6-8: Instantaneous frequencies across the rising half of the line cycle, showing

reasonable frequency variation across voltage/power. Measured values agree well with
curves calculated from the model in Appendix F.

The prototype was not optimized for volume. The inductor size in particular was
driven by concerns related to the experimental nature of its structure and hence
difficulty/expense in prototyping. Nevertheless, thermal measurements (Fig. 6-7)
indicate that the inductor has very low loss and temperature rise (AT < 5°C); we infer
that the inductor volume could be greatly reduced without impacting thermal limits or
efficiency. The high frequencies, small passive component values (e.g. L =13.5pH),

and high efficiencies make it clear that the converter has potential for high density.

We also infer from Fig. 6-7 that the input diode bridge is a significant source of loss.
This may appear to be a disadvantage compared to now-popular “bridgeless” PFC
topologies; however, this loss can be largely mitigated by using active rectification [9].
Any apparent disadvantage should also be weighed judiciously against other factors;
for example, converters with a front-end bridge may take advantage of smaller emi
filter components on the rectified side (this becomes increasingly important with
reductions in the power stage volume). Finally, the added control flexibilty and
variety of accessible modes of the proposed converter allows the designer to meet a
variety of demands, including high frequency with ZVS, tolerable frequency range,

variable output voltage, etc.
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6.5 Prototype with Low Output Voltage

A second prototype was developed with SA2 and SB2 implemented as active FETS
instead of diodes. This prototype is capable of operating in the buck mode (with
the ability to leave SB2 on). SA2 could still be implemented as a diode (to save on
cost) but we implement it here as a FET to enable synchronous rectification and for
resonant symmetry.

This prototype is similar to the previous one, with some differences. The FETs
were implemented as Panasonic PGA26E07BA GaN devices with 56 m(2 of on-resistance.
The input bridge was replaced with active FETs (STL36N55M5), which may be con-
trolled as diodes or active devices for improved efficiency. See Appendices T, U, and V
for schematics, layout, and microcontroller code.

The converter was operated with V,,; = 200V instead of V,,; = 400V, which

provides a number of advantages at the system level:

1. Any output switches of the PFC and any input switches of the second stage

may take advantage of better-FOM, low-voltage devices

2. The volt-seconds applied to the inductor, for much of the cycle, will be sub-

stantially lower

3. The second stage transformation ratio will be greatly reduced, which is a great
advantage since physical transformers and power converters exhibit reduced

efficiency with large conversion ratios

4. Greater flexibilty is available regarding the voltage swing on the bus capacitor.

For this mode of operation, the converter passes through the following stages/-

modes:

1. Vip < Viue/2: Boost mode

2. Vour/2 < Vi < Viue: Modified boost mode
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3. Vin & Voue: Transition mode. This is nothing more than the modified boost
mode where, in computation, we assume Vj,, = V,,; and compute the on-times
accordingly. Calculations with V,, > V,,; in this mode otherwise yield complex
results. This mode may be carried out for V;,, > V,,; to a limited extent (i.e.

for margin before the buck mode is engaged).

4. Vo < Vi < 2V,: Buck mode

This prototype was also operated with a degree of synchronous rectification, as
shown in Fig. 6-9 with efficiencies, power factors, and THDs as shown in Fig. 6-12,
Fig. 6-13, and Fig. 6-14 respectively. The high-load efficiency of the converter is
improved compared to the previous prototype, largely owing to the lower-resistance
switches and synchronous rectification. The additional capacitance of more/larger
FETs (as opposed to smaller FETs and diodes) does cause a longer resonant period
each cycle, which tends to decrease light-load efficiency. Efficiencies for the lower
voltage inputs (e.g. those used in the US and Japan) are forthcoming in future

publications.

6.6 Conclusion

The proposed converter has been shown to be capable of achieving ZVS for any step-
up voltage conversion ratio and for a large step-down conversion range with effective
high frequency controls which require no current sensing, making it suitable for de-
veloping PFC converters operating at MHz frequencies. We validated the design ap-
proach and controls in a hardware prototype and demonstrated that the converter can
maintain high efficiency (~98%) MHz switching frequencies, allowing small-valued
passive components. We also show that a feedforward control approach can be used
to meet IEC/EN 61000-3-2 input harmonic requirements, and even more stringent
requirements for low THD.

In addition, the prototype highlights the potential offered by advanced magnetic

materials [106] and design [110] when operated at high frequency. Converter perfor-
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Figure 6-9: The technique of calculating on-times for the FETS is used here to achieve
synchronous rectification. While margin is given here to ensure that the FET behaves
as a diode, there is no danger of shoot-through even if a rectifying device stays on
with some negative current as the main device will not turn on until its own ZVS

condition is again achieved.
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Figure 6-10: Experimental waveform for the buck mode demonstrating the inductor
current and synchronous rectification.
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Figure 6-11: Experimental waveform for the boost mode demonstrating the inductor
current and synchronous rectification.
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Figure 6-12: Efficiency for the full four-active-switch implementation of the proposed
converter, operated with two different output voltages.
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Figure 6-13: Power factor for the full four-active-switch implementation of the pro-
posed converter, operated with two different output voltages.
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Figure 6-14: THD for the full four-active-switch implementation of the proposed
converter, operated with two different output voltages.

123



mance may be improved further with refinements to wide-bandgap switch technology,
which limits both the operating frequency and efficiency through Cpss and Rpg on.
Overall, we expect the opportunities enabled by this converter to improve the power

density of PFC stages and EMI filters for grid-interface power converters.
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Chapter 7

Conclusion

This thesis has presented a variety of contributions to high-frequency power conver-
sion. While all may be understood in the context of grid-interface power conversion,
their impacts extend beyond that context. High-frequency magnetics and sensing of
the type described may benefit designs from the sub-watt to the kW range. Like-
wise, GaN transistors cover a similar space and may suffer from dynamic Rgs ., and
C,ss loss across the entire range. The operation of the PFC may be profitably applied
to other converters dc-dc converters with wide operating ranges. The harmonic in-
jection technique, while seemingly particular to the grid-interface context, is a useful
way of thinking about buffering ac currents. Although implementation may need to
be different, high-frequency rectification (as opposed to grid rectification) may bene-
fit from similar thinking (e.g. in very high current applications where size and even

R.sr may be concerns).
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Appendix A

Low-loss inductor: Designing the
Distributed Gap Geometry to
Minimize Gap Fringing Loss

In this appendix, we show that setting the number of gaps N, equal to the number
of turns N aligns closely with the recommendation for minimizing gap fringing loss
from [26], where the pitch between gaps (p) should be less than four times the spacing
between the gap and the conductor (s), or p < 4s. We assume a large N so that
the center-to-center spacing between each turn (p,,) can be approximated as p,, =
ly/(N + 1) ~ l;/N, where [; is the window height. Setting N, = N also sets p = py,

so the vertical and horizontal window fill are then

P=—"~ (A.1) = =% (A.2)
t

ND,, D, Dy
p

where D, is the wire diameter and w is the window width (Fig. 2-1) Based on the

geometry, the spacing between the gap and the winding is

By combining (A.1)—(A.3), we get
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g - Fv(f]thh) (4-4)
Most combinations of F, and F} within the recommended ranges (Sections 2.2.4
and 2.2.5) satisfy the design criteria from [26], p < 4s. For example, for values in the
center of these ranges, F;, = 0.65 and F} = 0.50, p/s = 3.1 < 4. At the edge of these
ranges where F), is small and F}, is large, the p/s ratio surpasses the recommendation
of p/s < 4, with the worst case at p/s = 6, when F, = 0.50 and Fj, = 0.60. These
edge cases, however, still achieve roughly optimal designs. Therefore, setting Ny = N

yields designs for the proposed inductor that meet (or nearly meet) the design criterion

of [26] and thus, achieve roughly optimum Q.
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Appendix B

Low-loss inductor: First-Order
Derivation for Loss of the Active

Section

In this appendix, we quantitatively show to first-order that the loss of the active
section of the structure (everything within ;) decreases as the diameter increases. To

do this, we consider the equivalent resistance of the active section.

The winding resistance is

27r,

ly

27r,

Ay

Ry, = pN = pkwN2 (Bl)

where it is assumed that the available conduction area of a turn A, is proportional to
the area of the window with the proportionality constant 1/k,, i.e. A; = l;/(k,N),
and the radius of the winding path is approximated as the center post radius 7.
For the equivalent resistance of the core loss in the active section, we consider
only the center post core loss for simplicity, since the outer shell core loss is on the

same order. The core loss in the center post is given by

- LIy \* LIy \’
— 2 8 _ 1. 2 k o 2 pk
Poore = ke(lymre”) x B® = k(liwr.”) x (NWJ;CQ) ~ ke(lymr.”) x <N7Trc2> (B.2)
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where we approximate § = 2 (not uncommon for low frequencies; usually an under-
estimate at high frequencies). We may then express core loss through an equivalent

resistance,

L2
2 N
Reore = Poore/ T2, = 2kl N (B.3)

In an optimized design, core loss is approximately equal to winding loss. Equating

kcl2L2 Ya
N = (125 (B.4)

the resistances yields

pkym3r,

2nr, kwk. 1
Ry = Reore = pkuwNopt® L 2LA | pT—OC\/ - (B.5)

so that the total equivalent resistance of the active section is proportional to 4/1/r. .

Thus, the loss in this section decreases as diameter increases.
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Appendix C

Low-loss inductor: Prototype

Construction

Below, we provide fabrication details of the prototype inductor from Section 2.5.1
for those interested in prototyping processes. The construction method below is not
intended as a viable mass production process.

The prototype inductor was constructed modularly with the aid of custom 3D-
printed fixtures. The center post was constructed first (Fig. C-1a) with one of the end
caps. To control the quasi-distributed gaps, we stacked laser cut pieces of polyester
plastic shimstock with the appropriate thickness (0.114 mm) in between each layer of
core material. To center all of the layers of the centerpost, a 1 mm diameter hole was
drilled in the center of the discs and the center post shimstock pieces so they could be
assembled on a rod. Since the drilled holes were relatively small, we expect minimal
effect on the fields.

For the winding, 20 AWG solid core wire with Teflon fluorinated ethylene propy-
lene (FEP) insulation was wound around a 3D-printed fixture of the same diameter as
the center post (Fig. C-1b). The wire was chosen to have the appropriate insulation
thickness (0.229 mm from the conductor diameter to the outer diameter) to center it
in the window. Then, the winding was wrapped in a single layer of 0.079 mm thick
polypropylene tape (package sealing tape) to maintain its shape, removed from the

fixture and put on the center post.
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The outer shell, composed of three sections to allow for vertical windows (with
approximate widths of 1.5 mm), was constructed one section at a time. Each section
was stacked on a 3D-printed fixture, alternating between layers of core material and
laser cut shimstock (Fig. C-1c). The outer surface of each section was taped to hold
all the pieces together. Then, the sections were added to the center post structure
so that the two winding terminations could leave the structure through one of the
vertical windows in the shell.

Afterwards, the second end cap was added, and the rod was removed from the
centerpost. Finally, the entire circumference of the inductor was wrapped with a
single layer of package sealing tape to apply radial pressure, and a strip of package

sealing tape was wrapped vertically around the inductor to apply vertical pressure.

(a) Center post (b) Winding (c) Outer shell
section

Figure C-1: Construction of the prototype inductor using custom 3D-printed fixtures
(white).

132



Appendix D

Low-loss inductor: Measuring High

() (large-signal)

To measure the large-signal @ of the prototype inductors, we used the same resonant
measurement approach from [2] and [111] and added some modifications for measuring
high @. The original approach operates a series LC circuit at resonance so that the
ratio of the peak capacitor voltage to the peak input voltage can be approximated
as the @ of the inductor. When measuring a high @, though, several assumptions in
this approach no longer hold, leading to two modifications. Below, we discuss these
modifications and other considerations for high-Q) measurements at high frequency.
We also show the validation of this modified measurement approach with an air-core

inductor.

D.1 Use a capacitor divider to minimize probe loss

and loading

When measuring a high-@Q) inductor, we expect a high resonant capacitor voltage.
The probe loss and loading at this high-frequency, high-voltage node, however, can
significantly affect results. To get a more accurate measurement of the resonant

capacitor voltage, we replaced the capacitor in the original approach with a capacitor
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Figure D-1: Circuit for the resonant measurement approach to measure high @,
modified to include a capacitor divider to step down the measured output voltage.
The capacitor ESRs are also included.

divider having the same net impedance. The stepped-down voltage can then be

measured with minimal probe loss and loading (Fig. D-1).

D.2 Include capacitor ESR to accurately measure

high Q

For measuring high @, the approximation made in [2] and [111] that the equivalent
series resistances (ESRs) of the capacitors (R¢,, Rc,) are small compared to the
equivalent series resistance of the inductor (Rp) no longer holds, even with NPO,
porcelain, or mica capacitors. For example, to measure an inductor with ¢ = 1000,
using mica capacitors with @ = 4000 would still introduce a 25% loss error in the
measurement.

Since the capacitor ESRs are no longer negligible, we include them in deriving an
expression for the quality factor of the inductor ((r), using the measured input
voltage v;, and stepped-down voltage Une.s. From Fig. D-1, we can see that at

resonance, since the impedances of the inductor and capacitors cancel,

1
Re, + 5503
Rcl + R02 + Ry,

Vmeas,pk
Wn,pk

(D.1)

We also know that at resonance,
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(D.2)

From (D.1) and (D.2), the quality factor of the inductor as a function of Vj, ,x and

V;neas,pk 15

L
= (D3)
Vn::as J;k \/R wg C > ) RC RC.?

where Re, and Re, are the ESR values found on the datasheet for the capacitors.’

The non-negligible capacitor ESR loss was validated thermally. At around 3 MHz,
the highlighted mica capacitor in Fig. D-2 has an ESR of ~0.072, as extrapolated
from the datasheet. With 2.0 A of current and a thermal resistance of 95 °C/W for the
closest standard package size (2010) [112], we expect the capacitor to have a ~13°C
temperature rise, which agrees with the thermal image. This agreement confirms that
the capacitor ESR loss can be predicted, and thus, corrected for when measuring the

@ of the inductor.

Figure D-2: Thermal image showing a mica capacitor (black box) with a ~13°C
temperature rise due to its ESR loss, in accordance with calculations.

'In cases where the capacitors are physically composed of multiple capacitors in parallel, the ESRs
Rec, and Re, can each be approximated as the equivalent parallel resistance for the corresponding
ESRs. ' and (5 can also be approximated as the equivalent parallel capacitance of the capacitors
comprising it.

135



D.3 Minimize dielectric loss through careful board

layout

For measuring a high-@) inductor, the node between the inductor and the capacitor
divider sees a high voltage at HF. Therefore, in a layout where the return path runs
directly under this high voltage node, the resulting parasitic capacitor can have non-
negligible dielectric loss. We can mathematically show this by modeling the dielectric

loss as the ESR loss of the parasitic capacitor. The dielectric loss is

1
Poss = §V2wC tand (D.4)

where V is the peak voltage at the node, w is the measurement frequency, C' is the
parasitic capacitance, and tan ¢ is the dielectric loss tangent of the board material.

As seen from (D.4), nodes with high voltages (~1000V) can have substantial di-
electric loss, especially when their parasitic capacitance and the dielectric loss tangent
of the board are relatively large. For example, for measuring the @ of the example
inductor (Fig. 2-11), the high voltage node expects ~600V at 3 MHz. If the node has
an area of 1cm? on a standard 1.6 mm-thick FR-4 board (tan § = 0.02), the dielectric
loss at this node is then 160 mW, which is about 20 % of the inductor loss.

To minimize the dielectric loss; the capacitance at the high voltage node should
be minimized by using a small node area and thick board. Board material with a

lower dielectric loss tangent than FR-4, e.g. Rogers 4350B, can also be considered.

D.4 Resonant measurement approach validated us-

ing an air-core inductor

We validated the large-signal measurement approach described above with small-
signal () measurements of an air-core inductor. Since an air-core inductor has no
nonlinear core loss, its small-signal and large-signal quality factors are the same. Using

the equivalent series resistance of an air-core inductor measured at 3 MHz (with an
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Agilent 4395A Impedance Analyzer and a custom resonant fixture), the small-signal
quality factor of the inductor was calculated to be @ = 540 at this frequency. Using
the large-signal resonant measurement approach, the same air-core inductor had a
measured quality factor of () = 500 at 3MHz and 2 A (peak) of ac current, which
validates this approach for measuring large-signal @ in this range. For even higher
@ (>1000), sources of error have a greater impact on measurements, which makes
it more difficult to accurately measure (). The validation of the air-core inductor at
2 = 500, however, indicates that it is possible to accurately measure even higher @

using this measurement approach.
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Appendix E

GalN Measurement

Implementation Details

The final component design and selection for the GaN characterization system are
summarized in Table E.1. The choice of resonant components is particular to 3 MHz
operation. The filter and IC component selection is not strongly a function of oper-
ating conditions; these components are found on the “main board” which is used in

common across multiple devices and operating points.

Design of Resonant Components: In this approach, passive component design

and selection are crucial to obtain high precision dynamic R,, measurements.

The resonant components L, and C, in Fig. 5-1 form a resonant tank. The com-

ponent values must be chosen to satisfy a variety of constraints, including providing

Resonant Inductor Resonant Capacitor
L, 25pH G, 500 pF
Turn Diam.  0.25in  C, Type CoG 1kV
Turn Spacing 0.30in

Turns 5

L, Diam. 4.53in Important 1Cs

L, Length 2.45in  Comparator ADCMP601
Q 680 DAC LTC2602

Table E.1: Implementation details for the experimental setup for 3 MHz operation
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red pulse voltage peak and duration (or, equivalently, resonant frequency). They
must also be chosen or designed such that the required current to generate the volt-
age pulse does not violate switch ratings but provides sufficient conduction loss to
make Py, the majority of the loss. An additional constraint is ensuring that C, is

large enough to be the dominant capacitance at the switch node (i.e. Cr » Coss).

While the resonant component values influence the above metrics, the inductor
quality factor @ (i.e. the specifics of its design) matters as well.! Inductor loss as
a fraction of total loss depends both on the required current (determined by the
L., C, values) and the inductor’s equivalent resistance (determined by its ). The
achievable quality factor is itself a function (albeit not analytically defined) of the

inductor value, and this coupling makes optimization difficult.

To aid in design, we wrote a program to check various L, and C, pairs (for
given inductor quality factor) and to highlight those combinations that satisty all the
constraints. The program output is a color map in the L., C, plane, with acceptable
and unacceptable regions (e.g. Fig. E-1). A generalized control-flow diagram of the

program is provided in Fig. E-2.

For a given L, and C,, we calculate the required on-time and input voltage to
achieve the desired pulse voltage and overall frequency. To achieve the correct overall

period, the on-time is chosen to be

2
tonzz(T_z)+¢(z_T) 18 ©1)
2 Wy Wy wr

With ¢,, determined, the dc input voltage required to generate the desired Vj is

Vi — — 0k

T T tomonr
1+_9ﬂ2&£

(E.2)

We then analytically compute the inductor and switch rms currents. The rms

!The resonant capacitor quality factor Q¢ may be important in principle; nevertheless, low-loss
NPO/COG ceramic, porcelain, and mica capacitors in the 500-5000 pF range are readily available
with quality factors above 1000.
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inductor current is found to be

V2E2,  V2e
Ilyfrms — \/ mton + m-on (EB)

12TL, 16 L2
The rms switch current is also found to be

Fowrme = | i (5.4)

We then estimate the losses in the FET based on a hypothesis of its dynamic R,,,
and the losses in the inductor based on a hypothesis of its (Q; these hypotheses are
subject to error, so the results of the program are understood to be estimates only.
Nevertheless, although R,, is not known exactly and the achievable @ may not be
known a priori, multiple plots can be generated for several values of R,, and @ to

explore the design space.

The color regions are mapped as:

» Green — Acceptable - Passes all constraints

* Red — Device is expected to overheat

e Blue — switch loss Py, does not represent the majority of total loss

» Purple — Intersection of Red and Blue case (i.e. device overheats and P,,, not

majority of loss)

For a given device and frequency, an (L,, C,) point is chosen from the acceptable
region, sufficiently far from any failure region as the region boundaries are calculated
with a hypothesis for dynamic R,,. Nevertheless, L, and C, can be tuned afterwards
to account for assumption errors.

After the L, and C, values are chosen for a given assumption about the inductor
quality factor, it is important that L, be implemented to achieve at least that quality
factor. Since the inductor losses are likely to be substantial, it is also important that

its quality factor be well characterized so its losses can be accurately accounted for.
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0.5 1.0 1.5 2.0 2.5
Lr [uH]

Figure E-1: Example program output categorizing L., C, space into regions of varying
acceptability. Green areas correspond to L, and C, pairs that satisfy all constraints.
Other regions are color-coded by failure type. Simulation was done assuming an
inductor @ of 600 and an operating frequency of 1 MHz.

To achieve these features, The resonant inductor is implemented as a large air-
core solenoid (Fig. 5-4) for two reasons. First, air-core solenoids for the 1-10 MHz
frequency range can achieve quality factors well above 500. Second, air-core induc-
tors have linear resistance and accurate resistance measurements with an impedance
analyzer can be appropriately extrapolated to large-signal conditions.

The design of high-Q air-core solenoids is well understood [113,114]. A design
obtained analytically (e.g. in [114]) can be verified with FEA tools or with available
calculators which take into account a number of empirically-determined relationships
for air-core solenoids (e.g. [115]). Using this approach, we obtained an inductor with

() = 680 at 3MHz.

142



Check an(othér}lo
(L,C,) combination?

l yes

S
All constraints passed?

Figure E-2: Flowchart of the program for obtaining a rough estimate of L,.,C, values.
Several inductor ) can be considered, giving the designer a sense of how feasible the
inductor implementation stage will be.

143



144



Appendix F

PFC Converter Analysis for

Feedforward Control

One critical feature of the proposed converter is that the inductor current always
returns to zero. From this point, based on constant circuit parameters and the in-
stantaneous input and output voltages, the entire circuit behavior is predictable. The
switch on-times can be computed to produce a desired inductor current waveform
without actually sensing the inductor current. Indeed,the circuit need not even sense
the converter input current for power factor correction, as even the average converter
input current I..n, is calculable from an appropriately accurate model. This totally
feed-forward approach avoids the need for current sensing altogether.

The remainder of this section outlines how to model the converter for this purpose.
The end goal of the model is to compute the required switch on-times as functions of
only constant circuit parameters and measureables the controller will already have.

The results will be ¢, ,, and ¢, ., as functions of

» the values of the inductor L, parasitic capacitors C,, and input capacitor Ciy,,

» the measured input voltage V;,, output voltage V., line frequency wyne and

line rms voltage V,,,, and

+ the desired values of i, and I;,, (I;, is varied over the line cycle for input current

shaping, and varied in magnitude more slowly as part of the output voltage
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feedback loop).

We remind the reader that capital symbols denote constants or averages across a
switching cycle and lower-case symbols denote truly instantaneous values or those
that only have meaning within a switching cycle. For compact notation, we also use
X = Vin/Vour, w1 = 1/ \/_L—C’_,; for the LC resonant frequency and wy = 1/ \/m for
the CLC resonant frequency.

F.1 Low Voltage Mode

We analyze the low-voltage mode in accordance with Fig. 6-2, assuming that i; is
sufficient to charge C, in negligible time after SB1 turns off. We wish to derive a
model to relate the average input current [, to the on-time of SB1. To do this, we
first recognize that the input current I, is not equal to the converter input current
Icony, but rather is the sum of I, and current into the input capacitance /. For
simplicity, we model the input capacitance as a lumped linear sum of any EMI filter
capacitor values. Using this simplified model, we compute the required /., in terms

of the desired [;,, and the I drawn by the input capacitance.

[conv = L;n - [C

dv,
¢ dt
= Im - Cinwline\/é‘/rms COS(Ldlmet) (Fl)

We can replace wynet = sin™! (—\—ﬁ%ﬂ—) to make the above equation a function of

instantaneous measurables instead,

V 2
Iconv = Iin - Cinwline\/—é‘/rms 1—- ( . )

\/EV;"ms
= Iin — Cinwline 2‘/;277,5 - ‘/137, (FZ)

Next, we must express I, as a function of the control input tpo,. To do this,

we first compute the current at turn-on iy, and the most negative inductor current
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during resonance i,,;,. During resonance:

vp = (Vou — Vin) cos(wit) +V; (F.3)
. . dvp .
ip=1ic, = C'pd—t = —Cp(Vour — Vip)ws sin(wyt) (F.4)

The minimum inductor current is easily computed,
imm = _prl(v;ut - V; ) (F5)

The current at turn-on is related to the time ¢, from the beginning of resonance until

the time that node B reaches zero volts and SB1 turns on, to = wil cos™! (%)

| _ B —Vin
io = —Chw1 (Vo — Vi) sin (cos 1 (m))
—Cpwn Vo V1 — 2X "

I

By making a piecewise-linear approximation for the inductor current, we compute

the average converter input current as:

i e 1 Vint ‘
Iconv ~ 11 tmin _ 5 (io + an,on + me) (F7)

Plugging in for I.,, 70, and 4,,;, and rearranging, we get

L
tb,on = 2%; Im

VIG5 (1-X + VI—2X)

V. 2
+ QLCinwline 2 ( ‘T/ms) -1 (FS)

where the T depends on whether the input voltage is rising (—) or falling (+). Note

147



that this expression is easily interpreted: the first term is equivalent to the popular
constant-on-time control used in true Boundary Conduction Mode; the second term
corrects for the resonant transition time (significant at high frequency); the third

term accounts for the effect of input capacitance.

F.2 Medium Voltage (Modified Boost) Mode

The model for the high voltage mode proceeds in a similar fashion. We take the input
capacitance into account in the same way. We need only compute the relationship
between the switch on-times and our design targets, I.on, and io. The average input

current during the HV mode is given by:

1|1, 1. .
Iconv = m —lltes + —(Zl + ZZ)tdir
T2 2
i2 i2 i2
— 1 Viln B Vout“szn + Voutivin
= 2 T;_.lm + i1—12 4 _1.2_ + tT‘QiZ

VOUt“/in Vout L
_ i (ir/in)* — X
2 /ig — (X)* + DX (1 — X)

(F.9)

where D = teoVour/Lis and treeo = %372 = 74/ LC,/2, recalling that we use C,/2

because there are two such capacitors in series in the CLC case. The above equation

reduces to a quadratic in i, /i, which is easily solved,

ir= Loomo+ (F.10)

\/ 12,0+ 13X — 2Uoonyin X2 + 2 0n,ia DX (1 — X)

Having set i, to maximize efficiency and ¢; to achieve the correct average converter
input current, we only need to specify the on-times of the switches. To do this, we
must understand when the switches turn on (equivalently, when the switch voltages

reach zero). Switch SA1 will turn on first, with the inductor current equal to i,g after
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a time f,.qq
1
tres = —cos ' (1 —2X) (F.11)
)

1
Gq0 = ——Q—C'Voutwg sin (cos™ ' (1 — 2X))

= —Lpa Vout‘/in 7 FlQ)
P in

Once SA1 turns on, the equivalent circuit changes from an undriven CLC resonant
circuit to an LC resonant circuit with a low impedance input V;,,. Taking ¢,.s as an

initial condition, we may use an energy argument to calculate 2;g:

1 1 1 1
50,, [Vin = (Vour = Vin)]* + §Liio = ECPV;% + §Li§0 (F.13)

C
(‘/m - ‘/out + V;,n)2 - EP’V;% + i?lo

o =

Vour (1 = X) (F.14)

I
<
IR

Finally, we may estimate At = tyy — too by assuming the parasitic capacitance is

discharged by an average current %(iao +ip) from its initial voltage Vo — Vip to zero.

At = (V:)ut - %n)cp/ <Zio——2i?io')

_ 220G, (1= X) (F.15)

X —(X)’++v2(1-X)

Now, the on-time for SB1 is simply based on a linear inductor current ramp from

1p0 tO 21,

] Vout S (1 - X)
tpom = e + [— YV L (F.16)
‘/i in

And finally, the on-time for SA1 is simply equal to the on-time for SB1, plus the
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direct delivery time, plus At.

’il - ig
ta on = t on Lo
Y b - ‘/out - V;
2,/2LC, (1 - X)

+
VX — (X)) +v2(1-X)

F.3 Buck Mode

(F.17)

The analysis for the buck mode proceeds in identical fashion. The time t; from the

moment SB2 turns off until the time ZVS is achieved on SA1, and the inductor current

at that moment iy, are given by:

1 V
t - —1 1 _ m
0= = Cos ( Vw>

ig = —CVpuwsin (cos‘1 (1 - sf/m >) = —CVouwA/X (2 — X)

out

The input current to the converter is then given by

111, .
Ico’rw = T {é‘ (Zl + ZO) tbuck]

which, when worked, yields a formula for the desired peak current i;:

2Iconvt()‘/;)ut (X B 1)
L

i1 = Lom X + \/Ing2 = 2l compio + i3 +

This equation at yields the necessary on-time for switch SA1:

(iy — o)L

t =
“ V;n_vout

(F.18)

(F.19)

(F.20)

(F.21)

(F.22)

If synchronous rectification is desired, the on-time for SA2 is also easily calculated.

Since there is substantial current at the moment SA1 turns off, we assume that ZVS
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is detected on SA2 after negligible time. The time SA2 must remain on is therefore:

i1 L
Vout

ter = (F.23)

Since switches do not turn on until ZVS is achieved, there is no risk of shoot-
through even if SA2 remains on too long due (e.g. due to nonlinearity in parameters
or other mis-calculations). At worst, mis-commands of this sort slightly alter the

average input current.
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Appendix G

Harmonic injection: calculation

method

To calculate the energy storage associated with any particular harmonic combination,
we calculate how the stored energy changes over a cycle. The maximum minus the
minimum energy gives the required energy storage in a cycle, Egore = Epeak — Etrough-

This computation is performed numerically in the following manner:

1. Specify the conditions of the test, including input voltage Vi, rms, net power P
(which is equivalent to selecting Iy ), and the values of I, ;s for harmonics

n > 1.

N
2. Compute half-cycle input current waveform through i;,(t) = >, I, sin(wt) where
n=1

N is the highest order harmonic one wishes to consider.
3. Compute half-cycle input power waveform through p(t) = i;,(t) x v, (2)

4. Integrate the difference between the input power and the output power E(t) =
FS/Q [p(t) — Pout] dt, where Poyy = I yms X Vinrms = {Pin) is a constant and the in-
tggration may be performed numerically using e.g. cumtrapz in MATLAB/Oc-
tave. The energy storage requirement is the difference max(E)—min(E) and is

normalized against the PF = 1 case.
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N
5. Power factor is computed for each case with PF = Iy pms/4 | 2 12 16
n=1

This procedure is repeated by varying the test conditions (power level, harmonic
content) within the specifications of the product class in question. For example, in
Fig. 4-14, the third harmonic maximum is hard-coded based on Class C specifica-
tions, a vector of values for I3 s is generated up to the hard-coded maximum, and
the procedure above is followed for each values of the I5,,,s vector. In most cases,
harmonic content is swept. In some cases like Fig. 4-9, power is swept and the maxi-
mum allowable harmonic content must be computed in Step 1 for each power point.
The above procedure is easily replicated across multiple variables to produce plots

like Fig. 4-12.
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Appendix H

Harmonic injection: control

overview

There are a variety of control techniques that may be used to achieve the types of input
currents discussed in Chapter 4, several of which are discussed in the references. The
technique used here is a blended approach which uses feedforward to shape the input
current waveform over the line cycle with a slower outer voltage feedback loop to set
the output voltage (i.e. to control power). The feedforward line current shaping takes
as inputs the desired harmonic rms currents as fractions of the fundamental, which
itself is set by the slow outer voltage feedback loop. This approach is discussed in full
in [74] and is not the main emphasis of this work. Nevertheless, we briefly outline the
approach below.

We begin by observing that the average (over a switching cycle) line input current
I;,, is not equal to the converter input current I.,,,, but rather is the sum of I,,,, and

current into any input capacitance I (e.g. in the EMI filter). Mathematically,

[conv = Im - [C

= Im - Cinwline\@‘/rms Cos(wlinet)

V 2
= Iin — CiniineV2Vimsp | 1 — -
’ (fzvm>
= Ii - Cinwline 2V2 - ‘/131 (Hl)

™ ms
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where we have replaced wpet = sin™* (V—%ﬁ:‘z) to make the above equation a function
of instantaneous measurables. If we can further express the converter input current
Ieony in terms of control inputs, then we can implement feedforward control based
on directly measurable quantities. I;;, can be set to be any desired waveform, e.g. a
fundamental sinusoid with harmonics.

The converter input current Ioon,(ton) is derived in [74] and solved to yield the

control variable t,, as a function of the desired net input current I;,:

+ IG5 (1- X +VI—2X)

V. 2
+ QLmeline 2 ( {}ms) -1 (HQ)

where the T depends on whether the input voltage is rising (—) or falling (+), Cp

represents the parasitic capacitance at the switching node, and X = V;,,/V,;. We
interpret the first term as a constant on-time (for PF = 1, i.e. I;,ocV},) which is often
used in Boundary Conduction Mode boost converters; the second term corrects for
the resonant transition time (significant at high frequency); the third term accounts
for the effect of input capacitance.

In this instance, we may set L, = V211 pms Sin(wt) + V213 pms sin(3wt) + ... and

replace wypet = sin !

(—\7%;—:”—) as before, noting that sin(n x sin™'(z)) can be ex-
pressed as polynomials of z, e.g. sin(3 x sin"!(x)) = 3z — 42 (such expressions are
exact, not series approximations).

Thus, the control input t,, is continuously updated based on instantaneous mea-

surements of input voltage and output voltage alone and can be made to conform

with any desired waveform of the type discussed here.
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Appendix 1

Low-loss inductor: Simulation

Details

This section includes complete simulation details for relevant tables and plots from
Chapter 2. All simulations were done in ANSYS Maxwell 2D Design, Versions 18.2
and 19.2. The windings for all simulations used the default ANSYS model for copper
(e, = 1, pr = 0.999991, 0 = 5.8 x 1077 S/m). For the simulations discussed in this
appendix, all inductors were simulated at 3 MHz and 2 A (peak, ac).

For simulations that used Fair-Rite 67 material (p, = 40), the following Steinmetz
parameters were used to model core loss at 3MHz: k., = 0.034, o = 1.18, and § = 2.24
(P, in mW/cm?®, f in MHz, B in mT).

I.1 Simulation and Geometry Details for Fig. 2-2

The example simulations for single-sided and double-sided conduction in Fig 2-2 were
close-up views of the middle three turns of a winding on a rod-core inductor. Both
simulations used the same inductor geometry with the winding vertically centered
on the rod core (Table I.1) but with different core permeabilities. The single-sided
conduction simulation had a high permeability of x, = 1000 for a lower H field on the
inner side of the winding compared to the outer side. The double-sided conduction

simulation had a low permeability of p, = 10 for balanced H fields on the inner and
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outer sides of the winding.

Rod Core Radius 1.5mm
Rod Core Height 7.35 mm
Number of Turns 13
Winding Radius (to center of conductor) 1.84 mm
Wire Diameter 0.32 mm
Turn Spacing (center-to-center) 0.4mm

Table I.1: Geometry of the simulated rod-core inductors in Fig. 2-2

1.2 Simulation and Geometry Details for Fig. 2-4

The simulated proposed inductor in Fig. 2-4 is the same as the example 16.6 pH design
in Chapter 2; the geometry of this inductor is listed in Table 2.2. The simulated
solenoid had roughly the same total height and radius as the simulated proposed

inductor (Table 1.2).

Solenoid Radius (to center of conductor)  13.45 mm
Solenoid Height (conductor edge-to-edge) 26 mm

Number of Turns 13
Wire Diameter 0.8 mm
Turn Spacing (center-to-center) 2.1 mm

Table 1.2: Geometry of the simulated solenoid in Fig. 2-4

1.3 Simulation and Geometry Details for Fig. 2-5

In Fig. 2-5, a range of vertical window fills F;, was simulated for three different
core geometries with the same volume (14.4cm?®) but different window heights I, =
{14.3 mm, 18.3 mm, 22.3 mm}. Table 1.3 lists dimensions for the three core geometries,
and Table 1.4 lists the winding diameters used to achieve the desired range of vertical
window fills for each window height. The inductors all had the same inductance of

16.1 uH and used Fair-Rite 67 for the core material.
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Window Height () 14.3mm 18.3 mm 22.3mm

Total Diameter (2r) 26.298 mm 26.298 mm 26.298 mm
Centerpost Radius (r.) 6.106 mm 6.106 mm 6.106 mm
Window Width (w) 6.0 mm 6.0 mm 6.0 mm

Total Height (h;) 26.3 mm 26.303 mm 26.311 mm
End Cap Height (h) 6.0 mm 4.0mm 2.0mm
Total Core Length ({.) 13.832 mm 18.004 mm 22.246 mm
Total Gap Length (I,) 0.468 mm 0.299 mm 0.065 mm

Number of Turns (N) 13 13 13

Number of Gaps (V) 13 13 13

Table 1.3: Core geometry for the simulations in Fig. 2-5 at different window heights

le

Vertical Fill (F,)

Wire Diameter (

D,,) Wire Diameter (D,,)

Wire Diameter (D)

for [; = 14.3mm for [; = 18.3mm for [; = 22.3mm
0.3 0.33 mm 0.40 mm 0.53 mm
0.4 0.44 mm 0.55 mm 0.70 mm
0.5 0.95 mm 0.70 mm 0.87 mm
0.6 0.66 mm 0.85 mmn 1.04 mm
0.7 0.77 mm 1.00 mm 1.21 mm
0.8 0.88 mm 1.15mm 1.38 mm
0.9 0.99 mm 1.30 mm 1.55 mm

Table 1.4: Wire diameters for a range of vertical window fills at different

window heights

I.4 Simulation and Geometry Details for Fig. 2-7

In Fig. 2-7, a range of horizontal window fills F}, was simulated for five different

core geometries with the same volume (14.4 cm®) but different window widths w =

{1.00 mm, 1.50 mm, 1.75 mm, 2.00 mm, 3.17mm}. Each core geometry had the same

number of turns (N = 13) but different winding diameters D,, = {0.7 mm, 0.9 mm, 1.1 mm}

to achieve different vertical window fills F, = {50%, 64%, 78%}, respectively. The

inductors all had the same inductance of 16.5 pH and used Fair-Rite 67 for the core

material. Table 1.5 lists dimensions for the five core geometries, and Table 1.6 pro-

vides the achieved F}, for each combination of winding diameter and window width.
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Window Width (w) 1.00 mm 1.50 mm 1.75 mm 2.00 mm 3.17mm

Total Diameter (2r;) 26.3 mm 26.3 mm 26.3 mm 26.3 mm 26.3 mm
Centerpost Radius (r.) 9.5mm 9.19mm 9.03 mm 8.875 mm 8.11 mm

Total Height (h¢) 26.311 mm 26.307 mm 26.312mm 26.303 mm 26.31 mm
End Cap Height (h) 4.0mm 4.0mm 4.0 mm 4.0mm 4.0mm
Total Core Length (I.) 16.842 mm 16.968 mm 17.038 mm 17.094 mm 17.374 mm
Total Gap Length (I4) 1.469 mm 1.339 mm 1.274 mm 1.209 mm 0.936 mm

Number of Turns (N) 13 13 13 13 13

Number of Gaps (N,) 13 13 13 13 13

Table 1.5: Core geometry for the simulations in Fig. 2-7 at different window widths

D,=07mm D,=09mm D, =11mm

(F, =50%) (F, =64%) (F, = 78%)
w = 1.00 mm Fh=22% Fh=28% Fh:35%
w = 1.50 mm Fh = 35% Fh = 45% Fh = 44%
w = 1.75mm Fh=40% Fh=51% Fh=55%
w = 2.00mm Fy, =47% Fr, = 60% Fy, = 63%
w = 3.17mm F, =70% F, = 90% Fy, = 73%

Table 1.6: Combinations of wire diameters D,, and window widths w to achieve a
range of horizontal window fills F}, at different vertical window fills F,

I.5 Simulation and Geometry Details for Fig. 2-8

In Fig. 2-8, inductors with a range of different height-to-diameter aspect ratios (h/D)

were simulated at three different volumes (7 cm?, 14 cm?®, 28 cm®). For each inductor,

all geometric parameters, except for the aspect ratio, were designed using the guide-

lines from Section 2.2. The inductors had the same inductance (16.6 pH) and used

Fair-Rite 56 for the core material. Tables 1.7, 1.8, and 1.9 list geometry details for

the simulated inductors with different aspect ratios at volumes of 7cm3, 14 cm?, and

28 cm?, respectively.
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Aspect Ratio (h/D) 0.33 0.67 1.0

Total Diameter (2r;) 29.902 mm 23.734 mm 20.734 mm
Centerpost Radius (r.) 10.658 mm 8.401 mm 7.303 mm
Window Width (w) 0.663 mm 0.882 mm 1.098 mm

Total Height (hy) 9.989 mm 15.821 mm 20.73 mm
End Cap Height (h) 2.5mm 3.5 mm 3.5mm
Total Core Length (I.) 4.17 mm 7.813 mm 12.56 mm
Total Gap Length (I,) 0.819 mm 1.008 mm 1.17 mm

Number of Turns (N) 9 12 15

Number of Gaps (Ny) 9 12 15

Wire Diameter (D) 0.331 mm 0.442 mm 0.55 mm

Aspect Ratio (h/D) 1.33 2.0 4.0

Total Diameter (2r;) 18.838 mm 16.456 mm 13.061 mm
Centerpost Radius (r.) 6.675 mm 5.787 mm 4.508 mm
Window Width (w) 1.208 mm 1.413 mm 1.752mm

Total Height (hy) 25.096 mm 32.885 mm 52.211 mm
End Cap Height (h) 3.5mm 3.5mm 3.5mm
Total Core Length (1) 16.53 mm 24.081 mm 43.072mm
Total Gap Length ({,) 1.566 mm 1.804 mm 2.139mm

Number of Turns (N) 18 22 31

Number of Gaps (N,) 18 22 31

Wire Diameter (D,,) 0.604 mm 0.706 mm 0.876 mm

Table I.7: Geometries for simulated inductors with different aspect ratios at a volume
of 7cm3 from Fig. 2-8
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Aspect Ratio (h/D) 0.33 0.67 1.0

Total Diameter (2r) 37.942mm 30.114 mm 26.3mm
Centerpost Radius (r¢) 13.626 mm 10.815mm 9.475 mm
Window Width (w) 0.697 mm 1.207 mm 1.465 mm

Total Height (hy) 12.671 mm 20.081 mm 26.303 mm
End Cap Height (h) 4.0mm 4.0mm 4.0 mm
Total Core Length (I.) 3.447 mm 10.257 mm 16.128 mm
Total Gap Length ({;) 1.224 mm 1.824 mm 2.175 mm

Number of Turns (V) 8 12 15

Number of Gaps (Ng) 8 12 15

Wire Diameter (D) 0.348 mm 0.604 mm 0.732 mm

Aspect Ratio (h/D) 1.33 2.0 4.0

Total Diameter (2r¢) 23.902mm 20.88 mm 16.572 mm
Centerpost Radius (rc) 8.536 mm 7.473 mm 5.784 mm
Window Width (w) 1.685 mm 1.929 mm 2.412 mm

Total Height (h¢) 31.855mm 41.719 mm 66.238 mm
End Cap Height (h) 4.0mm 4.0 mm 4.0mm
Total Core Length (I.) 21.492 mm 30.8 mm 54.99 mm
Total Gap Length (Iy) 2.363 mm 2.919mm 3.248 mm

Number of Turns (N) 17 21 29

Number of Gaps (Ny) 17 21 29

Wire Diameter (D) 0.842mm 0.964 mm 1.206 mm

Table 1.8: Geometries for simulated inductors with different aspect ratios at a volume
of 14 cm? from Fig. 2-8
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Aspect Ratio (h/D) 0.33 0.67 1.0

Total Diameter (2r;) 47.468 mm 37.674 mm 32.912 mm
Centerpost Radius (r.) 16.946 mm 13.392 mm 11.778 mm
Window Width (w) 1.323mm 1.758 mm 2.05 mm

Total Height (h¢) 15.84 mm 25.1mm 32.882 mm
End Cap Height (h) 3.5mm 4.5 mm 4.5 mm
Total Core Length (I.) 6.984 mm 13.68 mm 20.76 mm
Total Gap Length (lg) 1.856 mm 2.42mm 3.122mm

Number of Turns (N) 8 11 14

Number of Gaps (IVy) 8 11 14

Wire Diameter (D,,) 0.662 mm 0.879 mm 1.024 mm

Aspect Ratio (h/D) 1.33 2.0 4.0

Total Diameter (2r) 29.902 mm 26.122 mm 20.734 mm
Centerpost Radius (r.) 10.342mm 9.081 mm 6.789 mm
Window Width (w) 2.47 mm 2.731 mm 3.412mm

Total Height (hy) 39.835 mm 52.207 mm 82.874 mm
End Cap Height (h) 4.5mm 4.5mm 4.5 mm
Total Core Length (l) 28.24 mm 39.92mm 70.416 mm
Total Gap Length (lg) 2.595 mm 3.287 mm 2.458 mm

Number of Turns (N) 15 19 26

Number of Gaps (Ng) 15 19 26

Wire Diameter (D,,) 1.234 mm 1.366 mm 1.706 mm

Table 1.9: Geometries for simulated inductors with different aspect ratios at a volume

of 28 cm? from Fig. 2-8
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U WwN e

close all;
clear all;
glig

modnum = 2; %Roughly, the size of data points te be included in output CSV. Larger number yields
coarser data

P = 20; %0utput power; convenient to assign a value, but irrelevant as all results are ratiometric
Vinrms = 220; %Input voltage, expressed in rms

f = 50; %Input frequency, Hz

w = 2*pi*f; %Input freguency, rad/sec

T 1/f; %Line period, sec

%Class C low power case

Ilrms = P/Vinrms; %Fundamental current, in Arms

limit3rms = 0.86 * Ilrms; %Limit to 3rd harmonic in EN61000-3-2 for Class C sub 25 watt

limit5rms = 0.61 * Ilrms; %Limit to 5th harmonic

limit7rms = Ilrms; %No limit for 7th harmonic; code will only consider values up to I7rms = Ilrms
limit9rms = Ilrms; %Same for 9th

limitlirms =Ilrms; %Same for 11th

dt = 10°-5; %Time step for time-domain calculations

t = 0:dt:T/2; %Time vector based on time step. Symmetry ensures that only up to T/2 must be considered
percent = [1:1:100]/100; %Code will cycle through this vector to compute various outputs for a given
percentage of included harmonic current

135 = zeros(length(percent),length(t)); %Matrix to contain time-domain current with 3rd and 5th
harmonics included at various percentages

p35 = zeros(length(percent),length(t)); %Matrix of time-domain powers

buffer35 = zeros(1,length(percent)); %Vector of energy buffering required for certain percentages of
3rd and 5th harmonics

pf35 = zeros(1,length(percent)); %Vector of power factors

i3 = zeros(length(percent),length(t)); %Matrix of time-domain currents with only 3rd harmonic included
at various percentages

p3 = zeros(length(percent),length(t)); %Matrix of powers

pf3 = zeros(1,length(percent)); %sVector of power factors

inobuffer = P./(sqrt(2)*Vinrms*sin(w*t)); %Current that would result in no buffer, for comparison
pnobuffer = P * ones(1,length(t)); %Power that would result in no buffer, for comparison

%For any percentage harmonic inclusion, figure out the energy buffering, power factor

for n 1:1length(percent)

I3rms = percent(n) * limit3rms;
I5rms = percent(n) * limit5rms;
I7rms = percent(n) * limit7rms;
I9rms = percent(n) * limit9rms;

%sConstruct the time-domain current, and then compute instantaneous power
135(n,:) = sqrt(2)*Ilrms*sin(w*t) + sqrt(2)*I3rms*sin(3*wrt) + sqrt(2)*I5rms*sin(5*wxt);
p35(n,:) = i35(n,:) .* sqrt(2) .* Vinrms .* sin(w*t);

%Compute energy storage. Note that it is important to do the full integral in g35,
% as minor deviations up and down in stored energy may not contribute to the

% peak-to-peak energy storage requirement

35 = cumtrapz(pnobuffer-p35(n,:)); %Integral of power

buffer35(n) = max(g35) - min(q35); %Energy storage

pf35(n) = Ilrms / sqrt(Ilrms~2 + I3rms~2 + I5rms~2);

[a b] = max(135(n,[1:500])); %Checking for max TEﬂEMin rules

fivepercent = 0.05%a;

if ( (b*dt)>(65/360)*T ) & (n'!=1)
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66 buffer35(n) = NaN; %Violating this condition doesn't count in EN61000-3-2

67 endif

68

69

70 %Do the same if only 3rd harmonic is included

71 13(n,:) = sqrt(2)*I1lrms*sin(w*t) + sqrt(2)*I3rms*sin(3*w*t);

72 p3(n,:) = 13(n,:) .* sqrt(2) .* Vinrms .* sin(w*t);

73 %pcrossing = find( (pnobuffer-p3(n,:)) <0 , 1);

74 %buffer3(n) = 2*sum(pnobuffer(1:pcrossing) - p3(n,l:pcrossing)) * dt;

75 g3 = cumtrapz(pnobuffer-p3(n,:));

76 buffer3(n) = max(g3) - min(qg3);

77 pf3(n) = Ilrms / sqrt(Ilrms™2 + I3rms™2);

78 [a b] = max(i3(n,[1:500])); %Checking for max and min rules

79 fivepercent = 0.05%a;

80 if ( (b*dt)=(65/360)*T ) && (n!=1)

81 buffer3(n) = NaN;

82 endif

83

84 endfor

85

86 %Plot the energy buffered, normalized

87 figure

88 hold on

89 plot(percent, buffer3./buffer3(1));

90 plot(percent, buffer35./buffer35(1));

91

92 %Plot the power factors

93 figure

94 hold on

95 plot(percent, pf3);

96 plot(percent, pf35);

97 title('Power Factor')

98

99 %Print the data. Not ultimately used in the paper

100 fid = fopen('c_low2_35.csv','w');

101 fprintf(fid, '%s, %s, %s, %s, %s\n','percent','buffer3’,'buffer35’,'pf3"', 'pf35");

102 for 1 = 1:1length(percent)

103 fprintf(fid, 'sf, %, %f, %f, %f\n',100%percent(i),buffer3(i)./buffer35(1),buffer3s(i)./
buffer35(1),pf3(i),pf35(1));

104 endfor

105 fclose(fid);

106

107

108

109 %Since adding 3rd and 5th harmonic to Class C low power only helps,

110 %Keep going and add 7th and 9th and see what happens

111

112 %Values for when "all" harmonics are included (3rd through 9th)

113 iall = zeros(length(percent),length(t));

114 pall = zeros(length(percent),length(t));

115 bufferall = zeros(length(percent),length(percent));

116 pfall = zeros(length(percent),length(percent));

117

118

119

120 for n = 1:length(percent) %Cycle 7th harmonic inclusion

121 for m = 1:length(percent) %Cycle 9th harmonic inclusion

122 I7rms = percent(n) * limit7rms;

123 I9rms = percent(m) * limit9rms;

124 iall = sqrt(2)*Ilrms*sin(w*t) + sqrt(2)*I3rms*sin(3*w*t) + sqrt(2)*I5rms*sin(5*wrt) +
sqrt(2)*I7rms*sin(7*wxt) + sqrt(2)*I9rms*sin(9*wxt);

125 pall = iall .* sgrt(2) .* Vinrms .* sin(w*t);

126 qall = cumtrapz(pnobuffer-pall);

127 bufferall(n,m) = max(qgall) - min(qgall);

128 pfall(n,m) = Ilrms/sqrt(Ilrms~2 + I3rms~2 + I5rms~2 + I7rms”2 + I9rms”2);

129 [a b] = max(iall([1:500])); %Checking for max and min rules

130 [c d] = max(iall([100:500])); %Checking for max and min rules

b 169

132 fivepercent = 0.05%a;

133 if ( (bxdt)>(65/360)*T ) || ( ¢ < fivepercent)
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134 bufferall(n,m) = NaN

135 endif

136

137

138  endfor

139 endfor

140

141

142 %Plot energy storage

143 figure

144 colormap(flipud(rainbow));

145 imagesc(bufferall./buffer35(1));
146 colorbar;

147 xlabel('9th');

148 ylabel('7th');

149 s%colormap(default);

150

151 %Plot power factor

152 figure

153 colormap(flipud(rainbow));

154 imagesc(pfall);

155 colorbar;

156 xlabel('9th'};

157 ylabel('7th');

158 title( ‘Power Factor, Low Power Class C')
159 scolormap(default);

160

161

162 %Print data for publication

163 fid = fopen('c_low2_79.csv','w');
164 Sfprintf(fid, '%s, %s, %s\n','seventh', 'ninth', 'buffer');
165 for i = 1:length(percent)

166  for j = 1:length(percent)

167 if (mod(i,modnum) == 0) & (mod(j,modnum) == @)

168 fprintf(fid, 's.2f, %.2f, %.2f\n',1,j,bufferall(i,j)./buffer35(1));
169 endif

170  endfor

171 fprintf(fid,'\n');

172 endfor

173 fclose(fid);

174

175 %Print power factor data for publication

176 fid = fopen(‘c_low2_PF79.csv','w');

177 ssfprintf(fid, '%s, %s, %s\n','seventh', 'ninth’, 'buffer');
178 for i1 = 1:length(percent)

179  for j = 1:length(percent)

180 if (mod(i,modnum) == 6) && (mod(j,modnum) == @)
181 fprintf(fid, '%.2f, %.2f, %.2f\n',1,j,pfall(i,j));
182 endif

183 endfor

184  fprintf(fid,'\n');

185 endfor

186 fclose(fid);

187

188

189

190

191

192 % Now for Class C above 25 watts
193

194 P = 20;

195 Vinrms = 220;

196 f = 50;

197 w = 2xpixf;

198 T = 1/F;

199

200

201 Iirms = P/Vinrms;

203
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.10 * Ilrms;
.07 * Ilrms;
0.05 * Ilrms;

204 1imit5rms
205 limit7rms
206 1imit9rms
207

208

209 inobuffer
210 pnobuffer
211

212

213 for n = 1:length(percent)
214  for m = 1:length(percent)

nnn
(=]

P./(sqrt(2)*Vinrms*sin(w*t));
P * ones(1,length(t));

215 I5rms = percent(n) * limit5rms;

216 I7rms = percent(m) * limit7rms;

217 p5 = I5rms/Ilrms;

218 p7 = I7rms/Ilrms;

219

220 %The maximum allowable 3rd harmonic is a function of power factor

221 %Therefore, first choose a value of 5th and 7th harmonic to investigate

222 % then figure out how much 3rd can be included within EN61000-3-2 specs

223 P3 = sqrt( 0.5 * ( =(p5°2+p772+1)+5qrt((p5 2+p7"2+1)7"2+4% . 3°2)));

224 I3rms = p3*Ilrms;

225

226 iall = sqrt(2)*Ilrms*sin(w*t) + sqrt(2)*I3rms*sin(3*wxt) + sqrt(2)*ISrms*sin(5*w*t) +
sqri(2)*I7rms*sin( 7*w*t);

22 pall = iall .* sqgrt(2) .* Vinrms .* sin(w*t);

228 gall = cumtrapz(pnobuffer-pall);

229 bufferall(n,m) = max(gall) - min(qgall);

230 pfall{(n,m) = I1rms / sqrt(Ilrms”2 + I3rms”2 + I5Srms”~2 + I7rms"2);

231

232 endfor

233 endfor

234

235

236 figure

237 colormap(flipud(rainbow));

238 imagesc(bufferall./buffer35(1));

239 colorbar;

240 xlabel('7th');

241 ylabel('5th');

242 %colormap(default);

243

244

245 figure

246 colormap(flipud(rainbow));

247 imagesc(pfall);

248 colorbar;

249 xlabel('7th');

250 ylabel('5th');

251 title('power factor Class C high power')
252 %colormap(default);

253

254

255 fid = fopen('c_high _57.csv’','w');

256 sfprintf(fid, 'Sss, %s, %s\n','fifth','seventh', 'buffer');
257 for 1 = 1:length(percent)

258 for j = 1:length(percent)

259 if (mod(i,modnum) == 0) && (mod(j,modnum) == @)

260 fprintf(fid, '%.2f, %.2f, %.2f\n',1,j,bufferall(i,j)./buffer3s(1));
261 endif

262  endfor

263  fprintf(fid, '\n');

264 endfor

265 fclose(fid);

266

267 fid = fopen('c_high_PF57.csv','w');
268 sfprintf(fid, '%s, %s, %s\n','fifth','seventh', 'buffer');
269 for i = 1:length(percent)

270 for j = 1:length(percent) 1
271 if (mod(i,modnum) == 0) && (mod(j,modnum) == g}
272 fprintf(fid, '%.3f, %.3f, %.3f\n',i,j,pfall(i,j) )
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273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342

endif
endfor
fprintf(fid, '\n');
endfor
fclose(fid);

%Class B

P = [200:10:1600];

Vrms = 220;

Ilrms = P./Vrms;

%Class B limits are 1.5 times class A limits, not a function of power
limit3rms = 2.3*1.5;

Limit5Srms = 1.14%1.5;

limit7rms = 0.77%1.5;

1imit9rms = 0.40%1.5;

limitlirms= 0.33%1.5;

limit13rms= @.21%1.5;

limit15rms= 0.15%1.5;

limitl7rms= 0.15%15/17%1.5;
limit19rms= @.15%15/19%1.5;
limit21rms= 0.15%15/21%1.5;
limit23rms= 0.15%15/23%1.5;
limit25rms= ©.15%15/25%1.5;

%13 = zeros(length(P),length(t));

%iall = zeros(length(P),length(t));
buffer3 = zeros(1,length(P));
bufferall = zeros(1,length(P));

pf3 = zeros(1,length(P));

pfall = zeros(1,length(P));
Ezero = P/w;
%Cycle through power to obtain limits for Class B

for n = 1:length(P);
pnobuffer = P(n) * ones(1,length(t));
Ilrms = P(n)/Vrms;

%Limit every harmonic to be less than the fundamental

if Iirms < limit3rms
I3rms = Ilrms;
else
I3rms = limit3rms;
endif

if Ilrms < limit5rms

IS5rms = Ilrms;
else

ISrms = limit5rms;
endif
if Iirms < limit7rms

I7rms = Ilrms;
else

I7rms = limit7rms;
endif

if I1rms < Limit9rms
I9rms = Ilrms;
else
I9rms = limit9rms;

if Ilrms < limitlirms
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343 I1lrms = Ilrms;
344  else
345 I1irms = limitllrms;
346  endif
347
348 if Ilrms < limiti3rms
349 I13rms = Iirms;
350 else
351 I13rms = limit13rms;
352 endif
353
354 if Ilrms < limiti5rms
355 I15rms = Ilrms;
356 else
357 I15rms = limit15rms;
358 endif
359
360 if Ilrms < limit17rms
361 I17rms = Ilrms;
362 else
363 I17rms = limit17rms;
364  endif
365
366 if Ilrms < limit19rms
367 I19rms = Ilrms;
368 else
369 I19rms = 1limit19rms;
370  endif
371
372  if Iilrms < limit21rms
373 I21rms = Ilrms;
374 else
375 I21rms = limit21rms;
376  endif
377
378 if Ilrms < limit23rms
379 I23rms = Ilrms;
380 else
381 I23rms = limit23rms;
382 endif
383 if Ilrms < limit25rms
384 I25rms = Ilrms;
385 else
386 I25rms = 1imit25rms;
387 endif
388
389 %Consider effects with just 3rd harmonic, or with all harmonics
390 13 = Ilrms*sqrt(2)*sin(w*t) + I3rms*sqrt(2)*sin(3*w*t);
391 p3 = i3.*sqgrt(2).*Vrms.*sin(w*t);
392 g3 = cumtrapz(pnobuffer-p3)*dt;
393 buffer3(n) = max(qg3) - min(g3);
394  pf3(n) = Ilrms/sqrt(Ilrms™2 + I3rms™2);
395
396  iall = Ilrms*sqrt(2)*sin(w*t) + I3rms*sqrt(2)*sin(3*wxt)+ ISrms*sqrt(2)*sin(5*wxt )+
I7rms*sqrt(2)*sin(7*w*t)+ I9rms*sqrt(2)*sin(9%w*t )+ I1lrms*sqrt(2)*sin(1l*wrt)+
I13rms*sqrt(2)*sin( 13*wxt )+ I15rms*sqrt(2)*sin( 15*w*t )+ I17rms*sqrt(2)*sin(17*w*t)+
I19rms*sqrt(2)*sin( 19*w*t)+ I2irms*sqrt(2)*sin(21*wxt)+ I23rms*sqrt(2)*sin(23*w*t)+
I25rms*sqrt(2)*sin(25%w*t);
397 pall = iall.*sqgrt(2).*Vrms.*sin(w*t);
398 gall = cumtrapz(pnobuffer-pall)*dt;
399 bufferall(n) = max(gall) - min(gall);
400 pfall(n) = Ilrms/sqrt(I1rms™2 + I3rms”2 + I5rms™2 + I7rms™2 + I9rms™2 + I1lrms”2 + I13rms™2 + I15rms~2
+ I17rms”2 + I19rms™2 + I21rms”™2 + I23rms™2 + I25rms™2);
401
402 if (P(n) == 200)
403 P(n)
404 Vrms
405 Ilrms
406 I3rms 173
407 I5rms
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408 I7rms

409 I11rms

410 I13rms

411 I15rms

412 I17rms

413 I19rms

414 I21rms

415 I23rms

416 bufferall(n)
417

418 figure; hold on;

419 plot(t,pall);

420 plot(t,pnobuffer);
421 %axis([0 0.011 0 3]);

422 endif
423
424
425 endfor
426
427
428 figure
429 hold on

430 plot(P, buffer3./Ezero);

431 plot(P, bufferall./Ezero);

432 plot(P, pf3);

433 plot(P, pfall);

434 title('Class b');

435 legend('Buffer 3','Buffer ALL','PF 3','PF all');
436

437 fid = fopen('classB.csv','w');

438 fprintf(fid, '%s, %s, %S5, %S, %s\n', 'power','buffer3', 'bufferall’,'pf3', 'pfall’);
439 for i = 1:1ength(P)

440 fprintf(fid, '%f, %f, %f, %f, %f\n',P(1),buffer3(i)./Ezero(i),bufferall(i)/Ezero(i),pf3(i),pfall(i) );
441 endfor

442 fclose(fid);

443

444

445

446

447

448 %(Class A

449

450

451 P = [200:10:1600];

452 Vrms = 220;

453 Ilrms = P./Vrms;

454 limit3rms = 2.3;

455 limit5rms = 1.14;

456 limit7rms = 0.77;

457 1imit9rms = 0.40;

458 limit1lirms= 0.33;

459 limit13rms= 0.21;

460 limitl5rms= 0.15;

461 limitl7rms= 0.15%15/17;
462 1imit19rms= 0.15%15/19;
463 limit21rms= 0.15%15/21;
464 1imit23rms= 0.15%15/23;
465 1imit25rms= 0.15%15/25;
466

467

468 %13 = zeros(length(P),length(t));
469 %iall = zeros(length(P),length(t));
470 buffer3 = zeros(1,length(P));

471 bufferall = zeros(1,length(P));

472 pf3 = zeros(1,length(P));

473 pfall = zeros(1,length(P));

474 Ezero = P/w;

475

476 for n = 1:length(P); 174

477  pnobuffer = P(n) * ones(1,length(t));
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478 Ilrms = P(n)/Vrms;
479  if Iirms < limit3rms

480 I3rms = Ilrms;

481 else

482 I3rms = limit3rms;
483  endif

484

485 if Ilrms < limit5rms
486 ISrms = Ilrms;

487 else

488 I5rms = limit5rms;
489  endif

490

491  if Ilrms < limit7rms
492 I7rms = Ilrms;

493 else

494 I7rms = limit7rms;
495  endif

496

497  if Ilrms < limit9rms
498 I9rms = Ilrms;

499 else

500 I9rms = limit9rms;
501 endif

502

503 if Ilrms < limitlirms
504 I11irms = Ilrms;

505 else

506 I1lrms = limitllrms;
507 endif

508

509 if Iirms < limit13rms
510 I13rms = Iirms;

511 else

512 I13rms = limit13rms;
513  endif

514

515 if Ilrms < limiti5rms
516 I15rms = Ilrms;

517 else

518 I15rms = limit15rms;
519 endif

520

521 if Ilrms < limitl7rms
522 I17rms = Ilrms;

523 else

524 I17rms = limitl7rms;
525 endif

526

527 if Iirms < limit19rms
528 I19rms = Ilrms;

529 else

530 I19rms = limit19rms;
531 endif

532

533 if Ilrms < limit21lrms
534 I21rms = Ilrms;

535 else

536 I21rms = limit21lrms;
537  endif

538

539 if Ilrms < limit23rms
540 I23rms = Ilrms;

541 else

542 I23rms = 1limit23rms;
543 endif

544  if Ilrms < limit25rms
545 I25rms = Ilrms; 175
546 else

547 I25rms = 1imit25rms;
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548  endif

549

550

551 i3 Ilrms*sqrt(2)*sin(w*t) + I3rms*sqrt(2)*sin(3*w*t);

552 p3 = i3.%sqrt(2).*Vrms.*sin(w*t);

553 g3 = cumtrapz(pnobuffer-p3)*dt;

554 buffer3(n) = max(g3) - min(qg3);

555 pf3(n) = Ilrms/sqrt(Ilrms™2 + I3rms"2);

556

557 1iall = Ilrms*sqrt(2)*sin(w*t) + I3rms*sqrit(2)*sin(3*w*t)+ ISrms*xsqrt(2)*sin(5*wrt)+
I7rms*sqrt(2)*sin(7*w*t )+ I9rms*sqrt(2)*sin(9*wrt)+ I1lrms*sqrt(2)*sin(11*w*t)+
I13rms*sqrt(2)*sin( 13*wxt)+ I15rms*sqrt(2)*sin(15*w*rt)+ I17rms*sqrt(2)*sin(17*w*rt)+
I19rms*sqrt(2)*sin(19*%wrt )+ I21rms*sqri(2)*sin(21*w*t)+ I23rms*sqrt(2)*sin(23*w*rt)+
I25rms*sqri(2)*sin(25*wxt);

558 pall = iall.*sqrt(2).*Vrms.*sin(w*t);

559 gall = cumtrapz(pnobuffer-pall)*dt;

560 bufferall(n) = max(gall) - min(gall);

561 pfall(n) = Ilrms/sqrt(Ilrms™2 + I3rms”2 + I5rms”™2 + I7rms”~2 + I9rms”2 + I1lrms”~2 + I13rms™2 + I15rms™2
+ I17rms”2 + I19rms™2 + I21rms”2 + I23rms™2 + I25rms™2);

562

563

564 if (P(n) == 200)
565 P(n)

566 Vrms

567 Ilrms

568 I3rms

569 I5rms

570 I7rms

571 Illrms

572 I13rms

513 I15rms

574 I17rms

575 I19rms

576 I21rms

577 I23rms

578 bufferall(n)

579

580 figure; hold on;
581 plot(t,pall);
582 plot(t,pnobuffer);
583 %saxis([0 ©@.011 0 3]);
584 endif

585

586

587 endfor

588

589

590 figure

591 hold on

592 plot(P, buffer3./Ezero);

593 plot(P, bufferall./Ezero);

594 plot(P, pf3);

595 plot(P, pfall);

596 title('Class a');

597 legend('Buffer 3','Buffer ALl','PF 3','PF all');
598

599

600 fid = fopen('classA.csv','w');

601 fprintf(fid, ' '%s, %s, %s, %s, %s\n', 'power','buffer3','bufferall', 'pf3', 'pfall');
602 for i1 = 1:length(P)

603 fprintf(fid, 'sf, %f, %f, %f, %f\n',P(1),buffer3(i)./Ezero(i),bufferall(i)/Ezero(i),pf3(i),pfall(i) );
604 endfor

605 fclose(fid);

606

607

608

609 Vout = 406;

610 Vinrms = 220; >
611 P = 239; 176
612 Cin = 2.8*10"-6;

file:///hame/alex/Dropbox (MIT)/Harmenic Input Project/HarmonicInputShare/additions_for_TPEL/class_c.m




5/22/19 class_c.m 10

613 Ilrms = P/Vinrms;

614 limit3rms = 0.0034 * P;

615 limitSrms = 0.0019 * P;

616 dt = 1*10"-5; %Time step for time-domain calculations

617 t = [0:dt:10/1000]; S%Time vector based on time step. Symmetry ensures that only up to T/2 must be
considered

618

619

620 Vin = Vinrms *sqrt(2) * sin(w * t);

621 icin = Cin * diff(vin) / dt;

622 icin = [icin icin(end)];

623

624 percent = 0.1;

625 C = 100%10~-6;

626 I3rms = percent * limit3rms;

627 I5rms = percent * 1imit5rms;

628 ilow = sqrt(2)*(Ilrms*sin(wrt) + I3rms*sin(3*w*t) + ISrms*sin(5*w*t)) - icin;

629 iclow = Vin.*ilow/Vout-P/Vout;
630 vclow = 1/C * cumtrapz(iclow) * dt + 1.5;
631

632 percent = 0.7;
633 C = 50%107-6;

634 I3rms = percent * limit3rms;

635 I5rms = percent * limit5rms;

636 ihigh = sqrt(2)*(Ilrms*sin(wxt) + I3rms*sin(3*w*t) + ISrms*xsin(5*wxt)) - icin;
637 ichigh = Vin.*ihigh/Vout-P/Vout;

638 vchigh = 1/C * cumtrapz(ichigh) * dt +1;

639

640 figure

641 hold on

642 plot(t,ilow+icin);

643 plot(t,ihigh+icin);

644

645 figure

646 hold on

647 plot(t,vclow);

648 plot(t,vchigh);

649

650 fid = fopen('ExperimentalPrediction.csv','w');

651 fprintf(fid, '%s, %s, %5, %5, %s\n','time','iinlow','iinhigh', 'voutlow', ‘vouthigh');

652 length(t)

653 for 1 = 1:length(t)

654 t(1)*1000

655 fprintf(fid, '%f. %f, %, %f, %f\n',(t(1)*1000),(ilow(i)+icin(i)),(ihigh(i)+icin(i)),vclow(i),vchigh(1i)
)3

656 endfor

657 fclose(fid);

i b7
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harmonic_input2.c

fiomafalay Drophox (MIT)Harmonie Input

e
2 *Fila: modboostd2_refactored.c
3 = Author: Alex Hansan

reated on May 2, 2017, 11:36 AM

I Etharnat RMIUMI Enabla (RMII Enabled)
W Ethernet LO Pla Select (Dofault Ethernet LO)
i Parmission Group Lock Ore Way C (Allow multipls
il Periphoral Moduls Disable: (Allow multiple
ripheral Pin Select {Allie v
22 #pragmo config FUSBIDIO = OFF /7 USIB USBID Salection (Controlld by Port Funcion

HDEVERGZ

?5 ':ﬂumn config FPLLICLK = PLL_FRC  Jj System PLL Input Clock Selection (FRC is input 1o the Systam PLL)Y
config FPLLIDIV = DIV_1 i Systam PLL Inpul Dividor (1x Divider)

= RANGE_5.10_MHZ // Systom PLL Input Range (5-10 MHz Input)

28 #pragina conflg FPLLMULT = MUL 64 System PLL Muliipliar (PLL Multiply by 4)

29 #pragma conflg FPLLODIV = DIV 8 W System PLL Output Clock Divider (25 Divider)

30 #pragma config UPLLPSEL = FREQ 24MHZ  f USB PLL lnput Prequancy Selection (L

3

PLL input is 24 MHz)

32 Jf DEVCFGI
33 Spragiua conllg PHOBE = SMLL it Oscillator Selection Bits (Fast RC Osc wiDiv-by-N (FRCDIV))
g config DMTINTY = WIN_127.128 i1 DMT Count Wiadaw Tntarval (Windowiaterval value s 127/120 countar value)
progma config FSOSCEN = OFF 11 Secondary Oscillator Enable (Disabls SOSC)
36 #praguma config IESO = OFF # Intarnal/Extornal Switch Ovor (Disabled)
37 #pragina conllg POSCMOD = OFF H Primary Oscillstor Cnﬂﬂdmuw(ﬁhuwmcdhdﬂnd!
38 Wpraguia canfig OSCIOFNC = OFF 1 CLKO Output Active on the 0SCO Pin (

Signal isabled)
30 Hprading conlg PEKSM = CSDEMD. 1 Clock Swachlng and Monlior Selncion CIovk svloh Disabied, FSCM Disablsd)
a0 fig WDTPS = PSIO4B576  f Watchdog Timer Postscaler (1:1048576)

! #yragiun conflg WDTSPGM = STOP f Watchdog Timer Stop During Flash Programming (WDT stops during Flash programming)
42 #pragia config WINDIS = NORMAL /f Watchdog Timer Window Mode (Watchdog Timor s in non-Window mode)
43 #pragma config FWDTEN = OFF J1 Watchdog Timer Enabla (WDT Disabled)
44 #pragima config FWDTWINSZ = WINSZ 25 /f Watzhdog Timer Window Stze (Window sizs is 25%)
45 #pmagma conflg DMTCNT = DMT31 /i Dasdman Tunar Count Sulsction (2~31 (2147483648))
46 #pragmo config FOMTEN = OFF 1# Usadman Timer Enable (Deadman Timer I3 disablod)

1 Background Debugger Enable (Dabuggor is disabled)
- N JTAG Enable (JTAC Disabled)

51 #peaging conflg ICESEL = ll s PGxl  ICE/ICD Comm Channal Selact (Communicata on PGECH/PGEDI)
52 @pragma config TRCEN = 1§ Tracn Enabla (Trace foatures in the CPU arw disablod)

1o0f8

and Dynamic ECC (ECCCON bits are writablo))

56 #prayma config DBGPER = PG_ALL
57 &progma config SMCLR = MCLR_NORM
38 #pmoun walg SOSCANIN = GAIN 2

59 #progma config SOSCBOOST =

G0 #pragma config FOSCGAIN = mm x

61 #pragma conflg POSCBOOST = ON

82 #pragma config ETAGBEN = NORMAL

&

I Flash Sloap Moda (Flash is powsred down when the davics is in Sleep moda)

i Dabug Moda CPU Accass Pacuission (Allaw CFU acooss Lo all parmission regions)
1f Soft Mastar Clear Enablo bit (MCLR pin genoratas a normal systam Resat)
i Sacandary Osclllstor Galn Control bits (2x gain satting)
i Socondary Oachltor ookt Kick Start Enabla bt (Boost the kick tart of the oscillaor)
i Primary Oscillator Gain Control bits (2x gain setting)
1 Primary Oscillator Boost Kick Start Enable bit (Bost the kick start of the oscillator)
if EJTAG Boot (Normal EITAG functionallty)

&4 if DEVEPO

65 #pragma confl CP = OFF i Codn Protect (Protection Disablad)
o5

&7
68 1 <hoditor-fold>
o8

71 -unhrln
72

73 oinciita e
74 winctuda <yuii
75 Sinclude <51t h>
76 @include <wath he

78 fifiifLinux
74 fi#include * i Zafo064.h"
B0,

82 fwinclude 2014 b
83 jy#include <sysfattribe.h>
B4

85

B4

87 f <oditor-fold delaultstate="collapsed® desc="Pln Sdolines”>
88

5 /19 dafine DIOI sot LATESET = 1<<3
50 (i #daline DIO2 sat LATESET = 1 <=6
91 [#dofinn DIO3 sat LATESET = 1<<7
2 /] #dafina DIOA set LATGSET = 1<<6
©3 1 #dafina DIOS set LATGSET = 1<<T
-

95 jf#dating DIO] cir LATECLR = 1<<5
6 /8dofina DIOZ clr LATECLR = 1€<6
97 i1#dafina DIOY clr LATECLR = 1<<7
94 [f#dofing DIOH clr LATGCLR = 1<<6
99 ij#defina DIOS clr LATGCLR = 1e<?
100

102 ff#dafine ZVS salect sat LATFSET= 1<<3
103 Ji#dafine CSa_set LA ETw |<<0
le<t ysdenecsbaet  LATDSET= 1<<3

<<
LAmsn- 1< J#dofine ENABLED sat  LATESET= 1<<d
MANUALS sat  LATESET= 1

T LATDSETe 1oo4 fisdallns MANUALD sot LATESET= 1<<3

110 ff#define ZVS salect clr LATFCLR= 1<<3
111 fedafive CSa e LATDCLR= 1<<0
112 @dafiva CSb e LATGCLR

113 ff#dofine ENABLES cir

114 #dafine ENADL L
115 #dofine MANUALA elr  [ATECLRm | <x:
116 #dlofine MANUATD dIr  LATDCLR= <<

118 #dofion 't
119 #duline FITihn

o et LATDSETm 1 <<5
clr LATDCLR= l<<3

121 #dafine Trig wt  LATBSET= 1<<1
122 #dofine Trig e LATBCLR= 1 <<]
123

124 ifDofine ADCdata reglstans
125 //Will taka care of Uart and SP1 In functions rathor than #dafinas
Izﬂ W <feditor-fold>

I?Bt.' <editor-fold defaultstate="coll ction Prot
129 fidoubla Computal)(doubla Vin, double Wul. doublo Vrms, doubla r\ doubla L. doubly Gros, double cap_sign, doubls
130 ipvoid SetupSPlatrods

i EhockResel(vid):

138 nvousmupcycn[vdm
138 void TriggerPulsel

100 ki WeitoFlagmtvioignid i s, e s
141 voird WriteKickCount(unsignad int kickcou

142 veid WriteMenulvoid);

143 veid Writascroemichar 4SOl

144 fivoid.
145 void mmlwhmod!m ﬂlc\np\ll. char salecty

1486 void WritaVin(doubie vin;

117 vohl WriteVout(doubls vout):

uwt </oditor-fold>

150

m 1 <aditor-fold defaultstato="collapsed” dosc="Static Volatlle Initlalizations/Declarations* >

|sa typodal strvet |

usigned T
|55

156

157

138 unaipned WritoTin

156 unsigned funaing

160 unsigned M

161 unsig

162 } HagStrut:

163 /iMode and Running forrm a state machine w

1 statos Running, Mode
164 //Staa 0.0 = Evarything Is off. convertar hasn't started

165 //State 0.1 = SALis on fﬂrmiuhltlnmlng of outpul cagacitor

166G {fStata 1.1 = Oporation in ms

196

_in, double w_line, double 12, doubls limitpercent, double 13, doubls 15);
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167 ffStata 1.0 = Oporation n regular boust mode
144 ffSae coda for statn transitions
189 static volatila FngStrect Flags:

171 wtatic volatile double adceount;
172 stath: volatil debde vino
173 static volatile dosble voutaccum:
174 stathc volatile Int protact = 0;
175 static wolatile Eh dalectlon)
198 <fidbicm

il

179
160 {1t matnlint arge. char™® arge) {

61
162 jf <editor-fold defaul ="collapwed” desc="Global Intermupt Enable”>
183 {fEnable ut Lo recaive ntareapts
184

N Wi MASK; ifSat Intarrupt controller o Multi vactor Moda through macro
it pla throgh CPO

187 ff <joditor-fold>

188

108 7 <oditor-fold defaullstates="collapsed® desc=*Oscillator Setup®>
190

193 REFOICONbits.OL = 0;
19 OSCCONbits. FREDIV = 000: #S5ame as default, divide by |

196 REFCLKI can be used for SPI (or PECLK2) or as an oulput
197 WREFCLEZ can bo used for output or SQ (unused)
198 WREFCLKS can bo used for ADC (or FRC or SYSCLK) or as an autput

200 REFOICONbits,
201 REFOICONDits.
202 WRREFOICCN M ACTIVE

R

REFOICONbits, 0N { fShouldn't write if active (= ON
AOSEL = ObOOOO; KUse SYSCLK output as source for rofarence

NFPoianblu.kn(u\ = 0; {INo divider for reforence clock

205 REFOITRIM =

205 REFOICONBits.ON = 0 ifTurn on to activat

¥
208 REFO1CONbIts.OF = 0: //Tum on to drive the REFCLKO1 pin tdeflned by PPS)
200 fiNota that SPLLEON should be completaly defined by canfig registor on rasat

218 <sditor-fold defaultstate="collapsed” desc="Unlock Sequence far Modifying Osclllator>
219 volatiie unsigued lot int_status:
220 wolatibe unsigned lot dma_suspend;

222 f Disable global Intarrupt
223 int stats = _bulltin_got_isr state():

224 _builtin_disabla_intorruptst):

226 Jf Suspand DMA
227 dma suspend = DMACONDILs. SUSPEND;
228 If (dma suspond = 0)

{
230 DMACONSET = DMACON SUSPENIY MASK;
23 ‘while (DMACONbDIits, DMABUSY ma 1)
@)

237 \\»I\-ox..ssmu
238 <feditor-fold>

241 PBIDIVBIL. PEOIY = 0: fPBCLKY = SYSCLK (no scaling) runs TMRI which triggers ADC
242 PBIDIVBIL.ON = 1; [fActivalo PACLES

244 PBIDIVbiLs. P

HV = 0: ifDivida by 2; UART
245 PB2DIVblts, 0% = 1.

247 PBIDIVbIt. PEDIV = 0;
HEBIDIVDI.ON

251 <oditor-fold defaultstate="collapsed® dosca®Re-Lock Sequence After Modifying Osclllator >
32 WOKEY - a3393533%;

250 if (dmn_suspand == 0}

256 DMACONCLR =  DMACON SUSPEND MASK;
251 )

259 _builtin_ saLle m- luullm status):
280 [ <foditor

!ﬁ\ it <foditor-fold>

2851,‘ <odilor-fold defaulistato="collapsad” dosca® Analog Pin Assigrment” s
{/Nota that pins with analog option defaull to analog Input unless cheagud monually

367 {niog pios onty appaar on 1. E. G ports

260 ANSELD

260 ANSILE =0

270 ANSELG m O

Eull ANSELBbits, ANSI = 1 ifVin_low
ANSELBbLs ANSES = 11 VAL low

n]flm{ﬂd>

a7

275/ <editor-fold dofaultstates*collapsed® desc="Pin State Initialization”>
276 TRISEbts.1NISES = 0; LATEDIa.LATES = 0 /(Fin 1 output low (unused)
277 TRISCbits, TRISCS = O: LATEDia.| ATES = 0 fPin 2 output low {unusad)
278 TRISEblts TRISET = 0: LATEDits | ATE7 = 0; /Pin 3 output low (unusad)
279 TRISGhits, THISG ATGH = O fiPin 4 output low (SCK2)
280 TRISGBits. TRISOT = O LATGbits LATG? = O: /fPin 5 output low (unused)
261 TRISGbita. TRISGH = 0: LATGBits, LATGE = 0: /1Pin 6 output low (unused)

282 11Pin 7 Vs
283 i¥in 8 VDD
2m

285 TRISGbILS. TRISG% = 0 LATGBILS. LATGD = 0 /1¥in 10 output low (CSb)
286 TRISBbits. TRISHS m O LATBbits LATBES = 0; //Pin 11 output low (unused)
287 TRISBbits. TRISEA = O; LATBbits,LATEA = 0; //Pin 12 output low (unused)
285 TRISBbits. TRISH = i: n 13 input (U1RX)
260  TRISDbits { RISD2 = O; LATBbis. #Pin 14 output low (unusod)
TRISBbits, TRISD1 = O LATBbits LAT u: =0 {fPin 15 PGECI, also used as dabugger pin

s

292 TRISBbits.TRISHE = 1; LATBbIta.LATEG = 0: #/Pin 17 output low (unusod)
203 TRISBbits.1 RISH7 = O; LATObits.LATHT = O {/Pin 18 output low (unused)
2 HPin 19 AVDD

205 HPin 20 AVSS

206 TRISBbIts. TRISBS = HPIn 21 Input (Vin_low)

207 TRISBblts. TRISDY = HPln 22 input (Vout_lew]

298 TRISBbits. T RISHI0 LATBbits. L ATR10 = 0; {fPin 23 output low (unused)
200 TRISBbits. THISB 1 = 0; LATBbits. LATB11 = 0; fPin 24 output low (unused)

HPin 26
302 TRISBBLs. TRISHI2 = O; LATBbits. ATE12 = 0; {fPin 27 output low (unused)
303 TRISBbts. TRISHI 3 = O; LATBbits.| ATE HPIn 28 output low (unused)
304 mlsabau TRISBI4 = (x LATBbits.LATB14 = Dn‘lPIn 29 output low (unused)

308 8.1 ©: LATBAits. LA ©: /iPin 30 oulput low (unusad)
306 mlscmu THISE12 m 0 LATCHUALATI? 12 = G HPin 31 output low (anased)

307 TRISCHits. TIISCES = 0; LATCDIts, LATC 15 = O: J/Pin 32 output low (uaused)

308 {Pin 33 VBUS (unusod)

300 #1Pin 34 wsaavs (groundad)

110 11Pin 35 VS!

an ifPin 36 D- (unuﬂdl

12 {fPin 37 D4 (unused)

313 TRISFDits. TRIST S = O LATFDits.LATF = 0; //Pin 3B output low (unused)
ana

s iPin 40 VSS

316 TRISFbits. TRISIA = O; LATFBits.LATT4 = 0 /Pin 41 output low (unused)
317 TRisPbit. = O LATFbits, LATI = 0: /fFin 42 output low {unused)

318 TRISDbis.T = 0 LATDbits. LATD0 = 0: //Pin 43 output low (unussd)

319 TRISDbits. TRISE 10 = O; LATDbits. | ATD10 = 0; ffPin 44 oLput low (unusod)

320 TRISDbits, TRISD1 | = O; LATDbLS.L AT 2] 1 = 0 ifPin 45 output low (unusod)

321 TRISDbits. TRISIX) = O; LATDbita. | ATIO = 0 /fPin 48 output low (unused)

322 TRISChits.1 KIS £ LATCBILATC 13 = 0 1 47 utpa b (unaseds

323 TRISCHits.TRIS< 14 = O LATChIS.LAT< 14 = 0 //Pin 48 oulput low (unused)

320 TRISDBIS.1RISDI = 0 LATDbIIAT ) = 0 P10 40 output low (SEDy

325 TRISDbts. [ RIS1Z = O LATDbits,|A102 = 0: f/Pin 50 output low (SHOB)

326 TRISDbts. TRISDY = O LATDbits.} AT {#Pin 51 output low (manusl_norenable)
327 TRISDDILs. I KISIM = 0 LATDbits.I AT (M = : jjPin 52 output [ow (manual_or)

328 TRISDbits. TRISIS = O LATDbits,| ATUS = 0 ifPin 53 output lew (fot. chargs_micro)

130 NPin 53 VES.
331 TRISFbits. TRISEO = O; LATFhits LATFO = 0; /fPin 56 output low (unusad)
332 TRISFhits. 1 1I5E | = 0: LATFBits | ATY | = 0 #/Pin 57 output low (unused)
333 TRISEbits. THISFO = 0; LATEDits.LATI0 = 0;  fPin 5B output low (umssed)
334 #Fin 59 VSS

197
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e a0 voo
TRISEbits. THISE 1 = 0; LATE! =0 HPin 61 cutpat low (unused)
= 0; LATEDita. U\TFJ O WPin 62 cutput low (unused)
= 0 LA FE3m 0 [[Pin 63 output low (unused)
= 0: LATEDits,LATEA = 0: J[Pin 64 output low (unusad)

W collapsed* dosc
UIHXE m0b1000;  HSat UIRX 10 ba pin RB3

Pin Select

HEHZI = 0bODI0;  ifSat RPB2 to be UZTX

RPGER = 000110;  //Sat RPGA to ba SDOZ

/IAPD2R = GLO10Y;  [fSet RPD2 to be SDOT

RPESR = 0b1111;  #Sat RPES (pin 1) to REFCLKOL
IREFCLEO! can also go W RPGT (pin 5)
IMEFCLKO3 can go ta RPGS (pin 4)

35:\ Il <foditor-fold>

s:s il <editor-fold defaulistatrs"collapsed” dosca*Varlable Definition and Initfalizaton®>

58

30of8

ENABLED sat;

MANUALD clr;

iNots that | can start up with R = 1100 kicking in 0t 350 V
{fCh starts st BO0D65536; Ca starts at 4850765536

fEapact aighily bigher than 400 ot fi; vary closs after angaging control
{IOF sama Cb, Co and R = 850 for a 240 V in put

iftvariabla)_16 corruspands 1o 16 bit codes to sond to

Ther e commariar ot monyl” eslablad by ariatla n solts)+ 2+ 1673
unsigaed Iat ventrib_16 =

16 -amo; “This worked forver bafore ramoving linaar caps.

unslgnod It ventria_16 = 000:
umsigod iat vzvsa_11G = 40000:
wasignod int timob. pauso_16;
umsignod ot vout;

im0
igned int ControlCount = 0;
m:‘lgm-d nt KickCount = 0;
unsignad int VamsCount = 0:
usigned it AvgCount = 0:

{fdoublo zvsamult = 0.8 /iThis worked forever bofuro remaving linaar caps
doubls zvsamult = 0.75:

doubls tamp;

double Umeb:

doubls Umeoa;

idoubls Ch = B00G=65536://700065536: = L1, whore L approx *4000"

irdouble L = 16500: filnductance, uaits ns=ViA (= ati) was 16600
double L = 118600 JRachs saye ndector s actualy ke 13.9 uk

doubln ) = 1.0; fiCurrant. units A (2.8 worked for a lang U

double |2 = 1.0: fiCurrant. units A

#tdouble Cb = 40000; HUnl s ns*\i 32000 corrwsponds o 16wl * 2.5 A
hdoubla Ca = 3190°68516,15000705536; = 192

{fdouble Ca = 2B800. /{Units ns™V:; 28800 correspands to 16 uH * 1.8 A
donbla I1Starwp = i1;

f1double corractions_prefactor = 0.216; ff nsN
double Vout:

doubl Vie:

Ifdouble Fampslope = 0.0037% (13 Volt par B00 ns, vorified for 5.6 kohm, 220 pF*
Jidouble mmpslopo = 0.00191: {153 Vot per 500 ns, assumed for 11 kohm, 220 pF
double rampslopo = 0.00025; i/0.42 volt par 600 ns, assumed for 2. Zkohm. 4nF
Ihcurrontly 2 V ovar 7 us 88 of A1ZH18 -

doublo R = B0; (fAm250 gives 40 W st 120 Vrms /fWorked very well at I =125, gives shout 220 W at 200 Vrms.
doubla 13 = 0.0034: AW (spac givan in mAMW)
doutin 15 = 0.0019:

doubls 17 = 0.0010:

doabis 19 = 0.0005:

doabla 111 = 0,00035;

doabla limitparcant = 0:

danble tnormal:
Soubls tforres:;

{#doubla C_in = 3000 /1.7 uF = 250 ns *AIV {11 think Cin is moasured in nF
double C_fn = 7
doubla w_line = 0.0000003142: /f par ns (50 ha)
doubls Vims = 110: volts

double VinMax = 0

{ldouble Cros = G.12: {/100 pF = 0.1 ns * AV

{Hdouble Cres = 0.15; //0.12 worked well for o long time: neadad highor for zero crossing, stitching
doubla Cres = 0.2: {fUsed 0.13 boforn removing linsar caps

unsignnd Int poskwalicount = 0.
unsignad iat SignCount = 0:

char bufl16k

a
457 if <lediior-fold>
4

SetupUART3();
PRECONLs. FREFFN = 0b11: Allow Prodictive Prefatch of CPU instructions and data
PRECONbits. PFMWS = 0b000: //Zero walt statas for PEM acoess tim (see Table 37-13)
WrilaSPI &vavsh 16, °/):

WrltaSPIB(&ventrib 16, 1 )

FiTuiaryo sol: Hstart with the charging FET just on all the tme

forim0:1<10000:1++){

‘WritaScrean(*ti~);
‘WritaMenu():

0:} Jilatting modules get startad up. cloan WritoMany

CheckRasat(),

whita) §

iFlaga.1 3% == 1 |
f <nienohl deladstaisrcollipsed® duicirUer luariacs Udatars:
Writa:
lnction = UARREG: U

Aion to the scraan
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wwitch (salection) {
limitparcent = limitparcant +0.1;
iispriotthut. *%. 1P imitpercant:
i

t.m-pdnmmr 511 \lmllwm-nﬂ
iMWriteScraantbuf):

bmh—

Mmuil = zvsamult + 0.05: hraak:

mmun = zvsomult - 0.05; braak:

w.qm\mm;r break:

T WrVin(Vrms): bresks
cash

Kunning, Flags.

wnuw:;umcmo\:mnu brnak I/WriteSPlal&vzvsb_16. ‘c'); braak:

Wﬂl-l-lwnni! Broak:
dal

teScronnt
} i,‘End of swich satoment

Flags.JRX = 0;
W =foditor-fold>
} i End of IfiFlags. U3RX)

Flags. Timor mm 1) {
if <editor-fold defaulistato="collapsed" desc="Stale Updale">

Flags.Timer =
KickCount = KickCount + 13

B Vohaga Vpdava HNUIINL

#Taking Al doubla) whers numbaer Is in volts
ook = ol AT A 1O IODIETS = S Y3 216
Vout = Vout=(3.3 * 126,60/ 65536); #Was 134.3: 115.5 tuned on 270 V out
Vin_prov =
Vin = (double) (3% DATAT>>18),
Vin = Vin*(3.3 * 133/ 65536) f\Was 134.3; 117 tuned on 25 Vin

N'Wﬂlﬂﬂi!ﬂl}lf Vims Dutoction Wﬂt}lﬂﬂimﬂl{m{
Vin > Vims*1.414) (Vrms = Vin * 0.707
iffVin > VinMax) (VinMax = Vin: ]
VrmsCount = VrmsCount + L;
IffVrmsCount > IW‘JJ( HMimar goes off svery 32 us, or 259 hm'! [-r hall-pariod
walling for avery 4 half-cyclas is about 1000 co

{AVInbo = 3500 (Vs = 243 ) HD ok i occkdontoly. ik re volag b crory Mt
ffalse { Vrms = VinMax = 0,7071
{iardas < Vrs1 141 (Vi = Vinbax0 7

VinMax = 0:
VrmsCount = 0

HIHIHNITING dVIdt sign Datacton HHANIIN
IfiSignCount == 2) { #32us *8 = 256 us WAS 8

HIE tho last. i you loakad, voltage was rising
iAdd hysterasis to maka it hardar tn changa states
ifisignstats == 1) [
1f(Vin-Vin_prevign = 0)
{Flags Rising = 1; cap sign

¥
olsa
{Flags.Rising = 0: cap_sign = 1:)
alse { it the last tine vou looked, voltage was falling
ViaVin_provSign >
{Flags Rising = 1: eap_sign = -1:}
slsa
(Flags.Hising = 0: cap_sign = 1:)
wwlichisignatato) {

casn 1: voltage rising

cap_sign =
I(Vin > Vrms*1 4140.96) [ WAS 0.85
signstats = 2: puakwaitcount = 0;
mpm itrul ==1} {
R B + (Vout400)70.04: /0.1 worked fina at i

frsun
}H\Miu&-mn( 2‘) } iMoving to top stata,

cama 3: fvoltaga naas peak
cap_sign = 0:

{slgnstate = 3 = 0: )1 USED TO WAIT FOR 2 peskmwaltzounts

B
aise {peakwailcount = pmakwaitcatnt + 1}
broak:
case 3: jfbitage falling

} Hckost swich

Ewntmlm
Vi powtEion = Vi

wise {
SignCount = SignCount + 1:
)

IHIHHNT Soritiza Vin 1 aveld sart problams (MHHNKE
Vin Is avan closa to Vrms=sqrt(2). make it just smaller than Vrms=sqri(2)
use Vrms u avery cycle. this shotld only engage al the vary adges
MVin > Vrms*1.414) {Vin = 1.414*Vrms-1:} #

ZVS threshold

Sat.
il Vin > (138) )
b |0 = i gnad | (001105 5538
IPWritSCraen(™ M
¥
alsa
vvab_ 16 int) (0, 3675 worksd 075 up 10 175V

o 16 = (nsigued a) (016552851
WriteSPIb(vzvs
iAo ey R

Flags. Funningm=0 && Flagy Modoms0){
dofaultstate="collapsed” dosc="Charglng State">

iVt > 3su) ( 41380 (295325 ~ sbave théa Vout Tegelar bods! sate UStandard wes 373

Flags. mamnm -1
Flags. Morde

StartupBoosti):
) alsa |
Jtimal = LS tartupVing:

HWriaScraent”S"y;
tiventri 16 = (unsignad int) (limab = ranpslopn * G5536/5): {1 o = Vins = codary’
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671 ventrib 16 = (unsigned i) (2.5 = 65536/5); #Worked with 2 for & long Uime: need tnore Juice
672 WritaSPIb{&ventrib_i

673

674 IHKIckCaunt > 350)

675 for(imO:b<Xi+4) {Nop(: )

676 StartupBosst()

877 KickCount = 0;

676 ]

&70

880 }

s81 i <tediorfold>

862 )

83

L) IIBoost State

683 iFlags. Aunning=e] &é Flags. Modew=0){

886 Trig

687 /i <editor-fold dofaultstalo="collapsed® doscs*Boost State >
808

680 MVOUt<150){ #10000 == 76V

600 if <editor-Told defaultstates"collapsod® dosc="Boost -> Charge"=
&9l ‘WriteScreen(

492 Phq- uumnng =0

693 Flags. Moda

a4

695 ¥ '\.;\I'SI IJ\ sai: (/Enablo B should be oo

500 HENABLES sot; /fEnableA should bs on

607 A l\lbnr‘ﬂSﬂMlnouanﬂ'

498 IRMANUALScl 5ot Msnus A lo oft

00 1 <teditar-fold:

700 1

701 olso [iA1f o changa required, then givs another kick o kaep going
702 Ji <editor-fold defaultstate="collapsed” desc="Koep Boasi®>
703

T4

105 IWriWScroan*D):

08 ttotal = 2R = (1 + 1*Vrms - 34 .5 + 1 i )0+ @
107 #iWhen | ran this bafore | didn't have Lhe 2 Mlonlﬂ in term, but it should be thers from my notes
08 4i¥m trying with th factor of 2 but reducing C.

100 7iThls will claan up the HV mode (which clearly u.cunvmc I bs 130 big) and ohso matches wht | think the sctusl © ln is battar
o

i

2 I { (totat*rampsiopa) > 4.8 ) {

3 mpalopa:

T4 )

75 olse (ff (Uotal*rampslope) < 0.21 && Vin < 100) {

76 ttotal = 0.2 frampsiops:

nr )

Ta

ne

720 ventelh_16 = (unsigned mu uml = rampslopo * BS536/5):

121 WﬂhSPlD(&halIHh 16,

22

223 HiKickCount > 10001

™ forfim0:i<31+-4) {Nop): )

725 Startupl

726 KickCount = 0

127

28 it <foditor-fold >

720 }

730 Trig cly

31 i </editor-fold>

™2 }

733 if <teditor-lold>

™

735 } WEnd of Umsr Intormupt

738

737

738

%

740

741 | ifEnd of inflaite whiie

742

743 rturn (EXIT SUCCESS)
)

o
751vald ISH AT VECTORE UARES RX VECTOR, IPL2AUTO) Int Gart3Handlertwd)
152

13 Faguaed
754 saloction = 13t
55 iWritaScreenthi®
756 IFSdbits, L IRXIF

VTR = valection: [FEcha saloction o the scrwan

260vald ISR AL Vi
761

-mz IFSObits. 111 = 0:
161!

ve-svuu ISR_AT VESTOR TIMER 3 VE

VETOR, IPLZAUTO) IntTimer | Handlertvoid) |

- IPLZAUTO) Lat Timer2Handlostvold) |

7o Flags Timar =
769 IPSOUls. 1211 =

780 obe (160N & 010200) (WriteScruen(™ :
701 alim b1 1 1R0O1OWeibaSEraant-1k 1115
2 et HRCON 18 €102 (WA ",

191 ifioutlow s on 89, Fin
162 (Vin_jow is

i/Page 474 'V\"hnm an alt
1 odicatod ADE racdle, tho daia outout s sl rad rom th primoey
i input data output register-

22, ANAD, (ADCA)
oa BY, Pin 21, AN4S, (ADC3)
rata input Is used as the input sourcs for a

HFIrst thing, Ioed calibration data into the CFG registers
HDEVADG s stored In flash memory

HThe “only= thing the FRM says is that the usar must copy the data
001 HEAsples 1t the FRM have only those exect sommumands

HCheck soction 2: 4.3 of FRM “Selacting the Format of ADC rosult
HFractional s loft justified, whils integar is right-justified

Aprncwmu rw\ T = 1; fifractional output (laft justifiod. 16-bit numbar with zaros for LSB)

ADCIMCONTbits. 5
8o P\DCIHCON!DI&.SHUNJ-D-

812 ADCCONISIDL = 0 JGeap runaing In'dle mode
813 ADCCON1bits.: = 0; iCharge pump disablad (for Vdd > 2.5, w0 P427)

27, 506)
nmtsyxl-n Clock to ADC Cantrol Clock Enabla (se0 FRM 227,77)
- \abla (spacific condltions. FRMZ2 p.77)

Use SYSclk as input (can use FRE, PBCLKS, REFCLKI)

[

524 fjRncall that 12-bit convarsion takes 13 Tad
825 [HB+1(16 MHz) = 1.3 us
626 [AWith Timar] nunning at 64 MHz naed to count Lo at least 84

62z
828 ADCCONIbIs VREUSEL = 0; [flise AVid and AVas as pos/nog mforancss
829

830 ADCTROMODEBItS.SHAALT = 0bO1
831 ADCTROMODERLs. SHIALT = 0bO1

jiUsa ANAB on ADCA (vout_low)
HUse ANAB ain ADE3 (vin_low)

B33 ALCIMCONT = 0 A Inputs use sigle-andod, unsigned dots
ATKCIMECONZ - 0

Nimo

=0 i intarrupts from any ADC
-0

200
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B840 ADCITIMEBiLs.SERES = OB11: /112 bit rasolution
841 ADCATIMEBits SULRES = 0B11; 112 bit rosolution

843 fProm Section 22 of FRM: “Each Class 1 input has o unlque triggar and
614 2 upon rvhml of e trgge aace mmpling and sians comvenios.

SU5. 0 e bl Br Rl ha ADC Taadul e

846t sampling modo. Whan  Class 1 |=.p..||s-..m-dnmhma:.i.\g
847 it convarted. it Is always samplad.*

848 1 Excoption: SAMC Is & minimum sample tima. If It 1s not met whon
49 It & trigger arrivas, the ADC will walt unul it is met.

850 i Sas FRM Sec 22.4.4.21-2

as1
852 HADCICFG and ADCACFG naod 10 be writtan with DEVADC1, DEVADCA prior o turn on?
851 JADCFLIRX? May use in avernging or oversampling mode

as4 }K‘mid ¥ou use the APRDY (or Iln tl-nd-lrd ROY ninn.l) hj Lrigger & naw conversion?
855 fm
3561 inioht naod b o hrovaha CPU interrapt

857 fUse ADCDATAI and ADCDATA4 to accass 46 and 49 (marely altarmates)

839 ADCTRG1bits THGSC = OBOOION: JANI(=487) using TMRI mach as trgger source
880 ADCTRGZbits, TH HANA(=49) using TMRI match as trigger souno
861
862

ALY

=0 ATIFC and all associated proparties ane disabled

863

864

865

866 TICONBIS.SIDL = 0: #Run T1 even In idle mode

867  TICONDILSTCS = 0: /fRun on poriphoral clock PRCLE 3 (instaad of external clock)
868 TICONbits, [CKFS m 0BOG; /111 proscaling

869 TICONDits, TGAT
870 TICONDIts.T
a7
a

l(}.

N
Fit1 = 100; /St this valun o the number of coun

HiNota that the ADT takes cs.umﬂc:-n.n for sample/convart

HTed = 2+TQ basod on ADGITIMEADCDI

HTG = TCLK based on ADCCONS. SONGLKDIV

HARd lastly TELK = FRC or Systam Clock buodcn ADCOONTALOSEL

JSe nosd roughly 30 Tad counts, or 60 TQ = 60

HSo maybo let PBCLK3 count to 100

TICONBIS.ON = 1 fTurn tmer oo

B8] JIPCIbITIIP = 2:
882 HIECOBS.TIE = 1

882 HDigital and anakog can b disabled to conserv powar

HDigltal starts up quickly and Is easi

891 {iFurthar powsr saving by shutting down analog blasing, bul Lakes tine ta start up again
il assume the default is off, but bettar set thom that way anyway

mcml:owb\u ANE o

H

%

N2 = 0
ADCANCONDits ANE N2 = 1: JADC3 analog and blas clrcultey anablsd
ADCANCONDILSANENA = 15 [IADC4 analog and blas circultry enabled
ADCANCONbits ANENT = 0

HADC s digitally anabled tfor vin_low)
MADCA s digitally anabled (for voul_low)

3
@14 vold SetupSPIb(void) |
5
916 5oy /Mdie High
a18 SPI?DDI\HI: MSSE \ -n HM- do slave salact

919 SPI2CONI - @ jfUUsa PBLEZ as CLK {as opposad tn REFCLKOT)
20 SPizcONbIMSIDL = :z Contingo In ko mode

622 SPI2CONbits. MODES2 = 0; fThesa thres bits dafine B-bit communication
923 SPICONbts MODELS m 0
924 SPI2CON2bits, AUDEN = 0: JAUDEN Is for audio codacs

25

transition

26 1
927 SPI2CONits.CKF m 0 jClack lele is low
28

929 SPI2CONDits. SSEN = 0: /5Sx pin is unused (will manually do chip selact)
930 SPI2CONbils MSTEN = 1; /Mastar moda
931 SPI2CONBItS. DISSDY = 1: SDI pln ks unused (naver sxpocting o rocoivo)

2
§33  SPIZNNG = 0 and rats divisor (Fsck = FRIVI2=(BRG+1))
o1 tast possibio Is Fpby2 (=32 Mz in Lils case)

35
036 SPICONBILL.ON = 1: {fTurn on unlt last thing
7

38

030 }

940

41 void Setup Tnmer(vd) (

©42  |fThis is the main timer which sets tho tme between DAC updates

943 {/Not tha sama s Timer] which is used Lo trigger the ADC (much fastor)

5 TICONDISIDL = O /ffun T1 avan in idle mode
s, T un on paripheral clock PBCLE 3 (Instead of extrnal clock)
EPS = 0 1e1 proscaling
48 T2CONBita.T32 = 0 JiEach tmar is separaie I&hl(dmur Bt combn 32 bit
o qu-ma #Sat this valua to the number of cou
0950 PRI=
051 mnhnmn-uyun snma a3 from the PIC24 code which used
952 10b000O1 00000000000

@51 [fPor PBCLK3 = SYSCLK = 64 MHz, 2018/64 MHz = 32 us
954 [Which Is anywhers batwasn 32 and 96 switching pariods worth
955

956
@57 T2CONBlts.ON = 1: /fTurn timor on

56 IPCIbiS. TP
[ECObIts. T2 =

@61

962

963 )

965 vold SotupUART2{waid) { HUsing this UART for transmission on RE2

it u:mmablu \I‘-rl =0 1 stop bit
=0b00: {IB-biL, no parity
> -0 HHigh spesd modo
970 UZMODEDits, LIEN = 0b0O;  /fUse TX and RX but not RTSICTS/BCLK
Widla stata s high

973
G74 U20HG = 72; fiBased on PBCLKZ = SYSCLK (= 84 Mifz)
iSee FRM 21.3 for tables

978 UZMODEDits.C
975 U2STAbits. LT
980 U2STAblts. URXEN =
981 U2STAbis. URXISEL

0 ifintarrapt ssortad whils buffor has any charactars,
963

a1
985 [FSA4bits,UZRXIE = 07
965 [PSAbis,LUZTNIF = 0

987 RXIE m 1

988

989 [PCI6bits.LZRXIF = 06010:
w0

ol

992 )

a3

m stop bit
/18-BiL. no parity
lflllghiwﬁnm
TX A II\xhnlnn\KTSll‘TWB(‘ik
1003
1064 L3I = 72 iBased on PRCLED = SYSTLK (= 64 MHz)
1005 [Sea FRM 21.3 for tables
1005

201
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1008 UIMODEDits. 0N
1009 UISTABIts.L/TXE
1010 U3STABs. U RXE]
1011 U3STABMs. URKE

=0 Ainterrupt assertad whils buffer kas any characters

1015 IFS4bits.SRXIF = O;
1016 IFS4bits.L3IXIF = 0;
1017 IBCAblta USANIE = 1
1018 IECAbits.USTXIL = 0

1019 1FCI9bIS.UIRXIP = 0bOLO;

1024
1025 void Startup Boost{void) |
1026 Inti:

1028 IMANUAL clr: /Make sure ManualON A lIs off
1028 MANUALD cir: ffMake sure ManualON B is off

1030
1031

1032 ENADLI

1033 /ENABLEs sat:

1034

1035

1036 MANUALD sol; fTurn on B

1037 /MANUALS sat: /fTuri oa A = this opams a path through the Inductor
1038 fortlag: <27 1443 { Nopl))

1039

1040

1041 FNABLED i #iQulckly disable B bofore rasot ction

1042 MANUALD cir: #Ramove Manual B

1043

1044

1045}

1046

1047 vokd TriggorPulsa(void) {

1048 Trig sa

1019 Trig i
1050

1051
1052 woid WriteFlags(iuisigind int running, unsigned int moda ) {
1053

1054 funsigned int ADCVal: /it is 32 bit in XC32 compller: short's are 16 bit
1055 /ifloat ADCVAIF;

1056 JIADCNbl = ADGDATAL

1057 JADCVBIF = (double) (ADC DATAG>>16); HConvert 32 bil Lo 16 bit

1058 JADCVBIF = ADCVBIF [ 1.127;

1061 IIADCVAIF = 3.3 * ADCVAIF / (0x100600000);
buf] 16];
1063 springtbut, - ¢

1073
1074 void WritoKickCount(uasigned ot kickeaunt) {

1075

1076 funsigned int ADCVAL  Aint is 32 bit in XG32 compilor: short's arm 16 bit
1077 jifloat ADCVAIF,

1078 HADCVal = ADCDATAL:

1070 JIADCVAF = (double) (ADCDATA4>>16); #Convert 32 bit to 16 Lit

1080  /ADCVAIF = ADCVBIF £ 1.127:

1083 ADCVALF = 3.3 * ADCVSIF / (0% 1 00000000);

1084 char bull16]:

1085 printfibuf, =i
Writa!

1068 WritaScroon(-
1009 WriteScreen(*jal
1100 WritaScrosn(*wniey I
1101 WritaScroon(=u!

o

1
1103 WritaScraen(
e
1103
1106 1
107
1108 vokd WriteScroenichar s[50) { /Using VART2 on RB2 for transmitting
1109
Py
whila ) {
whika (H(U2STABits. TRMD)) {

PZIXHE = pak
1

0
1121 vold WriteS Pib(unsignad int* dacinput. char select) {
2
1123 jmt
120 ot mode:
125 unsigned 1at temp:
26
1127 switch (solact) {
P —

1m madn = 0BOOOGO0O000T 10001 Iontrol word Lo select Fight DAC for Ventel8
1130 broal

£

132 mada = 0HOORO0DC001 10000; HControl word to select fAght DAC for VavsB
ek

N3 defoult;

1136}

1140 b clr HChIp select B active low
1
1142 fTransmit 8-bit mode word
4
V4 SPIZBUE = mada; whik(SPIZSTATbts. S FITBE mm 0){)
5
1147 tamp = *dacinput:
1148 tamp = tomp >> &
1150 [fTransmit B-bit data word
182 5

U = tomp; while(S PI2STATDILS SPITHE == 00}

54
1155 tomp = (*dacinput) & 05001 1;

115
1157 ifTransmit S-bit dota word

1158

158 s = tomp; whila{S PIZSTATBiLs. SPITDE we 0)()

1160 for (im1: i10; [+-4) N} ANacossary dalay for LTt:2602 tining

1162 250 st

o9

1170 funsigned int ADCVal: ifint is 32 bit in
1171 iifioat ADCABIF:

1172 HADCVS! = ADCDATAY:

1173 HADCVBIF = (double) (ADCDATAZ>>15)
1174 JADCVAIE = ADCVAIF | 1.127;

032 compilen short's ar
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1175 HADC Valuos arw saved as
116 dddd dedced dedel DOGO DOGO BONO OG0 OO0
1177 jSo divida by 2% 32 to get fraction of full voltage which is 3.3

178

1100 char bufl16l

1181 sprintitbuf, * %, vini;
1182 WritaServon("inis\
1183 WrlteScrean(buf):

1185 )

1188
1187 woied WriteVoutidoublo vouts {
1188

1189 Jrunsigned int ADCVal: fint is 32 bit in XC32 compiler; short's are 16 bit
‘i

1190 /ifloak ADCM
91 JADCV! = ADCDATAL

62 IADCVAIF = (double) (ADCDATA4>>16): fiCanvert 32 bit s 16 it
1193 [ADCNBIF = ADCVAIE / 1.127;

1194

105

1198 JIADCVBIF =
1187 char bufl 16}

1190 WriteScroan(\matiat = *);
1200 WritaScreantbuf)

1201

1202 }

1203

1204

203
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/home/alex/Dropbox (MIT)/Dynamic Ron/Dynamic Ron Share/uC Code 3 - interrupt/modboostinterrupt.c

F

* File: modifiedboost.c
* Author: Alex
*

*
* For Bryson, GaN code
*

* Created on December 9, 2015, 10:56 AM
*

SLONO U R W e

11 #include "p24FV16KM202.h"

12 #include "stdio.h"

13 #include "string.h"

14

15

16 // <editor-fold defaultstate="collapsed" desc="Configuration Bits Setup">
17

18

19

20 // Configuration Bits to make the part run from Internal FRCDIV
21 // Oscillator.

22 _FBS

23 (

24 BWRP_OFF & // Boot Segment Write Protect (Disabled)

25 BSS_OFF // Boot segment Protect (No boot flash segment)

26 )

27

28 FGS

29 (

30 GWRP_OFF & // General Segment Flash Write Protect (General segment may be written)
31 GCP_OFF // General Segment Code Protect (No Protection)

32 )

33

34 FOSCSEL

35(

36 FNOSC_FRCPLL &

37 /[FNOSC_FRCDIV & // Oscillator Select (8MHz FRC with Postscaler (FRCDIV))

38 //Note that the default for CLKDIV is to divide by 2 (4 MHz clock => Fcy = 2 MHz)
39 SOSCSRC_DIG & // SOSC Source Type (Analog Mode for use with crystal)

40 LPRCSEL_HP // LPRC Power and Accuracy (High Power/High Accuracy)

41 & IESO_OFF // Internal External Switch Over bit (Internal External Switchover mode enabled (Two-speed Start-up enabled))
42 )

43

44 FOSC

45 (

46 POSCMOD _NONE & // Primary Oscillator Mode (Primary oscillator disabled)

47 /fOSCIOFNC_IO & // CLKO Enable Configuration bit (CLKO output signal enabled)

48 POSCFREQ_MS & // Primary Oscillator Frequency Range Configuration bits (Primary oscillator/external clock frequency between 100kHz to 8MHz)
49 //SOSCSEL_SOSCHP &// SOSC Power Selection Configuration bits (Secondary Oscillator configured for high-power operation)

50 FCKSM_CSECME // Clock Switching and Monitor Selection (Clock Switching and Fail-safe Clock Monitor Enabled)

51 )
52

53 _FWDT
54 (

55 WDTPS_PS32768 & // Watchdog Timer Postscale Select bits (1:32768)

56 FWPSA PR128 & // WDT Prescaler bit (WDT prescaler ratio of 1:128)

b7 FWDTEN_OFF & // Watchdog Timer Enable bits (WDT disabled in hardware; SWDTEN bit disabled)

58 WINDIS_OFF // Windowed Watchdog Timer Disable bit (Standard WDT selected (windowed WDT disabled))

59 )
60
61 // Warning:

62 // Always enable MCLRE_ON config bit setting so that the MCLR pin function will

63 // work for low-voltage In-Circuit Serial Programming (ICSP). The Microstick

64 // programming circuitry only supports low-voltage ICSP. If you disable MCLR pin

65 // functionality, a high-voltage ICSP tool will be required to re-program the

66 // part in the future.

67 FPOR

68 (

69 BOREN_BORS3 & // Brown-out Reset Enable bits (Enabled in hardware; SBOREN bit disabled)
70 PWRTEN_ON & // Power-up Timer Enable (PWRT enabled)

71 12C1SEL_PRI & // Alternate 12C1 Pin Mapping bit (Default SCL1/SDA1 Pins for 12C1)
72 BORV_V18 // Brown-out Reset Voltage bits (Brown-out Reset at 1.8V)

73 // & MCLRE_ON // MCLR Pin Enable bit (RA5 input disabled; MCLR enabled)

74 )

75

76 _FICD

77 (

78 ICS_PGx3 // ICD Pin Placement Select (EMUC/EMUD share PGC3/PGD3)
79

80 // </editor-fold>

81

82 // <editor-fold defaultstate="collapsed" desc="Function Prototypes">
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83

84 void SetupSPla(void);

85 void WriteSPIa(unsigned int* dacinput, char select);
86 void SetupUART(void);

87 void WriteScreen(char s[50]);

88 void StartupCycle(void);

89 void WriteVentrla(void);

90 void WriteMenu();

91 void SetupTimer(void);

92
93
94
95
96

Il </editor-fold>

97 typedef struct {

98
99
100
101
102
103
104
105

unsigned Timerl1 :1;
unsigned ADC1 :1;
unsigned U1RX :1;
unsigned Auto :1;
unsigned WriteTimes :1;
unsigned BitSix :1;
unsigned BitSeven :1;
unsigned BitEight :1;

106 }InterruptFlags;

107

108 static volatile InterruptFlags IntFlags;

109
110
111

112 int main(void) {

113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167

IntFlags.Timer1 = 0;
IntFlags.ADC1 = 0;
IntFlags.U1RX = 0;
IntFlags.WriteTimes = 0;
IntFlags.BitSix = 0;
IntFlags.BitSeven = 0;
IntFlags.BitEight = 0;

//EnableA should be digital, output, on
TRISBbits. TRISB10 = 0;
LATBbits. LATB10 = 1;

//Set Manual A to digital, "off"

ANSBbits.ANSB8 = 0; //Set pin 42 (OC1F) to digital output (manual A)
TRISBbits.TRISBS = 0;

LATBbits.LATB8 = 0; //Should always be off unless PWM-ing

CLKDIV = 0x0000; //Stop dividing clock by 2 (to achieve 32 MHz)

//These variables go from 0 to 2~16 = 65,536.
//Ventrl values indicate times ranging from 0 to .

//Vzvs values indicate turn-on triggers from 0 to 500 V. (x100 step down ratio)

unsigned int ventrla = 23000;
unsigned int vzvsa = 6000;

/Make B2 and B7 (U1RX,U1TX) digital pins so UART can take them over
ANSBbits. ANSB2=0;

/TRISBbits. TRISB2 = 1;

LATBbits.LATB2=0;

ANSBbits. ANSB7=0;
J/TRISBDits. TRISB7 = 0;
LATBbits.LATB7=0;

SetupUART();
SetupSPla();
WriteSPla(&vzvsa,'z');
WriteSPIa(&vcntrla, 'c');
//SetupTimer();

char selection;
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168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244

245 }

246
247
248
249
250
251
252

WriteMenu();

while (1) {

if(IntFlags.U1RX == 1) {

WriteScreen("\n\r");
selection = U1RXREG; //Echo selection to the screen
U1TXREG = selection;

switch (selection) {

case 'a":
WriteScreen(*No B versions");
break;

case 'z':
WriteScreen("No B versions");
break;

case 's":
vzvsa = vzvsa + 300;
WriteSPla(&vzvsa,'z');

break;

case 'x":
vzvsa = vzvsa - 300;
WriteSPla(&vzvsa,'z');
break;

case '(]':
StartupCycle();
break;

case 'd":
WriteScreen("No ADC Function");
break;

case 'c':
WriteScreen(“No ADC Function");
break;

case 'g":
WriteScreen("No B versions");
break;

case 'b':
WriteScreen("No B versions");
break;

case 'h':
ventrla = ventrla + 500;
WriteSPla(&vcntrla,'c');
break;

case 'n':
ventrla = ventrla - 500;
WriteSPla(&vcentrla, ¢');
break;

case 'e':
‘WriteScreen("No Auto/Manual");
break;

case 'y":
‘WriteScreen("No Auto/Manual");
break;

default:
WriteScreen("Invalid Selection™);

}

WriteMenu();

IntFlags.U1RX = 0;

} // End of if(U1RX)

if(IntFlags.Timerl == 1) {

IntFlags.Timerl = 0;
} //End of timer interrupt

} // End of infinite while

return 0;
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253 void _attribute_ ((__interrupt_, no_auto_psv)) _Ul1RXInterrupt(void) {

254
255
256
257 }
258
259
260

261 void __attribute__((__interrupt_, no_auto_psv)) _T1Interrupt(void) {

262
263
264
265
266 }
267
268

IntFlags.UIRX = 1;

IFSObits.U1RXIF = 0;

IntFlags.Timerl = 1;

IFSODbits. T1IF=0; //Clear interrupt flag

269 void SetupSPIa(void) {

270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309}
310

//SCKa
//ANSBbits. ANSB11 = 0;
TRISBbits. TRISB11 = 0;

//SDOa
ANSBbits. ANSB13 = 0;
TRISBbits, TRISB13 = 0;

//CS-LDa

ANSBbits.ANSB12 = 0; // (pin 15)
TRISBbits. TRISB12 = 0;
LATBDits.LATB12 = 1; //1dle high

/1A functions are on SSP1 (SCK1,SDO1)

SSP1STAT = 0b0000000001000000;
//Status register for MSSP2

//Bit 6: CKE - some confusion on this point, but setting to 1 to match graph on 58 page 18

SSP1CON1 = 0b0000000000000000;
//Bit 15-8: Unimplemented (00000000)

//Bit 7: WCOL No Collision (0)
//Bit 6: SSPOV No overflow (0)

//Bit 5: SSPEN Not enabled (0) (will enable last thing)

//Bit 4: CKP clock idle low (0)

//Bit 3-0: SSPM<3:0> SPI master mode with clock Fosc/2 = Fcy (0000)

SSP1CON3 = 0b0000000000000000;
//Bit 15-8: Unimplemented (00000000)

//Bit 7: ACKTIM unused in SPI (0)
//Bit 6: PCIE unused in SPI (0)
//Bit 5: SCIE unused in SPI (0)

//Bit 4: BOEN unused in SPI master (0)

//Bit 3: SDAHT unused in SPI (0)
//Bit 2: SBCDE unused in SPI (0)
//Bit 1: AHEN unused in SPI (0)
//BIt 0: DHEN unused in SPI (0)

SSP1CON1bits.SSPEN = 1;

311 void SetupTimer(void) {

312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337

T1CON = 0b00000000001 10000;

//Bit 15: TON turns on or off (turn on last thing)

//Bit 14: Unimplemented (0)

//Bit 13: TSIDL continues in idle mode (0)

//Bit 12-10: Unimplemented (000)

//Bit 9-8: TECS extended clock option, set to 00 but unused if TCS=0

//Bit 7: Unimplemented (0)

//Bit 6: TGATE enables gating, unused if TCS=0
//Bit 5-4: TCKPS prescale to 1:1 (00) or 1:256 (11)

//Bit 3: Unimplemented (0)

//Bit 2: TSYNC external synchronization, unused if TCS=0
//Bit 1: TCS - use the internal clock Fosc/2 (0)

//Bit 0: Unimplemented (0)

//Note that Fosc = 32 MHz after postscaling, so Fcy=Fosc/2 = 16 MHz.

/fTo achieve 1 kHz update frequency, scale by

/{  afactor of 16000 = 0b0011111010000000;

{/For testing, use a 1 second update frequency, scale by
/I afactor of OxFFFF after a prescale of 1:256

//PR1 = 0b0011111010000000;

PR1 = 0b0000100000000000; // About 0.13s refresh rate (0.25s was a little clumsy)

T1CONDits. TON=1; //Turns on the module.

IFSObits. T1IF=0;
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338
339
340 }
341
342
343

IECObits. T1IE=0; //Enable interrupt

344 void WriteSPIa(unsigned int* dacinput, char select) {

345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422

/fWrite Sequence

//Writing to SSP1BUF should get 8 bits into the transmit register

JfWriting 3 times should transmit 24 bits, or one "word" for the LTC2602

int i;

unsigned int temp;

/Iwhile(SSP1STATbits.BF == 1); This line (sometimes) caused infinite delays

int mode;

/I char buf{10];

/t sprintf(buf,"%u" *dacinput);
/I WriteScreen("\n\r");

/I WriteScreen(buf);

switch (select) {

case 'c':
mode = 0b0000000000110001; //VentrlB
break;

case 'z':
mode = 0b0000000000110000; //VentrlB
break;

default:

LATBbits.LATB12 = 0; //Active low

SSP1BUF = mode;

/ISSP1BUF = 0x0000 & p[0];

//Data out

//Bit 15-8: Unused for 8 bit SPI I think

//Bit 7-4: COMMAND C<3:0> (0011) - Write and update module n
//Bit 3-0: ADDRESS A<3:0> )0001) - DAC B

//while(SSP1STATDbits.BF == 1);
for (i=0; i< 20; i++) {

temp = *dacinput;
temp = temp >> 8;
//temp = temp & 0x0011;

/I sprintf(buf,"%u",temp);
/I WriteScreen("\n\r");
/I WriteScreen(buf);

//SSP1BUF = 0b0000000011010001;
//SSP1BUF = 0x0000 & temp;
SSP1BUF = temp;

//Bit 15-8: Unused for 8 bit SPI I think
//Bit 7-0; 8 MSBs of data

for (i=0; i < 20; i++) {
}

/Iwhile(SSP1STATbits.BF == 1);

temp = (*dacinput) & 0x0011;
//SSP1BUF = 0b0000000001110100;
//SSP1BUF = 0x00 & p[0];

SSP1BUF = temp;

//Bit 15-8: Unused for 8 bit SPI I think
//Bit 7-0; 8 LSBs of data

for (i=0;i< 20; i++) {
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423
424
425}
426

LATBDbits.LATB12 = 1; //back to idle high
/fTriggerPulse();

427 void SetupUART(void) {

428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498 }
499

U1MODE = 0b0100000010000000;

//Bit 15: UEN - UART disable (0) (will turn on last)

//Bit 14: UFRZ - freeze in debug mode on (1)

//Bit 13: USIDL - Do not stop in idle mode (0)

//Bit 12: IREN - IrDA disabled (0)

//Bit 11: RTSMD - flow control mode (0) (won't use those pins anyway)
//Bit 10: ALTIO - do not use alternate pins (0)

//Bit 9-8: UEN<1:0> - Enable RX and TX pins; not CTS, RTS or BCLK (00)
//Bit 7: WAKE - wake up during sleep enabled (1)

//Bit 6: LPBACK - loopback mode disabled (0)

//Bit 5: ABAUD - one-time auto baud measurement not taking place (0)
//Bit 4: RXINV - idle state is '1' (0)

//Bit 3: BRGH - low speed (0)

//Bit 2-1: PDSEL<1:0> - 8 bit data, no parity (00)

//Bit 0: STSEL - one stop bit (0)

U1STA = 0b0000010000000000;

//Bit 15,13: UTXISEL<1:0> - interrupt when transfer to Tshift (00)
//Bit 14: UTXINV - transmit idle state is '1' (0)

//Bit 12: Unimplemented (0)

//Bit 11: UTXBRK - sync break transmission disabled (0)

//Bit 10: UTXEN - transmitter disabled (0) (will enable later)

//Bit 9: UTXBF - status bit for full buffer register (0)

//Bit 8: TRMT - status bit for full shift register (0)

//Bit 7-6: URXISEL<1:0> - interrupt flag set when character received (00)
//Bit 5: ADDEN - address detect mode disabled (0)

//Bit 4: RIDLE - status bit for receiver idle (0)

//Bit 3: PERR - status bit for parity error (0)

//Bit 2: FERR - status bit for framing error (0)

//Bit 1: OERR - status bit for buffer overflow (0)

//Bit 0: URXDA - status bit for receive buffer available (0)

U1RXREG = 0b0000000000000000;

//Bit 15-9: Unimplemented (0000000)

//Bit 8: Data bit 8 in 9-bit mode (0)

//Bit 7-0: Data bits 7-0 (00000000)

//Not sure if I can set these bits; just helps bookkeep in code

U1TXREG = 0x0000000000000000;
//Bit 15-9: Unimplemented (0000000)
//Bit 8: Data bit 8 in 9-bit mode (0)
//Bit 7-0: Data bits 7-0 (00000000)

U1BRG = 0b0000000001100111;

//Bit 15-0: Baud Rate Generator Divisor bits

//For 8 MHz internal clock, Fcy = 4 MHz -- see baud rate tables

//Choose BRG = 0d25 in this case for Baud = 9600

//0d25 = 0b0000000000011001

//Actual measured Fcy = 2 MHz: for Baud of 9600 with BRGH=0, want 0d12
//0d13 = 0000000000001100;

//Fey = F/2. F = 4 MHz if divided by 2 in non-volatile memory.

//Works at 4 MHz: 0b000000000001100 corresponds to 9600

//At 32 MHz (Fcy = 16 MHz) for 9600, want 0d103 => 1100111

//Enable the U1 module
U1MODEDits.UARTEN = 1;
Nop();

//Enable transmit for the Ul module
U1STAbits.UTXEN = 1;
Nop();

/Turn off
IFSObits.U1RXIF = 0;
IFSO0bits. U1 TXIF = 0;
IECObits.U1RXIE = 1;
IECODbits.U1TXIE = 0;
IPC2bits.U1RXIP = 0b111;

500 void WriteMenu(void) {

501
502
503
504
505
506
507

WriteScreen("\n\n\n\n\r***Modified Boost Menu***");
WriteScreen("\n\ra:IncVzvsB\tz:DecVzvsB");
WriteScreen("\n\rs:IncVzvsAltx:DecVzvsA");

WriteScreen("\n\rd: WriteVout\tc: WriteVin");
WriteScreen("\n\rg:IncVentrib\th:DecVentrlh");
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508 WriteScreen("\n\rh:IincVentrla\tn:DecVentrla™);
509  WriteScreen("\n\rq:Startup\t");
510 WriteScreen("\n\re:Auto/Manual\ty:TimeDispToggle");

511

512  WriteScreen("\n\n\r");

513

514 }

515

516 void WriteScreen(char s[50]) {
517  char *p;

518 p=s;

519  while (*p) {

520 while (!(U1STAbits. TRMT)) {

521 }

522 UITXREG = *p++;

523

524 }

525

526 void StartupCycle(void) {

527

528

529  //Ensure good initial condition

530 CCP1CON2HDbits.OCBEN = 0; //ManualON A disconnected from PWM
531 LATBbits.LATB8=0; //Make sure ManualON A is off
532

533

534 /fEnableA should be digital, output, on
535 TRISBbits.TRISB10 = 0;

536 LATBbits.LATB10 = 1;

537

538

539 LATBbDits.LATB8 = 1; //Turn on A

540 LATBbits.LATB10= 0; //Quickly disable A before timer triggers
541 LATBbits.LATB8 = 0; //Remove Manual A
542

543 }

544

545

546

547

548

549
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modboost32 buck.c

1of13

Le
2 - Fila: modboost32_ refectorad.c
3 * Author: Alex Hanson

5 “Croatad on Moy 2 2017, 11:36 AM
84

7
@
o
o
1 collapsed Bits™>
12
131 DEVCFG,
14 USERID = No Sottlag
15
16
17 8prayma conflg FMIIEN = OFF #/ Etharnot RMIUMII Enable (RMI1 Enablad)
18 #pragina config FETHIO = ON i Ethemot 1O Pin Select (Default Fthernat 10}
19 #progma conflg PGLIWAY = OFF i Permission Group Lock Ona Way Ce (Allo
20 aprogma conflg PMDLIWAY = OFF # Peripharsl Madm (Allow nultiple
21 #pragma conflg IOLIWAY = OFF {1 Poripharal Pin {(Allow multiple
g #progina couflg FUSBIDIO = OFF 1 USB USBID Salaction (Controllad by Port Function)
244/ DEVEPGZ
25 #pragma config FPLLICLK = PLL_FRC  if System PLL Inpul Clock Selection (FRC I8 input to the System PLL)
26 prgma config FPLLIDIV = DIV1 /i System PLL Input Divider (1x

27 #pragma config FPLLRNG = RANGE_5_10_MHZ /j System PLL Input Range (510 MHz Input)
28 #pragina config FRLLMULT = MUL 64 /f System PLL Multiplier (PLL Multiply by 4)
20 #pragma config FPLLODIV = DIV 8 ff Syswm PLL Output Clock Dividar (2x Dividar)
30 8progrn coafig UPLLFSEL = FREQ_24MHZ 4 USB PLL Input Frequsacy Selection (USB PLL input b 24 Mita)

:2 nmzwmx
ma conflg FNOSC = SPLL i Oscillator Selection Bits (Fast R Ose w/Div-by-N (FRCDIVY)
W pragiua conflg DMTINTY = WIN_127_128  ff DMT Count Window Int mlmmmlmmlmmn 1271128 countar valua)
35 #pragima confly FSOSCEN = OFF il Secondary Oscillator Enabla (Disable
36 #pragma conflg 1ESO = OFF i Internal/Extornal Switch Over (Disabled)
anmum.mnp POSCMOD = OFF " (P
OSCIOFNG = OFF i CLKO Output Signal Active on the OSCO Pin (Disablad)

#qtagma cont
35 #prsaima conlig PCKSM = CSDGMD i Clock Switching and Monltor Salection (Clock Switch Disablad, FSCM Disablad)
ragma config WDTPS = PS1048576 i/ Watchdog Timer Fostscals om:a
horiin conflg WDTSPGM = STOP 11 Watchdog Timer Stop Flash
42 #pragua config AINIUR o BORAAT. 11 Watchdog Thmer Window o 0 :\Mmhm ﬂmor!;lu non-Window moda)
1 Watchdog Timer Enable (WD Disablod]
S2_2% i Watchdog Timar Window Sizs (Window size Is 25%)
i Deadman Timer Count Selection [2‘)\ mma:w:)

sz
45 #pragma conflg DMTCNT =

46 #uragina config FOMTEN = GFF i1 Deadman Timar Enable (Deadman Timer
a7
481 DEVCFGO
40 #pragua config DEBUG = OFF i Background Dobugger Enable (Debugger Is disabled)
50 #pragma config TAGEN = OFF i# JTAG Enable (TAG Disablad)
51 $progma config ICESEL = ICS_POx1 Jf ICEACD Comimn )
52 #pragne config TRCEN = ON 1#Traca Enatla (Trace faataros in the CPU ara dbabied)

53 #pragina config BOOTISA = MIPS32 i Boat ISA Selection (Boot cods and Exception coda s MIPS32)

54 @pragins config FECCCON = OFF_UNLOCKED jf Dynamic Flash BCC rmﬂwnm (ECC and Dynamic ECC aro disablod (ECCCON bits are writable))
55 #pragins config PSLEEP = QPP 1 Flash Slewp Moda (Flash 4 powaced dotta whan the device s (a Skeep mode)

56 #pragnea config DBGPER 11 Dabug ‘ rmlssion (Allow CPU accsss 1o all permission mgians)

57 #pragina config SMCLR = m:Ln Nomm 11 Soft Nesios Class Ennble bit (MCLR pln m.n_um system Resot)

58 #pragina conflg SOSCOAIN = GAIN 2X  /f Secondary Oscillator Gain Controt bits (2X gain st

swm_un- Coullg SOSCBOOST = ON" i Secondary Oscllator Poost Kick Start Enabla bi {Booat. ki startof the exclnon)

89 prouma conllg POSCOAIN = GAIN 2 1 prmary Oucllstor Gain Control bit (2 galn seling)
51 wpraiin coully POSCBOOST = ON ™ 1 Frmary Oscilator Bosat Kok Stat Enatis bt (5wt he Kk sart o the xcillatar
52 Epraima cony EITAGBEN « NORMAL 11 ETTA Beot (Nortnal EITAG Aunctlonaliy)

83

64 }i DEVCPO

5 #progma conflg CP = OFF 1 Coda Protact (Protection Disabled)

66

67
eeu <ieditor-fold>

mei-m;
71 #inchudn - u i by
72

a1 b
a1 =
32101 4 3fpic W
3214 37pk e

8

85

a6

a7 ) <editor-Ic collapsed- dosc="Pin

a8

89 #dafloa DIOL st LATESET = 1 <<5

90 Rdnfinn DIO2 Aot LATESET = 1 <<6

91 #dofine DIO3 so1 LATESET = 1 <=7
92 #dofine DICA sat LATESET = 1 <<0
3

04 sdafine DIOT cle LATECLR = 1 <<5
ine DIO2 cr LATECLR = 1<<6
98 sdafln DIOI sir LATECLR = 1 =<7
97 #daflin DI04 clr LATECLR = 1<<0
98

et L 123 s TVR dalect o the whIlS back bosiid
m Todution 28  soloct sol LATFSET= 1<<3

|o.!

104 #dofine Sal sal  LATDSET= 1<<0
LATHSET= <13
LATDSET= 13

LATGSET= 1<<7
LATBSET= 1<<5
LATBSET= 1<<3
LATESET= 1=<4
LATESET= 1=<1

Alal sl LATGSET= 1<<8
e MANUALAZ w0l LATBSET= 1<<d

114 #definn MANUALL] 3ot LATESET= 1 =<3

115 #dafine MANUALLZ so1  LATESET= 1<<2

116 #daline NONPRE wol  LATPSET= 1<<1

117 addafine HONPRI sol  LATPSETw 1<<0

119 #dafine CSal cle  LATDCLR= 1<<0
LATBCLR= 1<<13

1 oir
123 #dafina ENABLFa) _clr
124 #dafine ENABLESZ clr

125 #dafing ENABLED] clr
126 #uefing FNABLFLZ cle
127 wdufina MANUALS | clr
128 ddafing MANUALaZ cir

NO!
132 wdafia HON e r\r LATFCLR= 1 <<0

134
155 /oakia ATl suglics
36 Wil lako caro of Usrt andl SP! in functioss rathor than #eflnes
U‘Hl <isditor-fold>
138

Ul *callapsed* desc="Function

139 1 <editor-fold defaultstate="col Prototypes”>
140 double Computel 1{double Vin. double Vout. double Vrms, double R, doubls L. doubls Cres, double cap sign, double C_in, double w_line, doubie 12, ﬂDuhh]lndWﬂndeH- 13, doubla 15)
line. double 2,

141 doubls Computel Lbuck(doubls Vin, doubls Vout. double Vems, doubla R, double L. double Cres. double cap_sign, double €_in. doulie w I

)
doubls 13, double I5);
142 doubls Computstbuck{doubls Vin, doubls Vout, doubls Vrms, dauble R, doulds L, doubin Cres, doubla cap. sign, double C in, double w_ling, doubls 12, dmbh Nimitparcant, double 13, doubla 15);

file:///home/alex/modboost32_buck.html

143 doubls Computetbtranidouble Vin, Mbhmtmnhmmhlmth«uN-Cm doubils cap,_sign. doubla _in. doutie w_line, double 12, double limltpsrcent. doubls 13, double 15, doubls t):

144 vuid SetupS PlalL(void);
vaid (void):

156 void WriteScroonichar s|S0):
157 void
158 void WriteS Pla2(unsigned Inl'dadﬂwl. char -nls:n-
150 wid

P k

:mwmﬂ.vln(uuk
ok WritoVout (vo)

‘collapsed® desc=*Static Volatile
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modboost32 buck.c

20f13

66
160 iypadad iruct {

178 }Flagstruct;
179 /Mode and Ru Innhm @ state machine with states Running, Modeo
180 //Stals 0.0 = Everything is off, converter hasn't started

181 15tata 0.1 = SA1 I on fo Intal charging of outpat capachr

162 [Stat tion in mod boost mode

183 //Stats 1,0 = Oparation in rogular boost meda

184 (50 cods for viate transilioe

185 sac wolatls HagSiruct Flagns

1o e wolatila double adcoount:
188 static volatile doabla vinacoum;

Il
106 b coaligt s chere= sl {

m! il <editor-fold defaultstate="collapsed” dosc="Global lnterupt Enable™>
1% uEnbuuc Iomh. Lral-mnh
200

o |mcows|3r o INTCON. | MVEC MASK. S0t intorrup controlar 1o Ml vocter Moo through macro
anabl

_Intarrupts(: #f Globally enable Interrupts throagh CPO StatuslE bit
zm 1 iodior-Totds
:ms i <editor-fold defaulstates" collapsed” dosca"Cncillator Setup®>
207
208

200 REFOICONBiS.OF = 0;
210 OSCCONBIL.IHCDIV = 000: [fSame as dofault, divide by |

212 VREFCLKI can ba used for SPI (or PBCLK2) or as an output
213 /REFCLKZ con ba used for output or SQI (unused)
214 HREFCLK3 can ba usad for ADC (or FRC or SYSCLK) or as an output.

216 REFOICONBl,RODIYV = 0

217 REFOICONbits,iSLE = 1: JiRun during skeop

218 IMREFOICONDIL. ACTIV t == REFO1CONDits.0N){ #Shouldn’t write if active fw ON
219 REFOICONbits.ROSE HUisa SYSCLK autput a8 source for refaronce

220 mm:wmmmn 0 Htio ivider for reforence click

-0
W REROICONMmAN = © {fTumn on to activate
I

224 REFOICONDIs.OF = 0; /Tum oa o driva the REFGLKO! pin (defined by PPS)
225 ffNNots that SPLLCON shoukd be completely defined by conflg reglstars on msat

23 1 <editon-fold defaulistato="collapsed® desce* Unlock Sequence for Modifying Oscillatos™>
235 volatile unsigned [nt int_status:
236 volatile unsigned ot dina_suspend:

238/ Disable global inter
23 int siatus = hultun_w( ar_state():
240 _bulltin_disablo_intarrupis().

42 it Suspand DMA
243 dma suspend = nmu:aNm. SUSPEND:
244 If (dma _suspand me

246 DMACONSET = DMACON SUSPEND MASK:
white (DMACONits, DMABUSY = 1);
1

257 PBIDIVBIts.FBOI = 0 /PRCLK
256 PBIDIVBt.ON = 1; ffActivate PBCL

SYSCLE (no scaling) runs TMRI which triggars ADC
K3

ts. PBDIY -o HDivide by 2: UART
261 levbm.u\ =1

263 PBIDIVBS.PBOIY =
264 HPBIDIVBIS.ON = I;

267 Jf <ediorfold defau
266 SYSKEY = (x33333333%

collapsed” desc="Re-Lock Sequence After Modifying Osclllator™>

270 If (dma_suspand == 0}
1

272 DMACONCLR = DMACON SUSPEND MASK;
m )

275 _bulltin_seu lsr_stata(int status)
276 If <jednor-fold>

280

281 4 <oditor-fold defau Ratate="collapsed” desc="Analog Pin Assignment*>

262 fNota that pins with analog option dafault 1o analog lnput manually
263 mhqplmonry-ppnxm! E G ports

289 ANSELBhits, ANSES) =
290 ANSELBbits ANSPY =

202

201

24 4 <jaditor-fold>

205

299 /1 <vditor-fold dotsulistatom"collapsad” dosce"Pin Stat Inftialization®>
207 TRISGbits. T R = 0 LATGhits. | ATGA = 0 /fPin 4 output low (SCKb2)

208 TRISGDits. TRISGT = 0; LATGbIts.LATGT = 0; /fPin 5 cutput low (CS/LDb2)
209 TRISGhits. [RISGE = 0; LATGhIL.LATGS = 0; //Pin 6 cutput low (SDOb2)
vss

300 P 7

301 #Pln 8 VDD
302 [fPin @ MCLR
303 TRISGbIts. TRISGY = 0; LATGbits. LAIU

= 0: {fPin 10 output kow (Manual ai)
304 TRISBbits.TRISHS = O; LATBbits. LAI S = O: #/Pin 11 output low (Enable_
305  TRISBbits. TIUSHH = O LATBbIts.LATEA = O: {/Pin 12 outpul low (Manual
306 TRISBbits. TRISIA w O: LATBbits. L ATES m O {fPin 13 output low (Enable lzi
307

TRISBbits. THISHZ = 1; HPin 14 input (Vi new pin)
308 i1Pin 15 POECT

309 ifPin 16 PGED

310 TRISBbIS.TRISHO = 1; HFin 17 input (Vi new pin)

311 TRISBGts TRISH? = O) LATBB.LATE? = O fiPin 18 outpu, low (unused)
31z HPin 19 A

33 HPin 20 AVSS

314 TRISBHITRISES
315 TRISBbi. TRISBY.
316 TRISBbils, TRISBIO = O LATBbits.LATE10 = O /Pin 23 outpat low (SDOa2)
317 TRISBbi.TRISBIT m 0 LATBbI. LATAL | = O: /Pl 24 output low (unused)
318 APin 25 VSS

319 /Pin 26 VDD

320 TRISBbits. 12 = 0; LATBbits. LATB12 = 0; /fPin 27 output low (unused)
321 TRISBbits TRISBI Y m 0: LATBbits. LATD) 3 = 0: //Pin 28 output low (CS/LDa2)
322 TRISBbits. TRISHI 4 = 0; LATBbits. LATS14 = O //Pin 20 output low (SCXaz)
323 TRISBbits. [RISHLS = 0; LATBbiLs,LATR! 5 = & /fPin 30 output low (unused)
324 TRISChita, TRISC12 = 0 LATCDIts.| ATC12 = G ffPin 31 output low (unused)
335 TRISChits. | R = 0; LATCblts. [ AT 1% m 0; ffPAn 32 output low (unusad)

Pin 21 lopat (Vout_low new pin)
HPin 22 input (Vin_low)

326 HPin 33 VBUS (unusad)

327 P su VUSBIVS (grounded)

328 #Pin

a9 Frer )

330 {fPin 37 D+ (un

331 TRISPbits THISIE = 0; LnTPblu IN F % =0 APin 36 output low (unused)
332

m vss

IM TRISPhiL. TRISI = 0 AP ATES

O fiPin 41 output low (unusad)
o

3as Fhits. | ATES HiPin 42 output low (unused)
3 0, LATDbIts.LATD = 0 //Pin 43 output low (unusod)
a7 010 = & EATOOIA AT 30 & @ [fFin 44 outpul lw (SCKal)

259
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modboost32_buck.c

378
79K

sa1y

TRISDbiS. RISD11 = 0; LATDDIS.LATON 1 = 0:in 45 outpat love (SDa1)

15 0 LATC bl L AT
4314 = 0; LATCDIts.LATC 14 = O: i/Pin 48 outpist low (unused)
TRISDbits,TAISDI = 0: LATDBIALAT DY = 0: JPia 4 output low (SCKbT)
TRISDbits. TRISNZ = 0: LATDbits, LATD2 = O jfPin 50 output low (SDOb1)
TRISDBILS. TRISDY = O LATDbIs.LATD = G 4/Pin 51 output low (CS/LDb1)
TRISDbils, T RISD = 0; LATDbits.LATD4 = 0 4/Pin 52 output low (U4TX)
TRISDbits. TRISDS = 1 i1Pin 53 input (U4RX)

TRISFba TRISFO = 0 LATFOIS LAT ifPin 36 output low (Hon_pre)

TRISFhits. TRISFI = 0: LATFBits LATF) = & j/Pin 57 output low (Non_pro)

TRISEbiis. TRISEO = O LATEDits, LATUC = 0; /{Pin 58 output low (unused)
#iFin 58 VSS

NP 60 VDD
TRISEbits. T RISE] = O LATEbits. LATE] ~0; {fPin 81 cotpod lose (Bniba. b2
2 = 0; LATEbits, 0: /iPin 62 output low (Manual_b2)
=0 uTmu.l \11') =0 /iPin 63 autput low (Maaual_b1)
= O LATEDIts. LATEA = 0; /Pin 64 output low (Enabla_b1)

O LATEDIts. LATES = 0 //Pin 1 output low (DIOT)

= 0; LATEDIts. ATE7 = 0: //Pln 3 output low (DIO3)
TRISEDits. TRISED = 0 LATEDILL LATEO = 0 /fPin 58 output low (DIO4)

<ieditor-fold>

<editor-fold defaulistato="col * desc==Poriphoral Pin Select Assignments”>
UARXR = 0bO110:  ifSat U4RX 1o ba pin REDS

APDAR = 0bOOIO;  //Sot APDA to ba UATX

RPDIR = 0bOIOL;  //Sot APDZ 1o ba SDO1
RFGBR = 0b0110:  /fSat RGPS Lo bs SDOZ
RPBLOR = 0bO111; /St RFBIO o ba SDO3
RPDIIR = Ob1000:  J/Sat R 1 o be SDO4
JIRPESR = Ob1111;  /Sat RPES (pln 1) 1o REFCLKOL
FCLEO! can also go to REG? (pin 5)
JREFCLKOS can go to RPGE (pin 4)

<feditar-fokd >

<editor-fold defaulistates-collapsed* dosc=~Vartable Dofinftion and Initialization”>
Flags. Timor = 0;
LADX T = 0;

flage. Hunning = 0

Flags.Moda = 0
Flags, Hising =
Flags.Control = 0;

FNABLEBS

MANUALS] cle;
MANUALDZ clrs
MANUALaZ dlr;

INots that smnmnnnmu. R = 1100 kicking in at 350 V
HCD starts at BOOOG55 3¢ 4B50*65536

iEaprct sighily highar than 400 a et vary closs aiar angaging control
0¥ same Cb. Ca and R = 850 for 8 240 V In put

Mvnrl-hh),lammw- 016 bit codes Lo sand to 5V DAC

IiThay ars convertar from “normal” variables hy[vuh.bll In volts) = 21615
.‘!\mﬂnntdmlmlb 16 = 5500, This worked foraver bafuro romoving linoar caps
unsigned bat veatribl_16 = 20000 fvs 1000 poform 161318

unsigned int vavsbl
unsigoed int ventrial 16 = zaow
unsigned int veveal_I8 = 40000;

#For now I'm Just inltializlng these so Ll compila
unsigned iat ventribz 16 = 2500;

unsignec int vzvsb2 16 = 7500:

unsigned Int ventrin2_16 = 7500;
wmsigned int vzvsaz_i% = 8500;

unsignad iat timeb, pause_16:
utsignod it vouls
umsigned i

unsigned Int ControlCount = 0

utai int KickCount = 0;
unsigned iat VimsCount = 0

dosbio Vin_provSign = 0;

lnlilﬂﬂ!w!.
int syncrecanable =

In brigeenable = 0

unsigoed int peakwaltcount = 0:

unsigned int SignCount = 0

Hdoubla zvsamult = 0.8 ifThis worked forever befarn mmoving linear cops

doublo vssmult = 0.8 /Was 0.75 befors 10-13-18, Lroubla with A reaction In startup

doubla temp;

double timab;
double timeh2 = 0
timas;

Jidoubls Cb = B000=65536:7000°65536: = L1, whera L apprax *4000"

Jidoublo L = 16600; fnduciance. units ns*VIA (= nH) was 16600
doubda L = 14000:_/fRachol says inductor is actually ke 13.9 ubf
doublo 11 = 1.0; ffCurrent. units A (2.6 worked for a long time)
doublo 12 = 2.1; #Current. units A

tidouble Cb = 40000; fUnits ns®V: 32000 Gorresponds to 16 ubl * 2.5 A
Jidoublo Ca = 5130%13536:/5000°65536: = L2

Jidoublo Ca w 28B0C; J[Units ns*\; 28800 corresponds 1o 16 ul * 1.8 A

»_profactor = 0.133; /i raiV
doubl corrections_prafector = 0.218 i wsfV
dhauble Vout;
doubla Vin:
doublo Vh:

double Vi

{Kouble rampslope = 0.00375; 13 Vel par 500 ua verifed [oe 3.6 kohm, 220 pF

Jdouble rampalope = 0.00191: 11,53 Vol por 800 1%, asvuried for 11 kohm. 220 pF

doubls rompalope = 0,00364; /3,64 vot par us. us measured cn 104218 for ol & switcios

double mmpslopea = 0.000954; /f Changed from 220p. 5.6k to 470p. 10k which should yield this 4x lower rmpslopa

doukle R e 1231125 worked ol Tor & long e JIR=350 givos 40 W al 130 Vreas H10.25:18: 250 b b high alioost o ba practical {ssp swhan tramitoning)
double Pol

oubila 13 = 0.0034 AW (spoc givon in mAIW)

daubla 15 = 0,0019;

double [1buck;

C_in = 4500: /i3-16-19 workud flns st 3500 for a long tma, but not anough | think /Used Lo be 2000 = 200018 * A7V = 2uF
fTochoicall shoud b 4300 for .4 uF, b dont hink usually use the real valus bic dorating
double w line = 0.0000003142: 4f per ns (50hz)
doublo Vims = 220, ivolts

nMax = 0;
fidoublo Cres = 0.1Z /100 pF = 0.1 ns * AN
{Kdouble G = 8,15 0,12 worked wel for 4 ong tims: um:.mm for zero crossing. stitching
fidouble Cras = 0.05; /Uisad 0.15 bofore removing lin
ouble Cres = 0,125 iUsed 0.05 (30 b for Navitas: wsing 125 (125 pF) forlarge panasonic parts

double caploggle = 0:
daubla bridgo_hyst = 80:
char buf] 18):

507 i <jeditor-fold>

30f13
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Sdhlnﬂ?in! 0:

SotupUART(:

PRECONDits. PREFEN = 0b11; #Aliow Predictive Prefetch of CPU instructions and data
PRECONDits. P MIWS = DbO0O; ifZaro wall statas for PFM acosss time (s Tabls 37.13)

WriteSPlal(fvzveal 16, -

WritaSPlal(&ventrial m gt
WriteSPla2(&vivaal 18, )
WriteSPla2(&vcntrla2 16 )

WrlSPIb) (vrvsbl 16, «
msl‘lbu&umm_ 18,

WritaManu),

.unnqn.k PR me 1) |

11 <editar-fold defaultstate="collapssd® dosce*User Interface Update®s>
WritaScrean(*nis “);

Hswloction = UARNREG; UATXRES = salaction: [ffcho selection W the screan

wwelich (walaction) {
Timitparcunt = limitparcent + 0.

ifspritftbuf, “%.1F, limitparcent);
ifvritaScreantbufi;
brwnk;

case st

mt-pﬂnlf(l-:l. '!ur Ihnl!porcsm.
mnﬂn

casa |
zmm\dl = avsainult + 0.05: break:
case "y’
Mnmult = zvsamult - 0.05; broak:

case
Flnil"nnl.rd = 1: break:
wauu-w broak;

case
wﬂuvm{) break:

WritaVh(: break;
I
corkava0; bresks

el = putt + 2
R - uzo-mm!r- broak:

il Pt
R (zzo-mm-m braak: break:

casa
12 = 1271.05; break: JWriteSPla(&vzveb 16, 'c): break:

sa
u = i20.95; hreak: WriteS Pla(&vrvsb_16, ‘<)

m«a captoggla=1; WritsScroan(-1
-n{\:-ﬂlnwi- -o; WriteScraan(*07):}
braak:

casa ‘e

== 0) {;
slsa(syncracanable = 0; WriteScreon(*0%):}
bewak;
case

=)
wlsa(bridgasnabla = 0 WriteScraen ™
break.

1)}

HRCOMts.| zx'rn = DiMraScroan-EXT:
IRCONbits, SW1 Mﬁus«um-swnmrn
IMRCONbWDTO —e 1) {WritaScraaa(“WDTOAN™): )
IRCONDIS DMTO == n(wrvuscmn(-nmmm ]
ONbits. SLEEP == 1){WrllScruon("SLEEPImr): |
INRCONbita. IDLE m= 1) {WeitaScroan(*1DLEWAFY }
URCONits.CM ) {WritaScrean(*C MR): )
HIACONBts. BOR == 1}{WritsScroaa(- BORW™1:}
Lm\:owu POR == 1){WritoScroen("FORW\):}
T )

RCONDRA BOR = o
RCONbits. POR = 0
broak:

case ‘m';
WritaManu(); break;
dafaults

‘WritaScreon(*Invalid Selection”}
) HEnd of switch statsment

mmdim’hgn UIRY)

1(Flags. Timar == 1) {
if <aditor-foid defaultstats =-collspsed* desc="Stata Update™=
Flags. Timer = 0:

HUST FOR TESTING, DELETE BEFORE RUNNING
IWritaSPla2(&vzvsal 16,7
IMWritaSPla2(&ventra2_16,'c’)
IWEmSPIbI (Svvsbl_16.7);
IN¥ritaSPIbY (&ventsib_16,'c
HWritaSPIb2i&vEvab2 167"
Wit SPIbZ(&ventzib2 18,);

Hti

JHHNINIANE Voluaga Updats HMHINHNIININ
#Taking ADC data und conert to 16-Ht double) whar misibe s n solts
Voutpree = Vo
= (double) wcmr.u»:a: 0067575 = 3.3 1343/ 2716
\ﬁnl! -Wn'(&!' 127/ &

Vin_prev = Vin:
Vin = (double) MWNTM>>\N
Vin = Vil\'(f!!'lz"lﬂﬁ!ﬂﬂ): /{1343 was a little high

IVin_prev > 20 && Vin > 1.15%Vn_prov){Vin = 1.15*Vin_prew;}
obsa [TV, prov > 20 &6 Vin < 0,65 Via. prov){Vin = 0.85in_ peon |
VI = (Vin_prov + Vina:

Vh = (double) umm—rm»m
Vb = VHe(3.3 = 127/ 63536),

Vi = (doubla) (ADCOATAZ>>16);
Vn = VoS3 * 127/ 65536);

HOINNHNINN  Setting W inpul bridge (NN

NONPRE cir:
HONPREcIr: jiActiva coda rplaced by dide aporation 101418
ItActive code disabled l 1819 for final blua board o start

{bridgesnable == 1 & Pafl > 200)(
IffVh > Vn + bridge_hyst && Vin > 110} {
NONPRE _cir.
NPt
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578 DIO3 sat:
679 } uisa{

580 HONPRE _eir:

81 NONPRE clr:

882 DIO} clr;

583 DIOY clr:

B84 )

685 )

686 alse{

a7 HONFRE cir:

68 NONPRE ct

889 y

90

o {Pell < 200) {syncracenable = O:}

w2

693

o4

695

696 HHBINALINN Vems Datoction rfmwmmmmq

o7 H{Vin > Vrms=1.414) {Vrms = Vin =0,

598 H(Vin > VinMax) {VinMax = Vins

99 VrmsCount = VrmsCount +

00 iftVrmsCount > 1000){  jfTimer goes olf avery 32 us, or 259 times par half-period
01 HSa waiting for every 4 half-cycies is about 1000 counts
702

703 MRVIMaX > 350) { Vima = 240 } HDont want it o aceidantally think the vollags is crzy high
704 frelse { Vims = VinMax * 0.7071 +

705 ifIViaMax < Vrms*1.414){Vrms = Vinhax+0.707]

106

107 VinMas = 0

08 VrmsCount =

708 )

710

m

n2 IHIININISNE Vit sign Detsction i

73

r

ns {ITHIS IS THE DIRECT, OLD WAY

nen 1VinVin prov > 0) { Flags.Rlsing = 1; cap_sign

Ny wlso {Flags. Rising = 0 cap_sign = 1:}

781l

Lt Iftcaplogglo == 0) {cap sign = 0;}

720

721

722

723

724

25

726 Ths is the hine, new way Morw robust.

nr iMSIgnCount mm 2) { 32 us * &= 256 us WAS &

128

729 switch(signstato) {

130

731 casa 1: fivaliage rising

n2 cap_sign = -1,

733 If(Vin > Vrms=1.41%0.85) { /WAS 0.85

4 lanainia = % peokwaliconnt = O (Wl eScrvent"2:

735 IFlags.Control =

736 Re=R+ l\muuay-o.u 0.1 workad fine at kow power
737

ne IrStartupBoosts);

79 MWritaScraen(*2"):} fMoving o top stato, #2

40 break:

71 casa 2: ffvoliage near ponk

2 cap sign = 0;

T4 B {signstate = 3 = O} USED TO WAIT FOR 2 paakwaitoounts.
744 alsa (pnmnllmum peakwaitount + 1:}

745

746 caso 3: Mua- Ialling

747 cap si

48 Vi Va1 4170251 {slgnstate = 4; }UWriteScroun(*4"):)
749 broak:

750 case 4

51 cap_sign = 15 fWas -1, could ba 0. 1 want +1 becowss it will add mors on both sides for 260 crossing distortion
152 i

753

754

755

756

757

758

759

760

261

162

763

784

765 3

766 alsa {

767 SignCount = SignCount + 1;

768 1

769

0 (Vs < 70) {cap_sign=

m

m

m

™

775

78

m

78

7709

780 sy Soaiize Vi o wuci st probiers I

781 iftvia 1) (Vin = 1.41*Vrms.

782 IR Vi o vl b Vemmnsqr(3y, e ujummuurunnvmnqmm
783 //Bocausa Vrms updatas evory cycle, this should only engage at the vary edges
784

785

786 0 && Flags.Madas:

187 fold defaultstata="collapsad® dasc="Charging State">
788

789

750 ftVout > 100) [ #1350 normally - abows this Vout gular boost safe
791 IMWriteScreen("B"):

7952 Flags.Running =

703

704 tiimab = 300;

705

706

797

798 StartupBoost();

290 }olso {

800

801 #Make sure A2 and B2 are off

802 ENABLEB2 sat;

803 ENABLEa2 sol:

804 MANUALbZ cir;

805 MANUALa2 cir:

806

w07

#08 vzvsal 16 = (unsigned int) (Vin/i 00 = zvsamult = S5536/5); f LV = 16-biusv
209 WritaSPlal(&vzvsn)_16,7):

810

an

a2 _prafactor * Vi 1 #10-13-18 do | really need this?
a3 olse (cormctionb = 0;)

814

a15 ifimab = LA Startupitvinycormmctionts Commnanted 10-13-10
as lmron = Umeb+50: /startup with triangular waveform

arr

aia ifCommented 10-13-18 ~ shouldn't a1 Just be on for bl + & little (from Initislization)?
810 fvenurtal 16 = (untigued Lug (mas ° rampalop *655365) /1  * Vims * ooy
420 WritaSPlal (Gvontrial_16,

821

Bz

823 fm‘ﬂ-D-l(!cItﬂ {Nopl):}

824 StartupLo

825

826

B2

828 i

829 1 </editor-fold>

830 )

an

832

833 i/Mod Boost Stats should be 1 1

B34 fiFlags. Runnlng==1 && Flags.Mode==1){

835 11 <aditor-fold defaultstate="collagsed” desce"Mod Boos! Siala™>
836

ay {7Mako sum A2 and B2 are off

838 UENABLED2 et

a3 ENABLE2

810 NANUAL b2 e

e MANUALaZ cir:

e

83

add IfVoUL<100){ /119660 => 150 V

845 It <editor-fold defaultstate="collapsed” desc="Mod -> Charge">
848 ENABLEB2 sot:

w47 Flags. Running = 0;

50f13 262
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3

78

Flags Moda = 0;
IWritnScreent"Cr)

“cirs /St Mamual A to off
I <faditor-fold>

olso IfVin < Vout*0.47 ) { f/4-20-19 | ussd 95 for dedicaind 200V mods, naxt commant okd. [Undor 193 V => turm on boost state
1 <oditor-fold dofaultstatas*collapsed® desce="Mad -> Boost>

ENABLEDL2 set:
ENABLEa2 sel:

pn.u.mn- =0 IWaScToanCET:
Flags Runy

IMVin<350) b pr )
fiolse {correctionb = &; }

iMdemob = LA1{(Vin) scorractionb;
iRimeb = timelr0.6: JTHIS NEEDS TO CHANGE WITH NEW ALGORITHM

/Mo need ta calculats A = R(1) with now and improved HV
# = 200§ ( ( 0.5%tmab11 + 0.5%11 +12)(Uman-tineb) ) / ( nm.u_-‘mululs-umucm: 3
:mM“I:u\lleCmnhmm-m capacitance Is 2 Cros in saries when in Mod Baost mads

= Vin f <lin>

Flags Rising = 0
Heap_sign = 1 | was fixlng cap sign becnuse of Vin maasuremant error

Uotal = 2*L/R + nmuwm'hqnu‘crv-)‘twnu z-\ﬂmwu 41+ MinfVout) + cap_slgn * 271 = € _in = w_lino * sqru2=Vems=VrmsAVin=Vin) - 1);

Mteint = (W Sirampalops) ] ol =
alse I‘l‘f:ﬂmd < 0) total =

veutsibl_16 = (unsigned INJ (1total * rampmlope = 655343

WriteSPibl(&ventribl_16.¢"

Himah_pause_16 = (unsigned Int) (0.0 * tmeb * mmpslops * S5536/5);
[WritaSPIb{Gtimeb,_pausa 160

StartupBoostl);
1 <fadltor-fold >
1
sisa (Vi > Vout+200( i
11 <oditor-fold defoultstatne*collapsed® dosc="Mod -> Buck">

ENABLEB2 sot:
ENABLE2 sat:

Flags.Mode = 1; fWritaScreent™i"),
Plags. Runntng = 0:

thuck = 3600;
vonuial_16 = (unsigned h.u (ibuck * rampsiopma * 6353675}
writaSPla 1 {Sventrin | 1657

StartupBuck();

it =poditor-fold >

‘alsa { i/1f no change mquird, set new values and give s new kick
1 <aditor-fold dafaultstatem"collapsed- dusca’Kaop Mod*>
WO Systam

lonb_prefactor * )
alsa {cormactionb = 0;)
dmab = L1Vin) +corractioats [ s n b\t Loal b n s
= (unsigned int) (tmab * rampsiopes = 63536/5): if us = (Vins) => convert 1o 16 it 5 ¥ DAC output
WekaS Pl ventr 180

10VIn<343) {cofrections = cortectiona,_profactar = (100Via 57}
Hmn = (LT [.-umcnov\n] + timab +

vontria 18 = (unsigned In) (s = lopn 5538/ 108 = (Vins) = convert 1 16 bit ¥ DA output
WritaSPla{&ventrla_I B,'c’)

vavsa_16 = (unsigned Inb) (Vin * vsamultf100 = 65536/5): f Step down 105 V domain, => consert 1o 16 bit 5V BAC output
WritaSPla{&vzvan 16,7

{iNew Systsm
x = Vin/Vou!

D = (3141 5Voul L*2)) * sqrifl. Cres/2);

fin = (VR/R) = ( 1 4 Vs 4 (1
lcony = lin + cap_sgR"C_inw_line"sqriZ=Vems=Vrms Vin*vin

i1 = lconv + sqridiconvsicony + I2992%% - 2=iconveizax"t + 2-iconvHizeDme(La)):

11 = Compute!}(Vin, Vout, Vrms, R, L. Cres. cap_sign, C_in, w_line, 12, Hmitparceat, 13, 15);
x = Vinflout:
timab = LTl +¥out™sqrtiCrus/L*(1 ViaNout Vi,

Iftimea = L1 +Vout*sqrifCros/L3% 1-Vio/VoutiVin + (11-12)"LAVUtVID) + sqrilloCras/21°(3.141572 + (1-2VInNout): JfApprosimation for arccos

HUSED TO USE Cros/2

tmos = L1 +Voutsqri(Cres/L) - VinAbut)Via  HALZILou M) + sariLoGesaf2it 4111 xmmu-:-x: + 707000 )
1 NOTE THE mmumonsheuw USE SQRT(2) - why was | using 0.7077 Probably brai

1 Not aura whan | wrols the above, nllupo.vo? . now not surs If | should changa it

HITHIS 15 THE TRANSITION MODE
if6Vin > (Vout- 179
= 750; [4-20-19 worked wall at 750 for a long time. longer is m affickent but risks falling to csclllate
HPOIf < 250) (Limea = 200:}//4-20-19 addad bc low power falling a
imeb = Computathtran(Vin, Vout, Virms, R L. Cres, cap_ llﬁ"tl.(mw |I1m 12, Hmitpercant, 13, 15, tmea):
ikimes = aseas Ctral = timaes) st o & Preceution
)

vontrdal lG-(Iml‘ﬂnldan (limo‘nmpolonu B5534/5): H s = (Vins) => coavert o 16 bit 5 V DAC output
WritaSPial(&ventrial_16,'c)

vavsal | lu- (unsigned In0 (Vin * 2vsamult/100 = G5536/5): /f Stop down o 5 V domaln, => convart to 16 bit 5V DAC outpat
WritaSPinl(&vavaal 167

ventrbl 16 = (unsigned lat) (timab * rmpslope * 5536/3); Jf s = (V/us) => convert o 10 biL 5 V DAG output
WritsSPIb(Gevcnteil_18.6'):

i) (AR AR

HThis should get SB2 to syne

= (unsigned o 100~ 075 GRSSESS1 1 S e s 5 domal, => convert 16 bit 5V DA output
Wﬂh&ﬁhﬂlﬂzw:lﬂ 18,

timea2 = 12 =L/ Vout = 0.4 ithe 0.6 is for safety
ventriaZ_16 = (unsigned Int) mm-z'mnwhp--ussmr M ns = (Vins) > convert to 16 hit 5 V DAC autput
WriteSPla2(&vcntrla2 18.'¢'):

Umab2 = Umas-timeb + Umsa2/: 4 the /2 is for safoty

Ifttimeb2 > 1000) (timeb2 = 1000; }

ventrib2. 16 = (unsigned int) (Umobd * rampslope * 65536(5); Jf o * (Vins) => convert to 16 bit 5 V DAC output.
WritaSPib2(&ventelb2_18.'c)

Hilfsyncracanabla == 1){ ENABLEE2 cir;

Nop(:

IffiKickCount > 1) {

1|

H'm encloaing StartupCycla with disabling B2

JiHaving B2 oparational can keep the "Kick” from working
ENABLEB2 sot:

StartupCycla(:
fortimGri<10:4+-+){Nop():)
iflsyncracanable = 1 && Vin > \out 0,521 ENADL
KickCount = 0:

Jolsa
KickCount = KickCount + 1;

1
i1 <foditar-fold>

1 <foditor-fold>
)

clr; ENABLEa2 clr;)

ifBooat Stato
[ftFlags. Running=m1 && Fiags Modom=0) {
1} <edltor-fold defaultstate =*collapsed* dusc="Boost State*>

<1001 110000 = 76 Y
10 dafblataten"colapact” dosc="Boont = Coaroe™>
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Flags. Modo = 0;
ENABLED] sot fEnabla B aboult ba an

\La
11 <foditor-fold>

]
alsa [fVIn > Vout=.47 }{ /i4-20-19 1 usad 95 for dedicatod 200V mode. next commant ald. Over 195 V => Lum on mosd boost state
## <editor-fold defauitstatn="collapsed" dascm"Boost -> Mod Boost™>

IaPige Coniiel
N =aditor-fold n-ruulamw-'cnu-w dusca“Control*>
IftControlCount = 10){
aror = 405 - Vout:

AT output vliage gots bayond 450, knock it dewn fastor
Wwrror <-50) { intagral = (Intagrol + error)*.6;
alse | Integral = Intsgral + error: ) 4 error (V) )

(1/50) * intogral + (1/15) * ermror: lfﬂill\chnu are (AMY
i <2 11 = 21 1wl
ot that 1175 faoans every 13 vl of arror procincesa 1A change n11
ifThls is actually pratty strong...woukdn't ba surprised if unstable

ControlCount = 0:
) olsa
ControlCount = ControlCount + 1;

I <taditor-fold>
)
1Ol way
- ) pr HAnswer in ns.
olse {correctionh = 0; }
timob = L4 1VIn) +eorrectionb:
= corractiona_pr i)

slsafcorractionn =
Umea = (L1 L-ﬂu(loo-vh) + timab + correctiona:

ventrla 16 = mnsum inl) (Umaa * rampslape = 35536/
WritaSPla{&ventrla_18,<):

vzvsa_16 = (unsigned int) (Vin * zvsamult/100 * 65536/5):
erhil'l!l&\mnu 162y

6= um:imud lnx: (Umab * rampsiope * 655346/5);
nnusrrnm.mh

i1 = Computel 1(Vin, Vout, Vrms, R. L, Cres, cap_sign, C_in, w lina, 2, lmitparcent, 13, 15);
= Vin/Vout:
timab = L1 +Voutsqri(Cras/Li*{1-Vnnout))Ain;

/Mmes = L7(11+\out=sqritCros/Ly(1-VInVoutVin + (1121 Li0Vout 23141572 + for arcces

LVin)
timaa = L(i1 +Vout™sqri(Cros/L)™ | Vin/vout))Vin + :lnzl-MWumm ¢1qnlL"‘n~1)'i A1 flsqrityxsx) + 7075 11)) )
HUSED TO USE CRES/2. Also why Is IL still 0.707 (see other commant)

ENABLEBZ sal: Jf Don't want to actidentally cause problams

ventrial 16 = (unsigned Lnu (wia = campalopas * 6353673 s = (Vins) => convort Lo 16 bit 3 V DAG output
WritaSPlal(&ventrial_16,

vevial_16:= (unslgnod int) (Vin * zvsamulti100 = 65536/5):
WritaSPlal(Svzvsal 16,

ol 16 = unsgnod ) (mob *rampeope * 55363 /0 * (V) = convert 1o 161 5.V DAC ot
\M’illSPIbl(&vmthl 16,

Flags.Modo = 1;
Flags. Running =
KickCount = 0;

Startupyclol;
11 <foditor-fold>

alss iVin < 25 ) { fUndar 25V => pausa
it <aditor-fold defaultstatae"collapsed” desc="Boost -> Fausa®>
(Wit :

teScroan(F):
Flags.Running = 0
Flags. Made = 1:

StartupBoosi();
if <foditorfold>

»

also {//If o Ghange required. then give another kick Lo keap going
<editor-fold defaultstata="collapsed” dusca®Koap Boost™>

AAVIn <60 & cap_sign == 1){test = 1.3} else{tast=1:}

ifttotal = 2LIR + 2*Voui/Vin} Sqri(L=Cras * (1 - 2*Vin/Voutl) + cap_sign * L *C_In = w_line * sqr(2=Vrms=Vrms/(MnVin) -
iMtotal = 25M =

file:///home/alex/modboost32_buck.html

ifttotal = 2R = (1 +
total = 2°UR_+ (VoutMn)sqri(L*Crasi(sqri(1 - 2-ViuNoul) + VIt + cap_sign *
l.'an §ran this badors | dnt have the 2 batics the C.1a era, bt I shonid be ot o Mg

' teying wilh th faclor of 2 but rcdueing C Blo
T i hcan up the HV mada (which clearly 1: ‘et llks C.n i w0 blg) ancalso matches whot | ik the actal ©_in s batiar
flitotal > (4. 5/rampslope) ) ttotal = 4. 5irampsiopa;
alsa If (ttotal < 0) ttotal = 0;

C_in = w_lina * sqrt2*Vrms"Vima(Vin"Vin) -

veutibl_16 = (unsigned int) (Uotal * rampslops = G5536/5):
WriteSPIb1{Sventrib] 16,'c');

HlSync Rec
vEvab 16 = (unskgned inl) (Voul/100 * 0.75 * ASSIG(5): /f Stop darwn 105 ¥ dowaln, = convost 1 16 bt 51 DAC output
WriteSFIb2(&vavsb2_16.2

timeb2 -!'.Inlll'VlnI(Wu\ Vin) * 0.6: //The 0.6 s for safaty

1 Int] (timebz * mmpslopo * 65536/5)
WrtaSPRI{Sentriba. 16, ¢
it

wartupBoost();
lom-n;ns i44) { NopQ: )
syncroconable == 1 & Vin > 45) {ENABLEDZ clr:)

ifvin < (S)IENA.BLEhi sat:}
1 <fodltor-fs

if <ioditor-fold >
¥

Stats
if {Flags.Running==0 & Flags.Moda==1){
it <aditor-fold defaultstate ="collapsod” onc="Buck Stata>

Ifi\but<150)
“ udim-md.unmuu-—onlhpm-dm- ‘Buck -> Charging">

ENABLEn2 sot:
Flags. Running = 0:
Flags.

-G

: f{Enable B should bo on

ENABLEa1 sat; /fEnableA should ba an
MANUALBI_clr; //Set Manual B o off
MANUALs1_clr; j/Set Manual A to off
it <peditaor-fold>

¥

ITVin < Vout+20 )
if <editor-fold defaultstats ="collapsed” descw*Buck -> Mod Boost*>

Uf(Flags.Control == 1) {
f <oditar-fold dofaultsiata="collapsed® desc=*Control">
fCantralCount = 10){
orror = 405 - Vout:

11f output anl‘ﬁl gots beyond 430, knock It down faster
iftacror < -50) { Intagral = (integral + error)=.5: )
olso { intogral = integral + arror: ) /f arror (V)

1 = (17500 = Intagral + (1/15) * arror: [ coafficiants ar (AN
111 < 21 {1 = Z:} 4 minkmum 11 = 24

ifNota that 1115 means svary 15 valts of arror produces a 1A change In i1
iThls Is actually preity strang...weukdn't ba surpeised If unstable

ControlCount = ¢;
) ebe (
ContrulCount = ControlCount + 1
1

264
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1188 N =faditor-fold =

1189 1

1190

1191

ez IHITHIS IS THE TRANSITION MODE

1193 (Vin > (Vourt-20)) {

1194 timaa = B00: {/4-20-19 warkad woll at 750 for a leng e, longer is o offcant but sk g o octlata
1195 utmdw:(um-mu.ummmmm poveur falling at 24

196 ol = Compulatbran®Vin, ut, Vs, R L Cros. cop sigh. .t . e, 12, linipaccont. 13, 5 inea)
1197 f{timeb > timea) {timab = tmea;} iJust s a proceuticn

158 3

199

1200

1201 vontral_16 = (unsigned (ny (timea = rampalopes = G5536/5): f s * (Vi) => convert Lo 16 Lit 5 V DAC output
1202 WriteSPia)(&ventrial_16,C);
1203

1204 vavanl_16 = (unsigned o (Vi = sy 100 = 855300

1208 WritaSPia1svavsal 16,7

1206

1207 Yonir 16 = tuogned inD (imals - ampaiopa * G553 f s * (Vns) => convert 1o 16U\ DAC output
1208 WriteSPb1 (&ventribl 18

1209

1210

121 1This should gt S82 W synchranously rectfy during the med-bost mode

2y vavshl 16 = (uluiqmd In.l) M!ll = rvsamuly100 * B3534/5): i Step down to 5 V domaln, => convert to 16 bit 5V DAC output
nan WritaSPIb2(&vzvsl

1214y

12150 timab2 = times- el

12184 |nmn>|mwm 00 )

13174 ventribd 16 = (unsigned int) (timab2 = rampsiops = G5530/5) A ns * (Vi) => convert ta 16 bit 5 V DA output
ey wmasmw{&vcnmb: ALY

e

1220 ififtsyncrecanable == 1){ENABLEDZ cir;)

1221

1222

23

1224

1225

126

1227
1ne

1o
130
1231
iz
123
1234 StartupCycle();
1235 1t <laditor-fold>

1236 1

137 alsa{

1238 1 <oditor-fold defaultstats ="collapsed® desc="Keep Buck">

1239

1210 I1buck = Computsl] buck(Vis, Vout, Vrms, R, L Cros, cap sigo. € in, w line. 12, lmitporcent. 13, 15):
1241 thuck = ComputetbuckiVin. Vout. Vrrus, H, L Cras, cap sign. ©_in, w line, 12 limftparcent. 13, 151
1242 thuck = thuck®1. 2
1243
1244 ifthuck>4720) (tbuck = 4720:) /fThis is 4.5 V / (rampslopes = 0.000054) = 4.72 us.
1245

1246 vontril_16 = (unsigned int) (thuck * mmpsiopea * AS536/5)

1247 WriteSPial(&ventrial 16);

1208

1249

5 A A0

HiThis should get SA2 to synchronously rectify during the buck mode

timea2 mde-u\nm'u: IfThe 0.5 s for safty
ifitimea2 > 1000){timon:

WriteSPla2(&ventria2_16.'c

Mftsyucrocanable == 1) {ENABLES2 cir:}

forfl=0:i<10:14 +) (Nop(): |
ifisyncracansble == lJ(ENAmEm dr}

1 if <laditor fold>
1273

1274 i <tedtitor-fold
1375

1276 1 <pod itoe-fold.

1277 ) [jPad of et itarrupt
1278

1279

50
1281 |} /fEnd of infinita whila
B2

1283 pmturn (EXIT_SUCCESS):

1
1201 void _ISR_AT_VECTOR(_UART4_RX VECTOR. IPLZAUTO) IntUartd Handlar(veld) {
1202

1290 Flags.UIRX = 1;
1294 salection = ucrcxnm U4TXREC = seloction: HEcho selection to the scresn
)y

1265 JWritaScruen(*hi
1206 1FSSbits. UARXIF = 0
1297

1298 }

1299

1300 void ISR AT VECTOR{ TIMER 1 VECTOR. IPL2AUTD) (ntTimer] Handlertvoid) {
1301

1302 [PSObits T1IF = 0

1

1
1306 vold _ISR_AT VECTOR( TIMER 2 VECTOR. IPL2AUTO) IntTimsr2Handler(vold) {
1307

1312
1313 vold SetupADE (vold){

1314

1315 jfPirst thing, josd calibration data into tha CFG registars
1318 HDEVADC bs stored in flash memory

1317 JTha "only* thing the FRM says is that Lo usor must copy tha data
1318 fiExamplos in the FRM have only these mact commands
1319 ADCICFG = DEVADCI: /Vh, Pin 17 (B6), ANA

1320 ADCICFG = DEVADCZ: /fVn. Pin 14 (B2). AN2

1321 ADGICFG = DEVADCS: /out low, Fin 21 (B8], ANAB
1322 ADCACEG = DEVADCA: (MVin_fow, Pin 22 (B0), ANAD

1323
1330 ffPage 474 "Whan an altemato input is used as the input source fur &
1325 4 dedicatad ADC modulo, the data output is still read from the primary
1326 i Input data output register”

1334 JiChack saction 22.4.3 of FRM “Selecting the Format of ADC result

1335 jfFractional is laft justified. while inhp-r Is right-justified

1336 ADCCONIDItS. FRACT = 1: ifPractional cutput (loft justified. 16-bit number with zeros for LSH)
1337 ADCIMCONIbIS.SIGN] = 0

1338 ADCIMCONIbIts SIGN2 = 0

1336 ADCIMCONIbIRSIGNS = 0;

1340 ADCIMCONIbItLSIGNA = 0

342 ADGCON1bIS.SIDL = 0; f/Kenp running In idls mode

1343 ADCCON1bItSAICPMPEN = 0: /Charge pump disablod (for Vdd > 2.5, sa0 PA2T)
1344 CRGCONbitsJOANCPEN = o #HChargs pump disabled (for Vild > 2.5, seq P427, 566)
1345 ADCCON1bIts.PSSCLKEN = 1; jfFast Systam Clock to ADC
1346 ADCCONIbits. PSPBCLKEN = 1 fPeriphoral clock to ADC enablo (apecific conditions FRM22 p.77)
1347

5 - SAMC = 0bODO0001000; (FSample time = B=Tad
1350 ADCITIMERits ADCDIV = GbODO0ODT: /12 * Tq = Tad -!ﬁMHr
1355 ADCITIMEDts. SAMC = 0bOG00001000; /fSample e =
1356 ADCATIMEDits ADCDIV = 0H0OG0OD!; /2 * T = Tod = GMHl
1357 ADCATIMEDis.SAMC = 0bO000001000: //Semple time = B7Tad

30f13

000: ) ifAs of 3-16-19. the SA2 setup caly has a ramp for about 1 us, not severa|
vealria2 16 = {unsigned iﬂU (Uman2 = rampslope * 65536/5) /s * (V/ns) => convert to 16 bit 5V DAC output

Control Clock Enable (see FRM 22 p.77)
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9 0f 13

1358 fRocall that 12-bit conversion takes 13 Tad

1356 AB+ 13016 MHa) = 1.3 us

1360 /fWith Timert running at 64 Miz. neod 1o count Lo ot loast 84

1361

1362 ADCCONIbIS.VREFSEL = 0; [fUse AVAd and AVas as pos/neg referances
1363

1364 ADCTRGMODEDits SHIALT = 0ho1; ffUse ANAG on ADC1 (Vh)
1365 ADCTRGMODEDits. SH2ALT = G500 fjUse AN2 on ADC2 (Vn)

ADCTRGMODEDits. SHIALT = 0b01: /fUse ANAB on ADC3 (voul_low)
1367  ADCTRGMODEDits. SHAALT = 0b01; ffUse ANAS on ADCA (vin_low)
1368

1360
1370 ADCIMCON] = 0: AAll Inputs use vingla-anded, unsigned data
DCIMCON2 = 0;

¥
1374 ADCGIRQENI = G JfNointrrupts from any ADC
1375 ADCGIRQENZ = 0

1376

1377 ADCITIMEDIt.SELRES = Ob1
ELils. SELRES - Sl
s.SELRES = Ob1

12 bit resolutlon
2 bit resulution

12 bit resolution
: /112 bit resolution

1382 /fProm Section 22 of FRM: "Each Clas 1 input has a unique triggor and

1383 7 upon arvhel of Lhe rlgger; snds sampling and sarts convarslon.

1384 ! Upon complotion of convarsion, the ADC modulo ravarts back to

1385 1 sampling mode. Whan a Class 1 input is enoblod and is not being

1386 [ converted. It is always samplad.”

1367 1 Exceplon: IAMC ia  sinlies semplo e, 11113 ack et whee
the ADC will walt until it ks mot.

13

1391 JADCICFG and ADCACFS need to ba written with DEVADC 1, DEVADCA prior 1o tum on?
1392 JIADCFLTRI? May use In averaging or aversampling

1393 {fCould you use this AFRDY (or Use standerd RDY signal ta ilager & new convacsion?
1394/ and affactively creats a continual measurement schama?

1395 /I (might need t5 go through a CPU intarrupty

1396 (fUsa ADCDATAL and ADCDATAY to sccess 46 and 49 (merely alternates)

1397

Ob0O101: using TMR1 h iy source
0b00101: JANZ(=477) using TMRI match as trigger sourcs
100 ADCTRGIbits TRGSRC3 = 0B0O101; AN3 =167 using TMR1 match as triggor source
1401 ADCTRGZbits, TRGSRCA = 0b0O101; JANA(=457) using TMR] match as trigger sourc

140:
1403 ADCFSTAT = G: FIFO and all associated properties are disablod
1404

1405

1408 ]

107 TICONbits.SIDL = & /Run T1 aven in Idis mode

1408 TICONBits.TCS = 0; PBCLK 3 (instasd I

1408 TICONits.TCKPS = 0BOO: //1:1 prescaling
1410 TICONbits.TGATE = 0;
1411 TICONBi.TSYNG = 0
1412 PRI = 100; //Set this valuo 1o e numbar of coun

113 ifotn that tha ADC takes ASAMC#NJ'hdhmpﬂ-Imnnn
1414 ifTad = 2°TQ based on ADCXTIME ADCDIV

1415 ITQ = TCLK basad on ADCCONI.CONCLKDIV

1416 itAnd lastly TCLK = FRC or Systeim Clock basad on ADCCONS.ADCSEL
17 ifSo neod roughly 30 Tad counts. or 60 TQ = 60 TCLK

1418 iS5 maybe let PBCLK3 count to 100

118
1420 TICONDits.ON = 1: fTurn timar on
1421

1422 HIPCIBIS.TIIP =
1423 JIECOBI.TLIE = 1;

mn NDlghil aad aiatog ey be i i comidi ponret
up quickly and

m: HPurther power saving w;numm down analog blasing, but takes time Lo start up again

il assurme the defsult is oft, but buttar sot them that way anyway

HADC1 s digitally snabled (for vout_low)
HADCZ snalog and hh- dml:ry enablad

HADC3 analog and bias circuitry snabled

HADCA s digitally peden (for vin_low)

51
152}
145
1454 wid SatupSPlaltvaid) {

1456 CSal set: ffldle High
1457

1458 SPI4CONbits. MSSEN = 0; i/Manually do slava salact

1450 SPI4CONblts. MCLKSEL = O /fUse PBCLKZ 88 CLK (as opposed to REFCLEOL)
1460 SPICONDts.SIDL = 0 /fContinue in idle moda

1461

141

1463 SPI4CONBits. MODE32 = 0; /{Thesa thres bits deflne &bit communlcation
1464 SPI4CONDits. MODE16 = O;

1465 SPICONZbits. AUDEN = ©; JAUDEN Is for audio codecs

1466

1467 SPI4CONDIES.CKE = 1: //Changa data on active->Idla transition
1468 SPI4CONDIts.CKP = 0: jiClock idle ks low
1469

1470 SPICONDILS.SSEN = 0; /S5 PN s ot 6 ol ol
1471 SPICONDIts. MSTEN = 1; /fMas
N?Z SPICONDILs. DISSDI =

.'mmvu: h s [ cpbcting s )

J73 seusRo = 0: /fBaud rate divisor (Fsck = Fpbi(Z=(BRG+1)}
M {Fastst possiblo is Fpbi2 (=32 MHz In this case)

476
m’? SPICONBits.ON = 1; JfTurn on unit last thing
1478

]
1460}

1481

1482 void SatupSPla2tvoid) {

1483

CSa2 set:  /fidla High

SPIICONits. MSSEN = 0; /Manually do slave salect

SPIICONbits.MCLKSEL = 0; fUss PBCLK2 83 CLK (a3 opposed to REFCLKO1)
SPIICONBi.SIDL = 0; /fContinue In Idle moda

SPLICONbIs. MODEI2 = :z ifThase threa bits dafine B-bit communication
SPIICONDits. MODE
SPIICONZbits AUDEN = cz IAUDEN 1 for audio codecs

SPICONbits.CKE = 1; {/Change data on active->idls tmnsition
SPICONLS.CKP = 0: /Clock ila is low

SPIICONbits. SSEN = 0: J/SSx pin Is ummd (will manually do chip select)
SPI3CONDits. MSTEN =
SPIICONDits. DISSDI =

/501 pin i anusod (nover axpecting ts receiva)

SPI3BRC = 0; /fBaud rato divisor (Fsck = Fphi(25(BRG+1))
iFastast possible Is Fpbf2 (=32 MHz In this case)

SPIICONBItS.ON = 1; #Turn on unit last thing

1500

1510 vold SetupSPib (void) {
1511

1512 CSbl set:  (Adle High

1514 SPICONbs. MSSEN = 0; f/Manually do slave seloct
1515 SPIICONDits. MCLKSEL = 0: fUss PBLK2 as CLK (as opposed 1z REFCLKO1)
1516  SPIICONbils.SIDL = &; /Continue in idle mode

1518  SPIICONbits.! Mou!n-urmmnnmbln define 8-bit communication
1518 SP11CONbits. MODI
1520 SPHICON2BI AUDEN = b, HAUDEN I for mucio cocdecs

1522 SFHCONBIts.CKE = 1: f/Change data on active->idle transition
1523 SPICONbIt.CKP = 0; fiClock idla is low

1 SPIICONits. SSEN = 0: /#SSx piit Is unused (will manually do chip salect)
1526 SPHCONbits, MSTEN = 1; i/Master modo
1527 SPHICONDIts.DISSDI = 1; 45Dl phn Is unused (nover axpacting Lo receiva)
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1528
1520 SPIIBRG = 0; #/Baud rato divisor (Feck = Pplyf24BRG+1))

1530 Pnatast possibla is Fpba2 (=32 MHz in this ease)
1531

1532 SPICONbiS.ON = 1; [fTurn on undt last thing

1533

1534

1535 )

1336

1537 void SelupSPIbA(void) {

1538

1530 CSb2sst: Aldie High

1541 SPIZCONbits. MSSEN = 0 j/Manually do slave salect

1942 SPI2CONDits MCLKSEL = 0; /Use PBLK2 as CLK (a3 opposed to REFCLKO1)
1543 SPI2CONDita. SIDL = O; /Continus In idle mode

1345 SPI2CONDits. MODE32 = O //Thase thrao bis define 8-bit communication
154G SPIICONDits. MODE1S

1547 SPI2CONZBiS AUDEN = 0; J/AUDEN ls for audio codecs

1549 SPI2CONbIS.CKE = 1; /fChange data an active->idla transition
1350 SPI2CONBIS.CKP = 0: #/Ckock idie s low

hip salect)

. Mastar mode
1554 SPI2CONBIts. DISSDI = 1; USDI pln Is unused (nevar axpacting o rocalve)

1556  SPIZBRG = 0 /fBoud rata divisor (Psck = FpbAZ*(BAG+1))
1557 /IFastost possible is Fpby2 (=32 MHz in this case)
1558

1350 SPI2CONDits.ON = 1; /fTurn on unit lest thing

mM wold SatwpTimertvold) {
{This is the main timar which sets L time betwean DAC updatis
1508 it e T i g trigger the ADE (much fostar)

1568 TACONBIsSIDL = 0 HRun T1 even In idla made
1560 T2CONBITCS = 0; ffRun on paripheral clock PBCLEK 3 (nstond of sxtraal clock)
1570 T2CONDts. TCKPS = 0: //1:1 prescaling
1571 T2CONDitsT33 = 0 fiEach timar Is separain 18 k. trmer pot carb 32 L
1572 PR2 = 2046 iSot this valua to tha w
1573 mhnmm-nynnma-lm-mmummumud

//0B0OGO1 BAOOBA00000

H

1575  jfFor PRCLES = SYSCLK = 64 Mz, 2046/64 MHz = 32 us
1576 j/Which s anywhers batwean 32 and 96 switching parlods worth
1579 TICONDUs.ON = 1; fTurn Llimer on

SB0

1581 [PC2bI.T2IP = 2:
1582 |ECObits. T2IE =

1
1587 vokd SetupUART(vakd) {
1588

1589 UAMODEDIts. STSEL = 0; 1 swp bit

U4MODFbits PDSFL = 0bOG  Jifhbit, Mpqﬂly

MODFbits. 0 {Migh speed m

1552 UAMODEBIMUEN m O00: *Jise 1 ancd o but ot RTSACTS/BELK
1503 UAMODEDiS RXINY =0 /ldia slata ks high

1506 U4BRG = 72: {fBased on PBCLKZ = SYSCLK (= 64 Mitz)
1507 ifSea FRM 21.3 for tablas
1508 172 yields baud rate of 56000

1603 U4STAbiLS. URXISEL = 0 Mtarrupt assertod whils buffer has any charactors

1807 IFS5bits U4RXIF = 0;
1608 [PS5hits, UATKIF = O
\e, IEctuCuRIE < 1;
1810 5bils, UTXIE = 0
oy U4RXIP = 0b010;

e m slm..pan.-..(mm;
1617

1818

1619 ENABLEB2 sot:

1620 MANUALDZ elry

1621 MANUALR] cir: /Make suro MonualON A bs ofl Commonted out 10-14-18
1822 MANUALb1 cir; //Maka sur ManualON B ls off (doosn't actually Lurn switch off)
1623

1624
1625  ENABLED] set:
1 ENABLEa1 sat

1629 MANUMD! ldh JMurn en B
: {Turn on A - this opans & path through the inductor
1831 e 27 442 (NopO) fHchangud rom on 101018

1633 MANUALBI clr; ffRomove Manual B

1634

1835  ENABLEDI clr: /Quickly disable B bafore resat action
1

1mmsumpu«mm)l

1641 MANUALa1 clr: //Make sure ManualON A is oft. Commantad out 10-14-18

16842 MANUALa2 el

1643 MANUALD1 cir; /Make sure ManualON 8 ls off (dossn't actually turn swilch off)
MANUALB2 clr;

1646 ENADLED) sat:
1647  ENABLEs) sot:
ENABLED2 set:

1650 MANUALB sot: #Turn on B
1651 MANUALa1 sat /Turn oa A - this opans s path through v Inductor

: sat; NI
1653 for{l=0; (<7: 1++4) {Nop():} //Changed from 3 on 10-14-18
1684 MANUALal clr: /f

1656  ENABLEa cir iQuickly disabls B bafors reset action
}

1
1659 void StartupCyrlo(vold) {

1650

itk

MANUALBZ cir:

iMaka sure mm o meuy controlled

MANUALS| iako sure ManualON A is off
MANUALD1 clr: ﬂM-h sure ManuslON B s off

ifEnable manual control
Eb]_sat:

MANUALBI set; //Turn on 8 — approximataly nothing shoukd happon
MANUALA1 ~et: JTurn o A ~ s opons & path through the inductor
irShould wait until current dofinitaly puuv-.umm.

#Than, Turn off manual, kel "ZVS" signal rusa

ifThen, turn off anal

forti=0; 1<7; [++) {Nop():) 1/ Whs 6 bafora 10-13-16

MANUALD1_clr; /fRemave Manual B
MANUALa1 clr; f/Remove Manual A
Wopl):

ENABLEDI cir: (Quickly disabla B bafore rasat action
ENABLEal cir; iAQuickly disabla A bafrs reset action
1853 fPor soma resson, disabling A first was Loa fast and sometimes it tumed back on

1694 UHERASE ALL THIS BEFORE OPERATION
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1608 }
1655
1700 vold StartupLong(vold){
1701
1702 inth;
1703
1704 [Make sure both aren't menusily controlled
1705 MANUALaL_clr: //Make sure ManualON A is off
1706 MANUALBI clr: /Make sure ManualON 8 is off
1707
1708 jfEnablo manual control
1700 ENABLEDI sat;
1710 ENABLEa] sot:
1711
1712
1713 MANUALB1 sot; HTurn on B - approximatsly nothing should bappen
1714 MANUALal set /fTurn on A -- this opans a path through the inductor
1715 j/Should wait untll current definitaly positive sufficient
1716 ifThan, Tum off manual, lat "ZVS* signal roset
1717 ifThen, turn off enable
1718 forfim; <16 144} {NopO:] jf Was & bafors 10-13-
1710
1720 MANUALDI_cir; #Remove Manual B
1721 MANUALs1 i, //Remove Manual A
1722
1723 Nop0;
1724
1725 ENABLED clr: /iQuickly disable B bafore reset acum
1726 (Kquickly disable A bafors resel
1727 lsabling A first was 5 okt el i Sinon Wt oo i om
1728
1726
1730
1731
1732
1733 [iIERASE ALL THIS BEFORE OPERATION
1734
1735
1736
1727}
1738
1730 vbd WritsManu{vold) {
174
1741 WritsScreanCinnin\e=+=Modified Koat My
1742 WritaScroon("\nlra: ncLimit) tz:DocLimit%):
1743 WritaScroan("ntrs: IncVzvsAltx: Duc'vnnn');
1744
1745 WritaScraan(*\itrg.ControlOmti Togohe:
1746 WriteScroan("\n\rd: Writa\ou
1747 WriteScroan(yirv: Write Vh\LE WrikaVn®);
1748 WritaScraan("\ilrg:IncPit: DecP™);
1749 WritoSeroon(\nrh:inc] 2itn: Doci2°);
1750 WriteScrean("\irr:SyncRecito:Brid
1751 WriteScroan(inlry:Shidn\ie Men
1752
1753 WriteScroen(\nin\e):
1754
1755
1756}
757
1758 vold WriteScroan(char s|500) {
759
1760 char o
1761 pa= .
1762 while
1ras et mmsmuu TRMTY {
1764
1765 UATXREG = *pt+;
1766 )
1767
1768 }
769

lnt L

Int mode:

unsignad int tamp:

awitch (select) {
case cs

maxd = OBAOODOORCOOT 10001: /fControl word to salect right DAC for Ventrld

case 7'
mods = 0b0O0G0000001 10000; Hiontrol word to selact right DAC for VzvaA

CSal_clr; [fChip salect A active low

iTransmit 8-bit moda word

SPHBUF = mode:

ila(SPIASTATDIlS SPITDE == O)()
tomp = *dacinput:

omp = tamp >> B

HTransmit 8-bit data word

SPI4BUF = tomp: while(SP14STATDits SPITBE == 0)(}

tomp = (*dacinpul) & 00011
ATranymit B-bit data word

SPIBUF = tomp; while(SPI4STATBIS SPITBE == O)()
for (i=1; 1<10; i++) (Nopl:} /fNecassary dalay for L2602 tming

Csal_set:

it iz

int mode:

unsigned int tomp:

witch (salect) {
case <"

node = 0bOOO0DOO0001 10001 ; /iContral ward to select right DAC for VentriA

e 7'
moda = 0BO0GOD00DC01 10000; /Control word to salact right DAC for Vovsd
broak:

dofault:

2S02.clr: HChIp seloct A active low
IrTransmit e-bit maode word

SPI3BUF = mode; while{SPI3STATDIts SPITBE == 0){}
temp = ~dacinput:

tamp = wmp >> 8

ITransmit 8-bit data word

SPIABUF = tamp: while(SPLISTATItS. SPITHE == 0)(}

tamp = (dacinput) & 03001 1;
WTransimit 8bit data word

SPI3BUF = tomp: while{SPI3STATbIts. SPITBE mm 03( ]
for (I=1: i<10: 1++) (Nop():} fiNecessary dalay for LTC2602 timing

it
Int mode;
unsigned int tamp:
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ims vk Galect) {
1870 mc-q- = 0BOGOO0BOO0O! 10001; HCantrol word o sekoct right DAC for VentrlB

1872 case u
1473 mode = ObOOOK0OGO0D ! 10000 /K antrol word to select right DAC for Vevs
1874 broak:

1675 defoult:

H
3

1681 CSbI_clr: KChip xelact B activa low

1883 HTransmit B-bit mode word

1885 SPILBUF = made: whila(SP11 STATDI. SPITHE == 0)(}
1888 temp = ~dacinput:

1889 tomp = tomp »> B

1831 HTransmit 6-blt data word

1893 SPIIBUF = tomp: while(SF11STAThits SPITBE mm 0){}

1806 tomp = (*dncinput) & 01001 1;
1098 ATransmit B-bit data word

1900 SPILBUF = temp:; while{SPI1STAThits. SPITDE == 0){ )
1901 for (imi: 1<10; I++) (Nop():} NNacessary delay for LTC2602 timliag

1903 CSbl_sat:

1
1910 it

L modo:
1912 umsignad int temp

1914 lMIsh(-d-cIJI

1616 mads = 000060000001 10001; HContral word L salect right DAC for Ventrif
1917 break:

1018 came’z:

1919 moa. = 010000000001 1 0000; J/Control word Lo select right DAC for VevsB

1921 d-la!lll

E

1927 CSb2_cin HChip salect B activa low
1828 fTrasmit &-bit mode word

16931 SPIZBUF = mode: whils(SPIZSTAThits. SPITBE mm 0){ }
193 tomp = ~dacinput:

1935 tomp = temp >> B

1937 fTransmit 6-bit dats word

1030 SPI2BUF = temp: while(SPI2STATW. SPITRE

1942 tomp = (*dacinput) & X001 1;
1944 ATransmit 6-bit data word

1946 SPIZBUF = tompr whila(SPIZSTATbits SPITBE mm 0) ()
1947 for (lm1; <10 L++) {Nopi):} WNacessary dalay for LTC2602 timing

1949 CSb2 sat:

1
1954 vald WritsVintvold) {
1855

1956
1957 unsigrad int ADGVAL, it I 32 ML in X2 commpiler shorts are 16 bit
1658  float ADCVBIF;
1958 [ADCVal = ADCDATAY;
1960 ADCVAIF = (doubla) (ADCDATA4>>18) -
1961 JADCVMIF = ADCVAIF/ |
ADCVOIF = ADCARIF(3.3 = 134.3 / 65536,
1963 fADC Values are saved ay
1964 if dddd dddd dddd 0000 GOOD DOC0 KGO0 BOCD
1965  ifSo divide by 232 to get fraction of full voltage which is 3.3

1968 char bufl16):
1969 aprintRbul "%, ADCVAIF):
1970 Screen(n\cVin = )

1971 WritScrean(bufl;

1072

1973 )

1974

1975 woid Writa\Vout(vaid) {

1976

1977 umsigned Int ADCVal; fint is 32 bit In XC32 compiler: short's are 16 bt
1978 Moot ADCVAIF:

1979 ADCVAL = ADCDATAL

1960 ADCVAIP = (doublo) uucmmu»lm MCamvert 32 bit tn 16 bit

1861 HADCVALP = ADCVRIP

962 ADCVAIF = ADC\MP'(! 34.3 65536
1960

1984

1985  JADCVAIF = 3.3  ADCVAIF /(01 00000000);
1986  char buff 16}

1966 WritaSicreen(buf):
1990

1981 )

1992

1963 void WritaVhivoid) {

1996 srsigned IntADCYek: ink b 32 bt In XC32 compller: shart's are 16l
1997 float ADCVA

1000 dADOVA = ABC

1969 ADCValF = M)nlﬂll EADCDATAI>>IE)

2000 PADCVaIF = ADCNaIF |

2001 ADOVAIF = ADCMIF(3.5 + 14,3 855361:
2002 [JADC Valuos are saved as

2003 dddd dddd dddd 0000 0000 000 G000 D000

2004 JfSo divida by 2~32 to el fraction of full voitage which is 3.3
2005

2008

2007 char bufl 161
2006 sprintftbuf, *Wf. ADCValF):
2000 WriteScroen("y\eVh =

2010 WritaSereon(bul)

2017  snslgned Int ADCVa: fint s 32 bit In X232 compilar; shorts are 16 bit
2018 fioal ADCVAIE:
2010 NADCVal = ADCDAT
2020 ADCVaIF -(douNnI L\DCDA?AZ”!GI
2021 HADCVAIF = ADCVAIF /1.1
2022 ADCVAIP -ME\&\P'(.! 3= IM 3/ 85530);
HADG

luas
2024 umwﬂdmoﬁwmmm
2025 KSo divida by 232 to gat fraction of full valtaga which is 3.3

2028 char bufl 16}
2029 sprintfibul, "W, ADCVRI;
Ve

2035
2038 doubla Compute!] (dauble Vin, double Voul. dauble Vrms, deuble R, double | double Cres, doubls cop sign. doubls C_In. double w_lina, double 12, double Nmitpercent, double 13, double 15)
2037
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3038
2039
2040
2041
a2
2013
2044

2045
H

2048
2017

2018
2048 double Computali buck(doubls Vin, doublo Vout, double Vrms, double R, doubls L. doublo Cres, double cap sign. double C_in, double w_line, double i2, doubls linitparcent, doubla 13, doubla 15) {
2050

2051
2052
2053

4

2070
2079
2080
2081
2062
2083
2084
2085
2086
2087
2088
2080
2000
2091
2002

3

2003 }

double x = VinVout:
oubla D = (31415 buLAL#2) sqrul=Cras/2) {fUsed o hava Cresi2

double lin = (VIR/R) *{ 1 + 134 207151 Vi Vin"0.5Vrmas. - +
doubla lconv = lin + capslgn®C_in“w Ilsu'ltu-ﬂl"\.m-'vnny\nn'\'lnl

doubla I} = iconv + sqriiconv=i T

roturn(il);

double & = VinNout:
{fdouble D = (3.14 ISF\\MII(L‘H)I' sqrilLaCres/2): [fUsed o have Cres/2
double w_res = 1jsqrti

double 10 = Crs=VouLW_Pos=sqri(z=(

double 10 = (Liw_ron)*( 3141572 + (x- u i navey i o approsimation Lo arccos s loag as 3 dossn't get oo close Lo 2

double x = Vinf\Vout;
Hdoutle D = (1415 AUILAE) * L Com2L: Uand o Rove Creot2
double w_res = 1/sqriCres’
doublo 10 = -Cros*lbutw_res*sqrifx {2
double 10 (1 rosy=t 314157 + t01) 511018 1 0 g apprenimatin 1 arco o g 4  dosse't et 800 ot 3
double iin = (ViR *( 1 4 (3, 5 = 15" 50 + L
[ificap sign = 1) (Vin = Vin - 10:}
JiThis | jon for late
HComputa largs fin from large Vi, then computo longer times with smallar Vin
+ cap sign=C_in"w line=sqri(2=Vrms=VrmsVin“Vin);
doubla i1 = bcany?s + sgriliconvicony™x™s - Zoicanvei0 + I070 + ZiconVIemVeurta-INLE:
roturniil);
}

2076 doubla Computatbuckidouble Vin, doubls Vout, doubls Vrms, doubla R, deuble 1 doubla Cres, double cap_sign, double ©_in, double w_line, doubla i2. double limitparcent. double 13, doubla 15) |
2077

double in = (Vin/R) * ¢ 1 + 1413 n
v e AR ey g el v e

doubla 11 = iconvex +sqriflconviconsex*y - Zlconvei0 + G0 + Zeiconv Vot (x- /L)
double thuck = (11-F0r"LifVinVout):

roturnibuck):

dauble x = VinjVout:
doubla D= (3,141 3*Vout(L-i2)) "iqml-(‘rn{!l iised to have Cras/2
double tres = 3.1415"sqriL~Cre:

Sfvnns 4+ i

209
2095 double Computetbran(double Vin, doubls Vout, doubls Vrmns, doubls R doubla L. double Crus, double cap_sign. doubla ©_in. doubla w_line. doubls i2. doubla limitparcant. doubls 13, doubla 15, daubla ta)
2

double lin = (VIe/R) * { 1
doubla iconv = in + cap, signC.inw lina*sqr{2°Vrms Vrmms VinVin);
Hidoubls 11 = iconv + sariticonv=loony + i2+i2°% - 2-fcomv-i2x"x + iconvi2slme(1-1))k

double thtran = (ta - Iconv*LAAbut) - sqril iconv=icony=LeLi\out-Vout) + ta*ta - 4*icone=L"taflaut - 2elconvel *tros/Vou

ratumithtran);

2
2110 iAftor chocking all fiunctinnality. implament Sartupycle and StartipBoost

13 0of 13

Siveans +
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