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ABSTRACT

Silicon photonics is a highly-promising platform for on-chip quantum information
processing. Linear optical quantum computing architectures necessitate the imple-
mentation of integrated single photon sources, passive and active optics, and sin-
gle photon detectors. This thesis presents the development of a scalable, real-time
feedback control protocol for stabilizing microring resonator frequencies in parallel
with quantum computation using the same classical pump laser fields as are used
to seed photon generation. The feedback protocol is applied to correct static and
dynamic errors in silicon microring resonators due to fabrication variations and ambi-
ent fluctuations, and to demonstrate high-visibility two-photon quantum interference
with photon pairs generated by spontaneous four wave mixing. Progress on a new
interferometrically-coupled photon generation device for four-photon quantum inter-
ference is also presented. Finally, a new scheme is proposed for non-volatile phase
shifters in large-scale photonic integrated circuits. The potential use of shape-memory
materials for straining silicon waveguides to induce refractive index shifts is explored
through finite-element simulations.
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Chapter 1

Introduction

As the end of Moore's Law looms on the horizon and transistors reach the limit of

miniaturization, the paradigm of quantum computing holds great promise for meeting

the challenge of our ever-increasing demands for computational power. Nature, at its

most fundamental level, is governed by the laws of quantum mechanics. Quantum

systems can be described by states comprised of superpositions of qubits, or quantum

bits. Additionally, states can be entangled such that parts of a large system are

correlated in a manner inexplicable by classical physics. By exploiting the inherent

superposition and entanglement properties of the quantum realm, quantum computers

can parallelize operations and lead to immense speedups in information processing.

Many physical systems have been explored for the implementation of qubits, in-

cluding solid-state memories such as quantum dots and color centers [1, 2], photons,

superconducting circuits, and trapped ions. This work focuses on photonic quantum

computing architectures, where qubits are encoded in the polarization states of pho-

tons. Photons' lack of interaction with the environment leads to zero-decoherence and

the ability to transmit information over long distances. Photons are not restricted to

nearest-neighbor interactions and can be easily manipulated easily via waveguides in

CMOS-compatible platforms, enabling the marriage of integrated silicon technologies

with the paradigm of linear optical quantum computing and paving the way for the

development of scalable, integrated silicon photonic systems for quantum information
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processing [46].

This thesis focuses on two crucial components of an integrated silicon photonic

platform for optical quantum computing: single photon sources and phase shifters.

Chapter 2 gives an overview of the building blocks of silicon quantum computing

architectures and their principles of operation, and highlights the state of the art. In

Chapter 3, we address the problem of correcting errors in single photon sources in

real-time. Using a pair of integrated microring resonator single photon sources, we

demonstrate an in situ feedback-based control technique to stabilize the ring reso-

nances in the presence of environmental fluctuations and device crosstalk. We ap-

ply our technique to generate two-photon quantum interference with high visibility.

Chapter 4 summarizes progress on an ongoing effort to generate truly unentangled

photon pairs using a new interferometrically-coupled photon generation ring archi-

tecture and demonstrate four-photon quantum interference. Finally, in Chapter 5

we turn our attention to non-volatile phase shifters for minimizing energy consump-

tion in large scale photonic integrated circuits. To this end, we propose the use of

shape-memory materials to strain silicon waveguides and effect phase shifts via the

photoelastic effect; in addition, we consider the potential of shape-memory materials

to induce a second order nonlinearity in silicon.
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Chapter 2

Optical quantum computing

Linear optical quantum computing was born in 2000 when Knill, Laflamme and Mill-

burn proved that universal quantum computers can be built using only linear optics,

single photons, and photon detectors [43, 47]. Photonic qubits are encoded in the path

degree of freedom, in what is known as the "dual rail" encoding scheme. A qubit con-

sists of a photon spread between two spatial modes, which correspond to the modes

of a single-mode waveguide in integrated optics. A general qubit is represented as

cos(O/2)10) + sin(/2)e'j 1).

Rotations of the qubit around the Bloch sphere are implemented with Mach-Zehnder

interferometers and phase shifters, as will be described in the following sections.

Quantum photonic states are represented in the Fock basis In,, n2 , ... , nk) where ni is

the number of photons in a given spatial mode i [47].

2.1 Silicon photonic integrated circuits

Silicon provides a highly promising platform for CMOS-compatible manufacturing

and integration of photonics [46]. While glass-based waveguide technologies [6] have

been demonstrated to accomplish high-fidelity quantum operations, there is little

15



promise of their scalability and suitability for circuits of increasing complexity, given

that even simple circuits require devices as large as 10 cm. Silicon is an excellent

candidate for photonics for many of the same reasons that it has dominated electron-

ics manufacturing-it is abundant, mechanically robust, can be easily doped or made

extremely pure, and has high thermal conductivity. Additionally, silicon's intrinsic

third order (X (3 ) nonlinearity-100 times higher than that of glass-renders it a natural

candidate for photon generation. Silicon waveguides, on the other hand, with their

high refractive index contrast between the silicon core (nsi = 3.48) and silicon diox-

ide cladding (nsio2 =1.45), enable the fabrication of ultra-compact, tightly-confining

devices. Standard silicon-on-insulator (SOI) waveguides are typically fabricated in

wafers consisting of a 220 nm thick silicon device layer with a 2 pIm buried oxide layer

below and an oxide cladding layer above; for telecom C-band operation at wavelengths

around 1550 nm, single mode waveguides with a 220 nm x 500 nm silicon waveguide

core and 5 pm bend radii are commonly used to enable a very high device integration

density. Losses, mainly arising from sidewall roughness, tend to be low-around 3

dB/cm. Most of the building blocks needed for on-chip quantum information pro-

cessing have individually been demonstrated in the silicon-on-insulator platform, but

there still remain many outstanding challenges to improving device performance for

achieve low photon loss and reliably scaling up to integrate several hundred thousands

of components on chip. Fig. 2.1 provides a conceptual example of how the different

components required for on-chip quantum information processing can be integrated

together. The following sections give an overview of selected key components of an

integrated silicon photonic quantum information processing platform.

2.1.1 Single photon sources

Optical quantum computing-unlike quantum key distribution which encodes infor-

mation in one single photon at a time-requires bursts of photons, which cannot be

approximated by attenuated laser light [47]. While atom-like systems like quantum

dots and solid-state color centers emit truly single photons, photon pairs can be pro-
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Figure 2.1: Mock-up of an integrated quantum photonic device with single photon
sources, filters, passive and active optics, and single photon detectors. Adapted from
[46].

duced by the nonlinear optical process of spontaneous four wave mixing (SFWM)

in silicon, thanks to silicon's large XP). In non-degenerate SFWM (Fig 2.2: left),

two photons from a bright pump laser are converted to a signal photon at a higher

frequency and an idler photon at a lower frequency such that energy is conserved [50]:

2 wpump - Wsignal + idler (2.1)

In degenerate SFWM (Fig. 2.2: right), photons of two different pump frequencies

Non-degenerate SFWM

wp

P_

Degenerate SFWM

wp1

Wp 2 j

Figure 2.2: Non-degenerate (left) and degenerate (right) spontaneous four wave mix-
ing. Wp(1,2), ws, wi denote pump, signal and idler frequencies respectively.

are converted to two photons of the same frequency, which by energy conservation is
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the average of the pump frequencies:

Wpumpl + Wpump2- 2 Wsignal,idler (2.2)

Spontaneous four wave mixing results in a "heralded" single photon source, where

the detection of one photon heralds the presence of the other in the pair. An ideal

heralded single photon source should be efficient, needing low pump powers for photon

pair generation. The probability of generating more than one pair must be low, and

the heralding efficiency must be high (given the detection of an idler photon, the

signal must exit the source with high probability). Furthermore, the photons in a

pair must be unentangled in all degrees of freedom in order to achieve high purity of

the single photons [47].

Simple straight waveguides or spiral waveguides can be used for pair generation,

although they lead to low SFWM efficiency. The photon generation rate R for a

straight waveguide pumped by a continuous wave (CW) laser is given by

p2 L2 1-/2AV
R = (2.3)

2

where P is the pump power, L the length of the waveguide, -y the nonlinear coupling

constant (proportional to xP) and inversely proportional to the effective modal area),

and Av the filter bandwidth for separating the pump from the generated photons

[47]. In reality, at high pump powers, the nonlinear effects of two-photon absorp-

tion and free carrier absorption can inhibit the quadratic rise in generation rate with

pump power, causing the rate to saturate. To improve upon the SFWM efficiency, the

pump power could be increased, but this has the drawback of added noise and harder

separation of pump and signal idler photons. In addition, the photons generated in a

waveguide are highly entangled in frequency, which is undesirable for pure heralded

photon sources. To minimize correlations between photons in a pair, the pump band-

width must exceed the filter bandwidth; since a high filter bandwidth is necessary

for a high photon generation rate, obtaining decorrelated photons in a photon pair

18



would require exceedingly short pump pulses.

Resonant structures, such as ring resonators (Fig. 2.3) [45], provide an alternative

architecture to circumvent the above problems with SFWM in waveguides. The pair

generation rate R for a ring resonator coupled to a bus waveguide and pumped by a

CW laser is given by

R = P 2 y 2v L t (2.4)
4 (1 - r)7

where P is the pump power, L the length of the waveguide, -y the nonlinear coupling

constant, vg the group velocity in the ring; t, r, and rare the bus-to-ring coupling, bus-

to-bus coupling, and ring round trip amplitude transmission coefficients respectively

[47]. Taking into account the probability of each of the photons escaping the ring per

round trip, the net pair generation output rate is given by

Rnet = 2 2  L (1 - r2 )6
4 f( 1 - rT) 7 (1 - r 2T2) 2

Compared to straight or spiral waveguides, the smaller footprint of ring resonators

enables a higher device integration density. The circulating pump intensity is in-

creased when the pump is evanescently coupled from a bus waveguide into a ring

resonator, reducing the need for higher input pump power to achieve a large pair gen-

eration rate. A ring resonator requires the pump to be aligned with one of the ring

resonances for SFWM, and enforces the generation of photons at frequencies aligning

with neighboring resonance of the ring. That is, if a ring is pumped at frequency

wp, signal and idler photons will be generated symmetrically at the +N"h and -Nh

resonances of the ring, conserving energy (see schematic in Fig. 2.4) and making it

easier to separate the pump from the signal and idler photons by filtering. With

narrower filter bandwidths, a pulsed laser can also be used to provide a larger pump

bandwidth, resulting in decreased spectral correlations between photons in a pair and

paving the way for high-purity heralded sources [47].
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r

Figure 2.3: Ring resonator photon source. t, r, and T are the bus-to-ring coupling,
bus-to-bus coupling, and ring round trip amplitude transmission coefficients respec-
tively.

(pO Os

Figure 2.4: Spontaneous four wave mixing in a ring resonator, where the pump, signal
and idler frequencies align with resonances of the ring. Adapted from [5].
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2.1.2 Passive optical elements

Once photons have been generated, they can be manipulated with passive linear

optical components. Complex networks of hundreds of components such as directional

couplers and Mach Zehnder interferometers have been demonstrated in the silicon-on-

insulator platform, and can provide a scalable way to engineer multi-photon quantum

interference for large-scale quantum information processing. Recent progress in the

field on engineering on-chip quantum interference and entanglement will be discussed

in Section 2.2. Here, we give an overview of the mechanics of the directional coupler

(an integrated beamsplitter) and the Mach Zehnder interferometer, as used in our

experiments in Chapters 3 and 4 to demonstrate on-chip quantum interference.

The directional coupler [4], shown in Fig. 2.5, is defined by the following transfer

matrix [47]:

S -in (2.6)

En

Figure 2.5: Directional coupler.

In the case of perfect 50-50 splitting, R=T=I, resulting in the simplified transfer

matrix given by

S= [ (2.7)
V2 i

For a Mach-Zehnder interferometer [4] consisting of a directional coupler concate-

nated with a phase shift applied to one output followed by another directional coupler

21



as shown in Fig. 2.6, the transfer matrix is given by

11 i C O 0 1 i
S= (2.8)

2 1 0 1 J-Li I1

isin2 cos
Sie 2  2  (2.9)

cos2 -sin 1

Eout

Figure 2.6: Mach-Zehnder interferometer with a phase shift of 0 on the top arm.

In the following section, we will consider the effect of directional couplers on a few

representative input photon states.

2.1.3 Phase shifters

Phase shifters are essential to optical quantum computing for implementing path-

encoded qubits and generating interference with Mach-Zehnder interferometers. A

phase shifter operates by changing the effective refractive index of the waveguide

material over a region of a certain length, leading to the transmitted light's acquiring

a relative phase compared to light passing through a phase-shifter-less region of the

same length. The change in phase is given by

27rAfffL (2.10)
A

To achieve a phase shift of 7r volts, which corresponds to a full switching of light from

one arm of a Mach-Zehnder to another, a the length of the required phase shifter is

given by

L, = (2.11)
7r 2Anef f
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An integrated phase shifter, the equivalent of a bulk-optic wave plate, can be imple-

mented using several different architectures, including doped silicon heaters based on

the thermo-optic and plasma dispersion effects [66], MEMS-based switches [65], and

electro-optic modulators [8]. In this work, our chips use doped silicon thermo-optic

phase shifters based on the design in [25], which has a V, of 4.36 V and consumes

~ 25 mW per r phase shift over a length of -62 pm. In Chapter 5 we explore a

new approach to implementing non-volatile integrated phase shifters using the shape-

memory properties of certain ceramics and alloys.

Heat Channel

1 x1 .5 p

Figure 2.7: Doped-silicon thermo-optic phase shifter. Adapted from [251.

2.2 On-chip quantum interference

By using single photon sources, directional couplers, Mach-Zehnder interferometers,

and phase shifters, we can create and manipulate quantum states of light [47]. For

example, when two indistinguishable photons enter a directional coupler with one

photon at each input port (with input modes a and b), the input state is given by

'1[in) = 11) = abt00). (2.12)
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The output state (with output modes c and d) is:

'out) = V'Rc + iv'Idt) + (V -dt + ix/7ct) Ivac) (2.13)

= iV RT (ct2 + dt2 ) + ct df (R - T)1 vac) (2.14)

= i 2RT (120)cd + 02)cd) + (R - T)I11)dc (2.15)

For a balanced coupler with R=T=I, the probability of detecting a coincidence-one

photon at each output-vanishes, and both photons are guaranteed to exit at the same

port. However, if one photon acquires a phase relative to the other, the coincidence

probability is non-zero, as illustrated in Fig. 2.8 from the original Hong-Ou-Mandel

paper ([61]).

Quantum interference on a silicon photonic integrated circuit has been demon-

strated in [50], where path-entangled photon pairs generated by SFWM in two spiral

waveguides were interfered on-chip to yield high-visibility two-photon coincidence

fringes. More recently, on-chip quantum interference with SFWM photon pairs gen-

erated in independent ring resonators has been demonstrated to yield four-photon

coincidence fringes [48].

E1000
0
G 800-

600

400

o 200

0
o 0

260 280 300 320 340 360
Position of beam splitter (ytm)

Figure 2.8: Hong-Ou-Mandel interference. Adapted from [61].
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Chapter 3

Feedback control of single photon

sources

Precise control of individual qubits is essential to the performance of large-scale quan-

tum information processing systems. Drifts in the system due to unavoidable envi-

ronmental fluctuations, thermal noise, etc. can lead to errors in individual qubits

over time, necessitating the development of optimal control techniques to continu-

ously track and compensate for parameter drift-induced errors on the fly. To address

error correction in large-scale qubit arrays, such control techniques must be scal-

able and allow for the correction of arbitrarily large numbers of qubits in parallel.

While methods for pre-characterizing circuitry via classical laser fields have been de-

veloped [12, 13], finding techniques for active real-time monitoring of errors remains

a challenge. To achieve parameter drift compensation, previous work in the field of

superconducting quantum computing has demonstrated a feedback-based "adaptive

detection event parameter tuning" technique that scales as 0(1) with the size of the

system [14]. Here, we present an in situ control technique for photonic quantum com-

puting that monitors and corrects errors in silicon microring resonator single photon

sources without making destructive measurements on the quantum state of the sys-

tem. Errors in resonator frequencies are diagnosed and corrected in parallel with the

optical quantum computation using the same classical laser fields used for photon

25



generation and in a manner that can be scaled up to large numbers of qubits. We

achieve sub-1 pm microring resonance stabilization in the presence of environmen-

tal fluctuations and successfully demonstrate the feedback-controlled quantum state

engineering. This chapter is based on the work in [49].

3.1 Quantum state engineering device

As described in Chapter 2, silicon microring resonators are a leading platform for

ultra-bright and pure single photon generation via spontaneous four-wave mixing

(SFWM). In large-scale quantum information processing architectures, many micror-

ing resonators must be tuned to the same frequency. Precise alignment and stability

of the resonators is essential for ensuring the indistinguishability of photons and gen-

erating quantum interference, and their brightness and efficiency as single photon

sources scales with their quality factors. In this experiment, we use the standard

CMOS foundry-fabricated SOI photonic device shown in Fig. 3.1 below, containing

four microring resonators and five thermo-optic phase shifters within an area of 0.08
2

mm2.

Two microring resonators with a radius of 11 pm are used for photon pair gen-

eration. These rings have a linewidth of AA = 60 pm, a resonance quality factor of

Q ~ 2.5 x 104 (Fig. 3.2), and a free spectral range (FSR) of 8.8 nm. The device archi-

tecture corresponds to five sequential stages (see Fig. 1) that result in the production

of correlated photon pairs by the inverse Hong-Ou-Mandel effect. First, two pumps of

different frequencies wpl and WP2 are mixed on a 50-50 directional coupler. Then, the

mixed pumps couple to the two generation rings to produce photon pairs by spon-

taneous four wave mixing. These signal and idler photon pairs are generated at the

frequency that is the average of the two pump frequencies: w,i = (WP 1 + W 2 )/2. The

microring resonators are coupled to bus waveguides that are 500 nm wide x 200 nm

high that convey the generated photons forward. After a distance of 40 pm, the bus

waveguides couple to demultiplexing microring resonators of radius 8 nm and FSR 12
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Figure 3.1: Quantum state engineering photonic device. (a) Optical micrograph of
the silicon photonic device which incorporates five thermo-optically controlled phase
shifters and four microring resonators (two for photon generation and two for pump
suppression) in just 0.08 mm 2 . Marked components represent the five stages required
for quantum state engineering: (1) Pump mixing on a directional coupler, (2) photon
generation in two resonators, (3) partial pump suppression in two further resonators,
(4) differential phase shift and (5) final directional coupler for quantum interference.
From [49].
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Figure 3.2: Spectrograph of generation rings aligned to 1565 nm along with expected
fit. From [49].
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nm. These demultiplexing rings serve to filter out the pump laser light, while routing

the single photons (generated in the rings upstream) via the drop ports onward to the

phase shifter and directional coupler for quantum state engineering. The quantum

state of the system at this point is given by:

(120)1,2 + 02)1,2) (3.1)

where In)m represents n photons in the mth optical mode. Next, an integrated doped-

silicon thermo-optic phase shifter on one of the bus waveguides conveying the gener-

ated photons from the demultiplexing rings is used to apply a differential phase shift

to the state, resulting in the following the biphoton NOON state:

(120)1,2 + e2 102)1,2) (3.2)

Finally, the state passes through a 50-50 directional coupler to yield the final path-

entangled output state via the reverse Hong-Ou-Mandel effect (see Chapter 2):

)ut = cos 0(120) - 02))/v + sin #111) . (3.3)

Setting the differential phase 0 (controlled by the thermo-optic phase shifter) to 0

only yields output states with both photons in the same output mode (the same arm

of the directional coupler), while setting it to 1 only yields output states with one

photon in each mode.

Operating in a low pump power regime ensures that only one photon pair is

likely to be generated in each ring. The resonances of the four rings can be thermo-

optically controlled by applying voltages to each ring's embedded resistive heater,

which is formed by doped silicon in contact with the metal interconnect layer. To

minimize free carrier absorption-induced losses. a low concentration of dopants is

used in the region of the waveguide that overlaps with the optical mode. The gen-

eration and demultiplexing ring combination leads to a pump suppression of 37 dB,

significantly reducing the probability of additional incoherent photon generation in
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the bus waveguides, while still maintaining a pump power level that can be detected

by photodiodes off-chip. Light is coupled into and out of the chip by custom-built

silicon nitride interposers to match the pitch of the silicon waveguides and reduce the

mode field diameter to match the tapered on-chip mode converter. The estimated

loss per chip facet is -2.5 0.5 dB.

3.2 Experimental configuration

3.2.1 Thermal and electrical control

Thermal stability is of paramount importance in ensuring reliable operation of our

device. To this end, the silicon photonic chip is attached with thermal epoxy to a

copper mount. A Peltier thermoelectric cooler module and a thermistor are attached

to the bottom of the copper mount along with a heat sink, as shown from the side

in Fig. 3.3. The entire unit is mounted in an aluminum chassis, and wirebonded

(Fig. 3.5) to a PCB to control the on-chip thermo-optic phase shifters (Fig. 3.4).

Figure 3.3: Copper mount for chip, with attached Peltier unit and heat sink.

The thermoelectric cooler and thermistor are then connected to a temperature

controller that is capable of 0.01'C precision. The PCB is driven by a multichannel

custom-built digital to analog converter (DAC) providing 16-bit voltage precision.

Python code is used to interface with the temperature controller and DAC, enabling

automated control.
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Figure 3.4: Photonic chip and PCB assembly.

Figure 3.5: Close-up of chip to PCB wirebonds.
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3.2.2 Light input and output

A schematic of the experimental setup is shown in Fig. 3.6.

DAC

SINSPID

PID TCSPC
X= 1547.7 nm n7

Pump Lasers BPF Silicon photonic chip 1x2 SW BPF

Figure 3.6: Experimental setup. Solid lines refer to fiber optic components and dou-

ble lines to electrical connections. Two tunable lasers are passed through a bandpass

filter (BPF) which then pump the silicon photonic chip. The output passes through
a 1 x 2 switch (SW) which connects either to photodiode array (PD) or supercon-
ducting nanowire single photon detectors (SNSPD) and time-correlated single photon
counting (TCSPC) module. On-chip thermo-optic phase shifters are controlled by a
multi-channel digital-to-analog converter (DAC). From [49].

Two tunable telecom continuous wave lasers are used as the pump signals in this

experiment. To produce degenerate signal and idler photons at the central resonance

A = 1565.0 nm of the tuned generation rings, the first pump is set to wavelength

A= 1582.3 nm, and the second pump to wavelength AP 2 = 1547.7 nm, corresponding

to +2 and -2 FSR away from the central resonance of the generation rings. The

pump lasers have sideband suppression of ~70 dB and -40 dB respectively. The

Api = 1582.3 nm pump is passed through a fiber-coupled tunable bandpass filter

providing -30 dB sideband suppression and the AP 2 = 1547.7 nm pump is passed

through a bulk-optic bandpass filter providing ~70 dB sideband suppression, leading

to a total of -100 dB sideband suppression for each pump. An ultra-high NA fiber

array is used to couple the filtered pump light into the input and output directional

couplers on the chip.

At the chip output, we have two configurations for off-chip free-space routing of

the out-coupled light from both arms of the directional coupler. The collection path

of the light depends on whether pump monitoring or single photon counting is taking
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place. One path routes the light from both arms of the directional coupler directly

to a photodiode array for classical power monitoring, while the other routes the light

through two narrow-linewidth bulk-optic bandpass filters in series (for background

reduction) to superconducting nanowire single photon detectors (SNSPDs) for photon

counting. The path switching is effected by the insertion of bulk-optic flip mirrors

in the path of the light. The bulk-optic components are positioned in fiber-coupled

U-benches, as shown in Fig. 3.7. The SNSPDs have quantum efficiency of - 75%

and jitter (timing resolution) of 0.2 ns. The photon signals are time-tagged with a

time-correlated single photon counting module.

Figure 3.7: Bulk optic output filters in fiber-coupled U-bench.

3.3 Microring resonator stabilization

Control techniques at the device level usually involve a qubit measurement, estimation

of a fidelity metric, and feedback onto the control parameters to minimize the infidelity

[19, 20]. The robustness of the fidelity estimator is crucial to the success of the control

technique [21]. In our experiment, we use the pump laser set to the photon generation

wavelength of 1565.0 nm to and detect the total transmitted power at the chip output
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with the photodiode, and use it as a metric of the microring resonator alignment.

The detected power is at a minimum when the central resonance frequencies of the

resonators are precisely aligned to the desired photon generation wavelength, and

increases when the central resonance frequencies shifts due to alignment errors. Once

the power is detected, an electrical signal is fed back onto the resonators' embedded

phase shifters in a closed-loop manner to minimize the transmitted pump power by re-

aligning the central resonance. Compared with direct photon detection, the classical

probe signal gives an intrinsically higher signal-to-noise ratio.

The power minimization can be implemented via either hardware or software.

Here, we use a computational optimization method, as described in the following

section. We address two types of errors in the resonance of the microring resonators:

static errors and dynamic errors. Static errors arise due to fabrication variations in the

resonators such as surface roughness [28], while dynamic errors arise due to thermal

variations, electrical noise, crosstalk between devices, etc., leading to fluctuations

in the resonators' refractive indices over time and shifting their central resonance.

While in principle full knowledge of all parameter dependencies and accurate pre-

characterization of voltage-wavelength tuning curves could be used to correct for

errors in the resonance frequency of the rings, in reality the process is complicated

by thermal crosstalk and electrical noise and requires an in situ approach.

3.3.1 Nelder-Mead optimization

Since finding the exact analytical expressions for the net transmitted power of the

two rings is infeasible, we use the Nelder-Mead method (also known as the downhill

simplex method) [29] to minimize our objective function T(V, V2), the sum of the

transmitted powers from the chip's two output channels, over the search space of

ordered tuples [V1, V2] corresponding to the voltages applied to the phase shifters of

the respective generation ring resonators. The Nelder-Mead method is a gradient-free

heuristic that was empirically determined to be converge quickly and be robust in the

presence of noise.
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The steps of the iterative algorithm are qualitatively as follows:

1. Start with an initial simplex with three vertices consisting of an initial guess

for [V, V2] and the two points [V1 + A, V2] and [VI, V2 + A] where A is a pre-

determined step parameter. Evaluate T(V1, V2), i.e. measure the total trans-

mitted power, at each of these voltage pair vertices, and order the points in

ascending order of their objective function value, from best (lowest objective

function value) to worst (highest objective function value):

T(Point 1) < T(Point 2) < T(Point 3).

If the sample standard deviation of the function values is below a certain pre-

determined threshold, the convergence condition has been satisfied and the best

point is returned as the optimum.

2. Find the midpoint (Point M) of the two vertices besides the worst one. Reflect

the worst vertex across the opposite edge along the line joining Point M to the

worst vertex to get the new Point R.

If the new reflected point (Point R) is better than the second best one

(Point 2) but worse than the best one (Point 1), make a new simplex with

vertices Point 1, Point 2, and the reflected point and start from step 1 with this

as the initial simplex.

3. If the new reflected point (Point R) is better than the best one (Point 1), choose

an "expanded" Point E further away than Point R along the line from Point M

to Point R.

If Point E is better than Point R, make a new simplex with vertices Point 1,

Point 2, and Point E and go to step 1.

Else make a new simplex with vertices Point 1, Point 2, and Point R and go to

step 1.

4. If the new reflected point (Point R) is worse than the best point (Point 1) and

the second best point (Point 2) but better than the worst point (Point 3), choose
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a "contracted" Point C along the line joining Point M to Point 3. If Point C is

better than Point 3, make a new simplex with Point 1, Point 2 and Point C as

vertices and go to step 1.

5. Make a new simplex with vertices Point 1, one new point that is between Point

1 and Point 2 on the line joining Point 1 and Point 2, and one new point that

is between Point 1 and Point 3 and the line joining Point 1 and Point 3. Go to

step 1.

3.3.2 Mathematical coupled rings model

In general, the choice of the initial simplex is very important as a starting simplex

that is too small can lead to a local search and converge to a local minimum, failing to

find the global minimum. However, in the case of this problem, it can be shown that

there is one and only one minimum, so if the Nelder-Mead algorithm converges, it is

guaranteed to have found the globally optimal voltage combination. The transmission

function of a single ring can be taken to be a Lorentzian:

-o.5F
T(A) = -057(3.4)

(A - Alas) 2 + (0.5r)2

where F and Alas are the width parameter and laser wavelength respectively. The

dependence of the rings' central wavelengths (A, and A 2 ) on ring voltages can be

modelled as

A = Ao1 + 1V + a12K (3.5)

A 2  A02 + 72 V + al2V (3.6)

where A01 and A 0 2 are the central resonances of the rings with no applied voltage

tuning, coefficients yi and '2 correspond to the strength of the rings' wavelength

dependence on voltage applied to themselves, and the coefficient a12 corresponds

to the strength of the each ring's wavelength dependence on voltage applied to the
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other. The voltage-squared dependence of the central wavelength on voltage arises

from linearity of the wavelength shift with temperature, and hence with the dissipated

power. In a physically realistic case, both the ratios I' and 72 will be much greater

than both AisA 0i and . The total transmission of two rings in series is given

as:

T(A 1 A 2 ) = -0.5* -0517 (3.7)
(A, - Alas )2 + (0.57)2 (A2 - Alas) 2 + (0.51])2

and the total transmission in parallel as:

T(A A) = .-05F + -05. (3.8)
(A, - Alas )2 + (0.5]F)2 (A2 - Alas 2 + (0.57)2

Both the series and parallel transmission functions have critical points where the

conditions - = 0 and OT - 0 hold. In order to satisfy both conditions, we require
41 49A 2 -

V1 = 0 or A, = Aoi+' 1V2+ai2 V? = Alas, and V2 = 0 or A, = Aoi+' 1V1
2+a12V2

2 = Aas

Out of the four possible combinations, only one gives a minimum (the others are a

maximum and saddle points):

A1 = A2 + A1V + aV = Aas (3.9)

A 2  A 02 + 7Y2 V a12 VI2 = Alas (3.10)

Given the physically realistic stipulations on -Yi, 72, a 2 , Aas - A01 and Alas - A0 2 , the

two equations above are guaranteed to have a solution with non-zero values of V and

V2, which corresponds to tuning both rings to the laser wavelength. Hence, there is

only one global minimum value of the transmission function for non-negative voltages,

and no local minima. This guarantees that if our search converges, it will have

converged to the true global minimum. This model may be generalized to an arbitrary

number of ring resonators in series or parallel, such that the total transmission of N

rings in series will be given by

N -057
T(A 1 A2 ... )AN)=171 (A - as) (0.51)2

fl A )2 + (3.11)2
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and the total transmission in parallel by

N -0.517

T= (Ai - Alas) 2 + (0.517)2

As in the two-ring case above, the sole minimum of the transmission function is

achieved when all rings are individually tuned to the laser wavelength, and there are

no local minima.

3.3.3 Static error correction

We run the feedback-controlled correction protocol 100 times. For the static error

correction test. In each run, the pump laser is set to the desired generation wavelength

and initial voltages for the two generation rings are chosen at random from normal

distributions centered on 3.60 V and 3.56 V (independently determined to be near

optimal from prior characterization) respectively with a standard deviation of 0.2 V.

An iterative Nelder-Mead optimization algorithm is used to arrive at the generation

ring voltage combination that minimizes the sum of the optical output powers of the

microring resonators as measured by the off-chip photodiode array.

Out of the 100 attempted runs 62 succeed, requiring an average of 57 iterations

to converge, as shown in Fig. 3.8. The voltage of each generation microring resonator

is tracked during optimization. The final voltage of each ring differs by 40 mV,

demonstrating the variability in fabrication of the devices and the importance of static

error correction. Additionally, by repeatedly running this protocol over a period of

7 hours, we observe a total reduction in the voltages by 18 mV, which can likely be

ascribed to a systematic drift in laboratory temperature.

3.3.4 Dynamic error correction

We simulate and correct for two classes of dynamic error typically seen in photonic

quantum systems: (1) environmental temperature fluctuations and (2) crosstalk be-

tween thermo-optic phase shifters. Temperature fluctuations are induced by varying
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Figure 3.8: Static error correction. The change in voltages for each generation ring
resonator during 62 alignment protocols. Solution voltages not only vary between
resonators (a static offset due to fabrication variations) but also over the course of
the experiment due to a systematic change in laboratory conditions. A version of this
figure appears in [49].
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the chip temperature through an auxiliary Peltier control system onto which the

device is mounted. We program a random walk in temperature in increments and

decrements of 0.10 C over the course of one hour for a net increase of 10 C. The inset

in Fig. 3.9 (top left) shows one such instance of a random walk. After each incre-

ment or decrement, the correction protocol is run to re-align the resonances. Fig. 3.9

(top row) plots spectrographs for this instance which show the shift in the central

resonance of the microring resonators as a result of this temperature variation in the

absence of dynamic frequency stabilization (left) and in the presence of our in situ

correction approach (right).

The implementation of our correction protocol results in a standard deviation in

the central resonance wavelength of only 0.56 pm (9.4 x 10-3AA, where AA is the

cavity linewidth), whereas in the absence of any correction protocol, a total variation

of 84.0 pm (1.4AA) is observed. This corresponds to a 150-fold increase in resonance

stability.

Similarly, we induce thermal crosstalk by incrementally increasing the phase shifter

voltage from 0 to 6.5 V. Fig. 3.9 (bottom row) shows the resulting central wavelength

shift when no correction is implemented (left) and when the in situ correction pro-

tocol is implemented (right). Dynamic frequency stabilization yields a stability of

0.65 pm (1.1 x 10- 2AA), a 70-fold improvement compared with a total variation of

45 pm (0.75AA) in the uncorrected case.

3.3.5 Tuning curves

To compare the performance of our in situ correction technique with the results ob-

tained using pre-determined models, we independently characterize the temperature

vs generation ring voltage relations and the phase shifter voltage versus generation

ring voltage relations of the resonators over the same range of temperatures and phase

shifter voltages as in the temperature random walk and phase shifter voltage sweep

described above. By sweeping the temperature, T, from 30 to 31 degrees and itera-

tively aligning the rings at each voltage using the Nelder-Mead algorithm, we obtain
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Figure 3.9: Dynamic error correction. Spectrographs are taken by tuning an auxiliary
laser and measuring the output power on a photodiode. The left column shows
spectrographs of the resonators as the chip temperature is varied according to the
random walk in the inset. The right column shows spectrographs of the resonators
as a voltage is applied to an adjacent thermo-optic phase-shifter. Thermal cross-
talk causes the resonance of the resonators to shift, which should otherwise remain
untouched by the phase shifter. In each instance the dynamic stabilization gives a
two orders of magnitude increase in the resonance stability. A version of this figure
appears in [49].
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generation ring voltage (V and V2) versus temperature data (Fig. 3.10). Based on five

such sweeps, we obtain the following best-fit linear tuning curve for the dependence

of the ring voltages on temperature:

V(T) = -0.06090T + 5.568

V2(T) = -0.06166T + 5.546

(3.13)

(3.14)
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Figure 3.10: Temperature tuning curve derived from five sets of data. From [49].

Similarly, by sweeping the phase shifter voltage, V4, from 0 to 6.5 volts and aligning

the rings at each voltage using the Nelder-Mead algorithm, we obtain ring voltage

versus phase shifter voltage data (Fig. 3.11). Based on five sweeps, we obtain a best-

fit quadratic tuning curve for the dependence of the ring voltages on the phase shifter

voltage:

V1(V) =-0.0007192V 2 - 0.0003439V, + 3.746

V2(V) = -0.0008414V, 2 - 0.000576V, + 3.702

(3.15)

(3.16)

To evaluate the performance of tuning curve-based resonance correction in com-

parison with feedback control-based correction, we run the same temperature random
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Figure 3.11: Voltage tuning curve from five sets of data. From [49].

walk and phase shifter voltage sweep as above. After each temperature or phase shifter

voltage adjustment, the generation ring voltages are set to the values according to

the pre-determined functions instead of being iteratively optimized on the fly. It is

observed that while alignment using pre-determined tuning curves leads to 15-fold

and 5-fold improvements over the correction-less case for the temperature and volt-

age errors respectively, our iterative alignment protocol still outperforms the tuning

curve-based correction by an order of magnitude in both instances. Moreover, our

feedback-based technique can naturally be applied to dynamic corrections where the

noise model is unknown.

3.4 Feedback-controlled quantum state engineer-

ing

To demonstrate that our in situ approach can be performed in parallel to the quantum

computation, we apply our feedback protocol to the task of quantum state engineer-

ing. The phase shifter voltage is incrementally swept from OV to 6.5V. At each voltage

increment, the chip output is routed first to the photodiode so that the feedback con-
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trol protocol can be applied to align the generation ring resonances. Subsequently

the output collection path is switched to the superconducting nanowire single photon

detectors for coincidence counting. As seen from Equation 3.3, a linear variation in

the differential phase q causes a sinusoidal change in the probability amplitude of the

111) state, and a sine-squared change in the coincidence probability:

P(111)) = sin2 (#) (3.17)

Without the frequency control step (Fig. 3.12(a), red), thermal cross-talk from the

differential phase decouples the microring resonators and produces an asymmetry in

the interference fringe. To quantify this asymmetry, we introduce the contrast metric

Casy = I01 -- C2 1/max(C1 , C2) as the normalized difference between the coincidence

counts C1 at # = r/2 and counts C2 at q = 37r/2, where Casy = 0 in the ideal case.

From the coincidence data, it is observed that in the absence of correction, Casy =

0.791. Applying the frequency control protocol is found to recover the symmetry

of the interference fringe and yield a contrast Csy = 5.61 x 10-. The quantum

visibility, given by V1 = (Cmax - Cmin)/Cmax where Cmax(Cmin) is the maximum

(minimum) measured coincidence counts, quantifies the indistinguishability of the

photons . Once the interference fringe is fitted (Fig. 3.12(a), blue line) to account

for the nonlinear phase-voltage relation of the thermo-optic phase shifter [25], the

quantum visibility is extracted to be V44= 0.938 0.021.

The deviation from unity visibility can be primarily attributed to higher order

photon events, which result from the high pump power required to achieve a rea-

sonable signal-to-noise ratio in the presence of lossy off-chip filters. In future, the

monolithic integration of lasers [30], single photon detectors [7] and filters [5, 31] may

significantly reduce optical power constraints.

Finally, we measure the coincidence count rate as a function of the input pump

power; the results are shown in Fig. 3.13, with 0 =r/2 for maximum coincidence

probability. At each optical power setting the frequency stabilization protocol to

account is applied for the refractive index changes in the microring resonators arising
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Figure 3.12: Error-corrected quantum state engineering. (a) Coincidence count rate
plotted as a function of the square of the differential phase voltage, with (blue) and
without (red) frequency stabilization, alongside a sinusoidal fit (light blue). Coinci-
dences have been normalized for detector channel inefficiencies and error bars assume
Poissonian counting statistics. The symmetry in the locked fringe can clearly be ob-
served in comparison to the unlocked. (b) Variation in microring resonator control
voltages over the course of the differential phase sweep when frequency locking is
applied. From [49].
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from a combination of Kerr, thermal, and free-carrier dispersion effects [32].
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Figure 3.13: Coincidence count rate plotted as a function of input power per ring
(blue points) and an expected quadratic dependency based on a purely four-wave
mixing process (light blue line). From [49].

We reach an off-chip photon generation rate of 13.5 kHz (corrected for detector

channel inefficiencies). The rate is primarily limited by two photon absorption; this

can be seen in Fig. 3.13, where the measured coincidence count rate is plotted against

the expected quadratic dependence (Fig. 3.13, blue dashed), showing deviations at

powers greater than 200 pW. Progress on mid-IR silicon photonics might help to over-

come this limitation, since two photon absorption becomes negligible at wavelengths

longer than 2.2 pm [33, 34].
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Chapter 4

Towards four-photon interference

with unentangled photon pairs

In order to achieve high-visibility quantum interference, photons in each generated

pair must be unentangled and yield high-purity states. To minimize correlations be-

tween the signal and idler photon in a pair, a broad pump spectrum must be used,

and the resonance quality factor of the pump must be significantly smaller than the

signal and idler resonances. It must be possible to tune the pump quality factor inde-

pendently of the signal/idler quality factors, which is not feasible with conventional

ring resonators. Instead, an interferometric coupling ring with two coupling points

(essentially a Mach-Zehnder interferometer) as in Fig. 4.1 can be used to overcome

the problem of undesirable correlations between photons in a generated pair.

4.1 Four-photon generation device

Fig. 4.2 shows the photonic chip used in this in-progress experiment. This chip

contains four conventional Mach-Zehnder interferometers, one interferometric photon

generation ring, four demultiplexing ring resonators, and thermo-optic phase shifters

(resistive heaters) on each device.

Photons are generated by non-degenerate spontaneous four wave mixing in this
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Input Thru

Drop Add

MZ12

Figure 4.1: Interferometrically-coupled photon generation device, enabling indepen-
dent control of pump, signal and idler resonances. Adapted from [15].

Figure 4.2: Quantum photonic chip for four-photon generation, including an
interferometrically-coupled photon generation ring and four demultiplexing rings.
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experiment, with a pump at a single frequency generating photons at two different

frequencies. Pump light is input through the topmost Mach-Zehnder interferometer

to the large central generation ring. The interference between the light in the gen-

eration ring and the light in the bus waveguide can be tuned with two integrated

resistive heaters, allowing for individual control such that the pump mode couples

at one point and the signal/idler modes at the other. Four photons-two signals and

two idlers-are generated in the large central ring, and pair-wise separated into the

four output channels by the demultiplexing rings. Fig. 4.3 shows a schematic of the

photon generation and on-chip routing, where wp is the pump frequency, w, the signal

frequency, and wi the idler frequency.

MZ

-00 (-0.0***-
W MZI MZI

(-0 (-O00*~

Figure 4.3: Four-photon generation scheme. The yellow dots represent the pump
photons, the blue dots the signal photons, and the red dots the idler photons. Adapted
from [69].

4.2 Experimental setup

The thermal and electrical control of this chip is implemented identically to the chip

in Chapter 3. Fig. 4.4 shows the experimental setup.

A pulsed laser at with repetition rate 60 MHz is set to the pump wavelength

of 1563.5 nm (matching a pre-characterized resonance of the generation ring), for

photon generation at 1551.2 nm and 1575.9 nm. The pump is passed through band-

pass filters for a net 88 dB sideband suppression. Because of the limited availability

of superconducting single photon detectors in the lab, the chip outputs are passed
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Figure 4.4: Experimental setup for four-photon generation experiment. The pump
laser (1563.5 nm) is passed through a variable optical attenuator before bandpass
filtering (BPF). The output photons are routed to superconducting nanowire sin-
gle photon detectors (SPD) and time-tagged using a time-correlated single photon
counting (TCSPC) module. Adapted from [69].

through further bandpass filters for pump suppression and routed two at a time to

the detectors to observe coincidences. However, due to insufficient pump extinction

with the bandpass filters at the output, it has not been possible to observe interfer-

ence thus far. Improvements to the setup are in progress, including the installation

of more bandpass filters in series at the outputs in order to achieve higher pump

suppression. The expected result of this experiment is the observation of four-photon

heralded Hong-Ou-Mandel interference with very high visibility due to the absence

of entanglement and spectral correlations between the generated photons.
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Chapter 5

Non-volatile phase shifters based

on shape-memory materials

A major challenge in managing the increasing complexity of photonic integrated cir-

cuits is to develop scalable and energy-efficient programming and trimming of phase

shifters within optical components. For example, to perform an arbitrary unitary

linear-optical operation on N input and output modes, the number of required phase

shifters scales as O(N2 ); this figure can be in the hundreds, making power dissipa-

tion a major concern. This leads to the need for non-volatile phase shifters, which,

unlike the approaches described in Section 2.1.3, would not require a constant sup-

ply of power to remain in the "on" state. Additionally, for fully-integrated on-chip

quantum computing at cryogenic temperatures around 4K (necessary for integration

of superconducting single photon detectors and solid-state atom-like emitters), phase

shifters must be able to operate with low loss at such low temperatures [8]. Phase-

change materials, such as chalcogenides, have emerged as promising candidates for

non-volatile phase shifters [64]; however, these materials traditionally introduce resid-

ual absorption and higher losses by evanescently coupling to the waveguide fields.

Here, we introduce a new concept for phase modulation based on the photoelastic

effect in silicon, controlled via strain through nonvolatile actuators. In addition,

we consider the possibility of using the same shape-memory materials to produce a
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strain-induced electro-optic effect in silicon. In particular, to strain SOI waveguides,

we propose the integration of shape-memory ceramics and alloys, such doped zirconia

and nickel titanium alloys, that transduce strain into an optical waveguide while

transforming between two different crystalline forms. This non-volatile phase shifter

concept is investigated through finite-element simulations based on experimentally

measured material properties. We show that the shape-memory effect can potentially

produce a relative index shift A /f f (where neff = 2.55 for our SOI waveguides at

1550 nm) on the order of 10-.

5.1 Strain-induced phase modulation

The refractive index of a waveguide can be perturbed locally by the application of

mechanical stress [56]. The applied stress can serve two purposes: 1) modulating

the refractive index via the photoelastic effect, and 2) breaking the centro-symmetry

of silicon to induce a second-order nonlinearity (X)) to enable an otherwise non-

existent electro-optic effect. Photoelastic effect-induced phase modulation has been

successfully demonstrated before, for example in [56], where a silica waveguide in

one arm of a Mach-Zehnder interferometer was compressed using a piezo-electric

actuator to effect a phase shift, and the characteristic Hong-Ou-Mandel interference

observed with heralded single photon inputs. The use of silicon nitride to break

the centro-symmetry of silicon with strain and induce an electro-optic effect was

first demonstrated in [55], where a (X(2 )) of ~ 15 pm/V was extrapolated. Building

upon this technique, [57] demonstrated an integrated electro-optic Mach-Zehnder

modulator with an extrapolated X() of 122 pm/V. However, a non-volatile strain-

actuated approach is still outstanding.

5.1.1 Photoelastic effect

The photoelastic effect can be described by the same tensor formalism as the linear

electro-optic (Pockels) effect [3]. The photoelastic effect-induced change in refractive
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index Ani along a specific direction i E {x, y, z} resulting from applied stress is

obtained as follows, where no is the unperturbed index, pij the photoelastic tensor

element, and ej the strain along direction j:

A(2) pij Ej (5.1)
( j=1

Since An2 (y). -jAni, we have

Ani~ - n 3 pijj. (5.2)
j=1

Assuming a very long waveguide in the z-direction such that the strain in the z-

direction is negligible, we consider the effective index change cross a two-dimensional

cross section of the waveguide perpendicular to the direction of light propagation. Ap-

plying the stress-strain relation for an isotropic medium, the refractive index change

is obtained as a function of the applied stresses cJi,j,k:

Anx = nx - no = -Ciox - C2 (-, + z) (5.3)

Any =ny - no = -C1o-y - C2(ox + U2 ) (5.4)

The photoelastic constants C1 and C2 are related to the material's Young's modulus

(E) and Poisson's ratio (v) as follows [70]:

C1  = (p11 - 2vp12 ) (5.5)2E

C2  = (-P1 + (1 - v)P12) (5.6)2E

5.1.2 Strain-induced X(2)

Induced X(2 )-based phase shifters do not meet the criterion of non-volatility, but are

considered here as an insightful case study. Although it is theoretically possible to
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estimate X() values for silicon waveguides from ab-initio calculations, discrepancies

have been reported between theoretically-derived values and the results from exper-

imental observations, suggesting that there may be some missing physics in current

models [62]. For example, a X(2) of less than 0.05 pm/V is predicted by most the-

oretical models, although experiments have yielded values two orders of magnitude

higher. To obtain a more accurate estimate of X( 2), [62] proposes a "figure of merit"

approach to infer the induced silicon X(2), based on the proportionality of X(2) to

the strain gradient a. The figure of merit is given by the overlap integral of the

strain gradient and the normalized mode intensity across the waveguide transverse

cross-section, similar to the calculation of the mode effective index:

fsi | E1 2dxdy
FOM = - a d (5.7)

fr0 fco |E|2dxdy

Based on limited data from experimentally observed X(2) values, [62] finds a strong

linear correlation (R2=0.8976) between X(2) and the calculated FOM from simulations:

X(2) = 0.0124 * FOM. Thus, once the FOM is calculated based on a waveguide

simulation, an estimate of X(2) can be found.

Following [62], we derive the index shift as a result of X(2) and an applied electric

field. To first order for non-magnetic media, we have

no = -I + X(1 ) (5.8)

More generally, for x including higher-order terms, we have

nr= 1 + X (5.9)

For materials with x including a non-zero X(2) and negligible higher-order nonlinear-

ities, we have

n = 1 + X +(1) 2 X AE -/(1+(1)) (1 + 2Xi)E (5.10)
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Since

<1,
1+ X(1 )

n (o 2X(2)E

n 
2()

n no + 2X)E (5.12)
2 n 2

Using the Taylor expansion for n (E) = no + An = no + n'(E)E + ...,it follows that

X (2)E
no + An ~no 1 + 2 (5.13)

Finally, we have

A n e (2E (5.14)
no

5.2 Shape-memory phase shifter concept

Shape-memory materials possess the ability to undergo thermally-activated hysteretic

transformations between martensitic (low temperature) and austenite (high tempera-

ture) forms; upon re-heating/cooling, these materials can recover their original shape

[53, 54]. The doping concentrations of shape-memory ceramics and alloys can be

engineered to obtain transformation temperatures suitable for operation with silicon

photonic integrated circuits. Changes between the martensite and austenite forms

may be achieved by momentarily heating or cooling the chip and/or locally heating

the shape-memory material with resistive heaters. Unlike in the case of thermo-optic

phase shifters, the devices would not need a constant supply of power to remain in a

given state, leading to significant decreases in net energy consumption for a large-scale

photonic circuit. Based on data from the literature, we simulate a volume expansion

of 3% between the two crystalline forms to obtain the stress exerted on the silicon

waveguide [68].
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5.2.1 Proposed device structure

Two phase shifter geometries that we consider in the SOI architecture are shown below

(Fig. 5.1 and Fig. 5.2). We model our phase shifter as a 2pum wide, 500 nm tall region

of polycrystalline zirconia adjacent to the partially-etched silicon rib waveguide. Two

possible configurations are explored via simulations: one where the waveguide is fully

clad in oxide, and another where the oxide is removed both above and below the one

partially-etched silicon contact, so that the strain transduction region is undercut.

The SOI waveguide has a height of 220 nm and a width of 500 nm, with 2pm wide,

90 nm thick silicon contact regions.

SM Si

SiO2

Figure 5.1: Fully oxide-clad waveguide with shape-memory phase shifter.

SM Si

SiO2

Figure 5.2: Partially oxide-clad waveguide with shape-memory phase shifter.

5.2.2 Simulation results

In our finite element simulations (COMSOL), we model a maximum volume expansion

of 3% as shape-memory phase shifter undergoes thermal cycling between martensite

and austenite phases. The resulting horizontal boundary stresses for the fully-oxide-

clad and undercut structures are on the order of 0.1 GPa and 1 GPa respectively

(Fig. 5.3 and Fig. 5.4).

Fig. 5.5 and Fig. 5.6 show the absolute value of the relative effective index change
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Figure 5.3: Fully oxide-clad waveguide stress profile (axis in Pa).
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Figure 5.4: Partially oxide-clad waveguide stress profile (axis in Pa).
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Anff as a function of the volume expansion from 0 to 3%, as obtained from our finite
neff

element simulations of the fundamental quasi-TE mode of the waveguide.

The partially-clad structure gives a greater effective index shift, as well as a strong

linear correlation (R2 = 0.9999) between volume expansion and index change. This

is likely due to the absence of competing stresses from oxide regions above and below

the silicon waveguide contact regions. Based on the above index shift values, a 31.25

pm long phase shifter region is required to achieve a phase shift for the partially-clad

waveguide and a shape-memory 3% volume expansion.

Finally, we use the figure of merit approach for estimating X(2). The strain

gradient-field overlap integral is calculated in COMSOL. Based on the compiled ex-

perimental data in [62], we interpolate a shape-memory strain-induced X(2) of ~50

pm/V for the above waveguide. Using Equation 5.14, we obtain an estimated VL ~

27 V cm.
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Figure 5.5: Fully oxide-clad waveguide refractive index shift as a function of shape-
memory material volume expansion.
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Chapter 6

Conclusion

We have presented an in situ feedback-controlled protocol for correction of errors

in microring resonators for single photon generation. By using the classical pump

laser fields to track, diagnose and correct frequency variations, our technique runs in

parallel to the quantum computation without making any destructive measurements

on the qubits themselves. This approach enables frequency locking of a large number

of single photon sources for quantum photonic technologies by distributing a local

oscillator across a chip or chip network. In the future, electronic control circuitry

could also be integrated on-chip to allow a large number of single photon sources to

be frequency-locked to a local oscillator. We have also presented a new approach to

implementing strain-actuated phase shifts in silicon waveguides using shape-memory

materials.
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