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Abstract

Atomically layered transitional metal dichalcogenides (TMDs) manifest many fasci-
nating properties such as atomic-scale thickness, favorable mechanical, electronic and
optoelectronic properties and strong spin-orbit coupling. In terms of electronic prop-
erties, the TMDs range from insulating or semiconducting to metallic or semi-metallic.
Some of them also exhibit exotic electronic phases such as charge density waves and
superconductivity. Recent advances in nano-materials characterization and device
fabrication, in particular, fabrication of high quality van der Waals heterostructures,
have boosted studies on two-dimensional layers of thin TMDs for purpose of both
fundamental research and industrial applications.

In this thesis, I present a series of experiments investigating electronic and opto-
electronic properties of semiconducting TMDs MoS2 and WSe 2. I also demonstrate
technical advances in fabrication of van der Waals heterostructures, which enables
high-quality encapsulated thin TMDs devices with ionic liquid introduced as elec-
trolyte. I further show that phase transitions in superconducting TMDs such as
2H-TaS 2 can be greatly impacted by dimensionality reduction. A substantial enhance-
ment of superconducting T, and a suppression of the CDW transition are observed in
2H-TaS 2 in the 2D limit. At last, I present a machine learning algorithm to realize
pixel-wise classification on laboratory acquired images of various 2D materials, which
might open up new opportunities for full automation of nano-material search and
device fabrication.

Thesis Supervisor: Pablo Jarillo-Herrero
Title: Cecil and Ida Green Professor of Physics
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Chapter 1

Introduction

Two-dimensional (2D) materials have drawn great attention since the discovery of

isolation of single-layer graphene [111] in 2004. Since then, the family of accessible

2D materials has expanded to a whole library with versatile material behaviors -

insulators, metals, semi-metals and semiconductors. Among them, many 2D mate-

rials manifest novel phase ordering at low temperatures, such as superconductivity,

charge-density wave, ferromagnetic and antiferromagnetic order, ferroelectricity and

etc. They provide promising platforms to study mesoscopic physics in solids. In ad-

dition, their flexible, nearly transparent properties and high mechanical strength also

made them promising candidates for a broad variety of potential industrial applica-

tions.

This chapter describes a brief introduction of 2D materials and creation of van

der Waals heterostructures with a variety of properties.

1.1 2D Materials

Graphene, with its gapless band structure and linear dispersion, provides the oppor-

tunity to study Dirac fermions in a solid-state system, which manifests various new

physics including novel quantum Hall effect, Klein tunneling, and quantum spin Hall

effect [111, 173, 69, 167, 168, 110]. Strong intra-layer covalent bonds lead to high

mechanical strength in plane, while weak van der Waals bonds between layers allow
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graphene: semi-metal

top view:

side
view:

electrons

momentum

holes

linear energy-momentum
relation --. massless electrons

transition metal dichalcogenide
(MoS2 , WSe2): semiconductor

smaller, semiconducting
band gap

strong spin-orbit coupling

hexagonal boron nitride
(hBN): insulator

large, insulating band gap

Figure 1-1: Family of 2D materials with diverse electronic and optoelectronic prop-
erties. Left: graphene, a semi-metal, can serve as a high-mobility conductor and
transparent gate electrode. Middle: Transition metal dichalcogenides are semicon-
ductors with a direct band gap in their monolayer forms. They also posses a valley
degeneracy and a spin-split valence band. Right: hexagonal boron nitride is an ultra-
flat insulator useful as a gate dielectric with high breakdown voltage.

individual layers to be isolated and studied. However, it is a semi-metal and limited in

the scope of electronic device applications that can be realized. The good news is that

the study of graphene by mechanical exfoliation has also incubated ever-increasing

number of techniques, compatible with existing nanofabrication technology that can

be readily applied to other 2D van der Waals materials [51].

Later, more 2D materials with interesting properties are found to be isolatable

from their bulk crystals, which greatly complement graphene and broaden the capa-

bilities of 2D materials into a fuller range of electronic devices, as shown in Fig. 1-1.

One example is the transition metal dichalcogenides (TMDs) MX 2 , where M = Mo,

W, Ti, Nb, Ta etc. and X = S, Se, which are known since 1960s [152]. It is comprised
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W, Ti, Nb, Ta etc. and X = S, Se, which are known since 1960s [152]. It is comprised

of a stack of atomic trilayers composed of a single atomic layer of transitional metal

atoms between two layers of chalcogen atoms. These TMDs offer a broad range of

electronic properties, from insulating or semiconducting (e.g., Ti, Hf, Zr, Mo, and W

dichalcogenides) to metallic or semimetallic (V, Nb, and Ta dichalcogenides).

Among them, MoS2 and WSe2 are atomically layered semiconductors [149]. Mono-

layer MoS 2 and WSe 2 are of particular interest as a large direct-gap semiconductor

(e.g. 1.8 eV for MoS 2) [93], as opposed to an indirect band-gap of its bulk and bilayer

counterparts, with strong spin-orbit interactions, which result in a spin- and valley-

split valence band [41, 152]. These qualities could lead to novel physics such as an

unconventional quantum Hall effect, combined spin Hall and valley Hall effects, [158]

and new devices such as high-performance, ultra-low power transistors [145] and de-

vices integrating spin- and valley-tronics [146], attracting great attention for potential

applications in next-generation nanoelectronic devices. Besides, the direct band gap

is in the visible frequency range, making it favorable for optoelectronic applications.

In addition to semiconducting TMDs, another group of metallic 2H-MX 2 (where

M = Nb, Ta and X = S, Se) have also attracted considerable attention as novel 2D

crystalline superconductors [125]. In these materials, superconductivity (SC) occurs

in an environment of pre-existing charge-density wave (CDW) order [106, 71], making

them an ideal platform to study many-body ground states and competing phases in

the 2D limit. The density of state (DOS) of these metallic TMDs has two main

properties: (i) The Fermi level of the undoped material is crossing a band with d-

orbital character, implying that the electrons move mostly in the metal layers, and

(ii) the DOS at the Fermi level is usually quite high. It is worth to note that electric

field induced superconductivity is also observed in ionic liquid gated semiconducting

TMDs such as MoS2 [91, 124].

In addition to graphene and TMDs, hexagonal boron nitride (hBN), with a large

band gap of 5.5 eV, is widely used as an ideal substrate and gate dielectric for high

quality graphene devices because of its atomically flat surface and nearly defect free

single crystal structure [36].
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Figure 1-2: Pictures of various laboratory synthesized 2D crystals.

1.2 van der Waals heterostructures

Two-dimensional crystals can be assembled into heterostructures [51, 109], where the

2D materials are held together by van der Waals interactions between adjacent layers.

The resulting vertical stack can be seen as an artificial material assembled in a chosen

sequence and a chosen stacking order, similar to building with Lego (shown in Fig.

1-3), with blocks of atomically thin materials with atomic precision. Since there are

a wide variety of 2D materials that are currently available, the heterostructures that

can be created from these 2D materials are substantial. This allows a plethora of

combinations that is not possible with any traditional growth method.

When stacking different 2D materials together, several effects need to be consid-

ered. First, charge redistribution might occur between the neighboring , or even more

distant layers in the stack. Second, neighboring materials can also induce structural

changes in each other. Furthermore, such changes can be controlled by adjusting the

relative orientation between the individual layers.
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1.2.1 Design

Considering the numerous exciting physical phenomena arise from various 2D mate-

rials and the even richer variety of physics coming from combining them, the design

of heterostructures is worthy of attention.

For example, heterostructures as simple as graphene-on-hBN [36] and, shortly af-

ter, encapsulating graphene in between few-layer hBN were shown to significantly

boost the electronic quality of graphene. Additionally, encapsulation of graphene be-

tween two hBN films also leads to high quality graphene devices in which micrometer-

scale ballistic transport persists up to room temperature [98, 134]. The atomically

flat surfaces and small lattice mismatch between both crystals facilitate strong ad-

hesion between graphene and hBN, so that the graphene is securely sealed against

contaminants derived from nanofabrication. This advantage extends to TMDs such

as MoS2 and WSe 2 [32, 155, 42], which reveals ultra-high low temperature mobil-

ity up to 34, 000 cm2 /(V . s) for 6-layer MoS 2. It is due to the atomically smooth

surface that is relatively free of dangling bonds and charge puddles that are com-

mon in SiO 2 substrate. With few-layer or monolayer hBN, it is readily applicable to

use it as gate dielectrics and tunnel barriers, which enables capacitance and tunnel-

ing measurements. Other heterostructures involving graphene and hBN includes two

graphene monolayers separated by a thin hBN spacer to realize Coulomb drag [54],

tunneling in graphene/hBN/graphene tunnel transistors [80] and plasmonic devices

by sandwiching several graphene layers separated by hBN spacers [172].

In addition, isolation and encapsulation by hBN not only boost the electronic

quality of the encapsulated material, but also provide a path towards a perfectly

sealed, inert atmosphere. As widely known, graphene is stable in air and decomposi-

tion is not a top concern. In general, insulating and semiconducting 2D crystals are

more likely to be chemically inert in air. However, for many other metallic TMDs

as well as phosphorene, degradation in ambient atmosphere can be a big issue for

device fabrication. This is the case for materials like TaS 2 and NbSe 2 , which is

found to degrade and become insulating if device thickness decreases to a few layers.
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Figure 1-3: Building van der Waals heterostructures from Ref. [511.

The protective cover by hBN is proven to be one of the best methods to reduce the

exposure to air and maintain pristine qualities of these materials. For example, pre-

vious work on hBN-encapsulated MoS 2 reveals ultra-high low temperature mobility

up to 34, 000 cm2 /(V _ s) for 6-layer and 1, 000 cm2 /(V. s) for CVD grown monolayer

MoS 2 [321. It is also seen that semiconducting/metallic 2D materials is combined

with monolayer or few-layer graphene as transparent electrodes.

Furthermore, it is interesting to discover that the relative orientation between

the individual layers can also make a difference. A moir6 structure for graphene on

hBN can lead to the formation of secondary Dirac points, Hofstadter butterfly effect

and topological currents in such a system which has been reported by several groups

[163, 35, 117, 62, 169]. Recently a heterostructure consisting of two graphene layers, in

which the neighboring graphene are twisted relative to each other by a certain angle,

is found to incubate exciting physics. At small twisting angles, the band structure of

twisted bilayer graphene can be tailored to generate bandgaps and band curvatures
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[17, 241, while at some particular 'magic' angles, the electronic band structure near

zero Fermi energy becomes flat, where correlated insulator state and unconventional

superconductivity is discovered [22, 23]. This is enabled by the the state-of-art pick-

up techniques to control crystallographic alignment with an accuracy of less than 0.10.

In principle, these 'magic' angles which leads to a flat band is not limited to graphene

and can be studied in many other 2D materials. A recent discovery of moir6 excitons

in van der Waals heterostructures [139, 128, 64, 41 also greatly advances research in

this field. It is conceivable that more twisted 2D materials and novel physics can be

added to the dreamscape of 2D heterostructures.

Other novel heterostructure devices such as MoS 2/WSe 2 p-n diodes, hybrid graphene-

superconductor devices, van der Waals Josephson junctions, topological insulator-

superconductor heterostructures, magnetic tunnel junctions [79, 38, 161, 160, 72, 133],

to name a few, also emerges utilizing expanding 2D library. The pursuit of exploring

more novel designs of heterostructures never stops.

1.2.2 Technique

It has been concerted efforts towards assembly of high quality van der Waals het-

erostructures. So far, manual assembly still remains the most favorite approach. In

this method, micrometer-sized 2D crystals is obtained by mechanical exfoliation, or

the Scotch-tape technique, which has so far proven unmatched quality. After exfolia-

tion, these crystals can be sitting on top of a thin transparent film such as a polymer,

or a substrate such as Si/SiO 2 wafer. The flake of interest is chosen after inspecting

the substrate under an optical microscope.

For crystals exfoliated on top of transparent films, we can put the supporting film

face down onto a chosen target followed by removing or dissolving the film. The

alignment of the desired flake and the target position is carefully implemented using

fine motorized stage under microscope with sub-micrometer accuracy. A picture of

such a transfer stage is illustrated in Fig. 1-4. This process can be repeated again and

again, until the whole heterostructure is completed. One concern of this approach

is interfacial contamination. Adsorbates such as water, hydrocarbons and polymer
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residues on top of the transferred crystals can be easily trapped in the interfaces of

the heterostructure. Even after careful cleaning procedures such as thermal annealing

in an inert atmosphere or under vacuum, or tip cleaning by atomic force microscope

(AFM), these adsorbates cannot be completely removed. Sometimes it is difficult to

find 'clean' area in the stack several nanometers in size that are free from contami-

nation or bubble. To minimize contamination, it is desirable to ensure that no liquid

or polymer is in direct contact with cleaved surfaces.

transfer stamp

target chip

Figure 1-4: Picture of a transfer setup. At bottom is a motorized stage with a metal
surface. A heater is installed inside the metal piece. Vacuum is initiated to hold the
wafer piece and a glass slide with the polymer transfer stamp can be lowered and
brought in touch with the wafer to allow crystal transfer. This process is inspected
by an optical microscope.

Not long after the polymer transfer approach, a more efficient and substantially

cleaner "pick-and-lift" method is invented. It utilizes strong van der Waals interactions

that exist between the crystals. The crystals are no longer required to exfoliated on

top of a special transparent film. Micrometer-sized 2D crystals can be picked up

from their original substrate utilizing a polymer film - this film can be the same or a
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MOS2

Figure 1-5: Heterostructures are built layer by layer from bottom to up. First, we
exfoliated and identified a graphite flake on a Si/SiO 2 substrate, as shown in the first
picture. Second, hBN is exfoliated on PDMS supported MMA thin film. We then
put the MMA face down onto the substrate and heat the film, so that the MMA and
the hBN on the film surface together will get transferred onto the substrate. The
second picture shows the optical image after dissolving the MMA using acetone. We
repeat this process and transfer another MoS 2 flake on top. At last, metal contacts
are evaporated.

different type of polymer as what is mentioned in the previous paragraph. When the

film with a 2D crystal on it is brought into contact with another 2D crystal, the second

crystal tends to stick to the first and will be lifted together with it. The advantage

of this "pick-and-lift" technique is that a stack can be produced by using the same

film to pick up different flakes in sequence. Then the whole stack is transferred onto

the final substrate. It is more time-efficient and leads to cleaner interface compared

with the previous method, given that the film removal step is omitted and the 2D

crystals never have direct contact with the polymer or any solvent. Moreover, this

whole process can be done inside a glovebox with an inert atmosphere. More details

about this technique can be found in the next chapter.

In the process of device assembly, contamination and bubble formation at inter-

faces are two of the most import factors that impact the device quality.

1.2.3 Contacts

Another problem that needs to be solved is how to probe individual layers after they

are assembled into a stack. In order to dope or probe the electrical properties of
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(a) (b)

2D material contacts

Etch and
evaporated

(c) (d)

~ "via contacts"
Pre-patterned
metal contacts

Figure 1-6: Methods to make contacts to the inner layer of a fully assembled van der

Waals heterostructures. (a) ID edge contacts. (b) Contacts made of van der Waals

materials. (c) Pre-patterned metallic contacts. (d) Via contacts.

individual layers, contacts are needed. Several approaches have been discovered to

make contacts to the inner layer of a fully assembled stack.

ID contacts is found to be excellent contacts for encapsulated graphene [1481.

One can etch the edge of the stack into a desired shape in such a way that the inner

layer is exposed and then contacted by metal evaporation. The contact resistance

for graphene can be as low as 35 Q - pm. It can be done after the whole stack is

completed, thus all the layers in the stack remain flat and perfectly sealed, which

ensures optimal device quality. Unfortunately, not all 2D materials can achieve such

low contact resistance using this method.

It has been demonstrated that contacts made of 2D crystals such as graphene

and TMDs exhibit exceptional mechanical and electrical performance. Their 2D

nature make it compatible with the "pick-and-lift" concept and easily incorporated

into heterostructure assembly. However, to shape the 2D crystals into contacts usually

requires reactive plasma etching (otherwise, one can try to find search a particular

shape such as a gap in between two crystals to allow for two-terminal contacts, but
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the geometries that can be realized will be limited). It is found that the crystal

contacts can become more fragile and harder to pick up after etching. This add extra

complexity to device fabrication.

Metallic contact still remains one of the most popular choice in many heterostruc-

ture design. To comply with stack assembly, one can evaporate an ultra-thin layer

of metal (thickness ; 5 nm) or make it embedded in supporting 2D materials. The

2D crystals of interest then can be transferred on top of the pre-patterned contact.

This method works for most 2D materials and metals. The flatness and cleanness

of the top surface of the contacts is crucial when aiming for low contact resistance.

However, the metal surface in general has -1-2 nm roughness and it is difficult for the

pre-patterned metal contacts to be perfectly flat and contamination free. It is likely

that local strains and nonuniform contact to the material, imperfect seal around the

protruding metal contact can impact the overall quality of the electronic contact. Re-

cently, a new technique called "via method" is reported, where metal via contacts are

integrated into flakes of insulating hBN, and then placed onto the desired 2D crys-

tals, avoiding direct lithographic patterning [135]. In this process, the evaporated

metal contacts are picked up together with the top hBN, which ensures flatness of

the bottom surface of the contacts.

It is worth to mention that all the above approaches can be implemented in a

glovebox or even under vacuum, which ensures minimum exposure to air and degra-

dation.

37



38

IT-1 M,.1"T "R ITI p 111 11.1 "1 11pil la 4 1 FF WIN 1 0 ol IWIWIR , I IM, "'.W.



Chapter 2

Semiconducting group-VI

Dichalcogenides

2.1 Overview

Semiconducting group-VI dichalcogenides MX 2 (M = Mo, W, X = S, Se) manifest

many interesting properties. Take MoS 2 as example, bulk MoS 2 has been studied

since several decades ago [152], and is widely used as a dry lubricant due to its layered

structure. As shown in crystal structure in Fig. 2-1 (b) and (c), the Mo atoms are

sandwiched between two sheets of S atoms which form a trigonal prismatic geometry.

Multi-layer MoS2 has an indirect band gap at Q points. However, when it is

thinned down to a monolayer, it transits to a direct band gap. Similar to graphene,

the conduction and valence band edge of monolayer MoS2 is located at K points of its

Brillouin zone (BZ). However, MoS2 has a few important distinctions from graphene.

First, the difference of sublattice potential leads to opening of a band gap at K points.

Second, inversion symmetry is broken in 1H-MoS 2 . Third, spin-orbit coupling (SOC)

leads to opposite spin splitting of valence band at K, K' point, which is imposed by the

time-reversal and inversion symmetries. This leads to possible ways to differentiate

the two valleys and address them individually.
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Figure 2-1: Overview of a semiconducting TMD crystal structure and band structure.
(a) Schematic band structure of MoS 2 near the K valleys. The hexagonal lattice
geometry of Mo and S atoms gives rise to K and K' valleys as similar to graphene.
However, due to the lack of inversion symmetry in monolayer TMD and different mass
of Mo and S atoms, a band gap and spin-orbit coupling develops. (b) The top view
of the structure of a bulk TMD, consists of layered trigonal prismatic geometry of a
transition metal atoms (grey) sandwiched between layers of chalcogen atoms (yellow).
(c) The side view of a monolayer and bilayer TMD.

2.1.1 Band structure

Near the BZ inequivalent corners K and K', the conduction and valence band states

are approximately from =d2) , d2 ) =( dX2-2 ) + irz I dxy) )/v'2 orbitals.

Here T, = +1 labels the K and K' valley. To first order in momentum, the two-band

k -p Hamiltonian of group-VI dichalcogenides can be expressed as [158]:

Ho = at (Tkx&x + ky&y) + A&Z (2.1)

where & is the Pauli matrices for the two basis functions of conduction/valence band,

a is the lattice constant, t is the effective hopping integral, and 2A is the gap energy.

When SOC is considered, the valence band will further split, whereas the conduction

band remains spin degenerate. The total Hamiltonian takes the form:

H = at(zkx&x + ky&y + A&z - Az(&z -1)z (2.2)

where 4A is the spin splitting at the valence band top due to the SOC and sz is the

Pauli matrix for spin. This result in a splitting of spin up and spin down components.

In addition, such Hamiltonian can result in a none-zero Berry curvature centered
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at the K valleys. For conduction band, the Berry curvature is given by:

2a 2t 2 A' (2.3)
(A' 2 + 4a2t2k2)3/2

where A' = 2(A - TzszA) is the spin-dependent band gap. For valence band, Q, =

-Qc. Note that the Berry curvatures have opposite sign in K and K' valleys. This

can lead to novel transport behavior such as valley Hall effect [94j.

For optical interband transitions near K points, the coupling strength with optical

fields of a circular polarization is given by:

P (k) 2 amo (1  )2 (2.4)
h2 (A/ 2 + 4a2t2k2)1/2

Here A' > atk, thus the interband transitions are coupled exclusively with ou (-_)

circularly polarized light at the K(K') valley. Since the spin up and spin down com-

ponents at top valence band is split and spin is conserved in optical transitions,

the valley optical selection rule will be spin dependent. It has been demonstrated

that the excitonic valley polarization and coherence in 2D TMDs can be generated

by pumping with circularly polarized light and linearly polarized light, respectively

[171, 92, 154, 21, 65].

2.2 Transport properties of MoS 2

2.2.1 Device fabrication

In this section, we briefly introduce the intrinsic electronic transport properties of

high quality monolayer and bilayer MoS 2.1 The device geometry is shown in Fig. 2-

2. Micro-sized MoS 2 crystals (from SPI) are exfoliated on standard Si/Si0 2 wafers

(highly doped silicon with 285 nm Si02 on top). Ti/Au contacts are then patterned

with e-beam lithography and evaporated. After transferred into the measurement

probe and pumped down in vacuum (10-6 mbar), the device is annealed in situ

This work is done with Britton Baugher, Hugh Churchill and Pablo Jarillo-Herrero, and appeared
in the journal Nano Letters [131.

41



Monolayer

(C)

10~6

0)
-0

10-8

1010

10-12

10-14
-5

(d)

0 0
Vbg (V)

(n
..V

50

10 -6

1010

1012

-50 0
Vbg (V)

50

Figure 2-2: Device geometry: Color-enhanced AFM height image of (a) monolayer
and (b) bilayer MoS 2 devices. Scale bars are 2 pm. Two-terminal transport measure-
ments: drain-source current, Is, of (c) monolayer and (d) bilayer MoS 2 as a function
of back-gate voltage, Vbg at temperature from 300 K to 5 K are denoted with colors
from red to black.

at ~ 120 'C for up to 20 hours. After such annealing, the contact quality gets

significantly improved and two-terminal I - V achieves nearly ohmic behavior. It is

also found that the annealing process tends to n-dope the sample.

2.2.2 Transport result

With the device shown in Fig. 2-2, a voltage, Vd,, is applied to the source lead,

while current, Ids, is collected at the drain lead. The voltage drop between two inner

contacts is measured as V,,. Fig. 2-3 shows the contact resistance and resistivity of
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Figure 2-3: Contact resistance and four-terminal resistivity of monolayer and bilayer

MoS 2 . First row: contact resistance, Rc, of (a) monolayer and (b) bilayer MoS 2 as a
function of Vg. Colors from red to black indicate measurement temperatures of 300,
200, 100, 50, and 5 K, respectively. Inset of (a) and (b): two-terminal Id, vs. V, at 5
K and Vbg = 0 V for the device. Second row: four-terminal resistivity of a (c) mono-
layer and (d) bilayer device as a function of Vbg. Third row: temperature depedent
resistivity of a (e) monolayer and (f) bilayer device. Different colors correspond to
different Vg.
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monolayer and bilayer MoS2 devices measured at various temperatures and back-gate

voltages. The contact resistance is given by:

Re =Vds/I - p -l1w

where 1 and w are the length and width of our devices. The resistivity of our 2D

sample is then expressed as:

P = (Vx/ Ids ) - (W /lin)

where 1j, is the length between the two inner contacts.

Contact resistance is a few 104 to 105 Q for highly n-doped monolayer and bilayer

samples at a wide range of temperatures, and increases as temperature decreases.

It is not optimal, indicating the presence of Schottky barriers between contacts and

the sample, but it is small enough to allow characterization of its transport behavior

using a 4-probe geometry. From Fig. 2-3 (e)(f), we clearly observe a metal-insulator

transition (MIT) in both monolayer and bilayer samples as the device becomes less

n-doped. It is worth noting that the critical resistivity of MIT of all of our monolayer

and bilayer samples are of order h/e2 .

Mobility is an important parameter that characterizes the quality of a device. One

method is to calculate the field-effect mobility, PFE, which can be deduced from the

field-effect transistor curve as shown in Fig. 2-2 (c)(d) with the formula below:

IFE = -d (2.5)
c dVbg

where c = Ere6/d is the gate capacitance per unit area, which is 12 nF/cm 2 derived

for 285 nm of SiO 2 . The yellow traces in Fig. 2-4 (a)(b) show the extracted PFE as

a function of Vbg for monolayer and bilayer samples. We can see that /1 FE reaches

as high as ~ 1000 cm2 /Vs. Another method to measure the mobility is Hall effect

measurement.

We therefore conducted Hall measurement, from which carrier density as a func-
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Figure 2-4: Field-effect mobility and Hall mobilities as a function of Vbg and temper-
ature for monolayer and bilayer MoS 2 . (a) Field-effect mobility, PFE (yellow), and
Hall mobility, PH (blue), of a monolayer device as a function of back-gate voltage,
Vbg, at 10 K. Inset: Density of a monolayer device as a function of Vbg at 10 K. Solid
lines in the insets to (a) and (b) are fits to n = mVbg + b, where the slope, m, and the
intercept, b, are free parameters. (b) IFE (yellow) and PH (blue) of a bilayer device
as a function of Vbg at 5 K. Inset: Density of a bilayer device as a function of Vbg at
5 K. (c) PH as a function of temperature for a monolayer device. The curves, from
blue to yellow, correspond to n = 1.6, 1.7, 1.8, and 1.9- 1013 cm- 2 . The black line is
a power law fit, PH (x T 1, with y = 1.7 for the high density data from 150-300 K.
(d) [pH as a function of temperature for a bilayer device. The curves, from blue to
yellow, correspond to n = 0.7, 0.9, 1.1, and 1.3 - 1013 cm-2. The black line is a power
law fit, PH oc T 7, with y = 1.1 for the high density data from 150-300 K.
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tion of back-gate voltage can be determined. A perpendicular magnetic field up to 1

T is applied and longitudinal/transverse resistance, R,2 and R,, is measured. By fit-

ting the slope of R., vs. magnetic field, we can extract the Hall coefficient RH = 1/ne,

as well as carrier density, n, as a function of Vbg and temperature. With knowledge

of both p and n deduced from R__ and R.,, Hall mobility is extracted as PH - u/ne,

where - = 1/p is the conductivity and e is the electron charge.

In Fig. 2-4 (a) (b) we plot PH as a function of Vb 9 for monolayer and bilayer

samples. The Hall mobilities reaches 250 cm2 /Vs for the monolayer and 375 cm 2 /Vs

for the bilayer when samples are more n-doped, and generally increases with doping.

The inset is the carrier density vs. Vbg measured by Hall effect and the slope agrees

reasonably well with a parallel plate geometry with a layer of 285 nm of SiO 2 as

dielectric. However, there is a clear discrepancy between PFE and pH. To explain

such discrepancy, let's take a closer look of how PFE is derived. It assumes a = nep

and ne = cVb,, where p = PH, given that Hall effect extracts the 'true' mobility.

Based on field-effect mobility formula in Eq. 2.5:

PFE PHn PH + n dPH (2-6)

Eq. 2.6 reveals interesting relationship between PH and PFE- When mobility is not

dependent on carrier density, pH and PFE should more or less match each other.

However, discrepancy can occur if the term d is not negligible. This is in agreementdn

with our observation that in the back-gate range where pH is nearly independent of

density, PFE approaches pH. Since the mobility increases with carrier density at most

back-gate voltages, PFE tends to overestimate sample mobility.

At last, we plot Hall mobility as a function of temperature and study its trend.

We constrain our study in the metallic regime, where samples are highly n-doped. It

is seen in in Fig. 2-4 (c) (d) that Hall mobility for both monolayer and bilayer samples

increase monotonically from 300 K to 5 K, following a power law PH OC T-, and

saturate below ~ 100 K. It is likely that our sample crossovers from optical phonon

limited mobility at high temperatures to defect limited mobility at low temperatures.
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In this section, we demonstrate transport properties of high-quality, ultra-thin

MoS 2 devices. However, considerable experimental efforts are still needed to investi-

gate novel quantum transport phenomena at low temperature. First, Schottky bar-

riers are not eliminated and contact resistance is still large at low temperature and

low doping regimes. Second, Hall mobility of our device is only a few hundred, in-

sufficient to allow for quantum transport phenomena at low temperatures under a

laboratory-scale magnetic field.

2.3 Optoelectronic devices based on WSe 2

In this section, we report optoelectronic devices based on electrically tunable p-n

diodes in a monolayer WSe2.2

As mentioned in Chapter 1, TMDs are promising candidates for ultrathin, flexible,

high-strength and nearly transparent optoelectronic and electronic devices. Among

a variety of devices, p-n junctions are probably the most fundamental and widely

studied building blocks of modern optoelectronic and electronic devices. Motivated

by previous studies on carbon nanotubes [81], we propose that a lateral p-n junction

can be realized in TMDs defined and controlled by electrostatic gates. We choose

monolayer WSe 2 as the host material, since it has a direct band gap of - 1.65 eV

and its natural crystals are nearly intrinsic and ambipolar [149]. Conversely, natural

MoS 2 is usually n-dope and unipolar [119].

The device schematics (side view) is shown in Fig. 2-5. At the bottom, two local

back-gate separated by a gap of 100 nm is patterned using e-beam lithography. It is

made of 20 nm thick Au deposited by e-beam evaporation. A uniform layer of HfO 2

(20 nm thickness) is grown on top by atomic layer deposition and serve as a dielectric.

WSe 2 crystals are exfoliated directly onto a transfer slide composed of a stack of

glass, a transparent polymer support (polydimethylsiloxane, PDMS) and a polymer

film (methyl methacrylate, MMA) [36]. The slide is then inspected under microscope

2 This work is done with Britton Baugher, Hugh Churchill and Pablo Jarillo-Herrero, and appeared
in the journal Nature Nanotechnology [14].
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Figure 2-5: Device image and schematics. Top: optical image of a monolayer WSe2
device controlled by two local gates. The WSe2 is contacted with gold electrodes.
The flake and contacts are insulated from the gates by 20 nm of Hf0 2. Scale bar is
2 pm. Bottom: schematic side view of the device including electrical connections.

and monolayer WSe2 can be identified by optical contrast and later confirmed by

AFM or photoluminescence. The identified monolayer WSe2 is then transferred onto

the prepared split-gate, followed by removing the MMA film covering on top. The

WSe2 is then contacted by two electrodes (Cr/Au 0.3/25 nm), each -1 Pm wide.

Finally, the device is transported to a scanning photocurrent microscopy set-up for

measurement.

By applying voltage to the two back-gates, we can achieve independent control

of the carrier density in the left/right side of the device. Depending on the voltages

applied to each gate, the device can be electrostatically doped into different config-

urations. When both sides are n-doped or p-doped (Vg = Vg = 10 V), we call

it NN or PP, whereas when two sides are oppositely doped (Vig = -Vg = 10 V),

we call it NP or PN configuration. The maximum voltage than can be applied to

the back-gate is determined by the the dielectric strength of Hf02 dielectric, which is

approximately 0.5 V/nm.

It is observed that the device manifests a nearly linear current-voltage relationship
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Figure 2-6: Photovoltaic response of p-n diodes in a second monolayer WSe2. (a)

Power, P = Id, - VdS, produced by the device as a function of Vd, for different incident

laser powers ranging from 2-10 pW with wavelength 700 nm. It is calculated from the

Ids, - V, curves in the NP configuration. (b) Left axis: External quantum efficiency
as a function of wavelength at a constant laser power of 2 pW. Peaks in the external

quantum efficiency correspond to exciton transitions A, B, and A', as labeled. Right

axis: EL intensity from the monolayer WSe2 device shown in Fig. 2-7 with different

electrical configurations. Vd, = 2 V in the PN, NN, and PP configurations, and

Vd, = -2 V in the NP configuration. NN and PP traces are offset vertically for
clarity. Inset: Diagram of the band structure around the K and Q points, with
arrows indicating the lowest energy exciton transitions for monolayer WSe2 .
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Figure 2-7: Color-enhanced reflected image of an electrically defined p-n junction in
a monolayer WSe2 that emits light as a micro-LED. Inset: optical image of the device
with one Au and one Pd contact, optimized for PN configuration. Scale bar is 1 1um.

in NN and PP configurations, although the device is much more conductive in NN

configuration. We later found that Au is better for n-type contact while Pd is better

for p-type contact of WSe2. In NP and PN configuration, the device can work as

current-rectifying diodes, a light-emitting diode and a solar cell. In Fig. 2-6 we

demonstrate that this device is capable of photovoltaic power generation. With the

device in the NP configuration, current, Is, is measured as a function of source-drain

voltage, VdS, for different laser powers (wavelength fixed at 700 nm). We then convert

it to power generation of the photovoltaic device, given by P = Id, - V,. It is shown

in In Fig. 2-6 (a) for various laser powers 0 - 10 pW.

An important variable that measures the efficiency of photocurrent generation at

a particular wavelength is external quantum efficiency, or EQE, which is given by

EQE = (Isc/Paser)(hc/eA) (2.7)

where I,, is the short-circuit current, which is the zero-bias current through the

illuminated device, A is excitation wavelength, Piaser is the laser power and h, c, and

50



e, are Planck's constant, speed of light, and electron charge, respectively. To obtain

spectrally resolved EQE in our device, we tune the device into NP configuration and

measure I,, as a function of excitation wavelength. EQE is extracted using Eq. 2.7 as a

function of excitation wavelength and plotted in Fig. 2-6 (b). We observe three peaks

located at wavelength 755, 591, and 522 nm, corresponding to energies of 1.64, 2.10,

and 2.38 eV, respectively. These match well with previous experimental observations

[174] for the A, B, and A' optical transitions of monolayer WSe2 , as illustrated in the

inset of Fig. 2-6 (b). For green light at 522 nm, the EQE has a peak of 0.2%. This

is comparable with commercially available silicon photodetectors from green light.

Considering the fact that the light absorption rate of monolayer WSe 2 is only 5-10%

and the cross-section of the PN junction is much smaller than the size of the laser

beam, the actual EQE of our device can be at least an order of magnitude larger than

the reported value here.

In order to improve p-type contacts on one side, we intentionally replace one Au

contact with Pd contact to enhance the current injection in PN configuration. The

device image is shown in the inset of Fig. 2-7. This improvement allows us to measure

the light emission of the diode. The reflected image is shown in Fig. 2-7. Here V, = 2

V, and Ids = 100 nA. The spectrum resolved light emission is shown in Fig. 2-6 (b)

with a peak located at 752 nm, corresponding to the A transition depicted in the inset.

It also matches well with the peak of photocurrent generation. The light emission

in other configuration (NP, PP, NN) is also shown in Fig. 2-6 (b). For NP, the light

emission is much weaker due to the small current injection, Ids = 4 nA < 200 nA with

Vd, = -2 V. No light emission is observed in NN and PP configurations, verifying

that the electroluminescence is generated by the gate defined p-n junctions.

This work highlights the world's thinest solar cell and LED that is made of a

single layer of atomically layered TMDs.
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Chapter 3

Towards Quantum Transport in

Semiconducting Dichalcogenides

Electrons in monolayer transition metal dichalcogenides are characterized by valley

and spin quantum degrees of freedom. It has been theoretically proposed that Berry

curvature effects, together with strong spin-orbit interactions, can generate uncon-

ventional Landau levels (LLs) under a perpendicular magnetic field [85, 19]. In partic-

ular, these would support valley- and spin-polarized chiral edge states in the quantum

Hall regime. However, it is very challenging to observe LLs structure in monolayer

TMDs, mainly due to the sample quality and contact problem. In this chapter, we

will describe the theoretical scenarios and experimental approaches towards quantum

transport in TMDs.

3.1 Unconventional quantum Hall effect in TMDs

3.1.1 Quantum Hall effect

Let's briefly review the quantum Hall effect [341. It is first discovered by K. v. Klitz-

ing, G. Dorda, and M. Pepper in 1980 [73].

The dynamics of electronic conduction in semiconductors can be described by a
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Figure 3-1: Quantum Hall effect. (a) A two-dimensional conductor assumed to be
uniform in x direction in the quantum Hall regime. The edge states are in equilibrium
of with the source contacts. (b) Sketch of confining potential U(y) versus y. (c) Sketch
of the approximate dispersion relationship of energy versus y or ky assuming that the
confining potential varies slowly over a cyclotron radius.

single-band effective mass equation:

(ihV + eA) 2

2m
+ U(r)] T(r) = ET(r)

where U(r) is the potential energy, A is the vector potential and m is effective mass.

In a 2D conductor we assume a parabolic confining potential in y direction (transverse

direction)
1 2

U(y) = -mW 2y2
2

(3.2)

By substituting Eq. 3.2 into Eq. 3.1, we obtain

+ (ihV + eA) 2

[ 2m
(y) IF(x, y) = E IJ(x, y)

Without confining potential (U(y) = 0), the solution to Eq. 3.3 would be

XJ!,k(x, y) = - exp[ikx]u (q + qk) in, k)

En,k = E8 + (n + 1/2)hwe, n = 0, 1, 2, ...
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where

un(q) = exp [-q2 /2] H.(q)

q = V/mwc/hy and qk = rmwc/hyk

hk |e|B
yA --h and wceeB m

Ha(q) is the nth Hermite polynomial.

We can use the lowest order perturbation theory to take into account the confining

potetial U(y):

En,k= Es + (n + 1/2)hwc + (n, k I U(y) I n, k)

Note that the center of each state |n, k ) is around a different location y = Yk in the

transverse direction and spread over of - V-h/mwc. Within such spatial extent, U(y)

can be treated as a constant, so that

En,k= Es + (n + 1/2)hwc + U(yk), where YA hk/eB (3.5)

The velocity of edge states can be calculated as follows:

1&E(n,k)
v(n, k) = Ok

h Ok
1 OU(yk)

h ok
1 9U(y) OYk
h oy Ok

1 OU(y)
eB Oy

The current carried by the edge states is given by

2e
I = 2e M(p1 - P2)h (3.6)

where M is the number of edge states.

3.1.2 Single particle model: Landau levels in TMDs

As shown in Sec. 2.1.1, the two-band k -p Hamiltonian of group-VI dichalcogenides

can be expressed as Eq. 2.2, and we rewrite as follows:

(3.7)
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where v = at/h ~ 0.53 x 106 m/s.

By expanding the momentum close to the K point, the Hamiltonian reads

A

0

v(px + ipy)

0

0 V(px - ipy)

A 0

0 -A+2A

V(Px + ipy) 0

0

V(Px - ipy))

0

-A -2A

while close to the K' point, the Hamiltonian reads

A

0

V(-Px + ipy)

0

0

A

0

V(-Px + ipy)

V(-Px - ipy)

0

-A - 2A

0

0

V(-Px - ipy)

0

-A+2A

The base wave-functions are I q,t), I 'c,4) , I I', ) , 1 ',4 ) , where c and v denote

the conduction band and valence band respectively. As a combined effect of broken

inversion symmetry and strong SOC, the valence band is split with opposite shift for

the Tzs, = 1 bands, adjusting the energy gaps to 2(A - A) for rzs, = 1 bands and

to 2(A + A) for T,z = -1 bands. From DFT calculations [158], A = 830 meV and

A = 37.5 meV.

In the presence of a uniform perpendicular magnetic field, the 2D kinetic mo-

mentum p in Eq. 3.7 is replaced 7r = p + eA/c. In the Landau gauge A = (0, Bx),

the operator 7r = 7x + zry coincide with the lowering operators satisfying r0, =

-i v/2n(h/ B)q5--1 and -ro = 0, where 0, (n = 0, 1, 2, ... ) are the Landau level eigen-

states for a conventional 2D electron gas.

Assuming hv/fB is smaller than the band width and the effects of Zeeman cou-

plings, disorders and Coulomb interactions are relatively small, the flavor-dependent

LL spectrum is given by [851

E.,i = ATzsZ iVnhW2 + (A - A7zsz)2 (3.10)
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Figure 3-2: Band structure and LLs of group-VI TMDs. (a) Sketch: the solid (dashed)
curves represent Trsz = 1 (-1) bands and the parallel lines denote their LLs. The
original band has a band-gap of 2A and SOC induced splitting at valence band. The
band dispersion is shifted by the Zeeman-like coupling between magnetic moment
m(k) and the magnetic field by em = -m - B. n = 0 LLs that are depicted by red
lines and are located at original conduction band and valence band edges. (b) Single
particle LL spectrum and degeneracy of each LL. SOC breaks LLs into two groups
with rzsz = 1, which have different slopes in B. The nj = 0 LL is spin degenerate

(degeneracy g 2) and only appears at K valley. The ni,, = 0 LLs are spin filtered
(degeneracy g = 1) and appear only at K' valley. All other LLs have degeneracy
g=2.

where fB =V/h/(eB) = 25.6/ B[T] nm is the magnetic length and w, = Vx2v/fb is

the cyclotron frequency. The calculated LL spectrum is depicted in Fig. 3-1 (b). We

observe that the Landau level spacing is not uniform. The corresponding eigenstates

with n > 0 can be written as

for K valley:

for K' valley:

On

aV#n_)

(b Sn_ i)
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0
For n = 0 LLs, the eigenstates are for conduction band with energy A, and

( bo)

for valence band with energy -A - 2As2.
0

The eigenstates for n = 0 LLs indicate that the 0+ LLs are only at K valley and

0_ LLs are only at K' valley. We further note that n+ = 0 Landau level at the K

valley is at the same energy of the original conduction-band bottom at zero field,

while for K' valley there is no Landau level at this energy. This peculiar asymmetric

behavior [19] can be traced to the chirality difference between the two valleys and the

intrinsic orbital magnetic moments arising from none-zero Berry curvatures as shown

in Eq. 2.3. The general expression is given by

m(k) = - (Vku I x [H(k) - c(k)]I VkU) (3.13)
2h

where I u ) is the periodic part of the Bloch eigenstate, H(k) is the Bloch Hamiltonian,

and Ek is the band energy. For our case

m(k) = T, ehv2 Af (3.14)
(A' 2 + 4h2v 2 k2 )

The moment is largest at the band edges and opposite for different valleys (-, = 1).

In the presence of an external magnetic field B, the wave-packet energy would be

shifted by em = -m - B. The bands at the two valleys are thus shifted to opposite

directions. This is shown in Fig. 3-2 that the band dispersion is shifted by the Zeeman-

like coupling between magnetic moment m(k) and the magnetic field. The n = 0 LLs

are depicted by red lines and are located at the original conduction band and valence

band edges.

We divide the LLs into three groups, group I for Ts, = 1 conduction band,

group II and III for 7zs, = 1 and 72 = -1 valence band, respectively, as denoted in

Fig. 3-3. A detailed LL spectrum can be found in Ref. [85]. nj = 0 LLs at conduction

band are two-fold spin-degenerate (T, = 1, s2 = 1) at K valley, while numI = 0 LLs

at valence band are spin-split and none-degenerate (7T = -1, s, = -1 for group II,
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and T, = -1, s, = +1 for group III) at K' valley. n = 0 LLs that are depicted by red

lines in Fig. 3-2 (a). n -$ 0 LLs are still doubly degenerate in each group, consisting

of one spin t state from one valley and one spin 4 state from the other valley. This

leads to filling factor v = 0, 2, -1 but not v = 1, where v corresponds to O-, = ve21h

measured in quantum Hall effect.

(a) 1.5 i1 ,

0.5 F

0 5 10
B (T)

(b) 0.87

0.86

0.85

0.84

0.83 0

0.82

(c) -0.75

-0.76

-0.77

-0.78

-0.79

-0.8 

-

(d) -o.9

-0.91 --

- i0.92-

-0.93

-0.94-

L~ -0.95
15 20 0 5 10 15 20

B (T)

Figure 3-3: (a) Flavor-dependent LL spectrum from Eq. 3.10 with n = 0,10, ... , 80

orbitals. Solid and dashed lines denote the 722 = 1 and Tzs = -1 cases, respectively.
(b)-(d) Enlarged view of the LLs in group 1, 11, and III in (a). The numbers denote
the Landau level n. Red color in all plots denote the n = 0 LLs.

From Fig. 3-3 we can see that LL energies grow linearly with B, rather than V7I.

Besides, for Ts = 1, the LLs have different slopes with B. Given the fact that

group II and group III LLs are shifted at B = 0, we expect LL crossing effects at

Bcross 4A(A + A) 8A2 nil,
ehv 2 (nni - nilm) ehv 2 (nj - in1 1 )

(3.15)

Such crossings can lead to the following observations. (i) The crossing point at the

nm = 0 LL has degeneracy g = 3, while others all have g = 4. (ii) LL switches from
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an odd filling factor v = -2(nil + nm11) - 1 to an even filling factor v = -2( ril + nmjj)

when energy goes across nlm = 0 LL. (iii) The crossing of two LLs results in in-

creased degeneracies and lead to pronounced peaks in the measurement of longitu-

dinal magnetoresistance. (iv) The Hall plateaus follow an unconventional sequence

v = ..., -2ii 1-6, -Th1 1-4, -2iil 1-2, -2Wi 1 1-1, ..., - 5, - 3, -1, 0, 2, 4, ...

where ii1 = 4A(A + A)/(ehv 2 B) are solutions to Bcross = B with nm = 0 in Eq. 3.15.

At even higher magnetic field, Zeeman splitting arising from magnetic coupling to

the electron spin cannot be neglected. The LL spin degeneracy can be lifted through

a Zeeman splitting E = g*PBB, with PB the Bohr magneton. If it is comparable to

the cyclotron energy E, = hwc, the quantum Hall state sequence changes accordingly.

Several experimental studies of LLs of WSe2 in the quantum Hall regime reveal a full

lifting of the two-fold LL degeneracy at high magnetic field, and it tunes significantly

with doping [102, 151, 59]. This implies strong many-body interactions, and suggests

that monolayer TMDs can serve as a host for new correlated-electron phenomena.

3.2 Device fabrication

As shown in the previous section, the LLs in monolayer TMDs are predicted to

be distinct from the case of two-dimensional electron gas (2DEG) in semiconductor

quantum wells [130, 581 and graphene [110, 173, 107]. Due to the broken sublattice

symmetry, the n = 0 LLs at both K and K' valleys are split by the material's bandgap.

In addition, valley-contrasting Berry curvatures associated with the conduction and

valence bands in monolayer TMDs result in valley-polarized n = 0 LLs fixed to the

conduction band minimum of the K valley and the valence band maximum of the K'

valley, if Zeeman splitting is not considered. Furthermore, strong spin-orbit interac-

tions, which is not present in graphene, act to spin-polarize the LLs at each valley. In

order to observe the unique LL spectrum in monolayer TMDs, sample quality is very

important. In general, TMDs with mobilities of around 1, 000 cm2 /(V.s) or higher

are required to observe the LLs at low temperature under a laboratory-scale mag-

netic field. Encapsulation of TMDs in between two sheets of hBN is found to achieve
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highest device quality [32].

Another great challenge lies in the contact quality. Schottky barrier formed at

the interface between metal and TMDs remains a persisting problem that forbids

observation of quantum transport phenomena in TMD devices. Several methods

have been explored to reduce contact resistance, including different choices of metal

[33, 89, 31], chemical doping of the contact region [43], and graphene contacts [30, 32].

As we show below, combination of encapsulation with patterned hBN and ionic

liquid gating provides the opportunity to improve device performance by indepen-

dently tuning carrier density in the channel as well as in the contact region 1.

3.2.1 Ionic liquids

(a) (b)

Gate Gate

D Gate dielectric 10-DO0nm lonic liquid SI - ~1 .-inm

Semiconductor

Figure 3-4: Working principle of using (a) a solid dielectric material and (b) ionic
liquid or electrolyte as gate medium in a field-effect transistor (FET).

Ionic liquids (ILs) are highly polar low-melting-temperature binary salts typically

comprising nitrogen-containing organic cations and inorganic anions. Because ionic

liquids are composed of only ions, they show very high ionic conductivity, nonvolatil-

ity, and nonflammability. It has been demonstrated in experiments as a superior gate

medium in an electric-double-layer transistor (EDLT) configuration [101, 129, 115].

The principle behind carrier doping in EDLT using ionic liquid or electrolyte com-

pared with a solid dielectric material is illustrated in Fig. 3-4. By replacing the gate

'This work is done with Joel I.J. Wang, Yu-An Chen and Pablo Jarillo-Herrero, and appeared in
the journal Nano Letters [147].
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Figure 3-5: Manipulation of ionic liquids and EDLT device design. (a)-(d) A droplet
of ionic liquid (DEME-TFSI) is dropped onto a patterned device using a small needle.
The diameter of the droplet is ~ 0.2 mm.

dielectric material with ionic liquid or electrolyte, EDLTs enable the production of

large electric fields (over 10 MV/cm) and the accumulation of extremely high carrier

densities (over 1014 cM- 2). This is due to the fact that an electric double layer allow

a spacing d - 1 nm formed at the surface of the EDLT and can be regarded as a

parallel-plate capacitor with a nanometer-sized gap. In contrast, the conventional

solid dielectric usually has thickness of about a few tens of nanometers which lim-

its the capacitance and the capability of electrostatic carrier doping before dielectric

breakdown. The ions and induced carriers right beneath form an equivalent capac-

itance of ~10 pF/cm2 , as opposed to ~12 nF/cm2 for 285 nm SiO2 that has been

used in our previous experiments. Even with this high-r dielectric such as HfO 2 , the

carrier density that could be tuned is within the order of 1013 cm- 2 .

The manipulation of ionic liquid is also not so trivial. For all of the liquid

gating measurements, we used the ionic liquid NN-diethyl-N-(2-methoxyethyl)-N-

methylammonium bis(trifluoromethylsulphonyl-imide) (DEME-TFSI). In Fig. 3-5 we

illustrate the process of dropping a droplet ionic liquid onto the patterned gate elec-

trode. The gate electrode is patterned with standard e-beam lithography and placed

very close to the flake under study. The area of the gate electrode is usually at

least 100 times larger than the flake to enable uniform electrostatic doping across the

whole device. In the droplet transfer process, a small needle is attached to a con-

troller which allows accurate control of the height of the needle under a long working

distance objective. Focal plane is adjusted between the needle tip and the substrate
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Figure 3-6: Device structures, optical and AFM images. (a) Schematic drawing of
cross section view of our device. A WSe2 flake is encapsulated between two sheets
of hBN and placed on Si/Si0 2 substrate. The top hBN has windows to allow ionic
liquid access to a narrow gap region where WSe2 is exposed. Other device region is
protect by hBN. (b) 3D version of schematic of device structure. (c) Optical and (d)
AFM image of sample A reported in Sec. 3.3. The top hBN is etched with Hall bar
patterns. The contact leads (Cr/Pd) are slightly smaller than the holes in the top
hBN to allow ionic liquid tuning of the contact region. The scale bar of (c),(d) is 2
pm and 1 pm respectively, and the outline of the shape of WSe2 in (c) is drawn by
superposition with the optical image of WSe2 2 flake before pick-up.

surface alternatively to determine the distance between the two. In this way, we

avoid scratching the substrate surface by the tip and raise the tip as soon as the

droplet is transferred onto the substrate. In the best cases, the droplet will form a

nice hemisphere sufficient to cover the whole gate electrode and our device.

Another thing that we need to be careful with is possible chemical reaction during

the operation of ionic liquid gating. It is well-known that the performance of ionic

liquids is very sensitive to the presence of moisture [170], which prevents the reversible

and reliable operation of the devices. In order to prevent chemical reaction induced

by residual water molecules, we carefully degased the ionic liquid in vacuum at 80 'C

for >24 hours before dropping it onto the device and made sure all the measurements

are performed under high vacuum (< 106 mbar).

Although ionic liquid manifests many desirable properties compared to conven-

tional solid-state gating, it has certain drawbacks. First, the freezing of the ion motion

occurs at temperature -200 K, which forbids modulation of carrier density under the

freezing temperature. This problem can be partly overcome by introducing a con-

ventional back-gate, which remains effective after ion freezes. However, the tuning
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range will be at least an order of magnitude smaller. Second, the charged ions that

accumulate above the device channel inevitably results in Coulomb scattering, which

limits the carrier mobility in otherwise clean systems.

In brief, to achieve ohmic contact and low contact resistance, we would prefer

that the WSe2 near the metal contact can be heavily doped to eliminate the Schottky

barrier formed between metal and TMDs. Meanwhile, in order to achieve high carrier

mobility we need to protect the main device channel from undesirable Coulomb scat-

tering due to the charged ions in ionic liquid. We also need to make sure that we are

able to modulate the carrier density at low temperatures so that we can study mag-

netotransport in the quantum Hall regime as a function of carrier density. To fulfill

all the above requirements, we designed the device structure as follows (Fig. 3-6). A

WSe 2 flake is encapsulated between two sheets of hBN and placed on Si/SiO 2 sub-

strate. The top hBN has windows to allow ionic liquid access to a narrow gap region

where WSe 2 is exposed. Other device region is protected by hBN except these narrow

exposed areas. Technically, this is achieved by etching the top hBN with Hall bar

patterns (and we usually made an array of them with different sizes to accommodate

different flake geometries, as shown in Fig. 3-7 (b)). After using it to pick up a WSe 2

and placed onto a bottom hBN, contact leads (Cr/Pd) that are slightly smaller than

the holes in the top hBN is patterned to allow selective tuning of the contact region

by ionic liquid. We will elaborate on the fabrication details in the next section.

3.2.2 Technique: "pick-up"

In the past, van der Waals heterostructures are built by layer-by-layer transfer tech-

nique. An illustration of this process is shown in Fig. 1-5. Crystals are exfoliated on

top of transparent films such as MMA, get transferred onto a chosen target followed

by removing or dissolving the film. It is repeated again and again, until the whole

heterostructure is completed.

Here we report a scheme to make encapsulated devices by picking up and trans-

ferring a pre-patterned hBN 'mask'. Compared with previous method, the stack can

be completed with sequential pick-up and no solvent wash is required until the whole
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stack is transferred onto the final substrate. Besides, the heterostructure interface is

never in direct touch with polymers, which ensures minimal residue contamination.

(a) PD% N

PMNI

Pick up Etched h-BN mask Pick LP Graphene WSe, flake Nransfer -B Aluke
Substrate 3

Substrate I Substrate 2 Substrate 3

(b)

Figure 3-7: (a) Schematics of the pick-up process. (b) Optical images of the sample
A and each separate layer components. The flakes from left to right are top hBN, a
trilayer WSe2, bottom hBN, completed stack and stack with metal contacts.

First, for the hBN mask preparation, we start with hBN exfoliation on Piranha-

cleaned SiO 2 surface. Wafer with hBN flakes are then annealed in Ar/H2 (15 sccm/15

sccm) atmosphere at 350 'C for 3 hours. Selected hBN flakes, with thickness ranges

from 10 to 30 nm, are patterned with e-beam lithography using Poly(methyl methacry-

late) (PMMA) thin film (- 300 nm thick, prepared from PMMA 950, 5% in anisole,

from Microchem) which serves as e-beam resist and etch mask for reactive ion etching

(RIE). The hBN mask presented in this paper is etched in Ar (6 sccm), CF4 (2 sccm),

CHF3 (50 sccm), and H 2 (30 sccm) atmosphere of 15 mtorr, power 70 watt, and the

etching rate for hBN is ~ 1.4 nm/s. The chip is then etched by 02 plasma for 30

seconds in order to break cross-linked PMMA surface in order to reduce residue left

on hBN mask after lift-off in acetone. The hBN masks are thus etched into a Hall

bar pattern.

Next, WSe2 (synthetic crystal from Nanosurf, Inc.) is mechanically exfoliated

onto Piranha-cleaned Si/SiO 2 wafers. Transparent slides are made by spin coat-
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ing polypropylene carbonate (PPC, from Sigma Aldrich, 15% concentration dis-

solved in anisole) onto a glass slide with PDMS covered in clear packing tape. The

role of the tape is to improve the adhesion of spin-coated PPC on the slide. The

PDMS/tape/PPC stack is then baked at 100 'C for 15 min, cut into small squares

(~ 2 mm by 2 mm), and placed onto glass microscope slides. The PPC pick-up pro-

cess is similar to PMMA pick-up, with slight difference in temperature. It requires

30 0C for about 3 min after bringing the polymer into contact with the targeted chip,

followed by an abrupt disengage by lowering the stage. When using the same method

to pick up the next flake, we make sure the Hall bar pattern of the hBN is well aligned

to the WSe2 flake. For the last transfer step, we press the slide with hBN and WSe2

stack onto another hBN flake, which is exfoliated onto 02 plasma cleaned Si/SiO 2

chip (150 W for 120 s). To release the PPC, the substrate is heated to 80 0 C and then

cooled down to room temperature before slowly raising the glass slide. In this way, the

stack of flakes is transferred onto the substrate along with the PPC polymer, which

is subsequently dissolved in chloroform (5 min) and acetone (5 min). It is illustrated

in Fig. 3-7. In this "pick-up" process, the flake encapsulated does not have direct

contact with any polymer films or solvent, which insures minimal contamination.

Finally, device contacts are patterned by standard e-beam lithography techniques

in a Hall bar geometry. It is then contacted with Cr/Pd (0.7/100 nm) by e-beam

evaporation. Then the ionic liquid (DEME-TFSI) is used to further improve the

quality of the contact. When designing contacts to the device, the contact metal is

patterned slightly smaller than the patterned openings in the top hBN flake (see AFM

image of the device in Fig. 3-6 (d)), so the WSe2 near the contact region is exposed

to allow ionic liquid gating. A side-gate electrode for the ionic liquid is patterned

near the flake, with an area at least 100 times larger than the WSe 2 flake. After the

device fabrication is completed, a droplet of DEME-TFSI is placed on the center of

the device with a needle tip to cover both the flake and liquid gate electrode. Fig. 3-6

(a),(b) shows a schematic image of the device geometry. With this method, the ionic

liquid only affects the carrier density of the contact region, while the main channel of

the device is sealed by the hBN mask and remains largely unaffected.
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Figure 3-8: IDS as a function of VBG measured at different ionic liquid gate voltages:

VIL = 2, 1.5, 1, 0.5, 0, -0.5, -1, -1.5, -2 V. VDS = 0.5 V. (b) IDS as a function of VDS for
the same set of VIL, with fixed VBG = -75 V. The temperature for all measurements
was 220 K.

3.3 Experimental results

In this section, we show transport properties based on two devices. Sample A is a

trilayer WSe2 and sample B is a 4-layer WSe 2.

3.3.1 Properties above freezing temperature of ionic liquid

Here we fabricated a trilayer WSe2 device (sample A) encapsulated by two hBN

flakes (thickness of top and bottom hBN are 35 nm and 25 nm respectively) using

the technique mentioned above. The WSe 2 is contacted with Cr/Pd (0.7/100 nm)

by e-beam evaporation. In addition to the hBN encapsulation introduced previously,

the ionic liquid (DEME-TFSI) is used to further improve the quality of the contact.

Fig. 3-8 shows the source-drain current through this device for different ionic liquid

gate settings. As shown in Fig. 3-8 (a), by changing the ionic liquid gate voltage VIL

from 2 V to -2 V, while sweeping the back-gate voltage, the device changes from

balanced, ambipolar transistor behavior to strong p-type conduction, which indicates

the enhancement of p-type contact when applying a favorable negative ionic liquid
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gate voltage. This effect is also shown in the I-V curves with different ionic liquid gate

voltages at fixed VBG = -75 V (see Fig. 3-8 (b)). Compared to VIL = 0, the linearity

of I-V curve at VIL = -2 V is greatly improved. This nearly ohmic contact rendered by

high negative VIL enables four-terminal resistivity and Hall measurements to extract

contact resistance, intrinsic conductivity, and Hall mobility of this device. We note

that all the measurements are done at a temperature ~ 220 K, which is slightly above

the freezing temperature of the liquid (~ 200 K) [164] to minimize chemical reactions

between the ionic liquid and contact leads.

Based on four-terminal measurements, the contact resistance, RC, is extracted

from the resistivity as Rc = Vd8/I, - p -l/w, where 1 and w are the full sample length

and width, respectively, and p = (Ve, /Isd)/(ln/w), with 1j, the length between the

inner contacts, as shown in Fig. 3-9 (a). From VIL = 0 V to -2 V, the contact

resistance for VBG = -75 V decreases by nearly a factor of 4, changing from 57 kQ

to 15 kQ, which demonstrates the tunability of the contact resistance by the ionic

liquid. We also plot conductivity as a function of VBG, for different VIL, in Fig. 3-9

(b). The conductivity reaches a maximum of 0.34 mS at VBG = -75 V. Comparing

different VIL, the conductivity follows almost the same trace except for a small shift

in threshold voltage. This confirms the transparency of the contacts and allows us to

extract the intrinsic transport properties of the device.

The small change in conductivity for different VIL also demonstrates that the

device geometry introduced here allows independent tunability of the channel con-

ductance and contact resistance. The ionic liquid gate only significantly influences the

contact region, while the back gate controls the intrinsic conductivity of the device

channel. When the ionic liquid is directly in contact with the semiconductor, the ions

in the liquid and the free carriers in the semiconductor beneath the liquid form an

equivalent capacitor with c ~ 12 MF/cm 2 [112, 141, 165, 164], which is ~1000 times

larger than for conventional dielectric gating with 300 nm thick SiO 2. In contrast, the

relatively small shift of intrinsic conductivity corresponds to a capacitance of a top

gate through a conventional dielectric. This smaller capacitance additionally rules

out the possibility that ionic liquid penetrates below the top hBN mask.
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Figure 3-9: (a) Contact resistance as a function of VBG of the WSe2 device at different
VIL (denoted with the same set of colors as Fig. 3-8). (b) Conductivity of the device as
a function of VBG, extracted from four-probe measurements with different ionic liquid
gate voltage VIL = -2 V to -0.5 V, while VDS = 0.5 V. (c) Carrier density calculated
from Hall measurements as a function of VBG. The nearly linear dependence of n2D on
VBG corresponds to a capacitance per unit area of c = 12 nF/cm2 . Inset: selected Hall
resistance vs. magnetic field with VBG = -75 V, - 50 V. (d) Hall mobility calculated
by PH = o/(ne) is plotted against carrier density. IL = -2 V and the temperature
is ~220 K.
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The Hall effect is used to determine carrier density, n, and mobility, PH as a

function of VBG. At 220 K we simultaneously measure V_, V2, and IDS with an AC

current bias of 0.5 PA. For the Hall measurement, the ionic liquid gate is set to -2

V to ensure the best p-type contact. The inset of Fig. 3-9 (c) shows R2, = Vxy/IDS

as a function of magnetic field at two selected back-gate voltages. The slope of the

linear fit is equal to 1/(n2De), where n2D is the carrier density, and e is the elementary

charge. We combine measurements of carrier density and conductivity as a function

of back-gate voltage to obtain the Hall mobility at different carrier densities. The

nearly linear dependence of n2D on VBG corresponds to a capacitance per unit area

c = 12 nF/cm2 . This value is in rough agreement with the capacitance expected for

a parallel plate geometry with the bottom dielectric, 11.2 nF/cm2 (25 nm thick hBN

on top of 285 nm SiO2), without taking into account the complexity of the device

structure and possible influence from the top hBN and ionic liquid.

The Hall mobility extracted as a function of carrier density is plotted in Fig. 3-9

(d), and PH > 600 cm 2 /(V _ s) is observed over a range of back-gate voltage, -75 to

-40 V. For comparison, we also calculate the average field effect mobility from the

conductivity in Fig. 3-9 (b), assuming c = 12 nF/cm 2 for the same range of back-gate

voltages (-75 V to -40 V). We obtain [FE = 600 80 cm2 /(V . s), in good agreement

with the measured pH. For bulk WSe 2, hole mobility as high as - 500 cm2 /(V . s)

was measured,[116 and recent work on monolayer WSe2 FETs reported 2-probe field-

effect hole mobility up to - 250 cm2 /(V - s) at room temperature [43]. In addition, at

77 K ionic liquid-gated graphene contacts to few-layer WSe2 revealed Hall mobility up

to ~ 330 cm2 /(V. s) [30]. For hBN-encapsulated MoS 2, recent work shows mobilities

in the range of 100-300 cm2 /(V -s) at 200 K for 1- to 6-layer thick MoS 2 [32]. The

relatively high Hall mobility of the devices presented here supports our claim that

encapsulation in hBN improves the performance of TMD devices, with the help of

ionic liquid gating that significantly improves the contact quality. This result high-

lights the potential for observing novel quantum transport phenomena in WSe 2 [85].

Another merit of this geometry is that the hBN acts as a barrier to the disordered

charges in ionic liquid and possible chemical reactions induced on the device surface
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during operation, which may also contribute to the improved mobility, similar to a

previous report on hBN covered strontium titanate (STO) samples [49].

(a) (b) 2000

2000 -

* 
'4

1500 - @Oe* .eee, e,. - 1500- q

10% "00 10 -O

E 5100 - %* E2

1:::o iooo
go. to

135 K 180 K
150 K 220 K

0 ' 500
-6 -4 -2 0 100 150 200 250

n (1012 cm-2) T (K)

Figure 3-10: Sample A: (a) Hall mobilities as a function of carrier density at differ-
ent temperatures, as denoted by different colors. (b) Hall mobility as a function of
temperature with VBG fixed at -75 V.

3.3.2 Towards higher mobility at low temperatures

We then perform Hall effect measurement when temperature is further lowered below

the freezing temperature of ionic liquids. During the cooling process, the ionic liquid

gate is fixed at VIL = -3 V. We observe that both conductivity o and Hall mobility pH

increases as temperature decreases. We plot Hall mobility as a function carrier density

and temperature in Fig. 3-10. In the observed temperature range, Hall mobility

approximately follows a power law in temperature, pH oc TY, with -y = 1.78. It is

expected that MoS 2 devices with mobilities limited by homopolar, optical phonons

should follow this form in this temperature range, with -y = 1.69 for monolayer and

y = 2.6 for bulk MoS 2 [66, 46]. The value of -y agrees well with the prediction, though

we note that the fit was obtained over a limited temperature range. Hall mobility

reaches - 1800 cm2 /(V - s) at 120 K.

We also did the same type of measurement on a 4-layer sample (sample B). A

4-layer WSe2 is encapsulated in between two sheets of hBN (thickness of top and
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Figure 3-11: Sample B: (a) Hall mobilities as a function of carrier density at differ-
ent temperatures, as denoted by different colors. (b) Hall mobility as a function of
temperature with VBG fixed at -35 V, at which the Hall mobility reaches maximum
value.

bottom hBN are 16 nm and 20 nm respectively). We also add a layer of e-beam resist

(ZEP) mask covering the metal contact region to protect it from chemical reactions

with ionic liquid. The result is shown in Fig. 3-11. The device is cooled down with

VIL = -3 V. The mobility is highly dependent on carrier density and reaches as high

as ~ 14, 000 cm 2 /(V - s) at 80 K. At fixed back-gate voltage (VBG = -35 V), Hall

mobility approximately follows a power law in temperature, PH oc T 0 9 . This is

much smaller than the predicted values for TMDs, whose origin still remains elusive.

The high mobility and low contact resistance achieved in our samples manifest

tremendous potentials for studying novel transport phenomena in quantum Hall

regime. However, neither devices survived below 80 K. We suspect that ionic liq-

uid moves or cracks during the cooling process, which destroyed our samples. A

slower cool down or extra protective layer between contacts and ionic liquid might be

helpful to eliminate such problem.
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3.3.3 Conclusion

We have presented a fabrication scheme to pick-up and transfer pre-patterned hBN

mask as a core technique to create 2D van der Waals heterostructures. The hBN

can be patterned into arbitrary shapes to fit the needs of various experiments at

the mesoscopic scale, and the robustness of this method allows multiple pick-ups and

transfers required to fabrication complex heterostructures. The dry fabrication proce-

dure maintains pristine 2D materials in multiple stacks without thermal annealing, so

it can be applied to thermally sensitive materials while greatly reducing the amount

of time to fabricate heterostructures. Both devices presented here demonstrate a high

level of cleanliness and high mobility. Independent gating of the contact region by

ionic liquid demonstrated here also provides a solution to the persistent contact dif-

ficulty of TMD devices. Enabled by this technique, we also report the highest Hall

mobility to date in a few-layer WSe2 device.
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Chapter 4

Enhanced Superconductivity in

2H-TaS 2 in the 2D Limit

Layered transition metal dichalcogenides 2H-MX 2 (where M = Nb, Ta and X

S, Se) that host coexisting charge-density wave (CDW) and superconducting orders

provide ideal systems for exploring effects of dimensionality on correlated electronic

phases. Dimensionality has profound effects on both superconductivity and CDW

instabilities. On one hand, reduced dimensionality induces localization of Cooper

pairs by disorder, typically suppressing superconductivity; while Peierls instabilities

and electron-phonon interactions are strengthened in reduced dimensions, favoring

stronger CDW order. On the other hand, stronger fluctuation effects in lower dimen-

sions tend to destroy long-range order in both cases. Here we report two unusual

trends, a substantial enhancement of superconducting T, and a suppression of the

CDW transition in 2H-TaS 2 in the 2D limit '. Remarkably, in the monolayer limit, T,

increases to 3.4 K compared to 0.8 K in the bulk. To unveil the possible relationship

of these trends, we perform electronic structure calculations showing that a reduction

of the CDW amplitude results in a substantial increase of the density of states at the

Fermi energy, which explains the trend in T, and captures the correct magnitude of

enhancement. Our results establish ultra-thin 2H-TaS 2 as an ideal platform to study

1This work is done with Shiang Fang, Valla Fatemi, Jonathan Ruhman, Efr6n Navarro-Moratalla,
Efthimios Kaxiras and Pablo Jarillo-Herrero, and appeared in the journal Physical Review B [162].
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2H-TaSe 2 2H-TaS 2 2H-NbSe 2 2H-NbS 2

Tsc (K) 0.15 0.8 7.3 6.1
TCDW (K) 120 70 35 <4

Table 4.1: Phase transition temperatures for 2H-MX 2 from Ref. [153]

the competition between CDW order and superconductivity down to the monolayer

limit, providing insight towards understanding correlated electronic phases in reduced

dimensions. A related work can be found in Ref. [12].

4.1 Phase transitions in group-VII Dichalcogenides

4.1.1 Overview

Transition metal dichalcogenides (TMDs) 2H-MX 2 (where M = Nb, Ta and X = S, Se)

have attracted considerable attention as novel 2D crystalline superconductors [125].

In these materials, superconductivity (SC) occurs in an environment of pre-existing

charge-density wave (CDW) order [106, 71], making them an ideal platform to study

many-body ground states and competing phases in the 2D limit. In bulk crystals,

the reported critical temperature of the CDW transition decreases from 120 K in

2H-TaSe 2 down to 30 K in 2H-NbSe 2. Superconductivity weakens in approximately

reverse order, with T, increasing from around 0.2 K in 2H-TaSe2 to 7.2 K in 2H-

NbSe 2. The relationship between CDW and superconductivity in such systems is

still under debate [20, 50]. It is generally believed that their mutual interaction is

competitive, but evidence to the contrary, indicating a cooperative interaction, has

also been reported in angle-resolved photoemission spectroscopy (ARPES) studies

[71].

In TMDs, superconductivity and CDW instability can be investigated by ad-

justing the interlayer interactions through pressure [48, 29] or molecule intercalation

[136, 153]. Recently, mechanical exfoliation has emerged as a robust method for pro-

ducing ultra-clean, highly crystalline samples with atomic thickness [52]. This offers a

useful way to assess the effect of dimensionality and interlayer interactions on both su-
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perconductivity and CDW. A material whose behavior as a function of layer thickness

has been recently studied is NbSe2 [25, 156, 140, 70], in which the superconducting

state is progressively weakened in samples thinner than 5 layers, with T, lowered from

7.2 K in bulk crystals to 3 K in the monolayer. The thickness dependence of CDW

order is still under debate, with different results from Raman and scanning tunneling

microscopy/ spectroscopy (STM/STS) studies [157, 142].

Bulk 2H-TaS2 , another member of the 2H-MX 2 family, exhibits a CDW transition

at 70 K and a SC transition at 0.8 K [103, 106, 56, 105]. Compared to NbSe 2 , TaS 2

manifests a stronger signature of the CDW transition in transport in the form of a

sharp decrease of resistivity [153], and thus serves as a desirable platform to study the

thickness dependence of the CDW instability. STM/STS measurements on monolayer

TaS2 epitaxially grown on Au(111) substrates show suppression of the CDW insta-

bility [126]. Regarding superconductivity, an enhanced T, down to a thickness of 3.5

nm (5L) was recently reported, utilizing TaS2 flakes directly exfoliated on a Si/Si0 2

substrate [105]. Considering the fact that appreciable decrease of T, in NbSe2 only

occurs in samples thinner than 5 layers, it would be interesting to explore the trend

of T, in TaS 2 towards the exact 2D limit. Prior work found that samples thinner than

5L become insulating, indicative of its particular susceptibility to degradation in am-

bient atmosphere. Therefore, exfoliation and encapsulation in an inert atmosphere

become crucial in order to obtain high quality samples.

This chapter is arranged as follows: in Section 4.2, we report electronic transport

studies of the properties of mono- and few-layer 2H-TaS 2 at different temperatures

and magnetic fields. We show that superconductivity persists in TaS2 down to the

monolayer limit, with a pronounced increase in T, from 0.8 K in bulk crystals to

3.4 K in the monolayer. At higher temperatures, two electronic transport signatures

of the CDW transition are found to vanish in ultra-thin samples: (1) a kink in the

temperature dependence of the resistivity, and (2) a change of sign in the Hall co-

efficient versus temperature. In Section 4.3, we report calculations on the electronic

and vibrational properties to explore the competition between SC and CDW in this

material. We found that suppression of the CDW order leads to a substantial increase
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in the density of states at the Fermi level, which ultimately enhances Tc. We also

revisit the impact of quantum fluctuations of the CDW order on the enhancement

of Tc. Our study provides insights into the importance of reduced dimensions on

many-body ground states and their interactions.

4.1.2 2D superconductors: from BCS to BKT model

According to the theory of Bardeen, Cooper and Schrieffer (BCS) [11, 10] of super-

conductivity, the system can be described by a coherent macroscopic wave function

|bBCS) = FJ(Uk +VkC, Ct |0))
k

where Ck,(Ct ) are the creation operators of electrons with momentum k and spin

up(down), and Uk, Vk are the corresponding complex coefficient. The two electrons

with opposite spins and the same momentum are paired by phonons and form Cooper

pairs, which conduct charges in the superconducting current.

In the 2D limit where phase fluctuations are relevant, a different phase transition

mechanism comes to light, which is known as Berezinskii-Kosterlitz-Thouless (BKT)

transition [74]. In BKT theory, when the temperature drops below the BCS mean-

field transition temperature Tc, a loss of global phase coherence and dissipation due

to a finite flux resistance occur with thermally excited vortices. In this regime, a finite

supercurrent can flow below the BKT transition temperature TBKT, as a consequence

of formation of bound vortex-antivortex pairs.

To illustrate what is BKT transition, we start with a 2D XY-model. The model

consists of planar rotors of unit length, which can be viewed as superconducting order

parameter in the SC model. For simplicity, we assume that it is arranged on a 2D

square lattice. The Hamiltonian of the system is given by

H =-J Si - S = -J cos(Oi - 3 ) (4.1)
(idj) (ij)

Here (i, j) denotes summation over all nearest neighbor sites in the lattice, and 6,
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Figure 4-1: Illustration of phase field for (a) a vortex, (b) an antivortex and (c) a
vortex-antivortex pair. It is seen that a bound vortex-antivortex pair has net vorticity

ot zero, which doesn't affect long range correlations.
screen long range correlations.

Conversely, unbound vortices

denotes the angle of the rotor on site i with respect to some (arbitrary) polar direction.

In the continuum regime, the Hamiltonian can be written as

H = Eo + fdr(V)2 (4.2)

Here EO = 2NJ is the energy of the completely aligned ground state of N rotors.

The thermodynamics of the system is obtained from the partition function

Z = e-8Eo JD[0] exp { Jdr(V)2}

a functional integral over all possible configurations of the director field 6(r).

(4.3)

The

field configurations corresponding to local minima of H and here are two types of

solutions.
6HV2

60(r) =0 = V2 0(r) =0 (4.4)

The first consists of the ground state O(r) = constant. The second type of solutions

consist of vortices in the director field. For the second type, assuming for all closed

path encircling the centre of the vortex ro satisfy

J V0(r) -dl = 2nr (4.5)
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we can estimate the energy of a vortex Eo, assuming 2nir = 27rrI VO

Evor - EO = dr[VO(r)] 2  (4.6)
2x

i 2 VfL()2rdr (4.7)

= n 2rJln(L) (4.8)

where a is the lattice spacing and L is the finite system size. In a vortex, IVOI decays

only as 1/r leading to a logarithmic divergence of the energy. We can estimate the

Helmholtz free energy of a single vortex F = E - TS. Here the entropy can be

estimated by the number of places where we can position the vortex centre, i.e.,

S = kB ln(L2/a 2 ). Then the Helmholtz free energy is given by

F = EO + (7rJ - 2kBT) In (-) (4.9)

At temperatures T > rJ/2kB the system can lower its free energy by producing

vortices. This simple heuristic argument illustrates that the logarithmic dependence

on system size of the vortex energy as well as the entropy produce the vortex unbinding

transition at temperature TBKT. The value of TBKT differ from one system to another.

In the 2D XY-model TBKT/J - 0.893 0.002 [113].

In reality it is not single vortices of the same sign that is generated at a certain

temperature. Fig. 4-1 (a) and (b) show an example of a vortex and an antivortex.

What happens is that the vortex and antivortex are bound together for temperatures

below TBKT. If we consider a pair of single charged vortex and an anti-vortex, the

energy is given by

E2vor = 2E, + E1 In (-) (4.10)

where R is the separation between the vortex and the anti-vortex, E, is the energy

of the vortex cores and E1 is proportional to J.

When vortex-antivortex pair is bound, long range order is restored due to net

vorticity of zero, as shown in Fig. 4-1. Experimentally, TBKT can be determined by
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analyzing the I-V characteristic curves at various temperatures, expected to manifest

a universal relation V oC I3 when vortex-antivortex pairs dissociate.

4.1.3 McMillan's formalism

In theory of strong-coupling superconductors, the Cooper pairs and quasiparticles

have a finite lifetime due to strong e-ph coupling. According to the BCS theory of

weak-coupling superconductivity, one has a relation between the transition temper-

ature Tc, a typical phonon energy called Debye frequency WD, and the interaction

strength N(0)V

T, = hwD exp[-1/N(0)V] (4.11)

where N(0) = DOS(EF) the density of states at the Fermi surface and V is the pairing

potential arising from the electron-phonon interaction.

According to McMillan's theory [1001, which incorporates empirical values of the

coupling constants and the "band-structure" density of states for a number of metals

and alloys, in the strong-coupling regime, the critical temperature is expressed by

eD F 1.04(1-+ A) 1TC = ODexp - 10(+A)(4.12)1.45 x A - it*(1 + 0.62A) '

where p* is the Coulomb pseudopotential of Morel and Anderson given by

DOS(EF)(Vc) , (4.13)
1+DOS(EF)Vc) ln

and A is the electron-phonon coupling constant

A = DOS(EF) 12 )/M(w 2). (4.14)

with DOS(EF) the density of states, V the matrix element of the screened Coulomb

interaction, EB the electronic band width, w (wo) the (maximum) phonon frequency,

I the electron-phonon matrix elements, M the atom mass, and (...) the average over

the Fermi surface. As one can see, when A < 1, which indicates a weak-coupling
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regime, the critical temperature reduces to a BCS expression

T, = hWD exp[-l/(A - p*) (4.15)

with A - p* = N(O)V.

In 2H-TaS 2 , assuming p* = 0.15 as suggested by McMillan, one can evaluate the

inverted form of the above equation and obtain A = 0.482 for TaS2 by assuming

OD = 250 K [127] and T, = 0.8 K 11051, indicating that TaS2 lies in the intermediate

coupling regime. In this regime, the McMillan's formalism can be applied to estimate

the critical transition temperature of the material.

4.2 Experimental results

4.2.1 Device fabrication

We exfoliate and fabricate samples with a transfer set-up built inside a glove box filled

with Argon gas, and encapsulate the TaS 2 flake between two sheets of hexagonal boron

nitride (hBN). We build our devices utilizing a improved version of polymer pick-up

technique [147] as illustrated in Fig. 4-2(a), taking advantage of the van der Waals

adhesion between 2D layers. Using this technique, hBN and TaS 2 flakes are picked

up in sequence and transferred onto pre-evaporated bottom contacts embedded in

another hBN flake. The details are as follows.

The sample fabrication process takes place in a glove box filled with Argon gas.

TaS 2 crystals (from HQgraphene) are exfoliated onto Si/SiO 2 wafers inside the glove-

box. hBN flakes that support bottom contacts are exfoliated onto Si/SiO 2 wafers.

Wafers with hBN flakes are then annealed in Ar/H 2 atmosphere at 350 'C for 3-5

hours. Selected hBN flakes, with thickness ranging from 20 to 30 nm, are patterned

with e-beam lithography using MMA/ZEP followed by XeF2 gas etch for 20 s x 5

cycles. Then Cr/Pd 2/25 nm is evaporated by thermal or e-beam deposition. In this

way, bottom contacts that are embeded in hBN are fabricated. Using a slide consisting

of a Poly(Bisphenol A carbonate) film held on top of a piece of polydimethylsiloxane
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Figure 4-2: Device fabrication of atomically thin TaS2 samples. (a) Schematic of
fabrication of TaS 2 devices using a polymer pick-up technique. (b) Crystal structure
of 2H-TaS 2 from side view. (c) Unit cell of 1H-TaS 2.

(PDMS) elastomer, hBN and TaS 2 flakes can be picked up in sequence and trans-

ferred onto the bottom contacts. Such encapsulation allows for a van der Waals seal

between two hBN flakes and therefore prohibits exposure to air during the sample

transportation outside the glove box.

With this method, we minimize the exposure to ambient atmosphere during the

device fabrication process, which makes it possible to produce high quality TaS 2

samples as thin as monolayer in our experiment.

4.2.2 Enhanced superconductivity in the monolayer limit

As seen in Fig. 4-3(a), when the temperature is sufficiently low, a clear supercon-

ducting transition is observed for 1, 2, 3, 5, 7-layer, and bulk samples. By fitting

the resistance to the Aslamazov-Larkin expression [6], we are able to determine the

mean-field superconducting transition temperature Tc. When the sample thickness is

decreased from bulk to monolayer, the corresponding T, monotonically increases from

0.9 K to 3.4 K 2. The trend observed in our experiment is strictly opposite that of

2For the monolayer flake, determination of T, becomes tricky due to electrical shortage to adjacent

flakes with different thickness. Detailed analysis and determination of T, by critical current mapping

can be found in the Supplemental Material.
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Figure 4-3: Thickness dependence of superconductivity properties in TaS 2. (a)
Resistance normalized by the normal state (R/RN) as a function of temperature
for 1, 2, 3, 5, 7-layer and bulk (d = 40 nm) samples near the SC transition. The
superconducting T, is 3.4, 3.0, 2.5, 2.05, 1.6 and 0.9 K respectively, determined by
fitting the transition curve to the Aslamazov-Larkin formula (black solid lines). (b)
T, reported in this work (circles) and in a prior study (crosses) [105]. The dashed
line guides the eye to the general trend. (c) Out-of-plane critical field H,2 for 2, 3,
5-layer samples. The dashed lines are linear fits to Hc = 0o/(27r (0) 2 )(1 - T/Tc),
where 0, (0) denote the flux quantum and in-plane GL coherence length at zero

temperature, respectively. Inset: In-plane critical field H"2 normalized by Pauli limit
(Hp ~ 1.86Tc) for bilayer and bulk samples. The dashed line for the bilayer is a fit to

the Tinkham formula [137] for 2D samples H12 = v/2#o/(27r(0)d) f(1 - T/Tc). The
purple background indicates the Pauli limit regime. (d) Normalized critical current as
a function of T/T. Dashed and dotted lines denote the models proposed by Bardeen

[9] and Ambegaokar-Baratoff [5], respectively.
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a previous finding on NbSe2 [156], where Tc decreases monotonically with thickness

reduction, despite the fact that the two materials are isostructural and isovalent. In

NbSe2 , the decrease in T, is attributed to a weaker interlayer Cooper pairing as the

layer number N is reduced. In our case, however, it is surprising to see that even

with a reduced interlayer Cooper pairing, the T, is dramatically enhanced when the

thickness is reduced. To verify that the thickness dependence of T, is independent of

extrinsic factors (such as level of disorder, substrate, source of crystal, sample qual-

ity), we measure an additional set of bilayer and trilayer samples and plot our results

alongside previously reported Tc values [105] in Fig. 4-3(b). Independent of differ-

ent sample preparation procedures and substrates, the trend of T, versus thickness

is consistent between the two sets of experimental results, indicative of an intrinsic

origin underlying the enhancement of Tc.

To further characterize the superconducting properties of thin TaS2 , we measure

the superconducting transition under both out-of-plane and in-plane magnetic fields.

Fig. 4-3(c) shows the H as a function of temperature. Close to Tc, the dependence of

H' is fitted well by the phenomenological 2D Ginzburg-Landau (GL) model, which

yields (0) = 19, 20, 26 nm for 2, 3, 5-layer respectively, where (0) denotes the

GL coherence length at zero temperature. The reported values [68, 1] for 3D ranges

from 22 nm to 32.6 nm. For in-plane field, we observe a much larger H" = 32 T at

300 mK for a bilayer (T = 2.8 K), which is more than six times the Pauli paramag-

netic limit Hp, obeying a square root rather than a linear temperature dependence

(inset of Fig. 4-3(c)). This dramatic enhancement of in-plane H" , often referred to

as Ising superconductivity, has been observed in other 2D crystalline superconduc-

tors [91, 124, 156, 1401. The above observations verify that thin TaS2 behaves as

a 2D superconductor. We also show that the superconducting transition exhibits

the Berezinskii-Kosterlitz-Thouless (BKT) transition as expected in 2D in Sec. B.2.1.

Additionally, the critical current density increases by orders of magnitude as the de-

vices become thinner (bulk J, e 700 A/cm2 , trilayer J, ~ 7 x 10' A/cm 2, bilayer

J, r 1.2 x 106 A/cm 2 ). The trend of critical current density versus temperature for

representative thicknesses is shown in Fig. 4-3(d), with a more detailed discussion
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given in Appendix B.2.2.

4.2.3 Transport properties and the CDW transition

In addition to the SC transition, bulk TaS2 is known to exhibit CDW order below

70 K. The pattern of atomic displacements in the CDW state is illustrated in Fig. 4-

4(a). In our experiment, we characterize the temperature dependent resistance of 2,

3, 5, 7-layer and bulk samples, and plot the normalized resistance versus temperature

on a linear scale in Fig. 4-4(b). All samples manifest a linear decrease of resistance

at high temperatures, consistent with phonon limited resistivity in a normal metal

[39]. Below 70 K, the 7-layer and bulk devices undergo a CDW phase transition,

producing a kink in resistance, which is manifested as a peak in dp/dT. In the inset

of Fig. 4-4(b), the temperature derivative of the resistivity is shown, and a peak in

dp/dT develops in 7-layer and bulk samples close to the transition. In 2, 3, 5-layer

samples, however, such a peak in dp/dT is absent.

To further investigate the temperature dependence of the sample resistance, we

plot the subtracted resistance R - RN(4 K) on a log-log scale in Fig. 4-4(c). For bulk,

the linear temperature dependence is disrupted by a sudden switch to T' near TCDW,

a well-known consequence of electron-phonon scattering at temperatures lower than

the Debye temperature OD. In contrast, a gradual transition to R ~ T2 is observed

in 2, 3-layer samples. It is important to note that these powers are only observed

over the range between T ~ 55 K and SC T, and thus extend over a bit less than a

decade.

In bulk TaS2, the Hall coefficient undergoes a broad transition between 70 and

20 K including a change in sign at 56 K [136], which is another indicator of the elec-

tronic structure change induced by the CDW transition. It has been shown that a

two-carrier model with light holes and heavy electrons is necessary to explain the op-

posite signs for the Seebeck and Hall coefficients measured above the CDW transition

temperature, as opposed to a single-carrier model describing the low-temperature be-

havior [136]. In Fig. 4-4(d), we plot the Hall coefficient (RH) of three representative

thicknesses below 100 K. In the 5-layer sample, a significant deviation from the bulk
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Figure 4-4: (a) Illustration of the atom position of Ta and S atoms in the normal
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0.8. (d) Hall coefficient RH = d -VH(I - B) measured while cooling down. Data for
the bulk crystal is from Ref. [136].
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behavior is already apparent: the overall magnitude of RH and temperature where

it switches sign are both diminished. However, the most striking fact is the weak

temperature dependence and absence of a sign change in the 2-layer sample. This

implies that the same electronic structure modification caused by the CDW transition

that affects the Hall coefficient is also absent in the 2D limit.

4.3 Discussion and conclusion

As superconductors are thinned down to the 2D limit, their critical temperature T,

typically decreases [60]. This suppression of SC is normally attributable to either

disorder-induced localization of Cooper pairs, weaker Coulomb screening in 2D, or

reduction of the superfluid stiffness which leads to a reduction of the BKT transition

temperature. Recent studies reveal more novel origins of suppressed superconduc-

tivity in atomically thin NbSe 2, including a weaker interlayer Cooper pairing [156]

and suppression of the Cooper pair density at the superconductor-vacuum interface

[70]. Beyond these mechanisms, here we consider a key factor affecting T, that not

quantitatively studied in atomically-thin layered 2H-MX 2 : the interaction with CDW

order.

Anticorrelated trends between SC and CDW transition have been observed in

bulk 2H-TaS 2 crystals under pressure [48, 1] and in single crystal alloys [144, 44, 83].

Here we hypothesize that the enhancement of T as sample thickness decreases all

the way to the 2D limit is associated with a suppression of the electronic structure

reconstruction induced by the CDW order.

4.3.1 DFT calculations

To better understand the possible interplay between the SC and CDW transitions,

we investigate the electronic and vibrational properties of 2H-TaS 2 with density func-

tional theory (DFT), as implemented in the VASP code [76, 75j, which allows us to

obtain the density of states (DOS) in the normal and the CDW phases for monolayer,

bilayer and bulk. A comparison of Fig. 4-6(b) and (c) reveals an appreciable reduction
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of DOS near the Fermi level induced by CDW order for all three thicknesses. This

is consistent with previous magnetic susceptibility and heat capacity experiments

showing a sharp drop of density of states below the CDW transition [37, 97].

We investigate next the effects of CDW on the band structure. In Fig. 4-6(a), we

plot the band structures in the normal phase and in the CDW phase, denoted by red

and grey curves. In order to display the band structure of the CDW phase in the

original Brillouin zone (BZ), we need to "unfold" the calculated CDW band structure

from the supercell BZ (sBZ) to the original BZ. This is achieved by performing a

Wannier transformation [961 to decompose the extended Bloch wavefunctions onto

localized atomic orbitals from the tight-binding Hamiltonian [45, 1181 (see Appendix

B.4.2 for more details). It is clearly seen in Fig. 4-6(a) that the CDW distortions result

in a gap forming on the inner pocket around K along F-K and K-M. In addition, the

saddle point located along F-K, is shifted to energies above the Fermi level. The

reconstruction of electronic structures induced by the CDW order is also seen in the

Fermi energy contour plots shown in Fig. 4-6(d) and (e). After the CDW transition,

the pockets around K and F are either partially or fully gapped. This reconfiguration

of electronic structures may account for the abnormal change of sign seen in the Hall

measurement. However, a quantitative analysis is not possible without access to both

the local curvature of the Fermi surface and the anisotropy in the scattering time at

different k points. Given that the k dependent CDW-gap and SC-gap formation in

2H-MX 2 have been intensively studied by ARPES [71, 861, our DFT calculations can

serve as a check of these results.

We also computed the phonon dispersion for the bulk and monolayer (see Fig. 4-5

and Appendix B.4.3). We find that in both cases, an acoustic mode that involves in-

plane motion of Ta atoms softens and becomes unstable as the electronic temperature

is lowered. In both cases the instability occurs at approximately the same wave vector

that corresponds to the CDW ordering QCDW . 2/3 FM [3]. This is in good agreement

with the 3 x 3 periodicity of the CDW order observed in 2H-MX 2. One key message

of this calculation is that CDW ordering remains energetically favorable even in the

monolayer case.
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Figure 4-5: Phonon spectrum along F-K-M-F for TaS 2 (a) bulk, (b) monolayer crys-
tals. (c) The comparisons of the density of states of the monolayer (blue) and the
bulk (red) crystals.

4.3.2 Unconventional T, enhancement

To investigate the change of T, that may be induced by a suppression of the CDW

order, we calculate T, as a function of CDW amplitude based on electronic and

phononic structure calculations. We recall that in McMillan's theory, the critical

temperature is expressed as Eq. 4.15. We can investigate the impact of progressive

weakening of the CDW by varying the magnitude of atomic distortion. A scaling

factor, from 1 to 0, is used to define the fraction by which the magnitude of the

atomic displacement is reduced with respect to the stable distorted configuration. The

corresponding DOS as a function of atom displacement amplitude is calculated by

DFT. Using the bulk as a starting point, we take into account the change in DOS(EF)

and a small phonon energy shift (w2 ) calculated for the monolayer, and predict T,

within the McMillan formalism. We find that if the CDW distortion is completely

suppressed, the corresponding change in DOS(EF) can result in an enhancement of

T, up to 3.75 K (see Sec. 4.1.3). The result is summarized in Fig. 4-6(f). This

provides a good approximate estimate on the impact of the suppression of the CDW

instability on the superconducting Tc. Interestingly, this estimate agrees reasonably
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0.8 0.6 0.4
CDW amplitude

Figure 4-6: (a) Band structure for monolayer 2H-TaS 2. The grey lines show the
unfolded band structure compared with the original band structure in the normal
phase (red lines). (b) Density of states for monolayer/bilayer /bulk in the normal
phase. Monolayer in the CDW phase is plotted as a grey shade for reference. (c)
Density of states for monolayer/bilayer/bulk in the CDW phase. Monolayer in the
normal phase is plotted as a grey shade for reference. (d) Energy contour at the Fermi
energy in the CDW phase for monolayer TaS2. (e) Energy contour at the Fermi energy
in the normal phase for monolayer TaS 2. (f) Left axis: density of states at the Fermi
level DOS(EF) as a function of CDW amplitude for the monolayer. Right axis: T,
from McMillan's formalism [100] using the calculated DOS(EF)-
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well with our experiment, indicating the importance of including electronic structure

modifications induced by the CDW as a contributing factor. We note that there are

several other factors that can impact Tc, such as substrate effects, the presence of a

van Hove singularity near the Fermi level, enhanced electron-phonon coupling due to

reduced screening [105] in 2D. These factors have been discussed in great detail in

the literature and we do not reiterate them here.

The above analysis investigates primarily the direct competition between CDW

and superconductivity over DOS. We further note that a continuous suppression of

the CDW phase as a function of thickness would imply a softening of the CDW

amplitude mode. If the presence of quantum fluctuations caused by proximity to a

CDW transition is considered, the analysis of its impact on SC can go beyond a simple

"competing order" scenario [150]. The competition between fermionic incoherence and

the strong electron-mediated pairing near a quantum critical point can yield a pairing

instability at temperature T, which increases and saturates as the order correlation

length -+ oc. This reveals potentially rich relationships between CDW and SC

that cannot be simply interpreted in the BCS framework as the material thickness is

reduced towards the 2D limit.

After careful analysis of possible correlations between SC and CDW in TaS 2 by

DFT calculations, we turn to a discussion on the transport data shown in Section

4.2.3. We will argue that the transport data is also consistent with the scenario of

suppression of the CDW transition as sample thickness decreases. Let us start from

the disappearance of the kink in the resistivity curve in Fig. 4-4(a). While the exact

relation between the CDW ordering and the kink is not fully understood, its disap-

pearance is definitely consistent with suppression of the CDW transition temperature

or a complete disappearance of the ordering phase. The evolution of this kink was

also studied in bulk samples of TaS2 with intercalation, showing similar disappear-

ance of the kink when the CDW order is suppressed [136]. The change in the power

of the temperature dependent resistivity from T' to T2 can also be explained within

the same framework. However, in this case it is only consistent if the suppression

of the CDW order is continuous, such that the gap of the amplitude mode of the
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CDW becomes very small in ultra-thin samples. As we show in the Appendix B.5,

when the gap of the amplitude mode is smaller than thermal excitations, scattering

of electrons off these fluctuations leads to a strong T2 contribution to the resistivity

[61]. We also note that using a Kadawaki-Woods scaling [63] one finds that the T2

resistivity from electron-electron scattering is expected to be much smaller than the

one we measured. Finally, the absence of a change in the sign of the Hall coefficient

indicates that the change in electronic structure occurring in the bulk is either absent

or different in the 2D limit. Thus, it could be that the CDW order disappears, or a

different type of CDW order is stabilized in the ultra-thin limit. In summary, we find

that both the superconducting and transport data are consistent with the hypothesis

that the CDW order is continuously suppressed when reducing the sample thickness

towards the 2D limit. It is, however, important to point out that none of our probes

directly measure such an effect and at this point it can only be viewed as a hypothesis

consistent with multiple different measurements.

This is not the first experiment indicating that a CDW phase transition vanishes

in reduced dimensions [136, 7, 114, 126, 166]. Its origin is still under debate [7, 50].

Recently, a study showed that lattice fluctuations arising from the strong electron-

phonon coupling act to suppress the onset temperature of CDW order, leading to

a pseudogap phase characterized by local order and strong phase fluctuations [47].

This is consistent with our model of presence of soft phonons, or CDW fluctuations

[1041 as primary contributor to the T2 behavior of resistivity observed above TcDW.

More interestingly, theory predicts that quantum fluctuations caused by proximity to

a CDW transition can boost superconducting pairing by providing sources of bosonic

excitations [150]. Although there is no direct evidence that CDW fluctuations facili-

tate superconductivity in 2H-TaS 2 , this scenario reveals a potentially rich relationship

between CDW and SC.

4.3.3 Conclusion

In conclusion, we observe enhanced superconductivity in atomically thin 2H-TaS2

accompanied with suppression of the CDW-induced transport signatures. Our elec-
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tronic band structure calculations show that suppression of the CDW phase leads to

a substantial increase in DOS(EF), which acts to boost the superconducting Tc. Our

result reveals that competition of the two ordered phases in determining the DOS can

provide a reasonable explanation of the enhanced superconducting T, in this material

down to the monolayer limit. Future layer dependent studies that directly probe the

CDW order, for example, through STM/STS, Raman and ultrafast spectroscopy mea-

surements, will be essential to understanding the origin of the CDW formation and

its stability against dimensional reduction. Future studies on the microscopic origin

of the mechanisms (electronic, magnetic, electron-phonon, etc.) will be of paramount

importance to comprehensive understanding of the mutual interactions between the

CDW and SC.
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Chapter 5

Machine Learning Assisted

Identification of 2D Materials

5.1 Introduction

In 2003, one ingenious physicist took a piece of graphite, some Scotch tape and a

lot of patience and persistence and produced a magnificent new wonder of material

that is a million times thinner than paper, stronger than diamond, more conductive

than copper. It is called graphene. It took the physics community by storm when

the first paper appeared in Science magazine in 2004 [1111, and it is now one of the

most highly cited papers in materials physics. In 2010, the Nobel Prize in Physics

was awarded jointly to Andre Geim and Konstantin Novoselov "for ground breaking

experiments regarding the two-dimensional material graphene".

Despite numerous groundbreaking discoveries and proliferating research on graphene

and 2D materials beyond graphene, mechanical exfoliation remains the best technique

of producing such high-quality 2D materials. The procedure is illustrated in the left

panel of Fig. 5-1. It relies on using Scotch tape to repeatedly peel away the top

layer to achieve progressively thinner flakes attached to the tape. After transferring

these flakes onto the surface of a silicon wafer, the flakes with different thicknesses

are randomly distributed on a centimeter-scale wafer. After that, one need to spend

hours seating in front of a microscope, in order to search for eligible micro-sized 2D
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Figure 5-1: Project overview. We studied optical images of 13 different layered materi-
als. For four types of crystals (graphite, MoS 2 , WS 2 , TaS 2), we also differentiate IL (1
layer), 2-6L (2 to 6 layer) and > 6L (larger than 6 layer). There are 22 pixel classes in
total including "background". We developed a convolutional encoder-decoder seman-
tic segmentation network ("SegNet") for pixel-wise image classification. It is capable
of generating pixel-wise labels for input optical images of exfoliated 2D materials.

96

F



crystals for study. It would be fantastic if an automated "hunting" machine of 2D

materials can be invented to replace human efforts. One of the key components of

such an automated "hunting" machine is the algorithm to identify eligible flakes (i.e.

single layer of 2D materials) in optical images of 2D materials. With the rapid devel-

opment of deep learning, current semantic segmentation methods based on convolu-

tional neural networks (CNNs) can analyze more complicated scenes than traditional

methods, for applications such as autonomous vehicles and medical image diagnos-

tics [90, 27, 121, 8]. These methods also fit the needs for processing microscopy or

spectroscopy data.

In this chapter, we present deep learning assisted identification of 2D materials

using semantic pixel-wise segmentation methods. This network is capable of gener-

ating pixel-wise labels for optical images of 2D materials. We show that this network

can differentiate subtleties of different crystals as well as different thicknesses of the

same crystal. This work is done with Yuxuan (Cosmi) Lin from Tomins Palacios's

group, and Bingnan Han from Jing Kong's group.

5.1.1 Background

As mentioned above, to realize automated identification of eligible nanosheets of 2D

materials, a robust optical identification algorithm is essential. It is desirable that

the algorithm can be: 1) generic, thus applicable to different images of different 2D

materials taken by different people from different research groups; 2) adaptable, in

case that condition of image taking, material types or identification criterion changes;

3) fast, so that it can allow real-time processing.

Recently, several efforts have been made to automate such a process [18, 108, 26,

55, 120, 82, 67, 84, 95, 88]. These optical identification methods are mostly based on

optical contrast of the 2D crystals, and as a result, they are usually very specific to

a particular type of 2D crystals, the conditions and configurations of the microscope

being used, and subject to the quality of images, etc. The requirement for optical

contrast based method to work for multiple optical images is very stringent. First,

all the conditions (microscope, light source, substrate) need to be kept exactly the
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Figure 5-2: Representative optical images with different hues and brightnesses before
(first row) and after (second row) normalization.

same. Second, the pixels that need to be differentiated must be well-separable in

the color space. However, variations in quality of images are ubiquitous in real-world

optical images of 2D materials, as shown in the first row of Fig. 5-2. There exist all

sorts of variations in real world optical images, including brightness, white-balance,

substrate thickness and so on. Different objectives or different brands of microscope

can also generate different optical images. In addition, some images suffer from the

problem of uneven illumination due to the lamp of the microscope. These variations

greatly hamper the capability of contrast based or clustering based algorithm (details

of clustering based technique can be found in Appendix C.1.2). Here we developed

an image normalization algorithm by transforming RGB image to L*a*b color space

and using background color as a reference for normalization. The result is illustrated

in Fig. 5-2. For more details about this image normalization process, see Appendix

C.1.1.

5.1.2 Deep learning for image segmentation

Semantic segmentation has wide applications ranging from scene understanding, in-

ferring support-relationships among objects to autonomous driving. For example,

in scene understanding tasks, it is capable to model appearance (road, building),

shape (cars, pedestrians) and understand the spatial-relationship (context) between

different classes such as road and side-walk. It is illustrated in Fig. 5-3.

This is achieved by a convolutional encoder-decoder semantic segmentation net-
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Figure 5-3: SegNet predictions on road scenes and indoor scenes from Ref. [8].

work ("SegNet") for pixel-wise image classification. This SegNet [8] we use in our

paper has an encoder network and a corresponding decoder network, followed by a

final pixel-wise classification layer. The architecture is illustrated in the right panel of

Fig. 5-4. The encoder network consists of 13 convolutional layers which correspond

to the first 13 convolutional layers in the VGG16 network [131] designed for object

classification. In this experiment, we fix the number of convolutional kernels in each

convolutional layer and the number convolutional layers in each depth to be 64 and

2, respectively, rather than varying them gradually as the layer becomes deeper, as in

the case of the VGG16 structure. Each encoder in the encoder network performs con-

volution with several filters to produce a set of feature maps, followed with batch

normalization. Then an element-wise ReLU layer is applied. Then a max-pooling

layer with a 2x2 window and stride 2 is performed and result in downsampling of

the image by a factor of 2. Besides, the network stores the max-pooling indices, i.e,

the locations of the maximum feature value in each pooling window is memorized for

each encoder feature map.

The decoder produces sparse feature maps in the decoder network by upsampling
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Figure 5-4: An illustration of the SegNet architecture. Part of of the image is derived
from Ref. [8]

its input feature maps using the max-unpooling. This step utilizes memorized

max-pooling indices from the corresponding encoder layers. Convolution is then

performed on these feature maps with trainable decoder filters to produce dense

feature maps, followed with batch normalization. An element-wise ReLU layer is

then applied. After equal number of upsampling to match the input size, the final

output feature maps are fed to a soft-max classifier for pixel-wise classification. The

predicted segmentation is matched to the class with maximum softmax probability

at each pixel.

Semantic segmentation network in a nut shell

To understand the functionality of each layer of the SegNet, we briefly introduce some

basic components in the SegNet. Some of the descriptions can be found in Wikipedia.

The full architecture of the SegNet is shown in Appendix C.2.

Convolution In deep learning, a convolutional neural network (CNN, or ConvNet)

is a class of deep neural networks, most commonly applied to analyzing image.

It is capable of assigning importance (learnable weights and biases) to various

aspects/objects in the image. The feature maps generated by convolutional

layers can be used to differentiate one image from the other by learning ap-

propriate filters. A convolutional neural network consists of an input and an

output layer, as well as multiple hidden layers. The hidden layers of a CNN

typically consist of convolutional layers, ReLU layer i.e. activation func-

100



Feature map 1,2,...k1  Feature map 1,2,...k2  I Output Label

0

0# Flattenof s
i nto

3.1 Y
o" -0vco

36ue55 lutaino onouinlnua ewr o imgecasiico .

lol Il 0

tinpon lers, fuly fnneted aesadnraizainlyr.Ti

* x~ch l 3xo xk oe
11: #o class 0

is- sh w 0-1 Fig. 5-.

Io 0

I =

Figue 5-5:tIlustio of a convolutdifnaltnural netorkin for imaer clsifction.a

Tone poing szlersfully cn2 eted plyg an normatonlay eThs

Poling Covefolt a a ssanneworsm int.

neuraye intante snleyer.oni in prennexteltyersamhers the taditypesao polting:ye

te aetra of a omthenpo neural network e ima ge credis the aenl.

FlonnectediFlly connected layers c te ntronlinafon layerthe eve

Polneuronviaolthera laewr.kts iny pincilete oln sames. etrdiinal mllayerdc

perespton nieraltnewoore (ML).the flttn cmarixg ges thurocuher atfll

onectaed lnae tonclasif thero imaghes.x ae.Teeae wyefpoig

101



Activation function The activation function of a node defines the output of that

node, or neuron, given an input or set of inputs. It adds none-linearity to the

neural network. It decides whether a neuron should be "fired" (activated) or

not. For example, ReLU is the abbreviation of rectified linear unit, which

gives f(x) = max(O, x). Softmax is also a common activation function fi(Y) =

Batch normalization To increase the stability of a neural network, batch normal-

ization normalizes the output of a previous activation layer by subtracting the

batch mean and dividing by the batch standard deviation.

Upsampling The key component of SegNet is the decoder network which consists

of a hierarchy of decoders with unpooling layers corresponding to each pool-

ing layer in encoder. The appropriate decoders use the max-pooling indices

received from the corresponding encoder to perform non-linear upsampling of

their input feature maps.

Training The process of optimizing weights and biases in the network to achieve

desirable performance. Training dataset is the actual dataset that is used to

train the model. The model sees and learns from this data.

Validation A sample of data is used to provide an unbiased evaluation of a model

fit on the training dataset while tuning model hyperparameters. This sample is

called validation dataset. It produces more unbiased result if the validation

dataset is separated from the training dataset. Sometimes cross-validation is

used where validation dataset is incorporated into the model configuration.

Test The process of providing an unbiased evaluation of a final model fit on the test

dataset.

5.1.3 Image segmentation toolbox in Matlab

Matlab provides a toolbox (since 2018 version) for image segmentation. Fig. 5-6 shows

a semi-automatic labeling process using the toolbox. Foreground and background
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Figure 5-6: Image segmentations with Matlab image segmentation toolbox. In each
step, the pixels of one class is specified by user and corresponding binary mask is
created. The final pixel-label result combines all binary masks and assign the pixels
that are not in the masks as "background".

Material Crystal system Point group Space group Bandgap Exfoliation energy

graphite Hexagonal D6h P6/mmm 0 eV 70.36 meV
hBN Hexagonal D6h P63 /mmc -6 eV 71.34 meV

2H-MoS 2  Hexagonal D6h P63 /mmc 1.8 eV 76.99 meV
2H-WS 2  Hexagonal D6h P63 /mmc 2.1 eV 76.27 meV
2H-WSe2  Hexagonal D6 h P63 mMC 1.7 eV 79.63 meV

2H-MoTe 2  Hexagonal D6h P63 /mmc 1.1 eV 90.98 meV
2H-TaS 2  Hexagonal D6h P63 /mmc 0 eV 87.15 meV

2H-NbSe 2  Hexagonal D6h P63 /mMe 0 eV 98.28 meV
1T-HfSe 2  Trigonal D3d P3ml 1.1 eV 92.05 meV

BP Orthorhombic D2h Cmce -0.5 eV 111.62 meV
Cr13  Monolithic C2h C2/m 1.2 eV -

RuCl 3  Monolithic C2h C2 m 0.3 eV -
ZrTe5  Orthorhombic D2h Cmcm 0 eV 90.00 meV

1Td-WTe 2  Orthorhombic C2v Pmn21  0 eV 84.90 meV

Table 5.1: Summary of the physical properties of the 2D materials used in this study
[152, 15, 99, 78, 132, 159, 57, 28, 175].
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can be specified by users and a corresponding graph cut can be auto-identified and

created. In this way, we can create a label map for each class and then combine it

into a multi-class label map.

5.2 Training and analysis

We start with optical images of 13 different layered materials (Fig. 5-1), including

graphene/graphite, hBN, 2H-MoS 2 , 2H-WS2 , 2H-WSe2 , 2H-MoTe 2, 2H-TaS 2, 2H-

NbSe2 , 1T-HfSe 2, black phosphorous (BP), Cr1 3 , RuC1 3 and ZrTe5 . These 2D mate-

rials offer a full variety of optical and electrical properties, such as metals, semicon-

ductors, insulators, magnets and superconductors. The physical properties of these

2D materials such as crystal structure, optical band-gap and exfoliation energy is

summarized in Table 5.1.3. There are in total 850 labeled images used in our study.

These images are taken by more than 30 users from different research groups using

6 different microscopes in a time span of greater than 10 years. Many of them are

contributed from Pablo Jarillo-Hererro's group A MIT Physics.

By utilizing the segmentation toolbox in Matlab (some of them are labeled by

a Superpixelization + DBSCAN clustering based algorithm explained in Appendix

C.1.3), we are able to associate each pixel in the optical image to either background or

one of the 13 crystals. In particular, for four crystals - graphene, 2H-TaS 2 , 2H-MoS 2

and 2H-WS 2 - we also assign the labels according to their thicknesses. The categories

are 1-layer (IL), 2- to 6-layer (2-6L) and larger than 6-layer (> 6L). There are 22

categories in total including the "background". Images are then normalized in l*a*b

color space as illustrated in Appendix C.1.1. We then perform data augmentation

involving cropping and random transformation. After cropping, the input images have

size of 224 x 224 pixels. We feed 90% of the augmented data (22,950 RGB images)

to the semantic segmentation network as described in Sec. 5.1.2 and reserved 10%

(2,550 RGB images) for validation. The network is trained in a GPU environment.

It is worth mentioning that in our training dataset, there is a large variation in

the number of pixels from each class in the training dataset. For example, number of
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Figure 5-7: Confusion matrix of pixel-level classification for (a) 13 crystals, (b)
graphene with different layers, (c) 2H-MoS 2 with different layers, (d) 2H-WS 2 with
different layers, (e) 2H-TaS 2 with different layers. Confusion matrix of flake-level
classification for (f) 13 crystals, (g) graphene with different layers, (h) 2H-MoS 2 with
different layers, (i) 2H-WS 2 with different layers, (j) 2H-TaS 2 with different layers.
"BG" stands for background. "L" in "1L" denotes 1 layer.
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Figure 5-8: Test results. The first row is the optical microscope (OM) image of 2D
materials. The image has been normalized in color space. The second row is the
pixel-wise labels created by human researchers, which is called "ground truth". The
third row is the pixel-wise labels generated by SegNet, which is called "result".
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(d) fe)

Depth =3 Depth =2

Figure 5-9: Feature maps in the trained SegNet. (a) the input OM image. (b)
Depth=1 to 5 encoder layers. Channel #153 of the Depth=5 encoder layer is circled
by red. (c) Depth = 5 to 2 decoder layers. (d) The last decoder layers (conv. and
ReLU layer). (e) Channel #153 feature map of the Depth=5 encoder layer.

"background" pixels is expected to be much larger than number of pixels labeled with

any 2D materials. If not handled properly, this imbalance can jeopardize the learning

process and the correct labeling of the dominant classes will always be favored. It

hampers the capability to classify small object in the image. Therefore, there is a

need to weight the loss differently based on the class pixel numbers. One way to

assign the weights is to compute the ratio of the median of class frequencies based on

the entire training set divided by the class frequency. The weights are then assigned

to each class when calculating the loss function.

With our computing environment (see Appendix C.3), the training process for the

VGG16 SegNet took around 9 hours with a GPU, whereas the testing speed can be as

high as 3 frames per second (fps) using a CPU, and 20 fps using a GPU. This means

the SegNet, once properly trained, and be easily adapted to computers with common

configurations and integrated to an optical microscope with an automatic scanning
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stage for fast or even real-time identification.

Here in Fig. 5-7 shows the pixel-level and flake-level classification accuracy for

different categories for validation dataset. It is reflected in the confusion matrix heat

map. Each row of the matrix represents the labeled class while each column repre-

sents the percentage of pixels labeled in an actual class. The diagonal elements in

confusion matrix describe the correctly labeled percentage of pixels. We also plot the

confusion matrix within each crystal types that have sub-classes of different thick-

nesses. The accuracy of different classes ranges from 73% to 98%. Fig. 5-1 also shows

representative label outputs of test images for each crystal class. More test results

can be found in Fig. 5-8. The rows in the figure correspond to optical microscope

(OM) image, human labeled ground truth and label result generated by SegNet. As

one can see from this figure, the result generated by SegNet agrees very well with

ground truth.

In addition to classification accuracy, it is interesting to explore what has been

learnt by our neural network. To understand how the SegNet extracts features from

2D material optical microscopy images, we analyzed the output feature maps of all

the layers in the trained network for OM images in the test dataset as the inputs. As

a demonstration, we used a typical image of graphite/graphene (shown in Fig. 5-9

(a)) as the input. The corresponding convolutional feature maps of all the layers in

the encoder, decoder, and output sections of the SegNet are summarized in Fig. 5-9

(b)-(d). Taking the convolutional feature maps in the encoder as an example (Fig. 5-

9 (b)), we can clearly see that Depth=1 feature maps are highly correlated to color

and contrast information. In this shallow layer, the background and monolayer re-

gion of graphene are not easily separable because of the weak contrast between the

two classes, whereas multilayer graphene region is already quite distinguishable. In

Depth=2 feature maps, more boundary characteristics are detected, and the edges of

graphene monolayer regions start to stand out in some of the feature maps. With

the increase of the depth, the size of each feature map becomes smaller because of

the pooling layers in the network, and the receptive field of each convolutional ker-

nel becomes relatively larger, which leads to a higher level abstraction of the global
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Figure 5-10: Investigation of feature extraction mechanism in the SegNet. (a) Optical
properties such as band structure and layer thickness can lead to (b) object contrast
and determine (c) object edges. (d) Mechanical properties can impact the (e) flake
shape and (f) flake size. All these properties are captured by feature maps generated
by different filters in the encoder network.
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graphical features. For instance, Fig. 5-9 (e) displays the most prominent feature

map (Channel #153) of the Depth=5 encoder layer with the largest activation value.

It is observed that this feature map is highly correlated to the monolayer graphene

region. By feeding the network with more images that contain thin layers of graphene

and other materials as summarized in Fig. 5-10, we further confirmed that Channel

#153 is actually sensitive to pink/ light purple flakes with smooth edges and regular

shapes.

In the SegNet architecture, the deepest layer (Depth = 5) in the encoder part

contains the most dense features that SegNet learns from a particular image. It

is enables by the hierarchy of filters in the convolutional layers of the encoder. By

investigating the feature maps generated in Depth = 5 layer in the encoder component,

one can tell what characteristics in the image has been captured by different filters.

In our study, we feed several test images into the neural network, and examine the

feature maps generated by the 512 channels of the Depth=5 encoder layer. Out

of 512 channels, there exist a few that we can associate interpretable functionality.

For example, some of the filters are good at recognizing low contrast objects, while

others are better at detecting objects with higher contrast. Some filters are good

at detecting edges, while some filters are sensitive to slender objects or objects with

acute edges. Some filters are capable of differentiating small fragments from others.

These observationss are summarized in Fig. 5-10. It confirms that our neural network

is capable of generalizing and detecting various intrinsic properties and universal

features of 2D crystals through learning.

The above feature map analysis has provided a better understanding about how

deep graphical features can be exploited by the SegNet for more accurate and generic

optical identification of exfoliated 2D materials. More interestingly, we found that the

same trained network can be used for more advanced tasks such as prediction of ma-

terial properties. The deep graphical features captured by the network are correlated

to the optical and mechanical properties of the material. This work demonstrates a

promising deep learning platform to realize fully automated 2D crystals 'hunting'.
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5.3 Outlook

Now it is time to re-examine the robustness of the deep learning assisted technique

for identification of 2D materials. First, as is shown in the previous section, this deep

learning algorithm is capable of generating reasonable pixel-label result for various

images (850 original images, 13 materials, 22 categories, > 30 users from 8 research

groups, 6 microscopes, > 10 years' time span). These images offer a full variety

of substrates and material types and microscope/lamp conditions. Therefore, we

believe that this is a universal method for reliable identification of 2D materials, not

necessarily constrained to images taken under specific condition.

Second, an important advantage of our machine learning method, is that it is

adaptive. It can pass on the learnt knowledge to a new identification task, where

pre-trained models are used as the starting point of the new model. This can greatly

enhance the training process, especially when the dataset of the new task is limited.

In a new study, we conducted a new identification task on lTd-WTe 2 , which is not

seen by the SegNet. Only 41 labeled images are provided, and 31 of them are used

for training. By loading the pretrained network and about 4 hours' training, we can

achieve 96.7% global accuracy.

Last, the test speed of our network reaches 2.8 fps (frame per second) for CPU

environment and 20 fps for GPU environment. This is fast enough to allow real-time

processing.

In brief, we show that identification of 2D materials can be readily and reliably

fulfilled using a deep learning architecture, without complex set-up or expensive in-

strument. By this development, we can reduce the human intervention involved in

the 2D material device fabrication by orders. We believe that this work is able to free

up researchers from time-consuming repetitive tasks and allow them to focus on more

intellectually creative tasks. It will greatly facilitate the autonomous robotic search-

ing and assembly of two-dimensional devices, thus expedite their research toward

practical applications.

Moreover, the fact that the SegNet is capable of differentiating different 2D ma-
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terials is also worthy of attention. We know that the library 2D materials offer a full

variety of mechanical, electronic and optical properties. By far, there is no system-

atic study on the morphology and color tonality of exfoliated 2D crystals as well as

their relationship to the intrinsic mechanical, electronic and optical properties of the

material. The subtleties of morphology and color tonality of different exfoliated 2D

crystals may not be captured by human eyes, or it is hard to cross validate the anal-

ysis if the images are taken under different conditions. Therefore, optical images are

not yet proven as reliable sources to infer crystal properties. However, it is possible

that a deep learning neural network is capable of summarizing enough features from

images and infer their intrinsic properties utilizing the morphology and color tonality

information. It would be very exciting if our deep learning algorithm that is based on

optical images can serve as a technique, similar to X-ray and Raman spectroscopy, to

infer crystal structures or optical properties in the future.

112



Appendix A

WSe 2 High Mobility Devices:

Supplementary Information

Here we present supplementary information for Chapter 3.

A.1 Characterization of Sample B at 220 K

In Chapter 3, we showed transport measurement performed on two different devices,

sample A and B. Sample B is a 4-layer WSe2 device, with the same device structure as

sample A. Fig. A-1 shows the current characteristic and extracted contact resistance

and conductivity for different ionic liquid gate settings. As shown in Fig. A-1 (a),

by changing the ionic liquid gate voltage VIL from 0 V to -3 V, while sweeping the

back-gate voltage, the device changes from balanced, ambipolar transistor behavior

to strong p-type conduction, which indicates the enhancement of p-type contact when

applying a favorable negative ionic liquid gate voltage. This effect is also shown in

the I-V curves with different ionic liquid gate voltages at fixed VBG = -75 V (see

Fig. A-1 (b)). Compared to VIL = 0, the linearity of I-V curve at VIL = -3 V is

greatly improved. This nearly ohmic contact rendered by high negative VIL enables

four-terminal resistivity and Hall measurements to extract contact resistance, intrinsic

conductivity, and Hall mobility of this device. We note that all the measurements

are done at a temperature - 220 K, which is slightly above the freezing temperature
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Figure A-1: Sample B: IDS as a function Of VBG measured at different ionic liquid
gate voltages: VIL = -3, -2, -1, 0 V. VDS = 0.5 V. (b) IDS as a function of VDS for the
same set of VIL, with fixed VBG = -75 V. (c) Contact resistance as a function of VBG

of the WSe 2 device at different VIL. (b) The comparison of conductivity of sample A
and B as a function of VBG, extracted from four-probe measurements with ionic liquid
gate voltage configured for best performance of p-type contacts. The temperature for
all measurements was 220 K.
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of the liquid (~ 200 K) [164] to minimize chemical reactions between the ionic liquid

and contact leads.

Based on four-terminal measurements, the contact resistance, RC, is extracted

from the resistivity as Rc = Vds/Ids - p -l/w, where 1 and w are the full sample length

and width, respectively, and p = (V_/Id,)/(1jn/w), with lj, the length between the

inner contacts. From VIL = 3 V to -3 V, the contact resistance for VBG = -75 V

decreases by more than two orders of magnitude, which demonstrates the tunability

of the contact resistance by the ionic liquid. We also plot conductivity as a function

of VBG for VIL = -3 V compared with conductivity of sample A in Fig. A-1 (d).
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Appendix B

TaS2 Supplementary Information

Here we present supplementary information for Chapter 4.

B. 1 Device fabrication

In our experiment, the sample fabrication process takes place in a glove box filled with

Argon gas. 2H-TaS 2 crystals (from HQgraphene) are exfoliated onto Si/SiO 2 wafers

inside the glovebox. The flake thickness is determined by atomic force microscope

or optical contrast. We then build our device utilizing a polymer pick-up technique

[147], taking advantage of the van der Waals adhesion between 2D materials.

hBN flakes that support bottom contacts is exfoliated onto Si/Si0 2 wafers. Wafers

with hBN flakes are then annealed in Ar/H2 atmosphere at 350 'C for 3 hours. Se-

lected hBN flakes, with thickness ranging from 20 to 30 nm, are patterned with

e-beam lithography using MMA/ZEP which serves as e-beam resist and etch mask

for a XeF2 etch. After development in o-xylene for 1 min and IPA:water solution (3:1)

for 2 min (cooled in ice bath), hBN is then etched with XeF2 gas for 20 s x 5 cycles.

This is sufficient to etch all the hBN in the exposed channel. Then Cr/Pd 2/25 nm is

evaporated by thermal or e-beam deposition. In this way, bottom contacts that are

embeded in hBN are fabricated.

Polymer slides that are used to pick up exfoliated flakes and build 2D heterostruc-

tures are made in the following way: 1) A piece of polydimethylsiloxane (PDMS)
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elastomer (1 mm x 1 mm square) is laid down on a glass slide. 2) A droplet of

Poly(Bisphenol A carbonate) (PC, dissolved in chloroform 6% in weight) is dropped

to a glass slide, and then forced to spread by pressing another glass slide on top.

After left dry for about 10 min, a uniform thin film of PC is made. 3) The PC film

is then transferred on top of PDMS and held in place with a double-sided tape.

Meanwhile, another hBN flake is exfoliated onto Piranha-cleaned SiO 2 and an-

nealed in Ar/H 2 atmosphere at 350 'C for 3 hours. 2H-TaS 2 is exfoliated onto

Piranha-cleaned SiO 2 inside the glove box. Using the polymer slide, hBN and 2H-

TaS2 can be picked up in sequence and transferred onto the bottom contacts. All the

pick-up and transfer procedure takes place inside glove box. Such encapsulation al-

lows for a van der Waals seal between two hBN flakes and therefore prohibits exposure

to air during the transportation of device outside the glove box.

B.2 Superconductivity Properties

B.2.1 Superconductivity in 2D: BKT transitions

In 2D superconductors, when d < (0) and the lateral size is smaller than the in-plane

magnetic penetration length (Aab - A 2/d, estimated to be - 30 /um in thin-layer 2H-

TaS2, assuming A = 210 nm and d = 1.4 nm [68]), the SC transition is expected to

be of the Berezinskii-Kosterlitz-Thouless (BKT) type [74]. In BKT theory, when the

temperature drops below the Bardeen-Cooper-Schrieffer (BCS) mean-field transition

temperature Tc, a loss of global phase coherence and dissipation due to a finite flux

resistance occur with thermally excited vortices. In this regime, a finite supercurrent

can flow below the BKT transition temperature TBKT, as a consequence of formation

of bound vortex-antivortex pairs. Experimentally, TBKT can be determined by ana-

lyzing the I-V characteristic curves at various temperatures, expected to manifest a

universal relation V oc P when vortex-antivortex pairs dissociate. I-V analysis for

bilayer (T, = 3 K) and another trilayer (T, = 2.78 K) samples is shown in Fig. B-1,

where voltage obeys non-linear current dependence V oc I during the BKT transi-
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Figure B-1: Characterization of the BKT transition of (a) bilayer and (b) trilayer

samples by measuring voltage-current behavior at various temperatures. Inset shows

the exponent a versus T extracted from power-law fitting V oc P near the BKT

transition. The transition temperature TBKT is obtained when the exponent a passes

through 3.

tion. By plotting the voltage-current data in a log-log scale and fitting the slope to a,

we can get a as a function of temperature (shown in inset of Fig. B-1). In this way,

we estimate TBKT as when a crosses the value of 3. TBKT is found to be 2.8 K and

2.6 K for bilayer and trilayer respectively. They are close to and slightly lower than

the BCS mean field T, measured with R(T) curves, which is also consistent with the

BKT theory. Here we note that there might be inhomogeneity in this trilayer sample,

which shows two sections of upturning voltages, possibly due to vortex pinning by a

selected disordered region.

B.2.2 Critical current

In Fig. 4-3(d), it is remarkable that all the critical current data collapse into a single

trace. By analysis of this curve, we observe that it clearly deviates from the Ginzburg-

Landau (GL) theory [137], which predicts that J, is proportional to (1 - T/Tc)3/2

In addition, we compare our result with Bardeen's phenomenological expression [9]

Jc(T)/Jc(O) = (1 - (T/Tc) 2 )3/ 2 (dotted line in Fig. 4-3(d)), which is an approxima-
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tion of numerical calculations based on dirty-limit microscopic theory that extends

the GL theory to low temperatures. There is still a discrepancy between our result

and Bardeen's model. Ambegaokar and Baratoff [5] then proposed that if the sys-

tem comprises of superconducting grains connected with an insulating region, the

maximum dc Josephson current is expressed as

Io(T) = [7r A(T)/2eRN] tanh(A(T)/2kBT), (B. 1)

where A(T) is the temperature-dependent BCS gap parameter and RN is the normal-

state tunneling resistance of a junction. Among the aforementioned models, Ambegaokar-

Baratoff model fits best with our experimental data.

B.2.3 Residual resistance ratio, coherence length and mean

free path

When the temperature is further decreased, a clear superconductivity (SC) transition

is ubiquitously observed for all the samples and resistance is dropped to zero to the

limit of our instrument resolution. A typical source current we apply is between 100

nA to 1 pA, which corresponds to current density of a few kA/cm 2 . The residual

resistance ratio (RRR) is found to generally decrease when the thickness is reduced,

from RRR - 22 for bulk to RRR - 6 for bilayer. The sheet resistance in the normal-

state right above the superconducting transition temperature ranges from 120 Q to 0.4

Q, and generally decreases when the sample gets thicker. These values lie far below

the quantum resistance for Cooper pairs Ro (= h/4e2 = 6.45 kQ), which verifies our

samples to be in the low-disorder regime.

Shown in Fig. B-2 we plot the R-T curves near the SC transition for 2, 3, 5-

layer samples under different perpendicular magnetic field. From this plot, we could

obtain the H,2 as a function of temperature for 2, 3, 5-layer samples that is shown

in Fig. 1 (d) in main text. The corresponding GL coherence length is (ab(0) =

19, 20, 26 nm. Here we need to note that the trilayer sample shown in Fig. B-2 (b)

displays a clear two-step SC transition at 3 K and 2.5 K. This multi-step transition

120

........... .......



(a) 1.2 1 (b) 1.2 1 (C) 1.2
2-layer 3-layer 5-layer

1 - 1 - 1 -

0.8 -08 T 0.8 - '08 T - 0.8
08 0.7 T /0.7 T

0.6 - 'T - 0.6 - .60.6 - -T

C0.46- - 0.4 - - a:0.4 -
0Ti T 04T 0T

&34T 0.3T 0 15T

0.4-I 0.4 - 0.4-j j

0.2- 0 1T 0.2 0. aT -0.2 - 0 05 T

0OT 0 OT 0 j T

0 1 2 3 4 0 1 2 3 4 0 1 2 3
T (K) T (K) T (K)

Figure B-2: Resistance normalized by the normal state (R/RN) as a function of
temperature at different perpendicular magnetic fields for (a) 2-layer, (b) 3-layer, (c)
5-layer samples near the SC transition.

is absent in the other trilayer device, as well as the 2, 5, 7-layer and bulk devices,

therefore its origin cannot be intrinsic. We speculate that the sample thickness is not

entirely homogeneous and there exists a small bilayer region, which leads to the initial

superconducting transition at 3 K, which coincides with the measured T, for bilayer.

In addition, we observe a extremely large in-plane upper critical field H" - 31.2 T.

The anisotropy ratio for bilayer 2H-TaS 2 can be derived as y = H"/H ~39.

The estimation of mean free path in ultra-thin samples is not as straightforward. It

has been shown that determination of carrier density by Hall measurement is difficult

due to the presence of both electrons and holes in different concentrations and with

very different mobilities. For moderate magnetic field, the Hall coefficient takes the

form RH =(pph -- nj)e(puh + nye) 2 , where n and p are the electron and hole

concentration, pe and Ah are the electron and hole mobility, and e is the elementary

charge. The negative sign for the Seebeck coefficient combined with the positive Hall

coefficient measured in bulk crystal at room temperature suggests that the number of

electrons is greater than the number of holes but with the hole mobility larger than

the electron mobility. If we adhere to a single-carrier model, the number of holes

in the bilayer sample calculated from RH is n = 3.8 x 1022 cm-3 . It corresponds

to hole density of approximately 1.3 x 105 cm- 2 per layer. This value far exceeds

the atomic density of Ta in TaS 2 and hence is too large. Without an estimation of

carrier concentration, it is difficult to estimate mean free path using a Drude-model
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relation. Alternatively, we use Boltzmann transport in 2D within the relaxation time

approximation at zero frequency to give a rough estimation of the mean free path. In

Boltzmann transport equation (in 2D),

e2T 2,
17 = VkO2(E - EF)dn (B.2)

C - k2 vD6F B3
2

= e2 2 De) (B.-3)

In bilayer, we derive T = 6 x 10-14 s, assuming D(EF) = 2.556 /eV/f.u., VF = 2.54 x 105

m/s (or hvF = 1.67 eV A) calculated by DFT for bilayer in the normal phase. This

corresponds to mean free path 'mfp = 15.3 nm.

From the Faber-Pippard ratio, the coherence length is found to be BCS = 0. 18hvFkBT

116 nm for bilayer in the normal phase. The zero-temperature coherence length can

have two forms depending on whether the superconductor is in the clean ( > lmfp)

or dirty ( < lmfp) limits, and depends on dimensionality D = 1, 2, 3:

clean = 0 .7 4 BCS

__ 3
dirty = 0.85 ,/BCSlmfp

In our case, BCS < lmfp, hence the coherence length of bilayer is approximately

dirty = 43.8 nm. This value is still twice of the experimental value measured for the

bilayer sample. Here we need to note that the above analysis is based on a simple

model assuming a single band with isotropic VF. This is clearly not the case in our

material. Besides, there are a number of factors not considered. For example, if the

couplings are strong, the coherence length can be much shorter than theoretical value

[16]. Also, a multi-band superconductor with spin-orbit coupling can exhibit shorter

coherence length [53]. Here we also listed the average Fermi velocity for all the cases

from our calculation: hvF = 1.61 eV A (normal phase) and 1.53 eV A (CDW phase)

for monolayer, and hvF = 1.77 eV A (normal phase) and 1.13 eV A (CDW phase) for

bulk.
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B.3 Characterization of monolayer

The degradation of monolayer samples usually forbids any etching method to shape

the flake or separate it from adjacent thicker pieces, which creates significant difficulty

in terms of sample fabrication. Monolayer is also more fragile and easy to break during

pick-up process, especially when it is attached to thicker flakes, so that the van der

Waals interaction between the top h-BN and the monolayer flake becomes even weaker

due to the uneven 2H-TaS 2 surface. Therefore the method that we use to fabricate

the monolayer device is slightly modified according to what is used for other samples.

First, we use the PC slide to directly pick up the targeted flake instead of using a

top h-BN, which ensures more uniform adhesion between the PC and the TaS2 flake.

Second, to maintain minimum exposure to air, we seal the chip carrier with a glass

coverslip inside glove box, before transferring the device out to measurement setup.

Fig. B-3 (a) shows the optical image of the monolayer flake that is used to build

the monolayer device, and an overlay with the optical image of the completed device

is shown in Fig. B-3 (b), in order to better illustrate where the monolayer region is

located. It is seen that the monolayer is connected to adjacent flakes with different

thickness. This is responsible for the multiple steps in the temperature dependence of

the resistance during the superconducting transition of the monolayer deivice shown

in Fig. 1(b).

We associate the multiple T, with different regions of the flake. To determine the

T, of the monolayer region, we perform a differential resistance measurement. We

apply a small AC signal superimposed on a DC bias and measure the dV/dI using

a lock-in amplifier. Fig. B-3 (c) shows a 2D color plot of the differential resistance

dV/dI versus DC bias current and temperature. It is seen that zero bias dV/dl

starts to drop at around 3.5 K, which is consistent with previous measurement on

temperature dependence of resistance. When the density of current flowing through a

certain area exceeds the critical value, superconductivity gets destroyed in that region,

which results in a peak in dV/dI signal. From the color plot, we can clearly observe

multiple peaks in dV/dI map. Using curve of J, as a function of T/T obtained in
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Figure B-3: (a) Optical image of the monolayer measured. The scale bar is 5 Am. (b)
Overlay of the optical image of the monolayer flake and the metal bottom contacts.
The scale bar is 5 pm. (c) Colormap of differential resistance dV/dI as a function
of temperature and DC bias current. dV/dI manifests various peaks associated with
different SC transition Tc. The dashed lines are fit of the dV/dI peaks to the J,
vs. T/T curve derived from Fig. 1 (e) in main text. T, = 3.4, 3.0 and 1.3 K for
orange, red and grey lines respectively. (d) Critical current colormap as a function
of perpendicular magnetic field that manifests various dV/dI peaks associated with
different Hc2 . The dashed lines are drawn as guide to the eye.
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the last session, we could fit these peak with three temperatures: T, = 3.4, 3.0 and

1.3 K. This result identifies the transition temperature of the monolayer to be 3.4 K,

which is consistent with the Aslamazov-Larkin fitting shown in main text. T, = 3

K corresponds to superconducting transition temperature of the small bilayer region.

T, = 1.3 K can be ascribed to the thick region with thickness of ~ 13 layers. This value

also lies between 0.9 K and 1.6 K observed for bulk and 7-layer, respectively, consistent

with our finding that the T, increases monotonically as thickness is reduced. Here

we note that for T, = 3.4 and 3.0 K, critical current with multiple Jc(0) is observed,

which is likely due to the thickness inhomogeneity and existence of various parallel

current paths on different regions.

B.4 DFT calculations

B.4.1 Electronic band structure for pristine crystals

2H-TaS 2 and the TMD family exhibit a trigonal prismatic structure, in which the Ta

atoms in all the layers are aligned vertically but the S sublattice is rotated by 60' with

respect to that of the neighboring layer. In the simplest monolayer structure with

spin-orbit coupling, the relevant group of bands near the Fermi level are 22 bands

that are mostly composed of the d orbitals of Ta atoms and the p orbitals of S atoms.

Thus, we include all these relevant p-d orbital hybrids in deriving the Wannier tight-

binding Hamiltonians. Due to the broken inversion symmetry, spin splitting in the

bands from spin-orbit coupling is present at generic k points. To give the essential

physics picture and elucidate the features in the electronic structure, here we provide

more electronic structure details for the pristine monolayer, bilayer and bulk crystals.

In Fig. B-4, we summarize the band plots along F-K-M-F, density of states and the

energy contour at the Fermi energy. We find that the Fermi contour and the DOS at

the Fermi level in the monolayer are not very different from the bulk case. Therefore

band structure modification due to reduction of dimensionality itself cannot result in

the enhancement of Tc. More details and numerical implementations can be found in
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the Supplemental Material.

B.4.2 Electronic band structure unfolding

The CDW phase leads to a deformed crystal lattice as shown in Fig. 4-4(a) with 3 x 3

periodicity, whose band structure can be plotted in a supercell Brillouin zone. It can

be viewed as the "folded" bands from the original bands of the pristine crystal. We

describe here the details for the reverse "unfolding" procedure [77, 45, 87], which aims

to present the CDW effects as perturbation on the pristine band structure.

When the primitive unit cell in real space is enlarged to the supercell, the corre-

sponding Brillouin zone (BZ) in the reciprocal space is shrink to the supercell Bril-

louin zone (sBZ). In Fig. B-5(a), we compare in reciprocal space the original.BZ (red

hexagon) and the sBZ (blue hexagons) in the repeated zone scheme. We use di to

denote the primitive vectors of the original 1 x 1 unit cell, and dic - 3d2 for the

3 x 3 supercell primitive vectors. The corresponding reciprocal lattice vectors are Oi
and Gsc = Gj/3. The area of one original BZ contains nine sBZ. Suppose the crystal

momentum sC lies within sBZ, any crystal momentum k = ksc sG Gsc with

integers pi in original BZ would be classified as the same 1sc in the sBZ (repeated

zone). This can be seen from the Bloch theorem derived from the translational sym-

metry under the supercell translation vectors sC = miaG + m 2d-c with integers

Mi.

e ei(ksc p1 sc+p 2 sc).(mi SC+m 2dsC) (B.4)

= es -(is m2 ) (B.5)

eiS'C.SC (B.6)

for distinct pi integers. Various crystal momentum states in the original 1 x 1 unit

cell description are thus mapped onto the "folded" IsC crystal momentum label in the

supercell description. The perturbation from CDW deformation introduces coupling

and mixing between these momentum states. Because the states and bands are folded

in the sBZ, for each s' there are nine times the number of bands in the sBZ than
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Figure B-4: Electronic band structure with spin-orbit coupling along F-K-M-F and
the corresponding density of states (number of electrons/ eV/ f.u.) for TaS2 crystals of
the (a) monolayer, (c) bilayer, (e) bulk form (black lines for k, = 0 and thinner blue
lines for k, = 7r). The density of states here contains contributions from all bands.
The corresponding energy contour at the Fermi level with Brillouin zone delineated
by the red hexagon for the: (b) monolayer, (d) bilayer, (f) bulk cases (the black thick
lines are the energy contours with kz = 0 while the thinner blue lines are for contours
with kz =7r).
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Figure B-5: CDW-ordered monolayer electronic band structure, the folding effects

from the supercell geometry and the inverse unfolding process. (a) BZ (red hexagon)

and sBZ (blue hexagons) in the repeated zone. (b) Energy contour of the CDW-

ordered monolayer crystal in the repeated zone scheme (contrast with the ones for

the pristine crystal without CDW order in Fig. B-4). (c) Folded CDW band structure

(magenta) along F-K-M-F as outlined in (a). For comparison, bands from the pristine
crystal without CDW order in 1 x 1 unit cell are also plotted (cyan). (d) Folded

supercell bands (magenta) compared with the unfolded and weighted effective bands.

The unfolded effective bands differ from the pristine electronic band structure by
additional features such as gap opening from CDW perturbations (as in Fig. 4-6(a)).
The Fermi level is indicated by the white horizontal line. When the CDW energy

contour in (b) is decorated with the unfolding weight as the band structure, the

unfolded CDW energy contour is obtained in Fig. 4-6(d).
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the original BZ description. In the repeated sBZ scheme, the energy contour at Fermi

energy for the monolayer with CDW is shown in Fig. B-5(b). The topography of the

energy contour from the band folding is substantially more complicated than that of

the pristine crystal without CDW, shown in Fig. B-4. The band structure in Fig. B-

5(c) along the momentum line as in Fig. B-5(a) also shows the supercell bands that

are drastically different from the ones of the pristine crystal.

As shown in Fig. B-4, the band folding can be traced back to the associated

phase factor and the crystal momentum of the Bloch theorem. Within the supercell

description, the crystal momentum ksc is defined under the supercell translation Tsc.

As a result, the translational properties under the smaller original primitive vectors

are not resolved with the ksc supercell crystal momentum labeling. Any state with

k _k[sc + Asc + p2 sC (original crystal momentum defined with translation T

spanned by primitive vector dj) is compatible with the supercell crystal momentum

ksc, with the same reasoning as in Eq. B.4. However in many cases such as CDW

order, there is weak translational symmetry breaking, and the translational symmetry

for the 1 x 1 unit cell can be treated as the approximate symmetry of the crystal.

That is, we can decompose a supercell Bloch state or an energy eigenstate at ksc

into components with distinct translational properties under the original T and label

them with k = s + q 1GC + 2s2

sc =(B.7)
P'=k+p1G C+p 2 Gsc

which has nine components in the 3 x 3 supercell. In the perturbative regime, we can

start with the pristine crystal without CDW order and the translational symmetry

under T is recovered. This translation symmetry eliminates the mixings between

distinct ' components classified under the same supercell ksc. CDW order breaks

the T translation symmetry and induces mixing between ' components. To compare

and contrast with the original pristine crystal band structure in the repeated zone

scheme, the Op= component is singled out and the unfolding weight for the state

is defined as the norm of this specific component lop,|. When the supercell band
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structure is plotted with the unfolding weight for each state as in Fig. B-5(d), the

band structure with weights is greatly simplified and they are defined as the unfolded

band structure. These unfolded and weighted bands are then compared with the

pristine bands without CDW in Fig. 4-6(a). Clearly, these unfolded CDW bands

introduce additional electronic features to the pristine band structure such as the

splittings and the gap opening from CDW order. The same unfolding procedure can

also be applied to the Fermi energy contour change due to CDW as in Fig. 4-6(d).

The unfolded band structure can be compared with the band structure from the

angle-resolved photoemission spectroscopy (ARPES) measurements. The same un-

folding scheme can also be applied to the cases of impurities in the crystal [118] or

disordered solids [123], and Fe-based high-temperature superconductors [87]. When

the perturbation terms in these cases are added to the system gradually, the unfolded

bands with weights also change perturbatively from the original ones. The effective

band structures are a more natural and intuitive way of generalizing the conven-

tional band structure and comparing with experiment in these cases even though the

translation symmetries of the primitive cell are broken.

B.4.3 Phonon dispersion

For TaS 2 crystals, the phonon properties are calculated within density functional

perturbation theory (DFPT), using VASP code with the phonopy package [1381. A

6 x 6 x 2 (8 x 8 x 1) supercell geometry is employed for the bulk (monolayer) crystal,

with the calculated phonon spectrum and the density of states shown in Fig. 4-5.

We find that the average phonon frequency slightly decreases for the monolayer case,

with squared phonon frequency (w2 ) change from 58.12 THz 2 in bulk to 56.59 THz 2

in monolayer.

B.5 T2 Behavior and Scattering by phonons

In this section we elaborate on the theory for the low temperature resistivity in TaS2 .

Shown in Fig. B-6 (a) is a zoom-in of the resistivity plot for 2, 3, 5, 7-layer and
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Figure B-6: (a) Resistivity as a function of temperature below 80 K for 2, 3, 5, 7-layer
and bulk. (b) Illustration of the quantum critical fan. A quantum critical point is
located at critical thickness d,, where CDW order disappears.

bulk. The T' and T 3 behavior observed in bulk and 7-layer sample is attributable

to electron-phonon intraband and interband scattering. In this plot, it is clear that

2, 3-layer manifest a T2 behavior from ~ 55 K down to the onset temperature of

SC. The R(T) curve for 5-layer cannot be fitted to a single power law, and it deviate

from T2 at low temperatures. It has been well established in Fermi liquid theory that

electron-electron (e-e) scattering leads to p = AT2 . However, the prefactor A for our

ultra-thin samples is very large. For example, A is found to be 3 x 10-' Q cm/K2

for bilayer sample, which is approximately two orders of magnitude larger than that

of transitional metals [143]. In addition, we calculate A/_Y 2 of the bilayer sample,

known as the Kadowaki-Woods ratio (-y: electron heat capacity, - 8.5 mJ/mol K2 for

bulk 2H-TaS 2), is also very large, comparable to Kadowaki-Woods ratio measured in

heavy fermion and strongly-correlated materials [63]. In general, the large coefficient

in heavy fermions reflects the narrow band width and strong correlations in those

systems, which is unlikely the case in TMDs. Therefore, we switch to scenario of

electron-phonon scattering to explain the low temperature resistivity in TaS 2. We

first review the well known result for phonon scattering using Ziman's variational

technique [176]. We then use the same machinery to discuss the situation where the

dispersion softens at some finite point in the Brillouin zone q = Q.
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B.5.1 Acoustic phonon scattering - review of the well known

result

The resistivity can be calculated by the variational principle, which states that the

solution of the Boltzman equation minimizes the excess entropy due to the deviation

from equilibrium distribution. Then the resistivity is bound from above by the ratio

of the entropy and the square of the current (see for example the book by Ziman)

J2T S ( k)2 Pk' (B.8)
k,k',q

Here
-e d dk fkO(I1 k D~
J (27r)d T

is the total current, Pi is the transition rate from states i to j and 4% is the deviation

from equilibrium distribution of the electrons defined in the following manner

0f(1 - f )
fk -- fkO + f uT DT

where fk is the Fermi-Dirac distribution. It is important to note that in within

Eq. (B.8) we have neglected the phonon drag by assuming that they remain in thermal

equilibrium throughout. This is also the reason that the resistivity from phonons can

still be finite despite the conservation of momentum that will be enforced in the

calculation. Thus, in principle, the phonon gas is absorbing momentum, but by

assuming that the distribution remains in equilibrium we have assumed that they

loose momentum to the crystal defects and boundaries on a time scale which is much

shorter than the time it takes electrons to lose momentum to the phonons.

The transition rate is given by

k = q2  (k - k+ q)6(c - 0k' - wq)n f!(1 - fki) (B.9)
Wq

where n' is the Bose distribution function, Ek = k2 /2m - EF and Wq = U q are

the electron and phonon dispersions. Notice the conservation of total energy and
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momentum. (We have neglected umklapp process in the phonon scattering.) gq is

the electron phonon coupling, which in the case of longitudinal acoustic phonons takes

the form gq -iA Iq|. The units of A are given by [A] = Energy x Lengthd/2 /Massd/ 2 ,

which follows from A =D/ p;;, where D is the deformation potential and pm is the

crystal mass density.

To proceed we use the standard ansatz for the deviation from equilibrium distri-

bution

4)k = c -k, (B.10)

where c points along the direction of the current. The magnitude of the current is

then given by
ek dCJF (B. 11)

2d7rd-1

Now to compute the resistivity we perform the integration over the three momenta

k, k' and q. The latter is eliminated by the delta function, which sets q = k' - k,

and thus also ( 1Dk - )k'2 = c2q 2. The magnitude of k' can also be eliminated by

the conservation of energy delta function. Overall we get

p =V d' d d ' I (1B. 12)
23(d-1)7d+le2kFT] I eT - 1 eT + 1 1+ e-T

Wq 2____ n 1 o

2 3(d-1)7d+2 2 k2V2T Jd' q n(1 +rq)

where dQ is an integral over a solid angle.

This is about as far as we can go without specifying the dimension. In three

dimensions we can use the relation q2 = 2k2 (1 - cos 6) to make a change of variables

in the solid angle integration d(cos 9) = -2qdq/kF, with limits of integration between

0 and 2kF

3A2  f2kF
P3D 3A 25 n 0 ) (B.13)

167r3e 2kj4v2T qq

From here it is already clear that at T -+ 0 this gives a scaling T'. By making a
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Figure B-7: Acoustic phonon dispersion in a TMDC along the 1-M direction. Black
curve is the dispersion far from the CDW transition. Red is the softenining of the
mode at q = Q.

change of variables x uq T, one gets

6 kFJ 2
P3D 73 2 2 u

T 5

ex - 1 _ e-x

which in the limit of T < E gives T , where E = 2ukF

Now let us move to two dimensions. In this case the change of variables gives

kFdO = -2dq/ 2- (q /2kF) 2 , therefore we have

A 2  2kF

P2D =
Fr2 e2 k4T o

24 kFA2 / T

r2 e2vju E) 0

q4 n{0(1 - rig)
dq 2 - )2

V/2 - (ql2kF )

1 1
dx

/2 - (xT/e) 2 ex - 1 1 - e-X

In this case, the limit of T < E this function grows like T4 .

B.5.2 Scattering by a preformed charge density wave

We now turn to the situation in which the phonon branch becomes soft at some finite

momentum (red curve in Fig. B-7)

q = (u'-Q ) 2 + A 2 (B.16)
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where A is the gap, which is assumed to be much smaller than the phonon band

width, and Q is the momentum at which the phonon branch becomes soft. This can

happen, for example, close to a CDW transition. The situation is very similar to that

considered by Hlubina & Rice [61], and the resulting T2 behavior follows. In what

follows we apply their theory for the case of a soft phonon.

The dispersion Eq. (B.16) leads to strong electron-boson coupling in the vicinity

of certain points on the Fermi surface, the so called "hot spots". These are points

on the Fermi surface which are connected to each other by a momentum shift of

Q. These points will be the main focus of the calculation as they will dominate the

resistivity, and therefore we will expand physical quantities in the vicinity of these

points denoted by the angles of the hot spots on the Fermi surface 0j, with j = 1, 2,....

Before we continue we note that Eq. (B. 12) can be generalized to account for

scattering from a generic bosonic mode and using an arbitrary ansatz for the deviation

from equilibrium, to give

p = d Ql 2  J dQ' dQ 2 I(wq) (B.17)23(d-1)rd+1e2kF FT f Ic2

where gQ is the coupling to the soft phonon in the vicinity of Q, which is taken to be

a constant with the units of A times momentum. Here

I(wq) j dww noi(w)[1 + n2 (w)] ImX(q, w),

and Xq is the propagator (susceptibility) of the mode, which has the form

1
X (q, Lj) =- I2 - 2-iy

Note that here we have added the damping -y. Unlike the acoustic phonon branch

close to q = 0, this low energy part of the phonon spectrum is Landau damped by

the Fermi surface. Moreover, since at low enough energy w 2 < 'yo we may neglect

135



the dynamical term, we will use the simpler form

Imx(q, w) = W (B.18)
Wq+ 7 W 2

We are now in position to compute the resistivity. We consider the simpler case

of two dimensions

g2 o (Il - Ilk' r2 2

P2D 2 Q dO'Jd j dw n0(w) [I+n0(w)]
7r2e2k22j j C2  W4 2 W2

(B.19)

g 7T2  , (_ -<_ )2/C2
9Qv jdO] dO ( -3e2 k2j V2 w2 + 27r^ )

The hotspots are effective when 0 and 0' are located on opposite hot spots. Let us

denote two hot spots of this sort by 01 and 02, such that 0 will be expanded close to

01 and 0' near 02. It is also convenient to transform to relative and sum coordinates

0 = 6 . When Q || x then the hot spot scenario is obtained when 0+ = -r/2 and

0_ = sin- 1 Q/2kF. Thus, we expand around these points and define two new relative

coordinates 60 . The dispersion is then given by

Wq-Q = 'kF (1 - r2)602 + 72 602  (B.20)

where r - Q 2/4k 2 . Thus, wq, scales linearly with dO . Thus, we have

2gQ-T 2h O<bk-lu )
P2D 2 2  d+ d0- ( 2

3e2 kjovx(w + 2 IYT

A naive ansatz, as Eq. (B.10), clearly leads to a scaling which is Wq 0 ~T

A simple power counting gives p oc T. However, this ansatz, is simply not a very

good one and thus gives a bad bound. A better bound is obtained by cutting off (or

short circuiting) the hot spots in the following manner [61]

k = ckF COS 0 1 (B.21)
eo(6-10-01 2) + 1
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By setting 3 -+ 0o and taking 6 ~ Q/kF T/y, we find that the resistivity goes

as

4 p g 9TQ
P2D ~ E2 (B.22)

3 rv/ 1-r2e 2 e2 e

where E' = 2u'kF and p is the number of hot spot pairs that are connected by

Q. Thus, we find that p cx T2 due to scattering from the soft phonon mode. The

same temperature dependence is also expected for 3D Fermi surfaces. Also note that

g = D2/M, where D is the deformation potential (of order 2 eV [47]) and M is the

effective ion mass. Thus g2 /C2/2~ 1/W, where W is the effective elastic constant

in units of energy.

We point out a few important caveats. The first is that in obtaining (B.22) we

have neglected disorder, which influences the power law dependence of p, as pointed

out by Rosch [122]. The issue is that the ansatz (B.21) gives a lower bound on the

resistivity only when the contribution (B.22) is significantly larger than the residual

resistivity. In the opposite limit the best solution is actually given by Eq. (B.10) and

the temperature dependence goes like p cx a + bT.

The second caveat is that the mode is "soft" only if A < min [y, T]. Otherwise the

integral in Eq. (B.19) becomes exponentially suppressed, and we expect the standard

T4 Bloch law.

B.5.3 Umklapp e-e scattering in 2D

It is well known that another possible origin for p cx T2 is electron-electron scattering.

In the previous calculation we assumed conservation of momentum, but once the

momentum was dumped into the phonons we were not concerned how it is further

lost to the crystal. Here this will become a crucial problem, where it will be essential

that scattering processes generate a loss of momentum. Without disorder this is only

allowed if the total momentum lost in the process is a, reciprocal lattice vector G, i.e.

the process is umklapp.

We will again focus on the result in 2D, as the one in 3D is well known. The
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Coulomb interaction in 2D is given by

V(q) = 2re2

q + qTF

where qTF 27re 2N(O) is the Thomas-Fermi momentum.

The resistivity is then given by (see Ziman for example)

P = (2ri J ddk1 ddk2ddk3 ddk 4 (k- +k2 -- %4(2wr)4dTJ2f k) pk3k4

where

pkk4 = V 2(k1 - k3 |)6 (k1 + k2 - k3- k4- G) 6( + t')fl fl (1- fk 3)(1 - fk4)

Here k-- Ek, = Ek3 - Ek 2 and G is a reciprocal lattice vector.

In principle there should be a sum over vectors G, however, two particle collisions

can only scatter from one Brioullin zone to its nearest neighbours. Thus, we will

consider a single G process, which is a fundamental reciprocal lattice vector of the

order of 2kF- Using the standard ansatz (B.10), then momentum conservation integral

leads to %k1 + ck2 - - = c- G

7G2T 2

p 4(27r)8e 2v 4 J
f F

(d6 1d 2d03d46 (k1 + k2 - k- k4- G) V 2 (|k1 - k3f)

dxdx'dydy'6(x + x')

(1 + ey) (1 + e-Yx) (1 + eY') (1 + e-x',-')
2w3sG2T2 2
12r3G 2 v J2 d0 1 d62d03d0 46 (k1 + k2 - k3 - k4- G) V2(|k1 - k3 |)

12(27r)11e2V4
87r5 G2T 2r 2

12(27r) 8e 2v2 k 4 I d61 dO2 d63 d0 4

6 (sin 0+ sin 0- + sin p+ sin p_ - G/2kF) 6 (cos 0+ sin 0_ + cos (p+ sin (p-)

(I sin 0-1 + 7)2

87r5 G2 T 2 2 27r 4
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where 77 = qTF/ 2 kF. Thus the resistivity is given by

ir G2 (T 2
P2D 4 x 192e 2 k 2p F} (B.26)

rq(TI + 7r/2)

Thus we conclude that there is no special enhancement of the e-e resistivity in 2D.
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Appendix C

2D Materials Deep Learning

Supplementary Information

Here we present supplementary information for Chapter 5.

C.1 Data preprocessing with unsupervised learning

In order to facilitate the pixel-by-pixel labeling of the microscopic images, we need

to develop an unsupervised learning algorithm to segment each image into several

regions according to the similarities of the distributions of the pixels in each region

in the color and/or real spaces. To achieve this goal, several image segmentation

methods were tried, including L*a*b space K-means clustering, edge detection based

segmentation, and superpixel based segmentation. As all three methods rely heavily

on the optical contrast of different regions in the images, we need to firstly find a

way to normalize the images in the color space to minimize the variations of the im-

ages taken under different conditions. Another challenge is that the optical contrast

between different classes could be extremely subtle. This makes any optical contrast

based method highly sensitive to the tuning of the hyperparameters. In the follow-

ing, the normalization and image segmentation methods will be discussed in more

details, and according to our analysis, we found that the superpixel based method

outperformed the other two methods.
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C.1.1 Normalization and L*a*b color space

It is found that the variances of brightness, contrast, white balance, etc. of different

images are very large, because the data was collected through a long period of time,

with different microscopes, under different tool conditions and by different users with

different preferences. Fig. 5-2, the first row shows the different hues and brightnesses

of some of the images. Intuitively, we need to normalize the color according to a

"reference" color point. The "reference" color point should exist in every single image,

and represent the same optical response in the real world. As we used 300 nm SiO2 /Si

wafers as the substrates for all the images, it is then possible to use the pixels in

the "background" regions as the reference color. Considering that the "background"

region takes 60 - 70% of the area in each image, we used the median pixel color to

approximate the background color. The images were firstly projected from the RGB

color space to the L*a*b color space 1, in which L, a and b indicate respectively

the lightness and the components of green-red and blue-yellow. The normalization

transformation can be expressed as L +- 50L/Leef, a <- a - are!, and b +- b - bref,

and the resulting images are shown in the second row of Fig. 5-2. It is clearly seen

that the color distributions of each classes become very similar after normalization.

C.1.2 K-Means clustering and edge detection

One way to imlement the unsupervised segmentation is to use the K-means clustering

algorithm with the Euclidean distances of the pixels in the L*a*b color space. The

top right panel of Fig. C-1 shows the K-means clustering segmentation results with

10 clusters. The profiles of the flakes can be clearly seen and flakes with different

thicknesses can be successfully classified into different clusters. However, because

such an algorithm only takes the color space distances into consideration, the resulting

clusters often include many disconncted regions. To make it worse, some of the thin

flakes are classified in the same cluster as certain parts of the non-uniform background

because they look similar in color, which is highly undeired. Furthermore, the best

'Wikipedia: Lab color space. https://en.wikipedia.org/wiki/Labcolor space.
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1~31

Figure C-1: Image segmentations with K-means clustering and edge detection. (top
left) original; (top right) K-means clustering in L*a*b color space, with 10 clusters;
(bottom left) edge detection with Canny method; (bottom right) magnitude of gra-
dient of the image.

choice of the number of clusters may vary a lot, as the complexity of the images may

be quite different.

Given that the flakes are usually homogeneous in color and have certain level of

contrasts with respect to adjacent regions, we also considered several edge detection

algorithm and attempted to implement the segmentation based on the detected edges.

There exists several edge detection algorithms, and the bottom row of Fig. C-1 shows

two of the algorithms, that is, Canny method 2 and magnitude of gradient. However,

the edge detection based methods also suffer from several probelms: (1) the threshold

of the edge intensity needs to be carefully tuned to balance its ability to detect the very

weak edges (usually the edges between the monolayer regions and the background,

which is very critical), and its immunity to noises; and (2) many of the detected edges

2Wikipedia: Canny edge detector. https://en.wikipedia.org/wiki/Cannyedgedetector.
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do not form a closed form, and the therefore the segmentation fails.

C.1.3 Superpixelization and DBSCAN clustering

The third method we have tried is a superpixelization based clustering algorithm.

In this algorithm, we firstly over-segment the input images into superpixels with

the simple linear iterative clustering (SLIC) method [2]. Superpixel is a clustering

of neighboring pixels with perceptually meaningful similarities. The SLIC method

adapts the K-means clustering algorithm into the superpixelization problems. The

distance used in the K-means clustering algorithm is the distance in the combinational

pixel position space [x, y]T and the L*a*b color space [1, a, b]T with a specified scaling

factor. To eliminate the searching effort, the algorithm also confined the regions of

k-means searching to a limited range instead of the entire image as in the standard

K-means clustering algorithm. In order to make sure the superpixelization is able to

capture finest features of the images, we increased the total number of superpixels and

decreased the minimum superpixel diameters. The first and second rows of Fig. C-2

show respectively some typical normalized images and the corresponding superpixel

segmentations after the SLIC algorithm.

The second step is to further combine the superpixels according to similarities

and achieve the desired level of segmentations of the images. Although the color

distributions of each desired cluster may be tight and regular, the spans in the pixel

space of the desired clusters may be in very ireggular shape, and thus could not be

determined by simply thresholding a distance function. This is when the spectral

clustering comes into place. Here we adapted the density based spatial clustering of

applications with noise (DBSCAN) method [40] and used the medians of the scaled

combination of the L*a*b color space and the pixel space distances as the measure of

weigths of the edges between two superpixel vertices. One hyperparameter that is very

critical in this algorithm is the threshold value that indicates the maximum distances

of two superpixels that can be combined into a single cluster. Because the color-pixel

distance between the background and the monolayer regions are usually substantially

smaller than the variations within the background and/or the multilayer regions, a
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Figure C-2: Image segmentations with superpixelization and DBSCAN clustering.first
row: normalized images; second row: superpixelized; third row: after rough DBSCAN
clustering; fourth row: after fine DBSCAN clustering; fifth row: combination of two
clusterings; sixth row: manually corrected final labels.
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single threshold value would either incorrectly combined the monolayer regions into

the background regions, or segment the background and the multilayer regions into

too many clusters.This aspect is clearly shown as the threshold is set to be relatively

large and small, respectively, in the third and fourth row of Fig. C-2.

Nevertheless, among the three methods discussed above, we found that the su-

perpixelization and DBSCAN clustering method does the best job in clustering our

data. Therefore we finally used this method to do the unsupervised clustering.

Fig. C-2 shows four examples of the labeling procedure, with each row indicating

the normalized images, superpixelations, rough DBSCAN clusterings, fine DBSCAN

clusterings, proposed labeling, and manually corrected labeling results, respectively.

The blue-circled regions indicates the regions labeled "multilayer" and the green-

circled regions indicates those labeled "monolayers". As seen in the fifth row, the

proposed labeling results from the rough and fine DBSCAN clusterings could identify

the background and multilayer regions very well, but the supposely monolayer regions

were merged into either regions underdeterministically. This is when human power is

needed to correct the monolayer regions.

C.2 Architecture

In Fig. C-3, we plot the details of the architecture of SegNet. In this figure, "conv"

denotes convolutional layers, "bn" denotes batch normalization layers, "relu" denotes

ReLU activation layers, "pool" and "unpool" denotes the pooling layers and unpooling

layers, "softmax" denotes Softmax activation layers. Arrows in the figure denote the

connectivity and information flow in the SegNet.

C.3 Training and testing

The training and testing of the SegNet were implemented in MATLAB R2018b with

the help of the Deep Learning Toolbox, the Parallel Computing Toolbox, the Com-

puter Vision Toolbox and the Image Processing Toolbox. The training and testing
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were performed using a desktop computer equipped with a CPU (Intel(R) Core (TM)

i7-8700K A 3.70GHz, 32.0GB RAM) and a GPU (NVIDIA GeForce GTX 1080 Ti,

11 GB GDDR5X). The stochastic gradient descent with momentum (SGDM) method

was used to find the weights in the convolutional filters of the SegNet during the train-

ing process. To compensate for the imbalanced numbers of pixels for different classes

(for example, the "background" labels take more than 85% of areas in most images),

class weightings based on inverse frequencies were used in the soft-max classifier.

C.4 Resources

1. Matlab's Image Processing Package and Deep Learning Package.

2. Peter Koveski's Image Segmentation Package. Methods: slico, dbscan(, etc.

(link: http://www.peterkovesi.com/projects/segmentation/)

3. Courtesy of the Data Source: Pablo Jarillo-Hererro's group A MIT Physics.

4. Thanks to Yuxuan (Cosmi) Lin from Tomds Palacios's group, Bingnan Han and

Nannan Mao from Jing Kong's group 9 MIT.

5. Part of the code is posted on GitHub: https: //github. com/yaf angy/Nanomaterial_

DeepLearning
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