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Abstract

A key goal in quantum science is to build quantum systems that are robust to disorder and experimental imperfections. The application of topology to quantum physics is one of the most promising avenues towards achieving this goal, since topological systems are generally insensitive to moderate, local perturbations. This thesis is dedicated to the introduction and analysis of novel platforms for engineering topological states in the optical domain.

First, we analyze the interaction of atoms in Maxwell’s fish eye lens, which is an optical medium mimicking light propagation on the surface a sphere. Due to the underlying (trivial) spherical topology of the system, light follows circular trajectories in the lens, giving rise to special focusing properties. We investigate the long-range atomic interactions mediated by the lens and the efficiency of entangling operations.

We then turn our attention to two-dimensional atomic arrays in free space, where interactions are mediated by photons. We show that in the presence of a uniform magnetic field, the system exhibits a photonic band structure with non-trivial Chern numbers and a topological gap. We explore the topological edge states that arise on the system boundaries, identify the conditions under which edge states are long-lived and show that they are robust to imperfections in the lattice.

Finally, we study two-dimensional atomic emitter arrays embedded in photonic crystals. We engineer a quasi-two-dimensional photonic crystal slab that mediates long-range dipolar interactions between emitters and gives rise to topological behavior. We analyze the topological edge states of the system and show that they are robust to the inhomogeneous broadening of the emitters and to missing lattice sites.
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Chapter 1

Introduction

An outstanding challenge in quantum science is to build quantum systems, which are robust to imperfections and disorder. For small quantum systems, composed of just a few qubits, imperfections can be controlled by improving the experimental apparatus and applying well-established techniques for coherent control. However, as a quantum system is scaled up to hundreds or thousands of qubits, the probability of errors increases exponentially, making it difficult to maintain coherence. Given that quantum devices with a large number of qubits are expected to find various important technological applications – such as secure communications [1], factoring large numbers [2] and simulating complicated physical systems [3] – finding ways to improve the robustness of large quantum systems is a fundamental goal in quantum science.

The application of topology to quantum physics is one of the most promising paths towards designing large quantum systems that would be robust to imperfections and disorder [4]. Topological physical systems are typically insensitive to small, local perturbations. Therefore, such systems have the potential to maintain their useful quantum properties even when the system size is scaled up. Over the past decades, topological quantum physics and its potential applications to quantum information processing have been the subject of intense research efforts [4, 5].

This thesis is focused on topological quantum optics – a novel branch of topological quantum physics –, which involves the study of light-matter interactions at optical
frequencies in the presence of topology. Quantum systems that operate at optical frequencies are particularly well-suited for building large-scale quantum networks [6], as optical photons are excellent carriers of information between distant quantum nodes (as opposed to e.g. microwave photons). In the quantum systems studied here, all atomic interactions are mediated by optical photons. Through these interactions, atoms and photons become intricately interwoven, forming a hybrid system composed of polaritons that have both atomic and photonic character.

Such a hybrid system has several advantages. Due to its atomic character, time-reversal symmetry can be broken simply by applying a magnetic field. In addition, atoms are inherently non-linear, providing a pathway towards introducing interactions, which are crucial for studying interesting many-body states. This contrast sharply with traditional topological photonics, where breaking time-reversal symmetry at optical frequencies remains a significant challenge [7] and non-linearities are typically weak [8]. At the same time, the photonic character of the hybrid system also ensures that the system evolves at a fast (typically tens of MHz) time scale, thereby avoiding some of the technical issues associated with very low energy scales, such as the ubiquitous problem of unwanted heating in systems of ultracold atoms.

The main trade-off in the case of quantum optics is that, in general, atoms also couple to far-field photons carrying the excitation away from the system, leading to irreversible decay. Thus, photon-mediated atom-atom interactions are always in competition with photon decay from the system. There exist various techniques to mitigate this problem. The most widely employed strategy is to use cavities to confine the photon and prevent it from flying away [9]. This is a technique that we repeatedly adopt in this thesis, including in Chapters 2, 5 and 6.

The other technique, that we utilize in Chapters 3 and 4, is more subtle. It exploits the conservation of momentum, which demands that, when an excitation is transformed from being a hybrid polariton to a free-space photon, momentum has to be preserved. The range of possible momenta for free-space photons is capped at \( k = \omega/c \), where \( \omega \) is the photon frequency and \( c \) is the speed of light. Thus, if the momentum of a given mode is larger than \( \omega/c \), it simply cannot couple to
free-space photons, as this would violate conservation of momentum. Consequently, we can effectively decouple our quantum optical system from free-space photons by increasing the momenta of our hybrid polaritonic modes beyond $\omega/c$. As we shall see, this can be conveniently achieved by using subwavelength interatomic spacing.

All systems discussed in this thesis are quasi-two-dimensional. The implicit motivation for this is that two-dimensional topological physics is expected to be the most interesting from the perspective of quantum information processing. The underlying reasoning is that anyons, which are theorized to be useful for quantum computing [10], only exist in two dimensions. Anyons are special types of quasi-particles, with unusual quantum statistics [11]. In particular, the exchange of two identical anyons can give rise to a global phase shift to their wavefunction. Anyons with Abelian statistics are excitations that arise in the context of the Fractional Quantum Hall effect [12] and have been experimentally observed before [4]. Anyons with non-Abelian statistics are also theorized to arise among the states of the Fractional Quantum Hall effect (e.g. the states with filling fractions $\nu = 5/2$ and $\nu = 12/5$) [4, 13]. Non-Abelian anyons are strong candidates for the realization of topological quantum computing.

1.1 Topology and geometry

![Figure 1-1: (a) Sphere with genus 0. (b) Torus with genus 1. (c) Double torus with genus 2.](image)

A recurring theme in this thesis is the role of geometry and topology in guiding light and mediating interactions between atoms.

Topology is a branch of mathematics that studies geometric properties that are
unaffected by continuous deformations [7]. Fig. 1-1 shows three different geometric objects, which are topologically distinct entities. From the perspective of topology, an important concept for the classification of these shapes is the genus, or the number of holes. Clearly, the sphere, the torus and the double torus have genus 0, 1 and 2, respectively. The only way to change the number of holes of these objects is to cut them and re-glue the resulting open boundaries (e.g. poke a hole into the sphere). Simply squashing them or putting dents into the surface does not change the genus. The genus of these objects is a topological invariant that does not change under smooth deformations. The genus of these objects can be calculated using the formula

\[ g = 1 - \frac{1}{4\pi} \int KdS, \] (1.1)

where \( g \) stands for the genus, \( K \) is the Gaussian curvature and the integral is performed over the closed surface of each object [7].

In Chapter 2, we study the influence of the simplest possible topology on photons and atoms – a sphere with genus 0. In particular, we study the photon-mediated interactions between atoms in Maxwell’s fish eye lens. The fish eye is an optical instrument that closely mimics the surface of a sphere and, therefore, light rays in the lens trace out perfectly circular trajectories. The special spherical topology associated with the fish eye lens leads to unique focusing properties for light, which in turn can be used to mediate long-range interactions and entanglement between photons.

In physics we also often use a special topological invariant, called the Chern number, to classify physical systems [14]. This is a slightly more abstract, but analogous concept to genus. Instead of studying shapes in real space, we analyze periodic physical systems in momentum space. In analogy to counting the number of real holes, we count the number of monopoles of Berry flux in such systems. The Berry flux is an abstract, quantized quantity that captures how the phase of the wavefunction of our system changes across the Brillouin zone. It can be calculated via

\[ C = \frac{1}{2\pi} \int \mathbf{F} \cdot d\mathbf{S}, \] (1.2)
where $C$ is the Chern number, $\mathbf{F}$ is the *Berry curvature* and the integral is performed over the entire Brillouin zone for a given energy band [7, 14]. If the Chern number of each band is zero, the system is topologically trivial from a physics perspective. Non-zero Chern numbers indicate that the system could exhibit interesting topological phenomena.

In each of Chapters 3, 4 and 6, we study periodic atomic lattices that feature energy bands with non-zero Chern numbers. The non-trivial topology gives rise to interesting topological phenomena, such as topological edges states that are robust to imperfections and disorder.

### 1.2 Topology and dipolar interactions

Topology in physical systems was first discovered in the context of electronic systems, in particular, the Quantum Hall Effect [15]. The Quantum Hall Effect is intricately tied to the fact that electrons are charged particles, which experience the Lorentz force and follow Landau orbits in the presence of a uniform magnetic field [16]. In 1988, Haldane realized that topological behavior can be generalized to electronic systems, where the net magnetic field is zero [17]. This was followed by the gradual realization that topological phenomena are, in fact, not confined to electronic systems, but are much more general and can be found in a plethora physical systems, including those with chargeless excitations. Over the past three decades, topological phenomena have been studied in the context of cold neutral atoms [18–21], microwave [22–27] and optical photonics [28–31], acoustic waves [32–34] and mechanical systems [35–37].

In general, in a system of chargeless particles, the key objective is to ensure that the excitations experience an effective magnetic field. For example, in optical lattices with cold neutral atoms, this is typically achieved by engineering an artificial gauge field via control of the hopping parameters between sites [18]. As a result, the matter wave excitations behave like electrons hopping on an atomic lattice in the presence of a real magnetic field. In photonic systems, a common strategy is the use of gyro-magnetic materials, which change their electromagnetic response as a function of an
external magnetic field [22–27]. As a result, chargeless photons propagating through a gyromagnetic medium indirectly experience the effects of the external magnetic field and behave analogously to charged particles.

In Chapters 3–6 of this thesis, we focus on engineering effective magnetic fields for chargeless photons hopping on an atomic lattice. However, instead of adjusting the hoppings or using gyromagnetic materials, we utilize the intrinsic geometric phases associated with dipolar interactions to obtain topological behavior and simply use the Zeeman effect to imprint the presence of an external magnetic field on the constituent atoms.

![Figure 1-2: Schematic depiction of photon-mediated dipolar atomic interactions between two atoms with \( \hat{\sigma}_+ = (\hat{x} + i\hat{y})/\sqrt{2} \) and \( \hat{\sigma}_- = (\hat{x} - i\hat{y})/\sqrt{2} \) transitions that are Zeeman-shifted by an external magnetic field. The two atoms are generally positioned at an angle \( \phi \) relative to the \( x \) axis and the electric field of the photon is parameterized as \( \mathbf{E} \sim \sin\phi \hat{x} - \cos\phi \hat{y} \).](image)

The emergence of topological phases in a system of atoms with dipolar interactions can be understood from the following simple argument. Let's consider dipolar atoms with a ground state and two excited states with \( \hat{\sigma}_+ = (\hat{x} + i\hat{y})/\sqrt{2} \) and \( \hat{\sigma}_- = (\hat{x} - i\hat{y})/\sqrt{2} \) transitions (see Fig. 1-2). In the presence of an external magnetic field, the two transitions are Zeeman-split. Thus, it is meaningful to consider the dipolar exchange of a photon between one atom in its \( |\sigma_+\rangle \) state and another atom, some
distance away, in its \(|\sigma_−\rangle\) state. Each atom \((i = 1, 2)\) couples to the electromagnetic field via the term

\[ V_i = -d_i \cdot E, \quad (1.3) \]

where \(d_i\) stands for the transition dipole moment of the \(i^{th}\) atom and \(E\) denotes the electric field. The transition dipole moments of the two atoms are proportional to

\[ d_1 \sim (\hat{x} + i\hat{y}) \quad \text{and} \quad d_2 \sim (\hat{x} - i\hat{y}). \quad (1.4) \]

In general, the two atoms are located at an angle \(\phi\) with respect to the \(x\) axis (see Fig. 1-2) and, therefore, the electric field of the photon propagating between them is parameterized as

\[ E \sim \sin \phi \ \hat{x} - \cos \phi \ \hat{y}, \quad (1.5) \]

where we assume that the polarization of the photon is perpendicular to the direction of its propagation. After adiabatically eliminating the photonic degrees of freedom [38], we find that the dipolar interaction between the two atoms is given by

\[ V_{12} \sim V_1 V^*_2 \sim (\sin \phi - i \cos \phi)(\sin \phi + i \cos \phi)^* \sim e^{2i\phi}. \quad (1.6) \]

The above phase in the dipolar interaction between the two atoms is a \textit{winding phase}, as it winds around as a function of the angular position of atoms. These phases become ill-defined for \(r = 0\), which constitutes a phase defect. Such winding phases provide a straightforward recipe for engineering topology in a dipolar system [39]. In particular, the phase defects associated with such winding lead to monopoles of Berry flux in momentum space and, thus, to non-trivial Chern numbers.

As this simple argument indicates, dipolar interactions in the presence of a magnetic field naturally give rise to non-trivial topology. The exploration of the topological phenomena that arise in dipolar systems in free space forms the backbone of Chapters 3 and 4. Besides finding photonic bands with non-trivial Chern numbers, we also study the edge states that arise on the system boundaries of finite atomic lattices. Depending on the geometry of the edge termination, we find edge states.
that are short- or long-lived. We also explore the robustness of these edge states to imperfections and defects of the atomic lattice.

1.3 Topology and photonic crystals

The argument for the existence of a winding phase in the dipolar interaction of atoms is very general and holds not only in free space, but also in other electromagnetic environments [40]. The only requirement is that the polarization of the interaction-mediating photon be tied to the direction of propagation, as in Eq. (1.5). For example, a standing wave would not satisfy this requirement, but most propagating waves do — even in structured photonic environments. This is a powerful generalization, as it opens up the rich and varied toolbox of nanophotonics [41] for the purposes of engineering topological atomic systems.

In Chapters 5 and 6, we consider dipolar interactions mediated by quasi-two-dimensional photonic crystal slabs. In particular, in Chapter 5 we engineer photonic crystals slabs, where the direction-dependent polarization of the guided photons has a simple and explicit form, enabling precise, analytic calculations of the slab-mediated dipolar interactions. Then, in Chapter 6 we consider a two-dimensional lattice of atomic emitters embedded in such a photonic crystal slab and explicitly show that the system has a topological band structure. We also study the edge states that arise in a finite lattice and show that the edge states are robust to defects expected in realistic systems, such as emitters missing from sites and inhomogeneous broadening.
Chapter 2

Quantum Optics in Maxwell’s Fish Eye Lens with Single Atoms and Photons

2.1 Introduction

Maxwell’s two-dimensional fish eye is an optical lens with remarkable imaging properties. Light emitted from any point inside the lens refocuses at the antipodal point on the opposite side of the lens. Since J. C. Maxwell’s original work that studied ray optics inside the lens [42], the properties of the fish eye have been analyzed in a variety contexts, including electromagnetic waves [43, 44], scalar waves [45], quantum mechanics [46] and supersymmetry [47].

More recently, it was proposed that Maxwell’s fish eye lens may have the ability to perfectly refocus electromagnetic waves emerging from a point source [48–50], thereby overcoming the diffraction limit [51]. The idea of perfect imaging with Maxwell’s fish eye has generated vigorous debate [52–79]. It has focused on how the presence of a point-like detector, placed at the focus point, changes the image formed and whether perfect imaging is an artifact of the detector. On the one hand, it has been argued that the presence of the detector, which can absorb the incoming radiation, is necessary to
form a perfect image [48–50, 52–55]. On the other hand, concerns have been raised that the detector itself would contribute electromagnetic waves to the image formed, giving rise to the apparent subwavelength focus point [55–58]. Subsequently, the discussion about perfect imaging has shifted to finding a simple and realistic model for such detectors [59–64, 71]. More recently, it was suggested that perfect imaging may be possible when operating very close to the resonances of the fish eye lens [76–79].

Figure 2-1: Light rays propagating within the infinite 2D fish eye lens trace out perfect circles (dashed red lines). If a mirror of radius $R_0$ is introduced (black dotted circle), the trajectories remain closed (solid red lines). All light rays emerging from an arbitrary point within the lens (green dot) refocus at the antipodal point (blue star). The color code and the inset show the spatial variation of the refractive index as a function of the radius, where we assume that $n_0 = 1$ in Eq. (2.1). For $r > R_0$, the refractive index of the fish eye dips below 1.

In this Chapter, we study the imaging properties of Maxwell's two-dimensional (2D) fish eye lens at the single-photon level using single atoms. In particular, we assume that both the source and the detector of the photon are individual atoms and
thus no ambiguity arises regarding their fundamental properties. One atom, initially in its excited state, emits the photon and the second atom, initially in its ground state, absorbs the photon, storing it in a metastable state for fluorescent readout. This is conceptually the simplest model for a source and a detector [78].

We model the 2D lens as an effective photonic cavity filled with an inhomogeneous dielectric material and solve for the atom-photon dynamics inside the lens. Since the rate of photon exchange between the atoms is set by the local electric field strength, the atomic dynamics is a sensitive indicator of the electric field distribution of the photon during absorption. In particular, we find the the photon exchange rate between the two atoms, which are detuned from the cavity resonances, is well described by a simple model, which assumes that the photon is focused to a diffraction-limited area during absorption.

We also analyze the capabilities of the fish eye to enhance the interaction between distant atoms. In particular, we show that the dipole-dipole interaction mediated by the fish eye lens is effectively infinite in range. This infinite-range interaction is a consequence of the unique focusing properties of the fish eye lens and is analogous to the infinite-range interactions mediated by quasi-1D waveguides, which have been the subject of extensive research in recent years in the context of hollow [80, 81], plasmonic [82-84], microwave [85-87] and dielectric [88-93] waveguides. Within this model, we quantitatively evaluate entangling operations and discuss a realistic experimental realization.

This Chapter is organized as follows. In Section 2.2 we discuss the general formalism behind our work and derive the dipole-dipole interaction mediated by the lens between atoms. In Section 2.3 we discuss the entanglement of atoms within the lens. In Section 2.4 we analyze the validity of the Born-Markov approximation. In Section 2.5 we discuss a possible physical realization of the 2D fish eye using transformational plasmon optics. Key insights of our work are summarized in Section 2.6.
Figure 2-2: (a) Schematic depiction of the two dipoles embedded in the fish eye cavity, which is surrounded by mirrors on all sides. (b) Spectrum of the cavity ($\omega_l = \sqrt{l(l+1)}c/(R_0\eta_0)$, $l = 1, 2, 3, \ldots$) in the absence ($\kappa = 0$) and the presence ($\kappa \neq 0$) of losses. The atomic resonant frequency $\omega_0$ is tuned between two resonances of the cavity. (c) Strength of the dipole-dipole interaction $\delta\omega(r_1, r_2)/\Gamma_0$ between two atoms for four different lens radii: (i) $R_0 = 4.93\lambda$, (ii) $R_0 = 8.11\lambda$, (iii) $R_0 = 11.3\lambda$ and (iv) $R_0 = 14.48\lambda$, assuming lens thickness $b = \lambda/10$ and $\Gamma_0 = h^2\omega_0^3/(3\pi\varepsilon_0\hbar^2)$. The lens radii are chosen such that the transition frequency of the atoms $\omega_0 = 2\pi\nu/\lambda$ lies halfway between the resonances of the lens ($l = 1, 2, 3, \ldots$). In particular, we chose the order parameters (i) $\nu = 30.5$, (ii) $\nu = 50.5$, (iii) $\nu = 70.5$ and (iv) $\nu = 90.5$, where $\nu = \frac{1}{2}(\sqrt{16\pi^2(R_0\eta_0/\lambda)^2 + 1} + 1)$ and $\eta_0 = 1$. The atom on the left is positioned exactly $\lambda$ away from the mirror, whereas the position of the second atom is swept. The strength of the interaction peaks $\lambda$ away from the opposite mirror surface with a height that is independent of the radius of the lens and the interatomic distance. (d) Enlarged view of the dipole-dipole interaction near the antipodal point, showing that the width of the peak is approximately $\lambda/2$. 
2.2 General Formalism

In this section we describe the general formalism behind our calculations for exploring the quantum optical properties of the system and calculate the dipole-dipole interaction between atoms placed inside the lens.

2.2.1 Maxwell’s Fish Eye Lens

The two-dimensional fish eye lens is a dielectric medium of infinite size with refractive index

\[ n(r) = \frac{2n_0}{1 + (r/R_0)^2}, \]  

where \( r = \sqrt{x^2 + y^2} \), \( R_0 \) is the natural length scale of the problem and \( n_0 \geq 1 \) can be chosen arbitrarily. We assume \( n_0 = 1 \) for all numerical calculations in this Chapter.

In the limit of geometric optics, light rays propagate in perfect circles (Fig. 2-1, dashed circles). All rays emitted from a single point inside the lens ultimately meet at the antipodal point. For \( |r| > R_0 \) the refractive index varies between \( n_0 \) and 0, which is difficult to achieve in practice. Thus the lens is modified by placing a mirror around the circle of radius \( |r| = R_0 \) (black circle in Fig. 2-1). In the presence of the mirror the trajectories still remain closed (solid red lines in Fig. 2-1) [48].

The 2D fish eye can be realized for electromagnetic waves in a thin disk of radius \( R_0 \) with a dielectric material of radially varying refractive index given in Eq. (2.1), which is constant along the \( \hat{z} \) direction. When the top and bottom surfaces of the disk are covered with two parallel mirrors, the lowest-frequency transverse electromagnetic (TEM) mode is invariant along the \( \hat{z} \) direction and realizes the ideal dynamics of the 2D fish eye [50, 70]. While other modes with higher frequencies will also be present, when the operating frequency is below a certain cut-off, only the lowest TEM mode is excited. Specifically, this is achieved when the frequency of the radiating source \( \omega_0 \) is much smaller than the cut-off frequency \( \pi c/b \), where \( c \) is the speed of light in vacuum and \( b \) is the thickness of the disk [70, 94]. Later, we consider a realistic realization of the two-dimensional fish eye with surface plasmons, where the transverse confinement
arises naturally from the confinement of the plasmons to the metal-dielectric interface [95, 96].

2.2.2 Hamiltonian

We model the atoms as two-level systems with ground and excited states denoted by $|g\rangle$ and $|e\rangle$, respectively. The Hamiltonian describing the evolution of the system composed of the two atoms and the fish eye modes is given by

$$H = H_{\text{atom}} + H_{\text{field}} + V,$$

(2.2)

where the atoms evolve according to $H_{\text{atom}} = \hbar \omega_0 \sum_{i=1,2} |e_i\rangle \langle e_i|$ and the evolution of the electromagnetic field is described by $H_{\text{field}} = \sum_{l,m} \hbar \omega_l a_{l,m}^\dagger a_{l,m}$, where $a_{l,m}$ is the annihilation operator of an eigenmode of the lens labelled by $(l,m)$. The interaction of the two atoms with the electromagnetic field is given by $V = - \sum_{i=1,2} d_i \cdot E(r_i)$, where $d_i = d_z (\sigma_i^1 + \sigma_i) \hat{z}$ with $\sigma_i = |g_i\rangle \langle e_i|$ and $d_z$ is the $z$-component of the dipole moment of the $e \rightarrow g$ transition of the atom, $E(r_i)$ is the electric field operator at position $r_i$ within the lens, and we neglect variations of the field over the size of the atoms. The two atoms are positioned at $r_1$ and $r_2$ (see Fig. 2-2(a)). Note that Eq. (2.2) describes a closed lossless system composed of the lens and the two atoms with no coupling to free-space modes. Later we will consider how photon loss from the fish eye modes affects our results.

2.2.3 Quantization in the Fish Eye Lens

We follow the quantization scheme of Glauber and Lewenstein [97] to write down the expression for the quantized electromagnetic field $E(r_i)$ of the lens

$$E(r_i) = i \sum_{l,m} \left( \frac{\hbar \omega_l}{2\varepsilon_0} \right)^{1/2} [a_{l,m} f_{l,m}(r_i) - a_{l,m}^\dagger f_{l,m}^*(r_i)],$$

(2.3)
where $f_{i,m}$ are the classical eigenmodes of the cavity that are solutions of the wave equation

$$n(r)^2 \frac{c^2}{\omega_{i,m}^2} f_{i,m}(r) - \nabla \times [\nabla \times f_{m,l}(r)] = 0,$$

subject to the transversality condition

$$\nabla \cdot [n(r)^2 f_{i,m}(r)] = 0,$$

which together with the boundary condition that $f_{i,m} \cdot \hat{z} = f_{i,m} \cdot \hat{\phi} = 0$ at $|r| = R_0$ due to the presence of the mirror. The position-dependent refractive index $n(r)$ is given by Eq. (2.1). The solutions of Eq. (2.4) and Eq. (2.5) can be chosen to form an orthonormal set satisfying

$$\int_\mathcal{V} d^3r \ n(r)^2 f_{i,m}(r) \cdot f_{i',m'}^*(r) = \delta_{ii'} \delta_{mm'},$$

where the integral is performed over the quantization volume $\mathcal{V}$.

Solving these equations, the lowest TEM modes of the fish eye take the following form

$$f_{i,m}(r, \phi) = \sqrt{\frac{2}{bR_0^2n_0^2}} Y_l^m \left( \arccos \left( \frac{|r|^2 - R_0^2}{|r|^2 + R_0^2} \right), \phi \right) \hat{z},$$

where $Y_l^m(\theta, \phi)$ are the spherical harmonic functions, $\phi = \arccos(x/|r|)$ is the azimuthal angle associated with position $r$ and the eigenfrequencies are

$$\omega_l = c\sqrt{l(l+1)}/(R_0n_0).$$

The modes $f_{i,m}$ are labelled with the rescaled wavenumber $l = 1, 2, 3 \ldots$ and the angular momentum index $m$, where $m(l) = -(l-1), -(l-3), \ldots, (l-1)$ is enforced by the boundary condition $f_{i,m}(R_0, \phi) = 0$. The discrete spectrum of the fish eye is schematically shown in Fig. 2-2(b). The number of degenerate states increases linearly with $l$, since $\sum_{m(l)} 1 = l$. 
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2.2.4 Photon transfer between two atoms via dipole-dipole interaction

In this section, we investigate the resonant transfer of a photon between two atoms via the dipole-dipole interaction, the strength of which we denote by $\delta \omega$.

In quantum optics, the most fundamental model for photon emission and detection assumes that one atom is initially in its excited state $|e_1\rangle$, while the second atom is in its ground state $|g_2\rangle$. When the system evolves coherently in time, the excited atom (virtually) emits the photon and after time $t_{\text{int}} \sim \pi/(2\delta \omega)$ the second atom fully absorbs the photon as its atomic population is transferred to the excited state $|e_2\rangle$ [84, 98].

Furthermore, by making use of additional metastable states $|s_i\rangle$ with $i = 1, 2$ (see Fig. 2-3) that only couple to $|e_i\rangle$ via the time-dependent classical control pulse $\Omega_i(t)$ (such that $\Omega_i \gg \delta \omega$), the photon transfer can be performed in a controlled, realistic scheme [99-101]. In particular, by adjusting $\Omega_1(t)$ and $\Omega_2(t)$, the photon transfer can be initiated via the excitation of $|e_1\rangle$ and, as the photon is reabsorbed, the atomic population of the second atom can be transferred to the metastable state $|s_2\rangle$. Then, by switching off $\Omega_2(t)$, reemission into the cavity can be prevented. From the metastable state the photon can be read out using standard fluorescence techniques [102, 103]. This completes the detection of the photon.

In a standard quantum optical setting, the dipole-dipole interaction between two atoms with level spacing $\omega_0$ between ground $|g_i\rangle$ and excited states $|e_i\rangle$ in any environment can be expressed in terms of the classical Green's function components $G_{\alpha\beta}(r_1, r_2, \omega_0)$ (with $\alpha, \beta = x, y, z$) through the following expression [104-107]

$$\delta \omega(r_1, r_2) = \frac{d^2 \omega_0^2}{\hbar \epsilon_0 c^2} \text{Re}\{G_{zz}(r_1, r_2, \omega_0)\},$$

(2.9)

where we assume that the two atoms are located at $r_1$ and $r_2$ and their dipole moments $d_z$ are oriented along the $z$-axis. Note that the real (imaginary) part of the Green's function $G_{zz}(r_1, r_2, \omega_0)$ has the simple interpretation of being the $z$-component of the in-phase (out-of-phase) component of the electric field generated at position $r_2$ within
the lens due to the presence of a z-oriented point-like dipole at position \( r_1 \) radiating at frequency \( \omega_0 \).

![Diagram of photon transfer between two atoms](image)

Figure 2-3: Schematic depiction of a realistic scheme for the photon transfer between the two atoms. The first atom emits the photon, while the second atom fully absorbs it. By applying classical time-dependent control pulses \( \Omega_1(t) \) and \( \Omega_2(t) \), the transfer can be initiated and the photon can be captured in the metastable state of the second atom, from which the photon can be read out using fluorescence techniques.

We note that, when the classical Green’s function of a problem is analytically known, it is typically a simple matter to evaluate Eq. (2.9) and find the dipole-dipole interaction between atoms. However, for the fish eye there is debate about what Green’s function correctly describes the imaging process. The subtlety of the issue arises from the fact that the fish eye, which models the closed surface of the sphere, is inherently a closed system from which radiation cannot escape in the absence of losses and detectors [48–50]. As mentioned previously, the accurate mathematical modeling of detectors has been a key focus of the discussion regarding perfect imaging [52, 53, 55–75, 78, 79].

Here, since we model both the ‘source’ of the radiation and the ‘detector’ as atoms, the exact expression for the dipole-dipole interaction can be obtained from the standard quantum optical master equation [38], where no ambiguity arises in the derivation of the results. Furthermore, as we show below, the expression obtained for the dipole-dipole interaction from the master equation exactly matches one of the two Green’s functions discussed extensively in the fish eye literature, allowing us to directly use Eq. (2.9), which substantially simplifies numerical calculations.

The quantum optical master equation in the Born-Markov approximation, which
governs the evolution of the atoms inside the lens, takes the following form in the interaction picture [38]

$$\frac{d\tilde{\rho}}{dt} = -\frac{1}{\hbar^2} \int_0^\infty d\tau \text{Tr} \left( \tilde{\mathcal{V}}(t), \left[ \tilde{\mathcal{V}}(t - \tau), \tilde{\rho}(t) \otimes |0\rangle\langle 0| \right] \right),$$

(2.10)

where $|0\rangle\langle 0|$ is a projector onto the vacuum state of the lens (i.e. no photons in the lens) and the trace is implied over all photonic Fock states of the lens, $\sum_n \langle n| \ldots | n\rangle$, and

$$\tilde{\rho}(t) = e^{iH_{\text{atom}}t/\hbar} \rho(t)e^{-iH_{\text{atom}}t/\hbar},$$

(2.11)

and

$$\tilde{\mathcal{V}}(t) = e^{i[H_{\text{atom}} + H_{\text{field}}]t/\hbar} V(t)e^{-i[H_{\text{atom}} + H_{\text{field}}]t/\hbar}.$$  

(2.12)

In Eq. (2.10), the Born approximation was performed by writing the density matrix for the system in the form $\tilde{\rho}(t - \tau) \otimes |0\rangle\langle 0|$, which amounts to neglecting correlations between the atoms and the electromagnetic modes of the lens [38]. The Markov approximation was made by replacing $\tilde{\rho}(t - \tau)$ by $\tilde{\rho}(t)$, which is based on the assumption that the atom-field correlation time is negligibly short compared to the time scale on which the system evolves [38]. The Markov approximation allowed us to self-consistently extend to infinity the upper limit of the integration with respect to $d\tau$. We confirm the validity of the Born-Markov approximation in Section 2.4.

After performing the trace over the modes of the fish eye lens, we need to evaluate the following standard integral

$$\int_0^\infty d\tau e^{-i(\omega_0 \mp \omega_1)\tau} = \pi \delta(\omega_0 \mp \omega_1) \pm i P \frac{1}{\omega_0 \mp \omega_1},$$

(2.13)

where $\delta(x)$ stands for the Dirac delta and $P f(x)$ denotes the principal value component of the function $f(x)$. Since the spectrum of the fish eye modes (which act as the reservoir for the atoms) is discreet, the Dirac delta and the principal value do not contribute away from resonances and we may simply replace the right-hand side of Eq. (2.13) with $\pm i/(\omega_0 \mp \omega_1)$. More specifically, in the absence of any mechanism for photon loss that would broaden the energy levels, the atoms experience no sponta-
neous decay or cooperative emission when their transition frequency does not coincide with the resonant frequencies of the lens. The master equation then describes the fully coherent, lossless evolution of the atoms and takes the form

$$\frac{dp}{dt} = \frac{1}{i\hbar} [H_{at}, \rho] - \sum_{i,j=1,2} \delta \omega(r_i, r_j) [\sigma_i^+ \sigma_j, \rho], \quad (2.14)$$

where the dipole-dipole interaction between the atoms is given by

$$\delta \omega(r_i, r_j) = \frac{d_z^2}{\hbar \varepsilon_0} \sum_{l,m} \frac{\omega_l^2}{\omega_l^2 - \omega_0^2} f_{l,m}^*(r_i) f_{l,m}(r_j), \quad (2.15)$$

where the fish eye modes $f_{l,m}(r)$ are given by Eq. (2.7) and the summation runs over all eigenmodes of the fish eye. Given the summation over an infinite number of modes, it is difficult to work directly with the expression given in Eq. (2.15) and it is desirable to replace it with a simple, closed-form expression.

As shown in Appendix A.1, the right-hand side of Eq. (2.15) can indeed be replaced by an expression of the same form as Eq. (2.9) using a Green’s function, where the Green’s function is given by the following expression

$$G_{zz}(r_1, r_2, \omega) = -\frac{P_\nu(\xi(\alpha_1, \alpha_2)) - P_\nu(\xi(\alpha_1, 1/\alpha_2^*))}{4b \sin(\pi \nu)}, \quad (2.16)$$

where $P_\nu$ is the Legendre function of (non-integer) order

$$\nu = \frac{1}{2} \left( \sqrt{16\pi^2 (R_0 n_0/\lambda)^2 + 1} - 1 \right). \quad (2.17)$$

Note that the order parameter $\nu$ depends on the atom frequency $\omega_0$ through the free-space wavelength $\lambda = 2\pi c/\omega_0$ and the order parameters with integer values ($\nu = 1, 2, 3 \ldots$) correspond to the resonances of the lens. We have also defined $\xi(\alpha_1, \alpha_2) = (|\zeta(\alpha_1, \alpha_2)|^2 - 1)/(|\zeta(\alpha_1, \alpha_2)|^2 + 1)$ and $\zeta(\alpha_1, \alpha_2) = (\alpha_1 - \alpha_2)/(\alpha_1 \alpha_2^* + 1)$, with $\alpha_j = \frac{r_j}{R_0} e^{i\phi_j}$, where $(r_j, \phi_j)$ are the cylindrical coordinates of the positions of the two atoms ($j = 1, 2$) within the lens. In Eq. (2.16) the second term on the right hand
side accounts for the presence of the mirror at \(|r| = R_0\), ensuring that the electric field goes to zero [48]. This Green's function was first derived in Ref. [54], and is obtained from the canonical equation of the dyadic Green's function in the presence of a single source term [48, 50, 53]. This Green's function has been used previously to describe the static electric field distribution inside the lens for the case when a diffraction-limited image forms at the antipodal point in the presence of a classical source and in the absence of a 'drain' [53, 56].

Using Eq. (2.9) and Eq. (2.16), the dipole-dipole interaction can be calculated in a straightforward manner within the lens. In Fig. 2-2(c) we plot the strength of the dipole-dipole interaction between two atoms. The position of the first atom is fixed exactly one wavelength away from the mirror and the position of the second atom is varied across the lens. We plot the interaction strength for four different radii of the fish eye. As Fig. 2-2(c) shows, the strength of the dipole-dipole interaction peaks at the antipodal point, exactly one wavelength away from the mirror.

As noted at the start of this section, in quantum optics the strength of the dipole-dipole interaction sets the rate at which a photon can be resonantly transferred from one atom to the other. Physically, this exchange rate depends on the strength of the photon field at the location of the second atom that absorbs the photon. In general, the smaller the volume the photon is focused to, the larger the field strength gets. Thus, the dipole-dipole exchange rate depends sensitively on the area the photon is focused to. Fig. 2-2(d) provides an enlarged view that shows the dipole-dipole interaction rate – and thus the electric field strength – experienced by the second atom near the antipodal point\(^1\). The width of the peak is approximately \(\lambda/2\), suggesting that the photon is focused to a diffraction-limited area at the location of the second atom. These results for the rate of photon transfer are numerically confirmed in Section 2.4.

Fig. 2-2(c) also shows that the height of the peak remains constant as the radius of the fish eye and, therefore, the distance between the two atoms is increased. The

\(^1\text{Note that since the Green's function in Eq. (2.16) is purely real, the dipole-dipole interaction is simply proportional to the electric field strength.}\)
photon emitted by an atom anywhere within the cavity gets refocused at the antipodal point regardless of the size of the lens. Such infinite range dipole-dipole interaction is a well-known feature of quasi-1D waveguides [80–93]. Intuitively, the 2D fish eye lens acts as quasi-1D system due to the fact that the lens mimics the propagation of light on the surface of a sphere [49]. Just as in 1D light is confined to propagate along a single axis without dispersion, the same way light emitted from a point on the 2D surface of a sphere is constrained to propagate along the geodesics of the sphere and refocuses at the antipodal point without any dispersion.

The functional form of the dipole-dipole interaction can also be understood analytically by considering the asymptotic behavior of the Green's function near the source and image points. In particular, note that the source and image points in the lens correspond to $\xi(\alpha_1, \alpha_2) = -1$ and $\xi(\alpha_1, 1/\alpha_2^*) = +1$ respectively [48]. As $\xi \to -1$ we obtain the asymptotic expansion [48, 108]

$$P_\nu(\xi) \to \frac{\sin(\nu \pi)}{\pi} \left[ \log \left( \frac{1 + \xi}{2} \right) + F(\nu) \right],$$

(2.18)

where we have defined the function

$$F(\nu) = \gamma + 2\psi(\nu + 1) + \pi \cot(\nu \pi).$$

(2.19)

Here $\gamma$ is Euler’s constant and $\psi$ is the digamma function. In addition, when $\xi \to 1$ we obtain the asymptotics $P_\nu(\xi) \to 1$ [48, 108]. Thus, near the source point the first term dominates in Eq. (2.16) and a logarithmic divergence is formed. In contrast, near the image point, the second term dominates and we can analytically approximate the Green’s function as

$$G_{zz} \approx -\frac{1}{4b \sin(\pi \nu)}.$$  

(2.20)

This shows that the absolute value of the Green’s function is maximized when the frequency falls half-way between two resonances such that $\nu = m + 0.5$, where $m \in \mathbb{N}$. Furthermore, this expression also shows that the height of the peak at a given frequency only depends on the transverse confinement of the modes $b$ and is independent
of the lens radius $R_0$. Finally, we note that Eq. (2.20) also shows that the dipole-dipole interaction is independent of where we place the atoms within the lens as long as they are situated at antipodal points.

### 2.2.5 Spontaneous and cooperative decay of atoms

In all calculations so far, we assumed that the fish eye lens is completely isolated from its surrounding environment and the photon cannot leak out of the cavity. Here, we next consider the situation when the lifetime of the eigenmodes of the fish eye are finite e.g. due to the imperfection of the mirrors and dissipation in the dielectrics. We account for the gradual loss of photons from the fish eye modes by modifying the Hamiltonian in Eq. (2.2) with a non-Hermitian term [109–114] of the following form

$$H_{\text{field}} = \sum_{i,m} \hbar (\omega_i - i\kappa) a_{i,m}^\dagger a_{i,m}, \quad \text{(2.21)}$$

where $2\kappa$ sets the rate of decay from the modes, which is assumed to be frequency-independent in the range of interest. The decay of the cavity modes broadens the discrete energy levels of the fish eye, creating a continuous spectrum, as shown schematically in Fig. 2-2(b).

With this modification, we can re-derive the master equation from Eq. (2.11). We evaluate the following integral

$$\int_0^\infty d\tau e^{-i(\omega_i+\omega_0)\tau} e^{-\kappa \tau} = \frac{1}{i(\omega_i+\omega_0) + \kappa}, \quad \text{(2.22)}$$

and after neglecting the off-resonant decay terms [38] we obtain the master equation in the following form

$$\frac{d\rho}{dt} = \frac{1}{i\hbar} [H_{\text{at}}, \rho] - i \sum_{i,j=1,2 \atop i \neq j} \delta_\omega (r_i, r_j) \{ \sigma_i^\dagger \sigma_j, \rho \} - \sum_{i,j=1,2 \atop i \neq j} \Gamma (r_i, r_j) \left( \sigma_i^\dagger \rho \sigma_j^\dagger - \frac{1}{2} \{ \sigma_i^\dagger \sigma_j, \rho \} \right), \quad \text{(2.23)}$$
where the rate of decay is given by

\[ \Gamma(r_i, r_j) = \frac{d^2}{\hbar} \sum_{l,m} \kappa f_{l,m}^*(r_i) f_{l,m}(r_j) (L_l^+ + L_l^-), \tag{2.24} \]

and the modified dipole-dipole interaction is given by

\[ \delta \omega(r_1, r_2) = \frac{d^2}{2\hbar} \sum_{l,m} \omega_l f_{l,m}^*(r_1) f_{l,m}(r_2) (D_l^+ + D_l^-), \tag{2.25} \]

where we have defined

\[ L_l^\pm = \frac{\mp \omega_l}{\kappa^2 + (\omega_l \pm \omega_0)^2} \quad \text{and} \quad D_l^\pm = \frac{\omega_l \pm \omega_0}{\kappa^2 + (\omega_l \pm \omega_0)^2}. \tag{2.26} \]

Since we are now including losses in the system, the excited states of the two atoms can irreversibly decay into the eigenmodes of the lens and leave the cavity, leading to non-zero single atom decay \( \gamma(r_i) = \Gamma(r_i, r_i) \) (with \( i = 1, 2 \)) and cooperative decay \( \gamma_{\text{coop}}(r_1, r_2) = \Gamma(r_1, r_2) \). The single atom decay \( \gamma \) describes how quickly an excitation decays from state \( |e\rangle \) of an individual atom to the fish eye modes, whereas the cooperative decay \( \gamma_{\text{coop}} \) governs the coherent joint emission of the two atoms into the modes leading to super \( (\gamma + \gamma_{\text{coop}}) \) and subradiant decay \( (\gamma - \gamma_{\text{coop}}) \) of the symmetric and anti-symmetric superpositions of the two atoms, respectively [38].

As for the lossless case, it is desirable to find closed-form expressions to replace the expressions that involve infinite summations on the right-hand side of Eq. (2.24) and Eq. (2.25). As shown in Appendix A.1, the decay rates and the dipole-dipole interaction can be expressed using the Green’s function of Eq. (2.16) in the following form

\[ \Gamma(r_i, r_j) = \frac{2d^2}{\hbar \epsilon_0 c^2} \text{Im}\{(\omega_0 + i\kappa)^2 G_{zz}(r_i, r_j, \omega_0 + i\kappa)\}, \tag{2.27} \]

and

\[ \delta \omega(r_i, r_j) = \frac{d^2}{\hbar \epsilon_0 c^2} \text{Re}\{(\omega_0 + i\kappa)^2 G_{zz}(r_i, r_j, \omega_0 + i\kappa)\}. \tag{2.28} \]
These simple, analytic expressions provide a convenient way to calculate the quantum optical properties of atoms inside the lossy fish eye lens and to study the atomic dynamics.

We also note that when $\kappa \ll \omega_0$, Eq. (2.27) and Eq. (2.28) can be approximated as

$$\Gamma(r_i, r_j) \approx \frac{2d^2\omega_0^2}{\hbar\epsilon_0 c^2} \text{Im}\{G_{zz}(r_i, r_j, \omega_0 + i\kappa)\},$$  \hspace{1cm} (2.29)

and

$$\delta\omega(r_i, r_j) \approx \frac{d^2\omega_0^2}{\hbar\epsilon_0 c^2} \text{Re}\{G_{zz}(r_i, r_j, \omega_0 + i\kappa)\}.$$ \hspace{1cm} (2.30)

Eq. (2.29) and Eq. (2.30) suggest an alternative way of accounting for the loss of photons from the modes of the fish eye. In particular, it can be shown (see Appendix A.1) that $G_{zz}(r_i, r_j, \omega_0 + i\kappa)$ is the Green's function of the fish eye lens with the following complex refractive index

$$\tilde{n}(r) = n(r)(1 + i\alpha),$$ \hspace{1cm} (2.31)

where

$$\alpha = \kappa/\omega_0,$$ \hspace{1cm} (2.32)

and $n(r)$ is given by Eq. (2.1). Therefore, the loss of photons from the modes of the fish eye can also be thought to arise from material absorption in the dielectric [48]. This is a key observation, which allows us to associate a $\kappa$ value with material absorption and, therefore, treat all losses that contribute to photon decay from the fish eye modes in a unified manner. In particular, even if different loss processes are present, e.g. material absorption and leakage through the mirror, we can still associate a $\kappa$ value with each of these processes and calculate the total decay rate via

$$\kappa_{\text{total}} = \kappa_{\text{abs}} + \kappa_{\text{mirror}},$$ \hspace{1cm} (2.33)
which can be substituted into Eq. (2.29) and Eq. (2.30) to calculate the relevant atomic properties in the lossy lens. This will be particularly useful when we consider a possible physical realizations of the fish eye lens with plasmons (see Section 2.5).

Furthermore, we can also find how $\nu$, $\Gamma$ and $\delta \omega$ scale with $\alpha$ for system parameters of interest. First, we note that $16\pi^2(R_0/\lambda)^2 \gg 1$, whenever $\lambda \lesssim R_0$. Assuming $\alpha \ll 1$, to first order in $\alpha$ we find that

$$\nu \approx \frac{2\pi R_0}{\lambda} (1 + i\alpha). \quad (2.34)$$

Assuming that $\text{Re}[\nu] = m + 0.5$ with $m \in \mathbb{N}$ (which corresponds to tuning the atomic frequency between two resonances), from Eq. (2.20) we obtain that, to lowest order in $\alpha$, the following approximation holds at the image point ($r_1 = -r_2$)

$$G_{zz}(r, -r, \omega_0 + i\alpha) \approx -\frac{1}{4b\sin(\pi\nu)} \approx \frac{1}{4b(1 + (2\pi^2 R_0 \alpha/\lambda)^2)}, \quad (2.35)$$

where the choice of sign $\mp$ depends on whether $m$ is even or odd. This is a purely real quantity and, therefore, from Eq. (2.29) and Eq. (2.30) we find that the cooperative decay is given by

$$\gamma_{\text{coop}} = \Gamma(r, -r) \approx 0, \quad (2.36)$$

and the dipole-dipole interaction takes the form

$$\delta \omega(r, -r) \approx \mp \frac{d_z^2 \omega_0^2}{\hbar \varepsilon_0 c^2} \frac{1}{4b(1 + (2\pi^2 R_0 \alpha/\lambda)^2)}. \quad (2.37)$$

Finally, we can find the single atom decay rate $\gamma$ by substituting $r_i = r_j$ into Eq. (2.29) and substituting Eq. (2.18) and Eq. (2.34) into Eq. (2.16). We find that to leading order in $\alpha$ the following approximation holds

$$\gamma = \Gamma(r, r) \approx \frac{d_z^2 \omega_0^2}{\hbar \varepsilon_0 c^2} \frac{\pi^2 R_0 \alpha}{b\lambda}. \quad (2.38)$$
2.3 Entanglement of atoms

Structures that mediate long-range dipole-dipole interactions are of significant interest in quantum information processing, as such interactions make it possible to entangle \[81\] and perform deterministic phase gates between distant atoms \[84\]. In this section, we characterize the potential of the fish eye to entangle distant atomic quits. We focus on the simple case of a single excitation being exchanged between two atoms due to the dipole-dipole interaction. In what follows, for simplicity we assume that the two atoms are located at antipodal points (i.e. \( |r_1| = |r_2| \) and \( \phi_1 = \phi_2 + \pi \)) and, therefore, \( \gamma = \Gamma(r_1, r_1) = \Gamma(r_2, r_2) \).

In the absence of a driving field, the no-jump evolution of the system can be described by a non-Hermitian effective Hamiltonian of the form \[115\]

\[
H_0 = (\hbar \omega - i \gamma)|e_1, e_2\rangle\langle e_1, e_2| \\
+ (\delta \omega - i(\gamma + \gamma_{\text{coop}})/2)|+\rangle\langle +| \\
+ (-\delta \omega - i(\gamma - \gamma_{\text{coop}})/2)|-\rangle\langle -|,
\]

(2.39)

where we have defined \(|\pm\rangle = (|e_1, g_2\rangle \pm |g_1, e_2\rangle)/\sqrt{2}\), and recall from the previous section that \( \gamma_{\text{coop}} = \Gamma(r_1, r_2) \) and \( \delta \omega(r_1, r_2) \) stand for the cooperative decay and dipole-dipole interaction of the atoms, respectively. Note that the overall decrease of population in Eq. (2.39) due to the non-Hermitian terms reflects the gradual loss of the photonic excitation from the cavity.

Assuming that at \( t = 0 \) the two atoms are in the state

\[
|\psi(0)\rangle = |e_1, g_2\rangle = (|+\rangle + |-\rangle)/\sqrt{2},
\]

(2.40)

the time evolution of the atomic wavefunction is governed by

\[
|\psi(t)\rangle = \frac{1}{\sqrt{2}} \left( e^{-i[\delta \omega - \frac{1}{2}(\gamma + \gamma_{\text{coop}})]t}|+\rangle + e^{-i[\delta \omega - \frac{1}{2}(\gamma - \gamma_{\text{coop}})]t}|-\rangle \right),
\]

(2.41)
Figure 2-4: Excitation probability of two atoms within the cavity as a function of time. Initially, atom 1 is excited and atom 2 is in its ground state. As the system evolves, the two atoms repeatedly exchange a photon via the dipole-dipole interaction. The photon gradually decays from the cavity modes, leaving the atoms in their ground states. A fully entangled state with maximal fidelity is formed at $t = \pi/(4\delta \omega)$ (see arrow). The plot was obtained for $R_0 = 3.34\lambda$ with a cavity loss rate of $\alpha = \kappa/\omega_0 = 5 \times 10^{-4}$, assuming that the two atoms are located at two antipodal points within the lens such that $|r_1| = |r_2| = 0.27R_0$ and $\phi_1 = \phi_2 + \pi$.

which, upon substitution, yields

$$|\psi(t)\rangle = C_+(t)|e_1, g_2\rangle + C_-(t)|g_1, e_2\rangle,$$

(2.42)

where

$$|C_\\pm(t)|^2 = \frac{e^{-\gamma t}}{2} \left[ \cosh(\gamma_{\text{coop}}) \pm \cos(2\delta \omega t) \right].$$

(2.43)

The expressions $|C_+|^2$ and $|C_-|^2$ give the excitation probability of atom 1 and atom 2, respectively, as a function of time. In Fig. 2-4 we plot the excitation probability of the two atoms as a function of time. As the plots shows, the photon is coherently exchanged a number of times between the two atoms before it gradually decays from the cavity modes.

During time evolution, the state $|\psi(t)\rangle$ will have maximal overlap with the maximally entangled state $|\xi\rangle = (|e_1, g_1\rangle - i|g_1, e_1\rangle)/\sqrt{2}$ when $|C_+(t)| = |C_-(t)|$, which
Figure 2-5: Error \(1 - F\) of the entangling operation between two qubits located at two antipodal points within the lens \(|r_1| = |r_2| = 0.27 R_0\) and \(\phi_1 = \phi_2 + \pi\). (a) Error of the entangling operation as a function of the cavity loss rate \(\alpha = \kappa/\omega_0\) for four different lens sizes \(R_0 \in \{1.75, 3.34, 8.11, 14.5\} \lambda\), where the \(R_0/\lambda\) ratio was chosen such that \(\text{Re}(\nu) = \frac{1}{2}(\sqrt{16\pi^2(R_0/\lambda)^2 + 1} + 1) \in \{10.5, 20.5, 50.5, 90.5\}\). The error increases as the losses and lens radii increase. (b) Error of the entangling operation for a fixed loss rate \(\alpha = 5 \times 10^{-4}\) as a function of the detuning \(\Delta \nu = \text{Re}(\nu) - \nu_{\text{center}}\), where \(\nu_{\text{center}} \in \{10.5, 20.5, 50.5, 90.5\}\). Error is plotted for the same four lens radii as in (a). The error increases with radius and as the frequency approaches one of the resonances. Numerical results are shown with large dots. Good agreement is obtained between analytic and numerical data, confirming the validity of the Born-Markov analysis.
happens when $2\delta \omega t \approx \frac{\pi}{2} + m\pi$, where $m \in \mathbb{Z}$. Since in the presence of losses the fidelity decreases over time, we choose $m = 0$. Thus, the time needed to reach the maximal overlap with the entangled state is $t_0 = \pi/(4\delta \omega)$ (see arrow in Fig. 2-4) and the maximum fidelity of the entanglement operation will be

$$F = \left| \langle \xi | \psi(t_0) \rangle \right|^2 = \exp \left( -\frac{\pi}{4} \left| \frac{\gamma}{\delta \omega} \right| \right) \cosh \left( \frac{\pi}{4} \left| \frac{\gamma_{\text{coop}}}{\delta \omega} \right| \right).$$

(2.44)

Eq. (2.44) gives a simple, analytic expression for the fidelity of the entangling operation in terms of $\gamma = \Gamma(r_i, r_i)$, $\gamma_{\text{coop}} = \Gamma_{\text{coop}}(r_i, r_j)$ and $\delta \omega(r_i, r_j)$, which can be evaluated analytically through Eq. (2.27) and Eq. (2.28). Here, the key figure of merit is the ratio $\beta = \delta \omega/(\gamma + \gamma_{\text{coop}})$. If the frequency of the atoms is chosen to lie half-way between two resonances of the fish eye (see Fig. 2-2(b)), the single atom decay $\gamma$ and the cooperative decay $\gamma_{\text{coop}}$ are small and the dipole-dipole interaction dominates [115]. Intuitively, in the absence of losses ($\gamma = \gamma_{\text{coop}} = 0$), the fidelity of the entangling operation is 1.

In Fig. 2-5(a) we plot the error in the entangling operation $(1 - F)$ for four different lens radii as a function of $\alpha$, where $\alpha = \kappa/\omega_0 = 1/Q$ is the inverse of the cavity Q-factor, characterizing the ratio of the lifetime of the eigenmodes of the lens to the frequency of the excitation. For all lens sizes, the position of the two atoms is fixed at two antipodal points such that $|r_1| = |r_2| = 0.27R_0$ and $\phi_1 = \phi_2 + \pi$. The ratio of the lens radius to the transition wavelength $(R_0/\lambda)$ was chosen such that the real part of the order parameter $\nu = \frac{1}{2} \left( \sqrt{16\pi^2(R_0/\lambda)^2 + 1} + 1 \right)$ associated with the atomic frequency falls half-way between two resonances of the fish eye for all four lens radii (i.e. $\text{Re}(\nu) = q + 0.5$ with $q \in \{10, 20, 50, 90\}$, where note that for $\text{Re}(\nu) = 1, 2, 3 \ldots$ the transition frequency $\omega_0$ is resonant with one of the eigenenergies $\omega_l$ of the lens). Clearly, the error increases with increasing $\alpha$ and increasing $R_0$ (i.e. increasing interatomic distance). The maximal value of the error is 0.5, which is reached when $\beta$ becomes so small that the initial state has the highest fidelity ($F = |\langle \xi | \psi(0) \rangle|^2 = 0.5$).

Fig. 2-5(b) shows the error for a fixed value of $\alpha = 5 \times 10^{-4}$ for the same four lens
radii as in (a) and the same antipodal atomic positions. The error is now plotted as a function of the detuning $\Delta \nu = (\text{Re}(\nu) - \nu_{\text{center}})$, where $\nu_{\text{center}} = q + 0.5$ with $q \in \{10, 20, 50, 90\}$. Clearly, the error is minimal half-way between the resonances and increases as the frequency approaches the resonances.

![Graph showing fidelity as a function of lens radius](image)

Figure 2-6: Maximum fidelity of the entanglement operation as a function of the lens radius. The fidelity was evaluated at discrete values of $R_0/\lambda$ that correspond to tuning the atomic frequency half-way between two resonances, i.e. $\text{Re}[\nu] = m + 0.5$, where $m$ is an integer. The red line marked with circles was obtained from the exact analytical expression in Eq. (2.44), whereas the blue line marked with squares was obtained from the approximate expression in Eq. (2.45). Good agreement is obtained between the two curves. The loss rate was assumed to be $\alpha = \kappa/\omega_0 = 5 \times 10^{-4}$.

To gain further insight, we assume that the atomic frequencies lie between two resonances of the lens and obtain the scaling of the fidelity with system parameters by substituting Eq. (2.36), Eq. (2.37) and Eq. (2.38) into Eq. (2.44). We obtain the following simple expression

$$F = e^{-\pi^2 R_0 \alpha/\lambda}.$$  \hspace{1cm} (2.45)

In Fig. 2-6 we plot the fidelity of the entangling operation as a function of the lens radius using both the exact expression in Eq. (2.44) and the analytic approximation in Eq. (2.45). Very good agreement is observed between the two curves.

Finally, we note that the fish eye lens could be used for entangling many pairs
of atoms simultaneously. As the radius of the fish eye is increased, the dipole-dipole interaction at all points further than $\lambda/2$ away from the antipodal point monotonically decreases. For lens radii with $R_0 > 5\lambda$, the dipole-dipole interaction at the antipodal point is an order of magnitude larger than anywhere else in the cavity (see Fig. 2-2(c)). Thus, by placing numerous pairs of atoms into the cavity simultaneously, they can be entangled pairwise, without substantial interaction between the different pairs.

2.4 Validity of the Born-Markov approximation

In our derivation of Eq. (2.15), Eq. (2.24) and Eq. (2.25) we made use of the Born-Markov approximation, which presupposes that the environment is large and the correlation time of the environment is very short compared to the evolution of the atomic states [38]. Since in our formalism the role of the ‘environment’ is played by the modes of the finite cavity, the validity of these assumptions needs to be evaluated carefully.

In order to verify the validity of the above results, we numerically solve the Schrödinger equation, where the Hamiltonian is given by Eq. (2.2) together with the non-Hermitian term introduced in Eq. (2.21). The form of $V$ is considerably simplified when the two atoms are placed at two antipodal points within the lens such that $|\mathbf{r}_1| = |\mathbf{r}_2|$ and $\phi_1 = \phi_2 + \pi$. In this case the in-phase combination of the atomic dipole moments $(d_z(\sigma_1 + \sigma_2)/\sqrt{2} + \text{h.c.})$ only couples to the odd modes ($l = 1, 3, 5 \ldots$) and the out-of-phase combination of the dipole moments $(d_z(\sigma_1 - \sigma_2)/\sqrt{2} + \text{h.c.})$ only couples to the even modes ($l = 2, 4, 6 \ldots$) of the fish eye (see Appendix A.2). This reduces the size of the Hilbert space, making it possible to efficiently simulate the system while including a large number of the eigenmodes of the lens with frequencies close to $\omega_0$. We further restrict the Hilbert space to have at most a single excitation in the system.

We numerically determine the time-evolution, starting from the state $|\psi(0)\rangle = |e_1, g_2\rangle$ via the operator $U(t) = \exp[-iHt/\hbar]$. To obtain the maximum fidelity of the entangling operation, the overlap of the time-evolved atomic state is calculated with
the maximally entangled state \( \frac{|e,g⟩ - i|g,e⟩}{\sqrt{2}} \). In Figs. 2-5(a) and 2-5(b) we plot the numerically obtained values for the error \( (1 - F) \) (dotted lines) for different lens radii as a function of losses and atom frequencies, respectively. Even though the analytical results were derived using the Born-Markov approximation and neglecting retardation [98], good agreement is obtained between the analytic results and numerical data. This confirms the validity of the analytical formalism described in previous sections.

Figure 2-7: Physical realization of the fish eye lens using transformation plasmon optics. (a) Effective refractive index \( n(d) = \text{Re}\{\tilde{n}(d)\} \) created as a function of the height of the dielectric \( d \) deposited on the silver surface. The inset shows the material losses \( \chi(d) = \text{Im}\{\tilde{n}(d)\} \) as a function of the dielectric height \( d \). (b) Schematic depiction of the plasmonic fish eye lens. The two emitters are embedded in the dielectric. The height of the dielectric varies across the lens, which creates the effective refractive index distribution of the fish eye lens. The lens is surrounded by mirrors from all sides (the front part of the mirror has been removed to show the interior).
2.5 Possible experimental realization

A promising way to realize the fish eye lens is via transformational plasmon optics [95, 96]. The idea behind this approach is to engineer an effective refractive index distribution for surface plasmon polaritons by depositing a layer of high-index dielectric on top a 2D silver surface (see Fig. 2-7). By varying the height of the dielectric layer on the surface, the effective refractive index seen by the plasmons can be changed. In particular, when there is no dielectric on top of the silver, the effective refractive index seen by the plasmons is close to 1, whereas in the presence of a thick dielectric layer, the effective plasmonic refractive index will be close to the refractive index of the dielectric itself. Through this experimental technique, complex spatially-varying refractive index profiles can be engineered [95]. Crucially, the behavior of plasmons in a plasmonic lens with a particular refractive index profile closely mimics the predicted behavior of classical light rays in the corresponding 2D lens. This correspondence between 2D classical lenses and quasi-2D plasmonic lenses was theoretically established in Ref. [95] and experimentally confirmed for the nanoscale Luneburg and Eaton lenses [96].

We expect that the plasmonic version of the nanoscale fish eye lens could be experimentally realized analogously to the Luneburg and Eaton lenses. A dielectric layer of varying height could be deposited on a flat silver surface while the lens is surrounded by a circular mirror (see Fig. 2-7(b)). To explore the quantum optical properties of the fish eye, atom-like color defects in diamond could be used as quantum emitters. Subwavelength positioning and coherent manipulation of such color defects has been experimentally demonstrated previously [116–119]. Recently, the entanglement of two silicon-vacancy (SiV) color defects inside a nanoscale waveguide was also demonstrated [120].

For illustration, we provide here an estimate of the entanglement fidelity of two atoms inside a particular example of a plasmonic fish eye lens. We assume that the lens operates at 406.706THz, which is the zero-phonon resonance of SiVs corresponding to a vacuum wavelength of $\lambda_{\text{SiV}} = 737\text{nm}$. Furthermore, we assume that the lens has
a radius of $R_0 = 1.749 \lambda_{\text{SiV}}$, which ensures that the SiV resonance falls between two resonant modes of cavity ($\text{Re}(\nu) = 10.5$). We also assume that the flat silver substrate is made of single-crystal silver [121], which at the SiV resonance frequency has a permittivity of $\epsilon_m = -25.23 + 0.589i$ and gives rise to plasmonic propagation distances on the order of $\sim 160 \lambda_{\text{SiV}}$. It is also assumed that there is a thin ($\sim 10 - 15\text{nm}$) diamond layer on top of the metal that has two SiVs implanted at two antipodal points such that $|r_1| = |r_2| = 0.27R_0$ and $\phi_1 = \phi_2 + \pi$, as schematically shown in Fig. 2-7(b). Due to their proximity to the silver surface, the two $\hat{z}$-polarized emitters will couple strongly to the surface plasmons, which are tightly confined to the metal-dielectric interface.

The spatially varying refractive index $n(r)$ of the fish (Eq. (2.1) with $n_0 = 1$) could be experimentally realized by depositing a dielectric of permittivity $\epsilon_d = 3.6$ on top of thin diamond layer. By varying the height of the dielectric between 0 and 200nm, the effective refractive index seen by the plasmons can be varied between 1 and 2. The refractive index of the dielectric ($n_d = \sqrt{\epsilon_d} = 1.9$) was chosen such that the effective index can reach 2, but a dielectric with even higher index (such as diamond with $\epsilon_{\text{diamond}} = 5.76$) was avoided to ensure that the plasmons are not confined unnecessarily tightly to the silver surface, which would give rise to significantly higher ohmic losses.

The direct relationship between the height of the dielectric layer $d$ and the resulting (complex) refractive index $\tilde{n}(d) = n(d) + i\chi(d)$ can be obtained from the following implicit equation [95]

$$\tanh(k_d\epsilon_d d) = -\frac{k_{\text{air}}k_d + k_dm}{k_d^2 + k_{\text{air}}k_m},$$

(2.46)

where

$$k_{\text{air}} = \sqrt{(\tilde{n}k_0)^2 - k_0^2},$$

(2.47)

$$k_d = \frac{\sqrt{(\tilde{n}k_0)^2 - \epsilon_d k_0^2}}{\epsilon_d},$$

(2.48)

and

$$k_m = \frac{\sqrt{(\tilde{n}k_0)^2 - \epsilon_m k_0^2}}{\epsilon_m},$$

(2.49)
where \( k_0 = 2\pi/\lambda_{\text{SLV}} \) and in our calculation we ignored, for simplicity, the presence of the diamond layer, as it does not significantly modify the effective index seen by the plasmons as long as the diamond layer is much thinner than the transverse confinement of the plasmons, which is on the order of a wavelength.

Fig. 2-7(a) shows the real part \( n(d) \) and imaginary part \( \chi(d) \) (inset) of the complex refractive index \( \tilde{n}(d) \) seen by the plasmons as the thickness of the dielectric \( d \) is varied. The effective refractive index increases monotonically with the thickness of the dielectric layer. Since the refractive index of the fish eye increases radially inward (see Eq. (2.1)), the dielectric layer in the fish eye lens takes a conical shape as shown in Fig. 2-7(b).

From the imaginary part of the effective refractive index \( \chi(d) \), we can estimate the average photon loss rate due to ohmic losses via the relation \( \kappa_{\text{abs}}(r)/\omega_0 = \chi(r)/n(r) \) (see Section 2.2.5). Since this loss rate varies significantly across the lens, we numerically average \( \chi(r)/n(r) \) over the radius of the lens and obtain the averaged quantity \( \overline{\kappa_{\text{abs}}(r)}/\omega_0 \approx 3 \times 10^{-3} \). This is the leading order contribution to the photon loss.

Photons can also be lost from the lens by leaking out through the mirror. Assuming that the reflectivity of the mirror is \( r^2 \), we can estimate the loss rate \( \kappa_{\text{mirror}}/\omega_0 \). In the absence of other loss mechanisms, the photon would bounce off the mirror \( \sim 1/t^2 \) times before being lost, where \( t^2 = 1 - r^2 \). The time interval between two bounces is approximately \( (2R_0)/(c/\bar{n}) \), where \( R_0 \) is the radius of the lens, \( c \) is the speed of light in vacuum and \( \bar{n} \) is the average index of refraction in the lens. Thus the lifetime of the photon due to the finite mirror reflectivity is

\[
\tau_{\text{mirror}} \sim \frac{1}{\kappa_{\text{mirror}}} \sim \frac{2R_0}{c/\bar{n}} \frac{1}{t^2}.
\]

Making the conservative estimate that \( r^2 = 0.95 \), we obtain the following loss rate

\[
\frac{\kappa_{\text{mirror}}}{\omega_0} \sim \frac{1}{4\pi} \frac{1}{\bar{n}} \frac{\lambda_0 t^2}{R_0} \sim 4 \times 10^{-4},
\]

where we have used \( \overline{n(r)} = 1.57 \), which is obtained by numerically averaging the refractive index over the radius of the lens. Note that this shows that the losses due
to the finite reflectivity of the mirror are an order of magnitude smaller than the ohmic losses.

Next, we consider emission into free space $\gamma_0$. In the close proximity of a metal surface, the rate of decay of the emitter into plasmonic modes $\gamma$ can significantly exceed the rate of emission into free-space modes $\gamma_0 = d_2^2 \omega_0^2 / (3\pi\varepsilon_0 \hbar c^3)$ [82, 122]. Here, we take the Purcell factor to be $\eta = \gamma / \gamma_0 \approx 3$, which is the approximate value for a $z$-oriented dipole 10-15 nm away from a flat silver surface emitting radiation at 737 nm $^2$. Furthermore, we also make the conservative estimate that the emission to free space is reduced by a factor of two due to the presence of the silver surface [124]. In order to account for the presence of this additional decay channel, we need to make the replacement $\gamma \rightarrow \gamma + \gamma_0 / 2$ in Eq. (2.39), and thus Eq. (2.45) becomes

$$F = e^{-\pi^2 (1 + 1/\eta) \frac{\kappa_0}{\lambda}}.$$  \hspace{1cm} (2.52)

Note that this equation holds only if the atomic frequencies fall half-way between two resonances and the atoms are placed at two antipodal points anywhere in the lens. Substituting $R_0 / \lambda_{\text{SiV}} = 1.749$, $\alpha = (\kappa_{\text{abs}} + \kappa_{\text{mirror}}) / \omega_0 = 3.4 \times 10^{-3}$ and $\eta = 3$ into Eq. (2.52), we obtain that the fidelity of the entangling operation would be approximately $F = 80\%$. We note that this fidelity could be further improved by utilizing the adiabatic passage of a dark state in a Raman scheme [99].

2.6 Conclusion

In conclusion, we have investigated the single-photon dynamics of atoms inside the fish eye lens. We demonstrated that the lens mediates long-range interactions between distant emitters. The dipole-dipole interaction has an infinite range, limited only by the decay rate of the cavity modes. Furthermore, our results show that the fish eye focuses a single photon to a diffraction-limited area during the exchange of a photon $^2$We calculate the Purcell factor exactly near a flat metal surface by evaluating $\gamma_{\text{pl}} = 2d_2^2 \omega_0^2 / (\hbar c^2) \text{Im} \{ G_{zz} \}$, where $G_{zz}$ is the exact Green's function of a $z$-oriented dipole near the surface [123].
between two antipodal atoms, whose frequency is tuned between two resonances of the cavity. We derived closed-form expressions for the decay rates and dipole-dipole interaction of atoms in the presence of losses and studied the fidelity of entangling operations. We confirmed the validity of our analysis, which relied on the Born-Markov approximation, by numerically solving the Schrödinger equation. Finally, we proposed a possible realization for the fish eye lens using transformational plasmon optics and silicon-vacancy centers that could open up the fish eye for practical applications.

We note that while this work has focused on atoms whose frequencies were tuned in-between two resonances, we expect that our analysis can be adapted near resonant frequencies as well, where the Born-Markov approximation may not be accurate. In particular, our method for numerically solving the Schrödinger equation for single photons could shed further light on whether perfect imaging is possible very close to the resonant frequencies of the fish eye lens [76–79].
Chapter 3

Photonic Band Structure of Two-dimensional Atomic Lattices

3.1 Introduction

Quantum optical properties of lattices of atoms and atom-like emitters are being actively explored both theoretically and experimentally [109–113, 125–134]. In such lattices, atoms are assumed to be confined such that tunneling between sites is negligible and they interact via photon-mediated dipole-dipole interactions giving rise to hybridized atom-photon bands. The photonic band structure of three-dimensional (3D) atomic lattices has been investigated in a number of studies [109, 126–129]. Recently, there has been significant interest in the photonic properties of two-dimensional (2D) atomic lattices, which have been shown to exhibit a variety of remarkable phenomena, including subradiance [134, 135], near perfect reflection of radiation [110, 132] and long-lived topological excitations [113, 131].

In such lattices, a key distinction arises between the radiative interatomic coupling that gives rise to collective behavior and the radiative coupling to free-space modes that leads to unwanted losses. In order to fully account for the radiative loss of atoms, the atomic coupling to all free-space modes, including propagating long-range photons, has to be considered. Determining the eigenmodes of the lattice in the presence of such long-range interactions between atoms is a non-trivial task, requiring
careful treatment in order to obtain accurate results and to understand the photonic properties of the lattice.

In this Chapter, we describe a general approach for the calculation of photonic band structures in two-dimensional atomic lattices with arbitrary lattice geometries. Previously, general methods have been put forward [109, 126–129] to accurately calculate photonic band structures for 3D infinite atomic lattices. Here, we make use of the general approach described in Refs. [109, 129] and focus on 2D lattices, where the axial symmetry is broken along the third dimension. Previous photonic calculations involving infinite 2D atomic lattices were either restricted to two-level atoms in a square lattice [134], required summations in real-space where convergence is slow [110, 131], or relied on the method that we will now describe in detail [113]. As an application of our method, we study the topological properties of both Bravais and non-Bravais lattices in free space.

![Figure 3-1: Constituent atoms in the 2D atomic lattice. Each atom is assumed to have one ground \( |g\rangle \) and three excited states \( |\sigma_+\rangle, |\sigma_-\rangle \) and \( |\pi\rangle \) that can be Zeeman split by a magnetic field.](image)

Furthermore, our formalism can also be used to describe two-dimensional lattices of emitters near planar surfaces. As a novel application, we study atomic lattices close to plasmonic surfaces and describe their emerging topological character. We note that studying the emission pattern of dipoles near metallic surfaces has been an active research area for over a century [136] and has been at the forefront of plasmonics research over the past few years [82, 121, 137–142]. Our work provides a new and simple framework to study the collective decay rates into both free-space modes and
plasmonic channels of a periodic lattice of dipole-like emitters near a metal surface, while also taking into account realistic metallic dispersion.

This Chapter is organized as follows. In Section 3.2 we describe a general analytical approach to finding the Bloch modes of an infinite two-dimensional atomic lattice. In Section 3.3 we apply our formalism to analyze a non-Bravais square lattice and a triangular lattice of atoms in free space and discuss their topological properties. In Section 3.4 we discuss a square lattice and a triangular lattice of atoms in the vicinity of a silver surface and discuss the topological properties of the latter. Key results and conclusions are summarized in Section 3.5.

### 3.2 General formalism

We consider a 2D lattice of atoms in the $x$-$y$ plane with interatomic spacing $a$. The quantization axis $\hat{z}$ is perpendicular to the plane of the atoms. Each atom is assumed, for simplicity, to have transitions from the ground state $|g\rangle$ to the excited states $|\sigma_\pm\rangle = \frac{1}{\sqrt{2}}(|x\rangle \pm iy\langle y|)$ and $|\pi\rangle = |z\rangle$, which are excited by $\hat{\sigma}_\pm$ and $\hat{z}$ polarized light respectively (Fig. 3-1). Note that our formalism can be extended in a straightforward way to describe atoms with different internal level structures as long as only a single ground state is considered.

#### 3.2.1 Hamiltonian

We use the dipole approximation to write down the Hamiltonian describing the interaction of the atoms with the quantized radiation field [109, 129, 143]

$$ H = \hbar \sum_{n=1}^{N} \omega_A \left( |\sigma_{+,n}\rangle \langle \sigma_{+,n}| + |\sigma_{-,n}\rangle \langle \sigma_{-,n}| + |\pi_n\rangle \langle \pi_n| \right) $$

$$ + \int d^3k \sum_{\epsilon} \hbar c k a^\dagger_{k\epsilon} a_{k\epsilon} - \sum_{n=1}^{N} \mathbf{d}_n \cdot \mathbf{E}(\mathbf{r}_n) + H_{\text{Zeeman}}, \quad (3.1) $$

where $N$ is the number of atoms, $\omega_A = 2\pi c/\lambda$ is the atomic transition frequency with wavelength $\lambda$ and $c$ is the speed of light in vacuum. Here $|\sigma_{\pm,n}\rangle \langle \sigma_{\pm,n}|$ and $|\pi_n\rangle \langle \pi_n|$
represent operators that only act on the subspace of the \( n \)-th atom. The creation and annihilation operators of the electromagnetic field satisfy \([a_k, a_{k'}^\dagger] = \delta_{\epsilon, \epsilon'} \delta(k - k')\), where \( k \) is the wave vector with magnitude \( k = |k| \) and \( \epsilon \) labels the two photon polarizations \( \hat{e}_k \) perpendicular to \( k \). The atomic transition dipole operator is given by
\[
d = d(|\sigma_+\rangle\langle g|\hat{\sigma}_+ + |\sigma_-\rangle\langle g|\hat{\sigma}_- + |\pi\rangle\langle g|\hat{\sigma}_\parallel + h.c.,
\]
where we assume, for simplicity, that all three transition dipole moments are equal. The dipole operator couples to the quantized transverse electromagnetic field modes \( E(r) = \int d^3k \sum_\epsilon \mathcal{E}_k \hat{e}_k a_k e^{i k \cdot r} + h.c.\), where \( \mathcal{E}_k = i(2\pi)^{-3/2} [\hbar kc/(2\epsilon_0)]^{1/2} \) and \( r_n \) denotes the position vector of individual atoms. The Hamiltonian accounting for the Zeeman splitting of the atoms is given by
\[
H_{\text{Zeeman}} = \hbar \sum_{n=1}^{N} \mu B \left(|\sigma_+,n\rangle\langle \sigma_+,n| - |\sigma_-,n\rangle\langle \sigma_-,n| \right), \tag{3.2}
\]
where \( \mu B \) is the Zeeman shift of the atomic levels with magnetic moment \( \mu \) due to an out-of-plane magnetic field \( B = B\hat{z} \).

Following the adiabatic elimination of the reservoir degrees of freedom via the Born-Markov approximation [109, 126–129, 134, 143, 144], we obtain a master equation for the evolution of the system density operator \( \rho(t) \), which in the single excitation sector is given by
\[
\dot{\rho} = -\frac{i}{\hbar} \left( H_{\text{eff}} \rho - \rho H_{\text{eff}}^\dagger \right) \tag{3.3}
\]
\[
+ \frac{6\pi\hbar G_0 c}{\omega_A} \sum_{i,j=1}^{N} \sum_{\alpha=\pi,\sigma_+,\sigma_-} \Im G_{\alpha\beta}(r_i - r_j) |\alpha_i\rangle \langle \alpha_i| \rho |\beta_j\rangle \langle \beta_j|,
\]
where the non-Hermitian, effective spin Hamiltonian reads
\[
H_{\text{eff}} = \hbar \sum_{i=1}^{N} \sum_{\alpha=\sigma_+,\sigma_-} \left( \omega_A - i\frac{\Gamma_0}{2} \right) |\alpha_i\rangle \langle \alpha_i| + H_{\text{Zeeman}}
\]
\[
+ \frac{3\pi\hbar G_0 c}{\omega_A} \sum_{i \neq j} \sum_{\alpha,\beta=\sigma_+,\sigma_-} G_{\alpha\beta}(r_i - r_j) |\alpha_i\rangle \langle \beta_j|, \tag{3.4}
\]
and \( \Gamma_0 = d^2 \omega_A^3/(3\pi\epsilon_0 \hbar c^3) \) is the radiative linewidth of a single atom in free space and
$G_{\alpha\beta}(r)$ is the dyadic Green’s function describing the dipolar spin-spin interactions (see Section 3.2.4). Note that as part of the Markov approximation, the only frequency-dependence is through the atomic frequency $\omega_A$ [134].

The first term on the right-hand side of Eq. (3.3) describes the deterministic evolution of the atomic wavefunction and includes dipole-dipole interactions mediated via photon exchange, whereas the second term accounts for stochastic quantum jumps [134, 145–147]. In the absence of a driving field, the dynamics in the single excitation sector is completely characterized by the non-Hermitian Hamiltonian in Eq. (3.4), since a quantum jump prepares the system in a trivial state where all atoms are in their ground states and the system does not evolve. Therefore, it is not necessary to keep track of these quantum jumps and the system dynamics can be studied without including the second term on the right-hand side of Eq. (3.3). The time evolution of the system is then described by the non-Hermitian Hamiltonian in Eq. (3.4) via the equation

$$H_{\text{eff}}|\psi(t)\rangle = i\hbar \partial_t|\psi(t)\rangle,$$

(3.5)

where the overall decrease in amplitude reflects the dissipative transfer of population to the ground state.

### 3.2.2 Bravais lattices

For an infinite periodic Bravais lattice, which has a single atom per unit cell, the single excitation eigenmodes of Eq. (3.4) are Bloch modes of the form

$$|\psi_{k_B}\rangle = \sum_n e^{i k_B \cdot R_n} \left(c_+ |\sigma_{+,n}\rangle + c_- |\sigma_{-,n}\rangle + c_z |z_n\rangle \right),$$

(3.6)

where the summation runs over all lattice vectors $\{R_n\}$, $k_B$ is the Bloch wavevector, and $c_+$, $c_-$ and $c_z$ are constants that depend, in general, on $k_B$.

It is convenient to solve for and manipulate the dyadic Green’s function in the Cartesian basis. Therefore, we transform Eq. (3.4) and Eq. (3.6) using the relation $|\sigma_{\pm}\rangle = \mp(|x\rangle \pm i|y\rangle)/\sqrt{2}$ and perform all calculations in the Cartesian basis in the
Using the Bloch ansatz for the wavefunction, finding the eigenvalues $E_{k_B}$ of the effective Hamiltonian $H_{\text{eff}}$ reduces to diagonalizing the following $3 \times 3$ matrix $M$, whose components are given by

$$M_{\alpha\beta} = (\omega_A - i\Gamma_0/2)\delta_{\alpha\beta} + \xi_{\alpha\beta} + \chi_{\alpha\beta},$$

(3.7)

where $\alpha, \beta = x, y, z$ label the polarization components, and $\delta_{\alpha\beta}$ is the Kronecker delta. Here $\xi_{\alpha\beta}$ and $\chi_{\alpha\beta}$ stand for the components of the complex matrices accounting for the magnetic field and the atom-atom interactions, respectively, and take the form

$$\xi_{\alpha\beta} = -i\mu B(\delta_{\alpha x}\delta_{\beta y} - \delta_{\alpha y}\delta_{\beta x}),$$

(3.8)

and

$$\chi_{\alpha\beta} = \frac{3\pi\Gamma_0C}{\omega_A} \sum_{\mathbf{R} \neq \mathbf{0}} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha\beta}(\mathbf{R}).$$

(3.9)

The matrix $M$ captures how the energy levels, decay rates, and internal level couplings of a single atom are affected by the magnetic field and the presence of all the other atoms in the periodic lattice for a given Bloch vector $\mathbf{k}_B$. For example, the matrix element $\chi_{xy}$ captures how the $|x\rangle$ state of an individual atom is affected by the couplings to the $|y\rangle$ states of all the other atoms in the lattice. The diagonalization of $M$ yields three complex eigenvalues for each value of the Bloch vector $k_B$ of the form $E_{k_B} = \omega_{k_B} - i\gamma_{k_B}$, where the real part $\omega_{k_B}$ corresponds to the energy of the Bloch eigenmode and the imaginary part $\gamma_{k_B}$ characterizes the overall decay rate of the mode.
3.2.3 Non-Bravais lattices

For an infinite periodic non-Bravais lattice, with \( m \) sites per unit cell, the single excitation eigenmodes of Eq. (3.4) are Bloch modes of the form [148]

\[
|\psi\rangle = \sum_{n} \sum_{b=1}^{m} e^{ik_R \cdot R_n} \left( c_{\uparrow}^b |\sigma_{\uparrow}^b\rangle + c_{\downarrow}^b |\sigma_{\downarrow}^b\rangle + c_{z}^b |\sigma_z^b\rangle \right),
\]

(3.10)

where \( b \) labels the different atoms within the unit cell. In this case, the eigenmodes of the system are obtained by diagonalizing a \( 3m \times 3m \) matrix.

For simplicity, we focus on non-Bravais lattices with two sites per cell, but the formalism can be extended in a straightforward way to include more sites per cell. For \( m = 2 \), the non-Bravais lattice can be thought of as a lattice arising from the union of two sublattices \( \{R_1\} \) and \( \{R_2\} \), which are shifted with respect to each other by the basis vector \( b \) that points from one site to the other within the periodic unit cell. With this notation, the matrix components of the relevant \( 6 \times 6 \) complex matrix \( M \) are given by

\[
M_{\alpha\mu,\beta\nu} = \begin{pmatrix} \omega_A^{(1)} - i \Gamma_0 / 2 \end{pmatrix} \delta_{\alpha\beta} \delta_{1\mu} \delta_{1\nu} + \zeta_{\alpha\mu,\beta\nu} \\
+ \begin{pmatrix} \omega_A^{(2)} - i \Gamma_0 / 2 \end{pmatrix} \delta_{\alpha\beta} \delta_{2\mu} \delta_{2\nu} + \chi_{\alpha\mu,\beta\nu},
\]

(3.11)

where \( \omega_A^{(1)} \) and \( \omega_A^{(2)} \) are the transition frequencies of the atoms located on the two sublattices, while \( \mu \) and \( \nu \) are sublattice labels that run over \( \mu, \nu = 1, 2 \). The terms accounting for the magnetic field interaction are given by

\[
\zeta_{\alpha\mu,\beta\nu} = -i \mu B (\delta_{\alpha x} \delta_{\beta y} - \delta_{\alpha y} \delta_{\beta x}) (\delta_{1\mu} \delta_{1\nu} + \delta_{2\mu} \delta_{2\nu}),
\]

(3.12)
and the terms describing the atom-atom interactions take the form

\[
\chi_{\alpha \mu, \beta \nu} = \frac{3\pi \Gamma_0 c}{\omega_A^{(1)}} \left[ \sum_{R_1 \neq 0} e^{i k_B \cdot R_1} G_{\alpha \beta}(R_1) \delta_{1 \mu} \delta_{1 \nu} 
+ \sum_{R_1} e^{i k_B \cdot R_1} G_{\alpha \beta}(R_1 + b) \delta_{1 \mu} \delta_{2 \nu} 
+ \sum_{R_2 \neq 0} e^{i k_B \cdot R_2} G_{\alpha \beta}(R_2) \delta_{2 \mu} \delta_{2 \nu} 
+ \sum_{R_2} e^{i k_B \cdot R_2} G_{\alpha \beta}(R_2 - b) \delta_{2 \mu} \delta_{1 \nu} \right],
\]  
(3.13)

where we have used the fact that \(|\omega_A^{(1)} - \omega_A^{(2)}|/\omega_A^{(1)} \ll 1\) to replace all occurrences of \(\omega_A^{(2)}\) with \(\omega_A^{(1)}\) in \(\chi_{\alpha \mu, \beta \nu}\) and factor out a common prefactor. In Eq. (3.13) the first term on the right-hand side describes how atoms in sublattice \(\{R_1\}\) affect each other, whereas the second term describes how atoms in sublattice \(\{R_1\}\) are affected by atoms in sublattice \(\{R_2\}\). The third and fourth terms can be interpreted similarly.

In principle, the eigenmodes of the lattice can be directly calculated from Eqs. (3.7) and (3.9) for Bravais lattices, and Eqs. (3.11) and (3.13) for non-Bravais lattices for arbitrary lattice geometries using the expression for the Green’s function in real space and summing over all lattice sites. However, in the presence of long range interactions, as for example in free space, the summation over the lattice sites converges very slowly, making accurate numerical computations difficult. Furthermore, in certain geometries, e.g. near planar surfaces (see Section 3.4), no closed form expression exists for the Green’s function in real space. Below we describe a method to perform the relevant summations in momentum space, where convergence is fast and the expression for the Green’s function in momentum-space can be used for the calculation, which is typically easier to obtain than the equivalent expression in real space.
3.2.4 Dyadic Green’s function

The dyadic Green’s function $G_{\alpha\beta}$ that appears in Eqs. (3.3), (3.4), (3.9) and (3.13) is the solution of the dyadic equation [104]

$$
\varepsilon(\omega, r) \frac{\omega^2}{c^2} G_{\alpha\beta}(r, r') - (\partial_\alpha \partial_\nu - \delta_{\alpha\nu} \partial_\eta \partial_\eta) G_{\nu\beta}(r, r') = \delta_{\alpha\beta} \delta(\mathbf{r} - \mathbf{r}'),
$$

(3.14)

where $\mathbf{r} = x\hat{x} + y\hat{y} + z\hat{z}$ and $r = |\mathbf{r}|$. Summation is implied over repeated indices. The dielectric permittivity $\varepsilon(\omega, \mathbf{r})$ is potentially spatially inhomogeneous and frequency-dependent and we assume a non-magnetic medium with magnetic permeability $\mu(\omega, \mathbf{r}) = 1$. Physically, the Green’s function describes the electromagnetic radiation at position $\mathbf{r}$ emitted by a point-like dipole oscillating at frequency $\omega$ at position $\mathbf{r}'$.

In free space, the permittivity is $\varepsilon = 1$ and Eq. (3.14) has a closed-form solution for the free-space dyadic Green’s function $G_{0,\alpha\beta}$ (see Appendix B.1). The components of the Green’s function with radiating boundary conditions are given by [104, 149]

$$
G_{0,\alpha\beta}(\mathbf{r}) = \frac{e^{ikr}}{4\pi r} \left[ \left( 1 + \frac{i}{kr} - \frac{1}{(kr)^2} \right) \delta_{\alpha\beta} + \left( -1 - \frac{3i}{kr} + \frac{3}{(kr)^2} \right) \frac{x_\alpha x_\beta}{r^2} \right] + \frac{\delta_{\alpha\beta} \delta^{(3)}(\mathbf{r})}{3k^2},
$$

(3.15)

where $k = \omega/c$ and we have used the fact that the Green’s function only depends on $\mathbf{r} - \mathbf{r}'$ to write it with a single argument. This is the well-known expression describing dipole-dipole interactions in free space, which can also be derived using conventional quantum optical techniques [38, 98].

In the presence of planar interfaces, the expression for the dyadic Green’s function gets more complicated and the components can be evaluated in a closed form only in momentum space. The explicit expressions for the momentum-space components of the Green’s function near planar surfaces are described in detail in Appendix B.4.
3.2.5 Summation in momentum space

From Eq. (3.15) it is clear that the Green's function decays as $\sim 1/r$ in the far-field limit. In the presence of such long-range interactions between atoms it is desirable to perform the summations in Eq. (3.9) and Eq. (3.13) in momentum space, where all sums converge rapidly as previously noted. The summation in position space is transformed to a summation in momentum space using the following form of Poisson’s identity

$$
\sum_{\mathbf{R}} e^{i(p_x y + k_B)\cdot\mathbf{R}} = \frac{1}{\mathcal{A}} \sum_{\mathbf{G}} (2\pi)^2 \delta^{(2)}(p_{x-y} + \mathbf{k}_B - \mathbf{G}),
$$

(3.16)

where $p_{x-y} = p_x \hat{x} + p_y \hat{y}$, $\mathcal{A}$ is the area of the unit cell and the reciprocal lattice vectors $\{\mathbf{G}\}$ are related to the lattice vectors $\{\mathbf{R}\}$ by $\mathbf{G} \cdot \mathbf{R} = 2\pi m$ for integer $m$ [150]. Making use of Eq. (3.16), we obtain

$$
\sum_{\mathbf{R} \neq 0} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha\beta}(\mathbf{R}) = \sum_{\mathbf{R}} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha\beta}(\mathbf{R}) - G_{\alpha\beta}(0)
$$

$$
= \frac{1}{\mathcal{A}} \sum_{\mathbf{G}} g_{\alpha\beta}(\mathbf{G} - \mathbf{k}_B; 0) - G_{\alpha\beta}(0),
$$

(3.17)

where we have used the Weyl decomposition of the Green’s function in terms of 2D plane waves [151], which is defined via

$$
G_{\alpha\beta}(\mathbf{r}) = \int \frac{dp_x dp_y}{(2\pi)^2} g_{\alpha\beta}(\mathbf{p}_{x-y}; z) e^{i(p_x x + p_y y)}.
$$

(3.18)

In free space the Weyl decomposition is given by (see Appendix B.1)

$$
g_{\alpha\beta}(\mathbf{p}_{x-y}; z) = \int \frac{dp_x e^{ip_x z}}{2\pi} \frac{1}{k^2} \frac{k^2 \delta_{\alpha\beta} - p_\alpha p_\beta}{k^2 - p^2},
$$

(3.19)
where \( p = p_x^2 + p_y^2 + p_z^2 \). Following similar reasoning, we also obtain

\[
\sum_R e^{ik_B \cdot R} G_{\alpha \beta}(R \pm b) = \frac{1}{A} \sum_G g_{\alpha \beta}(G - k_B; 0) e^{+ib \cdot (G - k_B)}. \tag{3.20}
\]

### 3.2.6 Green’s function regularization and quantum fluctuations

In order to evaluate the right-hand side of Eq. (3.17), special care has to be taken. While the left-hand side of Eq. (3.17) is finite and physically meaningful, the two terms on the right-hand side diverge individually — only their difference is finite. An established technique to avoid such divergences is to take into account the quantum fluctuations of the particles [109, 129]. These fluctuations ‘smear out’ the divergent part of the Green’s function at \( r = 0 \) over a finite volume, making it finite. In practice, this can be achieved by averaging the free-space Green’s function with respect to the ground state wavefunction of a harmonically trapped atom [109, 129]

\[
G_{\alpha \beta}^*(r) = \int d^3 q \, G_{0, \alpha \beta}(r - q) |\psi_0(q)|^2, \tag{3.21}
\]

where \( \psi_0(q) \) is the ground state wavefunction of a quantum harmonic oscillator of frequency \( \omega_{ho} = \hbar/(2ma_{ho}^2) \) given by

\[
|\psi_0(q)|^2 = \frac{1}{(\sqrt{2\pi} a_{ho})^3} e^{-q^2/2a_{ho}^2}. \tag{3.22}
\]

Performing this integral with \( r = 0 \) yields the following non-divergent, closed-form expression for the fluctuation-averaged Green’s function at the source [109]

\[
G_{\alpha \beta}^*(0) = \frac{k}{6\pi} \left[ \left( \frac{\text{erfi}(k\omega_{ho}/\sqrt{2}) - i}{e^{(k\omega_{ho})^2/2}} \right) \frac{(-1/2) + (k\omega_{ho})^2}{(\pi/2)^{1/2}(k\omega_{ho})^{3/2}} \right] \delta_{\alpha \beta}, \tag{3.23}
\]

where \( \text{erfi}(b) = 2/\sqrt{\pi} \int_0^b dy \exp(y^2) \) is the imaginary error function.

The regularization techniques of Refs. [109, 129] can be specialized to the two-
dimensional lattice to derive the fluctuation-averaged Weyl decomposition of the Green's function $g_{0\delta}^*(p_{x,y}; 0)$ in the $z = 0$ plane (see Appendix B.2 for details of the derivation). The components of the resulting expression are given by

$$

g_{xx}^*(p_{x,y}; 0) = (k^2 - p_x^2)I_0,
$$

$$

g_{yy}^*(p_{x,y}; 0) = (k^2 - p_y^2)I_0,
$$

$$

g_{zz}^*(p_{x,y}; 0) = (k^2I_0 - I_2),
$$

$$

g_{xy}^*(p_{x,y}; 0) = g_{yx}^*(p_{x,y}; 0) = -p_xp_yI_0
$$

$$

g_{zz}^*(p_{x,y}; 0) = g_{zz}(p_{x,y}; 0) = 0,
$$

$$

g_{yz}^*(p_{x,y}; 0) = g_{zy}^*(p_{x,y}; 0) = 0.
$$

(3.24)

where

$$
I_0(p_x, p_y) = \frac{\pi e^{-a_{ho}^2\Lambda^2/2}}{\Lambda} \left[ -i + \text{erfi}\left( \frac{a_{ho}\Lambda}{\sqrt{2}} \right) \right],
$$

(3.25)

and

$$
I_2(p_x, p_y) = C \left( -\frac{\sqrt{2\pi}}{a_{ho}} + e^{-a_{ho}^2\Lambda^2/2} \pi \Lambda \left[ -i + \text{erfi}\left( \frac{a_{ho}\Lambda}{\sqrt{2}} \right) \right] \right).
$$

(3.26)

The functions $C$ and $\Lambda$ depend on $p_x$ and $p_y$ and their explicit form is given by

$$
C(p_x, p_y) = \frac{1}{2\pi k^2} e^{-a_{ho}^2(p_x^2 + p_y^2)/2}.
$$

(3.27)

and

$$
\Lambda(p_x, p_y) = (k^2 - p_x^2 - p_y^2)^{1/2} \geq 0.
$$

(3.28)

We note that the last two lines in Eq. (3.24) are identically zero, since the polarization of the radiation emitted by a dipole is always parallel to the dipole orientation in the plane perpendicular to the dipole.
After substituting the regularized expressions from Eq. (3.23) and Eq. (3.24) into Eq. (3.17) and Eq. (3.20), we may use Eq. (3.7) and Eq. (3.9) (or Eq. (3.11) and Eq. (3.13)) to obtain the eigenmodes of any Bravais (or non-Bravais) 2D lattice in the presence of atomic fluctuations.

Furthermore, the eigenmodes for point-like atoms (that are pinned to their lattice sites) can also be obtained through the simple modification of the fluctuation-averaged expressions for the Green’s function. In particular, it can be shown (see Ref. [109] and Appendix B.3) that the expression

$$e^{k^2 \alpha_0^2 / 2} \frac{1}{A} \sum_{G} g^*_{\alpha \beta}(G - k_B; 0) - G^*_{\alpha \beta}(0)$$

approaches an $\alpha_0$-independent value as the limit $\alpha_0 \to 0$ is taken. Therefore, when $\alpha_0 \ll 1/k$, the following approximation holds

$$\sum_{R \neq 0} e^{i k_B \cdot R} G_{\alpha \beta}(R) \approx \frac{e^{k^2 \alpha_0^2 / 2}}{A} \sum_{G} g^*_{\alpha \beta}(G - k_B; 0) - G^*_{\alpha \beta}(0).$$

Using this approximation in Eq. (3.9) or Eq. (3.13), we obtain the eigenmodes for arbitrary 2D lattice geometries made up of point-like atoms.

The regularized expressions given above provide a straightforward, efficient and accurate way of calculating the eigenmodes of any 2D lattice composed of point-like or fluctuating atoms. Since we perform the summations in momentum space, only a few dozens of reciprocal lattice sites have to be included for full convergence. This contrasts sharply with performing summations in real space, where convergence often remains an issue even after tens of thousands of lattice sites have been included. To illustrate our formalism, we analyze below particular examples of 2D atomic lattices in free space and near planar metallic surfaces.
3.3 Atomic lattices in free space

As an application of our formalism, we study 2D atomic lattices in free space. We focus on two examples – a non-Bravais square lattice of three-level atoms and a triangular lattice of three-level atoms – and discuss their topological properties.

3.3.1 Non-Bravais Square lattice of three-level atoms

As our first example, we consider a non-Bravais square lattice of closely spaced ($a \approx \lambda/20$) atoms in free space as shown schematically in Fig. 3-2(a). The properties of a non-Bravais honeycomb lattice in free space was studied previously in Ref. [113], where long-lived topological edge states were shown to exist on the system boundaries. Here, we show that a non-Bravais square lattice also supports long-lived topological edge excitations. These results demonstrate that these topological phenomena are not confined to any particular non-Bravais lattice geometry. Later, we will also see that these results stand in contrast with those obtained in Bravais lattices, where edge excitations are short-lived.

The atomic non-Bravais square lattice lies in the $x$-$y$ plane with the quantization axis set along the $z$-axis and the interatomic spacing is $a$. Each atom is assumed to have two excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$, which can be excited by $\hat{\sigma}_+$ and $\hat{\sigma}_-$ polarized light, respectively. Note that the atoms could also have a transition to the $|\sigma_z\rangle$ state, but from Eq. (3.15) (see also Eq. (3.24)) it follows that $G_{zz} = G_{zx} = G_{yz} = G_{zy} = 0$ in the $x$-$y$ plane and, therefore, the $\sigma_\pm$ transitions are decoupled from the transition to the $|z\rangle$ state and we can ignore the latter. The lattice is assumed to consist of atoms of two different resonant transition frequencies $\omega_A^{(1)}$ (red atoms in Fig. 3-2(a)) and $\omega_A^{(2)} = \omega_A^{(1)} + \delta\omega$ (green atoms), where $\delta\omega$ is a non-zero energy shift that may originate from having two different atomic species or a position-dependent Stark-shift. Here we assume that the atoms are point-like and their position is fixed.

First, we consider the atomic lattice in the absence of a magnetic field. After substituting Eq. (3.20) and Eq. (3.30) into Eq. (3.13), we diagonalize the matrix in Eq. (3.11) to obtain the complex eigenvalues $E_{k_B} = \omega_{k_B} - i\gamma_{k_B}$ for each Bloch vector.
Figure 3-2: (a) Non-Bravais square lattice of atoms in free space. Atoms marked in red (green) have resonant frequency $\omega_A^{(1)}$ ($\omega_A^{(2)} = \omega_A^{(1)} + \delta \omega$). Each atom has two excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$ that are Zeeman shifted by $\pm \mu B$ in the presence of an out-of-plane magnetic field $B$. (b) Part of the photonic band structure of the lattice for $B = 0$. Green dashed lines mark the edges of the light cone. Modes that have quasi-momentum $k_B < \omega_{k_B}$ (green shaded region) can couple to free-space modes of the same momentum, making them short-lived. Modes that have quasi-momentum $k_B > \omega_{k_B}$ cannot couple to free-space modes and are long-lived. Decay rates of the modes are color coded. Bands are degenerate near the mid-point of the line joining the X and Γ points. (c) An out-of-plane magnetic field ($\mu B = 20 \Gamma_0$) opens a gap ($\Delta = 7 \Gamma_0$) between the bands (grey shaded region). The bands acquire non-trivial Chern numbers (purple numbers). Relevant parameters are $\lambda = 790 \text{nm}$, $\delta \omega = 30 \Gamma_0$, $\Gamma_0 = 2\pi \times 6 \text{MHz}$ and $a = 0.054 \lambda$. 
The decay rates of the modes $\gamma_{k_B}$ are shown using a color code. The edges of the light cone are marked by green dashed lines at $k_B = 2\pi/\lambda$. These lines correspond to free space modes propagating in the $x$-$y$ plane with maximal in-plane momentum $k_B = \omega_{k_B}/c$. All other free-space modes have an in-plane momentum component that satisfies $k_B < \omega_{k_B}/c$ (green shaded region in Fig. 3-2(b)). The hybridized atom-photon modes of the atomic lattice with quasi-momentum $k_B < \omega_{k_B}/c$ can couple to free-space modes with matching momentum and energy, making these lattice modes short-lived. In contrast, lattice modes with quasi-momentum $k_B > \omega_{k_B}/c$ cannot couple to any of the free-space modes due to the momentum mismatch (since $(k|k') = \delta_{kk'}$ in the momentum eigenbasis) [113, 134]. Therefore, lattice modes with $k_B > \omega_{k_B}/c$ are decoupled from free-space modes and do not decay when the lattice is infinite.

This distinction between short-lived modes inside the light cone and long-lived modes outside the light cone is well-known in the literature of photonic crystal slabs, where periodic subwavelength dielectric structures are used to confine light in quasi-2D structures [41]. We also note that even though the edges of the light cone indeed trace out a conical shape in $k$-space, the dashed green lines in Fig. 3-2(b) appear vertical as we are only looking at a small energy range of a few linewidths around the atomic transition frequency and $\Gamma_0 \ll \omega_A$ at optical frequencies.

Due to the underlying symmetries of the lattice, the bands in Fig. 3-2(b) form Dirac cones along the paths joining the $\Gamma$ point with the four $X$ points and there is a quadratic degeneracy at the $\Gamma$ point. These degeneracies arise due to the degeneracy of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions in the absence of a magnetic field. When a magnetic field $B = B\hat{z}$ is switched on, the energy levels of the $|\sigma_\pm\rangle$ transitions are shifted by $\pm\mu B$ due to Zeeman splitting. Breaking the degeneracy of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions lifts the degeneracy of the bands and a complete band gap forms across the Brillouin zone (grey shaded band in Fig. 3-2(c)).

We investigate the topological character of the bands by calculating their Chern
numbers [14], which are defined via the integral

\[ C = \frac{1}{2\pi} \int \nabla_{k_B} \times A(k_B) \cdot dk_B. \]  

(3.31)

The integral is performed over each band inside the irreducible Brillouin zone and the integrand is curl of the ‘Berry curvature’, which is defined via

\[ A(k_B) = \langle \psi_{k_B} | i \nabla_{k_B} | \psi_{k_B} \rangle, \]  

(3.32)

where \( \psi_{k_B} \) is the wavefunction of the Bloch mode with Bloch momentum \( k_B \). We use the discretization method in Ref. [152] to numerically obtain the Chern numbers for the bands. The resulting non-zero Chern numbers for the bands above and below the gap are shown in Fig. 3-2(c). The four Dirac points between the two middle bands contribute +2 and -2 to the Chern numbers of the upper and lower bands respectively. At the same time, the quadratic degeneracy between the top two bands contributes +1 and -1 to the upper and lower bands respectively. Thus the three bands, from top to bottom, acquire Chern numbers +1, (+2-1)=+1 and -2.

Band gaps between topological bands are associated with edge states [14]. We investigate the spectrum of edge states by finding the eigenmodes of a periodic strip of the atomic lattice (see Fig. 3-3(a)). The calculation proceeds by defining an MxN lattice of atoms in real space, where the lattice has periodic boundary conditions along the first direction (Fig. 3-3(a)). The interactions between atoms is calculated using Eq. (3.4) and the range of the interactions is truncated after M/2 sites\(^1\). The wavefunctions of the resulting eigenmodes are then Fourier-analyzed to find \( k_x \), the component of the Bloch quasi-momentum along the x-axis, associated with each mode.

Fig. 3-3(b) shows the spectrum of \( H_{\text{eff}} \) for such a configuration, where the eigenenergies are plotted versus \( k_x \). Edge modes on the lower and upper boundaries of the

---

\(^{1}\)Since the interactions are long range (\( \sim 1/r \)), assuming periodic boundary conditions along one direction requires the truncation of the range of interaction. This leads to small deviations in the decay rates, potentially making them negative. This is an artifact of our numerical method with no physical significance. When the edge modes are obtained for a lattice of atoms that is finite in all directions (see Fig. 3-4), no such truncation is necessary and all decay rates are non-negative.
Figure 3-3: (a) Periodic strip of atoms in a non-Bravais square lattice. Each edge has edge modes propagating only in a single direction. (b) Modes that propagate on the upper (lower) edge are marked by squares (diamonds) in the band structure diagram. Extended bulk modes are marked with dots. There are two sets of edge modes on each boundary. Decay rates of modes are color coded. The edge modes cross the gap with quasi-momentum $k_B > \omega_{k_B}$ and thus are long-lived. Parameters are the same as in Fig. 3-2(c). The spectrum was obtained for a 80x40 lattice of atoms with periodic boundary conditions along one direction. A state is classified as an edge state on the (upper) lower boundary if the excitation probability on the top (bottom) four rows is at least 15 times the excitation probability on the bottom (top) four rows.
strip are marked by diamonds and squares respectively. The edge states cross the gap connecting the two bulk bands. Since the sum of the Chern numbers above and below the band gap is +2 and -2 respectively, there are two sets of edge modes on each boundary. Note that both sets of edge modes on the lower boundary carry energy to the right, whereas both sets of modes on the top boundary carry energy to the left. Since energy flow is unidirectional on each boundary, these edge states carry energy forward without backscattering. Crucially, we find that the edge modes cross the gap outside the light cone with quasi-momenta \( k_B > \omega_{k_B}/c \). Therefore, these edge states do not couple to free-space modes due to the momentum mismatch, making them long-lived with decay rates much smaller than \( \Gamma_0/2 \). This suppression of losses is the key result, which leads to long-lived edge excitations. Such edge excitations can carry energy around the boundaries of the lattice with minimal losses.

Fig. 3-4 shows a snapshot of the excitation probabilities during the no-jump time evolution of the system when a single atom is continuously excited by a laser on the boundaries of the lattice. If the driving field is weak, the dynamics are essentially captured by the single excitation description introduced above. We add to Eq. (3.10) the ground state component \( +c_g|g_\downarrow\rangle \) of the driven atom and \( |g_\uparrow\rangle \) is coupled to the excited states \( |\sigma_+,\sigma\rangle \) and \( |\sigma_-,\sigma\rangle \) of the atom by adding the driving terms \( \Omega(t) (|\sigma_+,\sigma\rangle\langle g_\uparrow| + |\sigma_-,\sigma\rangle\langle g_\downarrow| + \text{h.c.}) \) to the effective Hamiltonian \( H_{\text{eff}} \). We obtain the time-evolved wavefunction at time \( t \) by numerically finding

\[
|\psi(t)\rangle = \exp(-iH_{\text{eff}}/\hbar t)|\psi(0)\rangle,
\]

where the excitation is initially in the ground state of the driven atom \( (|\langle g_\downarrow|\psi(0)\rangle|^2 = 1) \). The laser is resonant with the edge states inside the band gap and is switched on adiabatically to avoid exciting non-resonant modes. We find that approximately 96% of the excitation emitted by the atom is coupled into the edge modes carrying energy in the clockwise direction, while coupling into modes circulating anti-clockwise and into the bulk modes is strongly suppressed due to the gap and topology. Given the absence of channels for backscattering and highly suppressed coupling to free space
Figure 3-4: Snapshot of the time evolution (at $t = 11.1\Gamma_0^{-1}$) of a finite non-Bravais square lattice in free space with an irregular defect. An atom on the edge (marked by the red star) is driven by a laser (see inset). The color code depicts the excitation probability $|\langle \psi(t)|\sigma^z \rangle|^2 + |\langle \psi(t)|\sigma^+ \rangle|^2$ at each site. Approximately 96% of the emitted excitation is coupled into the forward direction. Emission into bulk modes and the backward edge modes is suppressed. The excitation goes around the corners and routes around the large, irregular defect, which demonstrates the robustness of the topological excitation to disorder. Relevant parameters are $N = 1576$, $\lambda = 790\text{nm}$, $\delta\omega = 30\Gamma_0$, $\Gamma_0 = 2\pi \times 6\text{MHz}$, $a = 0.054\lambda$ and $\mu B = 20\Gamma_0$. The strength of the drive is $\Omega = 0.1\Gamma_0$ and the driving frequency is $\omega_L = \omega_A + 18\Gamma_0$. The driving laser is adiabatically switched on with a Gaussian profile $\Omega(t) = \Omega \exp\left(-\frac{(t - 4.5\Gamma_0^{-1})^2}{1.35\Gamma_0^{-2}}\right)$ for $t < 4.5\Gamma_0^{-1}$. 
modes, the excitation routes around corners with approximately 97% efficiency as well as around the irregular defect with approximately 86% efficiency. We emphasize that these results illustrate the key point that topological quantum optical systems are protected against both losses into free space and large defects in the lattice. We also note that qualitatively similar results were obtained in the non-Bravais honeycomb lattice in Ref. [113].

3.3.2 Triangular lattice of three-level atoms

Topological photonic bands in atomic lattices can also be obtained when $a \approx \lambda/2$ — a trapping regime that is routinely explored in cold atom laboratories worldwide [153]. Fig. 3-5(a) shows a triangular Bravais lattice of atoms in the x-y plane in free space with $a = \lambda/2$ and quantization axis along the z-axis. As in the case of the non-Bravais square lattice, each atom is assumed to have two excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$.

Initially, we assume point-like atoms in zero magnetic field. After substituting Eq. (3.30) into Eq. (3.9), we diagonalize the matrix in Eq. (3.7) to obtain the complex eigenvalues. Fig. 3-5(b) shows the band structure along lines joining the high symmetry points $\Gamma$, $K$, and $M$ of the Brillouin zone (see inset of Fig. 3-5(b)).

The decay rates of the modes $\gamma_{kB}$ are encoded using a color code and the light cone edges are marked by green dashed lines. Given the $a = \lambda/2$ spacing of the atoms, the boundaries of the irreducible Brillouin zone are close to the light cone edges. Therefore, the modes are decoupled from free-space modes only in a small region near the perimeter of the irreducible Brillouin zone.

The bands in Fig. 3-5(b) form a Dirac cone at the $K$ point and a quadratic degeneracy at the $\Gamma$ point. When a magnetic field $B = B\hat{z}$ is switched on, the degeneracies are lifted and a small gap forms across the Brillouin zone (shaded band in Fig. 3-5(c)). The bands acquire non-zero Chern numbers (purple numbers) indicating the topological nature of the bands.

Fig. 3-5(d) shows the band structure in the presence of a magnetic field when the fluctuations of the atoms are taken into account. The plot is obtained by substituting
Figure 3-5: (a) Triangular lattice of atoms with interatomic spacing $a$ in free space. Each atom has two excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$ with Zeeman-splitting $\pm \mu B$ due to an out-of-plane magnetic field $B$. (b) Photonic band structure for $B = 0$ and point-like atoms pinned to their lattice sites. Green dashed lines mark the light cone edges. Modes with quasi-momentum $k_B < \omega_{k_B}$ (green shaded region) couple to free-space, making them short-lived. Modes with quasi-momentum $k_B > \omega_{k_B}$ are long-lived. Decay rates of the modes are color coded. Bands are degenerate at the $\Gamma$ and $K$ points. (c) A transverse magnetic field ($\mu B = 0.5\Gamma_0$) opens a small gap ($\Delta = 0.5\Gamma_0$) between the bands (grey shaded region). The bands acquire non-trivial Chern numbers (purple numbers). (d) When the atoms fluctuate around the lattice sites, the size of the gap is reduced. Here the amplitude of fluctuations is $a_{ho} = 0.4a$. Relevant parameters for all three plots are $\lambda = 790\text{nm}$, $\Gamma_0 = 2\pi \times 6\text{MHz}$ and $a = \lambda/2$. 
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the regularized expressions from Eq. (3.23) and Eq. (3.24) into Eq. (3.17) and diagonalizing Eq. (3.7) with \( a = \lambda / 2 \) and \( a_{ho} = 0.4a \). Since fluctuations smear out the relative phases between sites, the band gap becomes smaller relative to the case when atoms were assumed to be point-like. For even larger fluctuations the gap closes. We note that the band structure is not significantly affected by fluctuations as long as \( a_{ho} \lesssim 0.15a \).

The presence of the gap between the topologically non-trivial bands implies that for a finite lattice, edge states appear on the system boundaries. However, since the boundaries of the light cone are very close to the boundaries of the irreducible Brillouin zone, all edge states will fall within the light cone. Therefore, all edge states couple to the free-space modes, making them short-lived. This makes energy transfer with these edge states impractical. The spacing of the atoms can be reduced slightly to increase the size of the Brillouin zone and establish larger areas that are outside the light cone. However, as the spacing between atoms is reduced, the gap size gradually decreases and closes before the edge states cross the edges of the light cone. This stands in contrast with the case of a honeycomb lattice of atoms, where the gap size increases as \( \sim 1/a^3 \) with decreasing interatomic distance [113].

Qualitatively similar results can be obtained in a square Bravais lattice of atoms with \( a \approx \lambda / 2 \) and identical atomic level structure. In this case, quadratic degeneracies form both at the \( \Gamma \) and \( M \) points. A magnetic field lifts the degeneracies, opening a gap. The size of the gap varies with interatomic spacing and is non-negligible \( (\Delta \sim 0.5\Gamma_0) \) only when \( a \approx \lambda / 2 \). The maximum gap size is generally smaller in the square lattice than for a triangular lattice with similar parameters, as the Brillouin zone of the square lattice is less circular than that of the triangular lattice [40].

### 3.4 Atomic lattices near a metallic planar surface

The study of dipole-like atomic emitters near metallic surfaces has received significant attention lately as part of recent research efforts into plasmonics [82, 121, 137–142]. The technique developed so far can be extended in a straightforward way to describe
atomic lattices in the vicinity of planar metal surfaces as long as the plane of the atomic lattice is parallel to all surfaces, thus ensuring that translational invariance is preserved in the x-y plane. Here, we analyze atoms placed near a single metal-dielectric interface. In Appendix B.4, we also discuss how our method generalizes to describe atomic lattices in the presence of arbitrarily layered planar media.

We assume that the plane of the atomic lattice lies at \( z = 0 \) and the metal-dielectric interface is located at a distance \( h \) below the dipoles at \( z = -h \). The eigenmodes of the atomic lattice are then obtained from Eq. (3.7) and Eq. (3.11) by substituting \( G_{03} \) into Eq. (3.9) and Eq. (3.13), where \( G_{03} \) is the solution of Eq. (3.14) with the following spatially inhomogeneous and frequency-dependent permittivity

\[
\varepsilon(\omega, r) = \begin{cases} 
\varepsilon_d, & \text{if } z > -h \\
\varepsilon_m(\omega), & \text{if } z < -h
\end{cases},
\]

(3.34)

where \( \varepsilon_d \) is the permittivity of the dielectric and \( \varepsilon_m(\omega) \) is the frequency-dependent permittivity of the metal. In the presence of a planar interface, there is no known closed-form solution for \( G_{03} \) in position space. In contrast, it is possible to exactly solve for the Weyl decomposition \( g_{03}(p_{x,y}, z) \) in momentum space in the presence of arbitrarily layered planar media (see Appendix B.4 for more details), which allows us to efficiently perform the band structure calculations using the expressions Eq. (3.17) and Eq. (3.20)\(^2\).

For illustration, below we analyze two examples of atomic lattices near plasmonic surfaces – a square lattice of four-level atoms featuring a non-topological gap and a triangular lattice of three-level atoms giving rise to topological gaps.

\(^2\)We note that using the exact Green's function in momentum space has the other advantage of allowing us to account for the interaction of the atoms not only with surface plasmons, but also with other types of surface waves, which are collectively known as "creeping waves" or "quasi-cylindrical waves" [139, 154–156]
Figure 3-6: (a) Square lattice of atoms with interatomic spacing $a$ and distance $h$ from a silver surface. Each atom has three transitions to the $|\sigma_+\rangle$, $|\pi\rangle$ and $|\sigma_-\rangle$ states. (b) Band structure of the lattice. Green dashed lines mark the edges of the free-space light cone (green shaded region), purple dashed lines show the plasmonic dispersion of the metal surface. Decay rate of the modes is color coded. Due to the strong coupling of the $|\pi\rangle$ state to the plasmons, a non-topological gap opens in the spectrum (grey shaded region). Relevant parameters are $\lambda = 737\text{nm}$, $\Gamma_0 = 2\pi \times 0.95\text{MHz}$, $a = \lambda/3$ and $h = \lambda/10$. 
3.4.1 Square lattice of four-level atoms

As our first example, we consider a square lattice of atoms in free space \( \varepsilon_d = 1 \) near a silver surface as shown in Fig. 3-6(a). Each atom is assumed to have three excited states \( |\sigma_+\rangle, |\sigma_-\rangle \) and \( |\pi\rangle \), which are excited by \( \sigma_+ \), \( \sigma_- \) and \( \pi \) polarized light. The atoms are assumed to be very close to the surface \( h \ll \lambda \), such that coupling to plasmons is strong at optical frequencies. For the frequency-dependent dielectric permittivity of metal we use the material properties reported for single-crystal silver in Ref. [121], which were experimentally shown to give rise to propagation distances on the order of 150-200\( \lambda \) for plasmons at optical frequencies. Therefore, we disregard the imaginary part of the permittivity with the understanding that the propagation distance of the hybrid atom-plasmon modes of the lattice is eventually limited by ohmic losses. For a discussion of the notion of band gaps in the presence of losses see Ref. [125].

Fig. 3-6(b) shows the band structure of the atomic lattice near the metal surface with \( a = \lambda/3 \) and \( h = \lambda/10 \). Due to the proximity of the metal surface, the in-plane components of the electromagnetic field are small. Therefore, the bare resonant energy \( \omega_A \) of the \( |\sigma_+\rangle \) and \( |\sigma_-\rangle \) transitions of the individual atoms is not strongly affected by the presence of the other atoms, resulting in the two nearly flat bands near \( \omega_A \). In contrast, the \( |\pi\rangle \) transition couples strongly to plasmons, which are predominantly polarized along \( \hat{z} \). The strong interaction splits the \( \hat{z} \) polarized band into two bands (top and bottom band in Fig. 3-6(b)), resulting in a (non-topological) band gap. At energies inside the band gap no plasmonic modes can propagate.

The edges of the light cone are marked by green dashed lines in Fig. 3-6(b). For frequencies far away from the plasma frequency, the plasmonic modes fall just outside the edges of the light cone. These plasmonic modes are marked by magenta dashed lines in Fig. 3-6(b). Modes within the light cone couple strongly to free space modes, whereas modes outside the light cone do not decay.
Figure 3-7: (a) Triangular lattice of atoms with transitions to the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states near a metal surface. (b) Band structure of the lattice for $B = 0$. Green dashed lines mark the edges of the free-space light cone (green shaded region), purple dashed lines show the plasmonic dispersion of the metal surface. Decay rate of the modes is color coded. Bands are degenerate at the $\Gamma$ and $K$ points. (c) A transverse magnetic field ($\mu B = 0.5 \Gamma_0$) opens two small gaps between bands that have non-trivial Chern numbers. The relevant parameters are $\lambda = 437\text{nm}$, $\Gamma_0 = 2\pi \times 0.95\text{MHz}$, $a = \lambda/1.95$ and $h = \lambda/15$. 

3.4.2 Triangular lattice of three-level atoms

Hybridized atom-plasmon-photon bands may also have topological character in the proximity of the metal surface. Fig. 3-7 shows a triangular lattice of three-level atoms with V-level structure near a metal surface, where the transition to the $|\pi\rangle$ state is not included since it decouples completely from the transition to the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states (see discussion in Section 3.3.1). The $|\sigma_+\rangle$ and $|\sigma_-\rangle$ transitions are assumed to be near-UV ($\lambda = 437$nm). Such transitions are favorable, since at higher frequencies the plasmons get more tightly confined to the metal surface and the in-plane components of the plasmonic fields increase, making interactions with the $|\sigma_\alpha\rangle$ transitions stronger.

Fig. 3-7(b) shows the band structure in the absence of a magnetic field. A quadratic degeneracy forms at the $\Gamma$ point and a Dirac point is found at the $K$ point, just as in free space. Applying a magnetic field lifts the degeneracies and opens up two small gaps in the spectrum (grey shaded bands in Fig. 3-7(c)) and the bands acquire non-trivial Chern numbers (purple numbers). The bands remain topological even if atoms with longer transition wavelength are used. However, in this case the interactions will be weaker, making the 'avoided crossings' of bands smaller and the gap disappears. Note that the band structures in Fig. 3-7(b) and (c) are qualitatively similar to the band structures obtained for a triangular lattice of atoms in free space (Fig. 3-5(b) and (c)). The key difference is that in Fig. 3-7 the uppermost band asymptotically approaches the unperturbed plasmonic modes of the metal surface (purple dashed lines) for $\omega_{kB} \gg \omega_A$, whereas in Fig. 3-5 the decay rate of the uppermost band diverges as the edges of the light cone are approached, effectively dissolving the band [113].

3.5 Conclusions

We have described a general method for calculating the photonic band structure for infinite two-dimensional atomic lattices in free space and near planar surfaces with arbitrary Bravais and non-Bravais geometries. This method takes into account the full radiation pattern emitted by individual atoms, which gives rise to long-range in-
teractions that scale as $\sim 1/r$. By performing the required summations in momentum space rather than in real space, calculation of collective energy shifts and decay rates can be performed efficiently. This method makes it possible to account for atomic position fluctuations and can be extended to describe atomic lattices near metallic surfaces.

As applications of our method, we studied non-Bravais square lattices and triangular Bravais lattices in free space and investigated their topological properties, including topological edge states in the band gap. We also obtained the band structure of an atomic square lattice near metallic surfaces and studied the topological bands that arise when a triangular lattice of atoms is placed near the metal surface. Given the generality of our method, we expect that it will pave the way for further studies of two-dimensional atomic lattices both in free space and near planar surfaces and will facilitate finding experimentally accessible parameter regimes for the realization of topological quantum optics and other intriguing phenomena.
Chapter 4

Topological Quantum Optics in Two-Dimensional Atomic Arrays

4.1 Introduction

Charged particles in two-dimensional systems exhibit exotic macroscopic behavior in the presence of magnetic fields and interactions. These include the integer [15], fractional [12] and spin [157] quantum Hall effects. Such systems support topologically protected edge states [158, 159] that are robust against defects and disorder. There is a significant interest in realizing topologically protected photonic systems. Photonic analogues of quantum Hall behavior have been studied in gyromagnetic photonic crystals [22-27], helical waveguides [28], two-dimensional lattices of optical resonators [29-31] and in polaritons coupled to optical cavities [40]. An outstanding challenge is to realize optical systems which are robust not only to some specific backscattering processes but to all loss processes, including scattering into unconfined modes and spontaneous emission. Another challenge is to extend these effects into a nonlinear quantum domain with strong interactions between individual excitations. These considerations motivate the search for new approaches to topological photonics.

In this Chapter, we introduce and analyze a novel platform for engineering topological states in the optical domain. It is based on atomic or atom-like quantum optical systems [110], where time-reversal symmetry can be broken by applying mag-
Figure 4-1: (a) Honeycomb lattice of atomic emitters with interatomic spacing $a$. Each atom has a V-type level structure with optical transitions to the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states. A B-field breaks the degeneracy via the Zeeman splitting. (b) Band structure of the lattice with $B = 0$. Green dashed lines indicate the edges of the free-space light cone. Modes with quasi-momentum $k_B < \omega_{k_B}/c$ couple to free-space modes and are short lived (green shaded region). Decay rates of the modes are color-coded. Bands are degenerate at the symmetry points $K$ and $\Gamma$. (c) A transverse magnetic field ($\mu B = 12\Gamma_0$) opens a gap (grey-shaded region) between topological bands with non-trivial Chern numbers. Relevant parameters are $\lambda = 790\text{nm}$, $\Gamma_0 = 2\pi \times 6\text{MHz}$ and $a = 0.05\lambda$. 

[Diagram of a honeycomb lattice with labels and arrows indicating the B-field]
netic fields and the constituent emitters are inherently nonlinear. Specifically, we focus on optical excitations in a two-dimensional honeycomb array of closely spaced emitters. We show that such systems maintain topologically protected confined optical modes that are immune to large imperfections as well as to the most common loss processes such as scattering into free-space modes. Such modes can be used to control individual atom emission, and to create quantum nonlinearity at a single photon level.

4.2 Physical system

The key idea is illustrated in Fig. 4-1(a). We envision an array with interatomic spacing $a$ and quantization axis $\hat{z}$ perpendicular to the plane of the atoms. Each emitter has a V-type level structure with transitions from the ground state to the excited states $|\sigma_+\rangle$ and $|\sigma_-\rangle$, excited by the corresponding polarization of light. The hybridized atomic and photonic states result in confined Bloch modes with large characteristic quasi-momenta that for dense atomic arrays significantly exceed the momentum of free-space photons. These confined modes are outside of the so-called "light cone" and are decoupled from free space resulting in long-lived, sub-radiant states. Atomic Zeeman-shifts induced by a magnetic field, create a bandgap in the optical excitation spectrum, and the Bloch bands acquire non-trivial Chern numbers. The resulting system displays all essential features associated with topological robustness. Before proceeding, we note that polar molecules coupled via near-field interactions and excitons in Moiré heterojunctions have been shown to give rise to chiral excitations in 2D. In contrast, the present analysis includes both near- and far-field effects as well as scattering to free space. We also note that the emergence of Weyl excitations has been recently predicted in 3D lattices of polar

---

1 For simplicity we assume that the $|z\rangle$ state is far detuned from resonance, e.g. due to Stark shift. However, one can include the $|z\rangle$ state without detuning as long as there are no polarization-mixing perturbations in the system, as radiation from the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states is completely decoupled from the $|z\rangle$ transition.

2 Subradiance in periodic atomic lattices was also discussed recently, in the absence of topology, in Ref. [134].
particles.

In the single excitation case, following the adiabatic elimination of the photonic modes, the dynamics of the system (no-jump evolution in the master equation [144]) can be described by the following non-Hermitian spin Hamiltonian [109–112, 114]

\[ H = \hbar \sum_{i=1}^{N} \sum_{\alpha=\sigma_+,\sigma_-} \left( \omega_A + \text{sgn}(\alpha_i) \mu B - i \frac{\Gamma_0}{2} \right) |\alpha_i\rangle \langle \alpha_i| \]

\[ + \frac{3\pi \hbar \Gamma_0 c}{\omega_A} \sum_{i \neq j} \sum_{\alpha,\beta=\sigma_+,\sigma_-} G_{\alpha\beta}(r_i - r_j) |\alpha_i\rangle \langle \beta_j|, \]  

(4.1)

where \( N \) is the number of atoms, \( \omega_A = 2\pi c/\lambda \) is the atomic transition frequency with wavelength \( \lambda \), \( \mu B \) is the Zeeman-shift of the atoms with magnetic moment \( \mu \) due to an out-of-plane magnetic field \( \mathbf{B} = B \mathbf{\hat{z}} \) with \( \text{sgn}(\sigma_\pm) = \pm \). Here, \( \Gamma_0 = d^2 \omega_A^3 / (3\pi \epsilon_0 \hbar c^3) \) is the radiative linewidth of an individual atom in free space, \( c \) is the speed of light, \( d \) is the transition dipole moment, \( G_{\alpha\beta}(\mathbf{r}) \) is the dyadic Green’s function in free space describing the dipolar spin-spin interaction (see Appendix C.1) and \( r_i \) denotes the position of the atoms. Note that the Hamiltonian in Eq. (4.1) assumes the atoms are pinned to the lattice. The effect of fluctuating atomic positions is discussed in Appendix C.8.

### 4.3 Photonic band structure

For an infinite periodic honeycomb lattice, the single excitation eigenmodes of Eq. (4.1) are Bloch modes [148] given by

\[ |\psi_{k_B}\rangle = \sum_n \sum_{b=1,2} e^{i k_B \cdot R_n} \left[ c_{+,k_B}^b |\sigma_{+,n}^b\rangle + c_{-,k_B}^b |\sigma_{-,n}^b\rangle \right], \]  

(4.2)

where the summation runs over all lattice vectors \( \{R_n\} \), \( b = 1, 2 \) labels the two atoms within the unit cell and \( k_B \) is the Bloch wavevector. For each \( k_B \) there are four eigenvalues of the form \( E_{k_B} = \omega_{k_B} - i \gamma_{k_B} \), where the imaginary part corresponds to the overall decay rate of the modes (see Appendix C.2).
Figure 4-2: (a) Size of the gap between topological bands (blue line) as a function of magnetic field for $a = \lambda/20$. (b) The maximum gap size $\Delta_{\text{max}}$ (blue dotted line) as a function of the interatomic spacing $a$. The solid magenta line shows the dipolar interaction strength $J$ between two atoms with parallel dipole moments. The dashed green line is a phenomenological $J \sim 1/r^3$ fit. For $a \ll \lambda$, $\Delta_{\text{max}}$ scales as $1/a^3$.

Fig. 4-1(b) shows the band structure in the absence of a magnetic field along the lines joining the symmetry points M, Γ and K of the irreducible Brillouin zone (see inset of Fig. 4-1(c)). The decay rates of the modes ($\gamma_{kB}$) are shown using a color code. Crucially, we find that the decay rate of some modes can be significantly smaller than $\Gamma_0/2$ due to collective interference effects. Green dashed lines at $k_B = 2\pi/\lambda$ mark the edges of the light cone corresponding to free space modes with dispersion $\omega_{kB} = k_Bc$. The modes close to the center of the Brillouin zone (Γ) have quasi-momenta $k_B$ less than the maximum momentum of free space photons at the same energy ($k_B < \omega_{kB}/c$). These modes couple strongly to free-space modes with matching energy and momentum and decay rapidly (Appendix C.3). In contrast, modes with quasi-momenta greater than the momentum of free space photons ($k_B > \omega_{kB}/c$), are completely decoupled and do not decay into free space due to the momentum mismatch.

Fig. 4-1(b) also shows that the photonic bands are degenerate at the symmetry points Γ and K in the absence of a magnetic field. These degeneracies originate from
the degeneracy of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states at zero magnetic field. Due to the lattice symmetries, the degeneracy at the $\Gamma$ point is quadratic [162], while a linear Dirac cone is formed at the $K$ point [23]. Applying an out-of-plane magnetic field lifts this degeneracy and an energy gap forms across the Brillouin zone.

4.4 Topological properties of the system

We explore the topological nature of these bands, by calculating the Chern numbers using the method described in Ref. [152]. The sum of the Chern numbers above and below the band gap is $+1$ and $-1$, respectively. The origin of these topological bands can be understood intuitively by noting that at the $K$ point the modes separated in energy due to Zeeman splitting have, respectively, $\hat{\sigma}_+$ and $\hat{\sigma}_-$ circular polarizations. The opposite chirality of the bands reflects the time-dependent circular rotation of the electric fields associated with the $\hat{\sigma}_+$ and $\hat{\sigma}_-$ polarizations in the $x$-$y$ plane.

The size of the topological gap at the $K$ point scales linearly with the magnetic field due to the Zeeman splitting $(2\mu B)$ of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states (Fig. 4-2(a)), but the gap size is eventually limited to a maximum value $\Delta_{\text{max}}$ due to the level repulsion between the two upper bands at the $\Gamma$ point. Fig. 4-2(b) shows the maximum gap size as a function of the interatomic spacing $a$ (blue dotted line). The strength of the dipolar coupling $J = 3\pi \Gamma_0 c / \omega_A G_{xx}(a)$ between two parallel dipoles at a distance $a$ is also shown. The close agreement between the two curves shows that the maximum gap size is determined by the dipolar interaction strength between the atoms. For $a \ll \lambda$ the maximum gap size has the simple scaling $\Delta_{\text{max}} \sim 1/a^3$.

Gaps between topological bands are typically associated with the presence of one-way reflection-free edge modes at the boundaries of a finite system. To explore the spectrum of edge modes in the gap, we calculated the band structure for periodic stripes of atoms in a honeycomb lattice. The stripes may have bearded, armchair or zig-zag edges [14, 163]. Fig. 4-3 shows the edge geometries and the corresponding band structures of stripes with bearded and armchair edges. Zig-zag edges are discussed in Appendix C.4. Edge modes on the lower (upper) edge of the stripe traversing the
Figure 4-3: Topological edge states on the (a) bearded and (b) armchair edges of periodic stripes of atoms. Each edge supports only one unidirectional mode. Modes propagating on the upper (lower) edges of the stripes are marked by diamonds (squares) in the band diagrams. Bulk modes are marked with dots. Decay rates of the modes are color-coded. Modes of the bearded (armchair) edges cross the gap with quasi-momentum $k_B > \omega_{k_B}/c$ ($k_B < \omega_{k_B}/c$) making them long (short) lived. Parameters are the same as in Fig. 4-1(c). The spectrum was obtained for the bearded (armchair) edges from a 40x42 (40x41) lattice of atoms with periodic boundary conditions along the first dimension. States for which the ratio of the total amplitude on the top (bottom) four atom rows to the bottom (top) four rows is greater than 15 are classified as edge states.
gap have positive (negative) group velocity and carry energy to the right (left). Thus, energy transport by edge modes is unidirectional as a consequence of the broken time-reversal symmetry of the system. If the direction of the magnetic field is flipped, the direction of the energy flow on any given edge is reversed. Edge modes on bearded boundaries have quasi-momenta \( k_B > \omega_{kB}/c \) while crossing the gap and therefore couple weakly to free-space modes making them long-lived. In contrast, modes on the armchair edges cross the gap with quasi-momenta \( k_B < \omega_{kB}/c \) and the relatively strong coupling to free-space modes makes them short-lived. The lifetimes of edge modes are also influenced by the lattice size. Increasing the number of atoms \( N \) in a finite lattice, decreases the losses from finite-size effects and increases the lifetimes of long-lived edge modes (Appendix C.5).

Fig. 4-4 illustrates the unidirectional energy transport. It shows a honeycomb lattice of atoms with an overall hexagonal shape and a large defect on one edge. The geometry was chosen such that in the absence of defects, all boundaries are bearded edges supporting long-lived edge modes. An out-of-plane magnetic field \( B \) induces a band gap of size \( \Delta \) in the energy spectrum. An atom on the boundary is adiabatically addressed by a laser at a frequency \( \omega_L \) resonant with the long-lived edge modes in the topmost part of the band gap. The laser drives the \( \sigma_+ \) and \( \sigma_- \) transitions of the atom off-resonantly with equal coupling strengths \( \Omega \), where \( \Omega \ll \Delta \). Fig. 4-4 shows a snapshot of the excitation probability of each atom in the lattice. Approximately 96% of the excitation emitted by the driven atom is coupled into the edge modes carrying energy in the forward direction. Coupling into the backward direction or into the bulk modes is suppressed due to topology and the large band gap. These results are qualitatively independent of the relative driving strengths of the \( \sigma_- \) and \( \sigma_+ \) transitions (Appendix C.6). The excitation routes around lattice corners with \( \sim 97\% \) efficiency and goes around defects of arbitrary shape and size by forming new edge modes at the defect boundaries as shown in Fig. 4-4, where \( \sim 83\% \) of the excitation survives. Atomic emission in the bulk is discussed in Appendix C.7.

The distance the photon propagates on an edge is set by the ratio of the group velocity and the intrinsic lifetime of the edge modes. The group velocity of the edge
Figure 4.4: Snapshot of the time evolution (at $t = 5.7\Gamma_0^{-1}$) of the system as an atom on the edge (red star) is driven by a laser (inset). The color code shows the excitation probability $|\langle \psi(t) | \sigma^+_i \rangle|^2 + |\langle \psi(t) | \sigma^-_i \rangle|^2$ at each atomic site $i = 1, \ldots, N$. Approximately 96% of the emitted excitation is coupled into the forward direction and scattering into bulk and backward edge modes is strongly suppressed. The excitation goes around corners and routes around the large lattice defect. Relevant parameters are $N = 1243$, $\lambda = 790\text{nm}$, $\Gamma_0 = 2\pi \times 6\text{MHz}$, $a = 0.05\lambda$ and $\mu B = 12\Gamma_0$. The strength of the drive is $\Omega = 1/5\Gamma_0$ and the driving frequency is $\omega_L = \omega_A + 15\Gamma_0$. The driving laser is adiabatically switched on with a Gaussian profile $\Omega(t) = \Omega \exp\left(-[t - 1.5\Gamma_0^{-1}]^2/[0.15\Gamma_0^{-2}]\right)$ for $t < 1.5\Gamma_0^{-1}$. 
modes traversing the gap is \( v_g \approx \frac{\delta \omega}{\delta k_B} \sim \frac{\Delta}{(\pi/a)} \), where \( \Delta \) is the size of the energy gap and \( a \) is the interatomic spacing. Thus for \( a \ll \lambda \), the maximum group velocity of the edge modes scales as \( v_g \sim \frac{\Delta_{\text{max}}}{(\pi/a)} \sim a^{-2} \). While bearded edges support long-lived modes, any departure from the ideal hexagonal shape of Fig. 4-4 creates a combination of armchair and zig-zag modes that couple more strongly to free-space modes and thus have limited lifetimes. To ensure that only a small fraction of the excitation is lost while the photon is routed around a defect, large group velocities and, therefore, small interatomic spacing is required.

We note that efficient coupling of individual quantum emitters to a confined unidirectional channel (Fig. 4-4) immediately implies the feasibility of quantum nonlinear interactions between individual photons. This can be understood by considering a 'defect atom' placed along the path of the edge excitation. Such an atom can be used to capture and store an incident photon in a long-lived atomic state, following e.g. Ref. [101] (see also Refs. [164–167]). After photon storage, the defect atom will form a lattice defect for subsequent incoming photons, which will be routed around this defect and, as a result, will acquire a nonlinear phase shift.

### 4.5 Possible experimental realization

Atomic arrays with much smaller interatomic spacing than the transition wavelength \( (a \ll \lambda) \) could be experimentally realized using state-of-the-art experiments with bosonic Stronium atoms [133, 168]. Mott insulators in the \(^1S_0\) ground state of \(^{84}\text{Sr}\) atoms using a 532nm trapping laser have been realized experimentally [169] and the atoms can be further transferred to the metastable \(^3P_0\) state [170]. Using the long-wavelength \(^3P_0\rightarrow^3D_1\) transition with \( \lambda_{\text{Sr}} = 2.6\mu\text{m} \) for atom-atom interactions would give \( a = 2\lambda_{\text{laser}}/(3\sqrt{3}) = \lambda_{\text{Sr}}/12.7 \) in an optical honeycomb lattice. The interatomic spacing could be further reduced to \( a = \lambda_{\text{Sr}}/16.3 \) using a 412.8nm 'magic wavelength' trapping laser providing equal confinement for the \(^3P_0\) and \(^3D_1\) states [168]. Typical trapping frequencies in Mott insulators are \( \sim 5E_{\text{recoil}}/\hbar \) [153], where \( E_{\text{recoil}}/\hbar \approx 13\text{kHz for Stronium} \). Since the linewidth is \( \Gamma_{\text{Sr}} = 290\text{kHz} \) for the \(^3P_0\rightarrow^3D_1\) transition, the
motional states of individual atoms are not well resolved and we expect heating due
to photon scattering to be small. The main experimental challenge is to ensure
near-unity lattice filling [171] and near-uniform excitation of atoms to the $^3P_0$ state.
Other approaches to deep subwavelength atomic lattices include utilizing vacuum
forces in the proximity of dielectrics [172], using adiabatic potentials [173], dynamic
modulation of optical lattices [174] or sub-wavelength positioning of atom-like color
defects in diamond nanophotonic devices [116, 118–120].

Subwavelength emitter lattices could also be created using monolayer semiconduc-
tors, such as transition metal dichalcogenides (TMDCs) [175–180]. Large splitting of
the $\sigma_+, \sigma_-$ valley polarizations due to interaction-induced paramagnetic responses
was recently demonstrated in TMDCs [181]. Moiré patterns [182] could provide deep
subwavelength ($a < 36\text{nm}$) periodic potentials for TMDC excitons and give rise to
topological bands and chiral excitonic edge states [161]. In such Moiré heterojunc-
tions the band gaps – and thus the group velocities of edge states – are predicted to
be small ($\Delta < 1\Gamma_0$). However, as our current analysis shows, edge states outside the
light cone would be long-lived and thus could still propagate a significant distance
along the edges of TMDCs prior to decay into far field modes.

4.6 Conclusion

In summary, we have shown that two-dimensional atomic lattices can be used to
create robust quantum optical systems featuring band gaps between photonic bands
with non-trivial Chern numbers. For a finite lattice, unidirectional reflection-free
edges states form on the system boundaries at energies inside the band gap. These
edge modes are robust against imperfections in the lattice as well as scattering and
emission into free space. These can be used, e.g. to control emission of individual
atoms. We emphasize that, in contrast to linear topological photonic systems, a
distinguishing feature of the present approach is the intrinsic, built-in nonlinearity

---

3Given the robustness of topological lattices, inhomogeneous broadening present in solid-state
systems will not significantly change the results as long as the broadening is small compared to the
topological energy gap.
associated with quantum emitters in the lattice, which leads to strong interactions between individual excitations. Harnessing such interactions could open up exciting possibilities for studying topological phenomena with strongly interacting photons, including quantum optical analogues of fractional Quantum Hall states. These include exotic states, such as those with filling fractions \( \nu = 5/2 \) and \( \nu = 12/5 \), which may feature non-Abelian excitations [4]. In addition, the inherent protection against losses may also be used for the realization of robust quantum nonlinear optical devices for potential applications in quantum information processing and quantum state transfer\(^4\).

\(^4\)Following the completion of this work, we became aware of the related study by R. J. Bettles, J. Minář, I. Lesanovsky, C. S. Adams, B. Olmos, Physical Review A 96, 041603(R) (2017).
Chapter 5

Theory of Dipole Radiation Near a Dirac Photonic Crystal

5.1 Introduction

Since the experimental discovery of single-atom graphene sheets [183], the Dirac-like energy spectrum of graphene has been studied extensively [184]. This has inspired research into finding photonic analogues of graphene with Dirac-like dispersion for photons, which have been shown to give rise to a number of remarkable phenomena, including topological waveguides at microwave and optical frequencies [22, 23, 185, 186], pseudo-diffusive transport of light [187, 188], Klein tunneling [189] and photonic Zwitterbewegung [190]. Photonic Dirac cones have also been studied in the context of quantum optics and were found to give rise to single-mode behavior over large areas [191] and two-dimensional localization without a band gap [192]. More recently, quantum emitters coupling to photonic Dirac cones were found to exhibit exotic quantum dynamics and purely long-range coherent interactions without exponential attenuation [193].

A key challenge for making such devices useful for quantum optical applications is to find realistic structures, in which the Dirac cone is energetically detuned from all other bands [185] and which support quasi-two-dimensional propagation of light [191]. An additional challenge is the inherent complexity of the electromagnetic spectrum...
of such devices, which usually makes full-scale numerical analysis onerous [185, 191, 193]. Consequently, previous studies of the photonic Dirac cone relied on simplified analytic models that neglected key aspects of the electromagnetic properties of the devices, such as the polarization structure of the modes. Therefore, it is of significant interest to investigate whether there exist realistic quasi-two-dimensional structures with photonic Dirac cones, whose electromagnetic spectrum – including polarization effects – can be understood analytically.

In this Chapter, we develop an analytic formalism to describe dipole radiation near a realistic photonic crystal slab with a Dirac cone (Fig. 5-1(a)). The Dirac cone is energetically detuned from all the other bands, allowing us to tune the transition frequency of quantum emitters close to the Dirac point (i.e. the Dirac cone vertex) without interacting with any other bands, as shown in Fig. 5-1(b). Consequently, all dipolar interactions are mediated by the modes comprising the photonic Dirac cone, simplifying the form of the interaction. Crucially, we find that the polarization structure of the modes of the Dirac cone can be captured by an analytic model,
which allows us to incorporate polarization effects into our quantum optical treatment. Using our analytic model, we obtain a Green’s function in a closed form, which captures all cooperative atomic effects relevant for the quantum dynamics of two or more emitters. In addition, we also find that the dipolar coupling between emitters exhibits winding phases, which are the key ingredients for engineering topological atomic arrays (see Chapter 6). Finally, as an application of our formalism, we study the coherent atomic interactions mediated by the photonic Dirac cone, which were recently shown to be unusually long-range with no exponential attenuation [193].

This Chapter is organized as follows. In Sec. 5.2 we describe how to engineer a two-dimensional photonic crystal slab with a Dirac-like dispersion that is energetically fully separated from the rest of the bands. In Sec. 5.3 we develop an analytic model for the photonic modes that constitute the Dirac cone. In Sec. 5.4 we calculate the Green’s function that describes the dipolar coupling between emitters. In Sec. 5.5 we analyze the interactions mediated by the Dirac cone. Key results and conclusions are presented in Sec. 5.6.

5.2 Photonic crystal slab with a Dirac dispersion

In this section, we discuss how to engineer a quasi-two-dimensional photonic crystal slab that features bands with Dirac-like conical dispersion, such that the Dirac cone is energetically detuned from all other bands.

The key idea is illustrated in Fig. 5-2. We consider a gallium phosphate (GaP) photonic crystal of finite thickness \( h \) with air holes. The hole pattern of the slab has an underlying triangular lattice symmetry with lattice constant \( a \) and lattice vectors

\[
a_+ = a(\pm \sqrt{3} \hat{x} + \hat{y})/2.
\]

(5.1)

The hexagonal unit cell of the triangular lattice is comprised of 6 holes with radius \( r_1 \) near the center of the cell and an additional set of holes with radius \( r_2 \) on the boundaries, which fall only partially inside the unit cell. Fig. 5-2(a)-(c) shows the
Figure 5-2: Photonic crystal slab unit cell and the corresponding TE-like band structure for 4 different geometries. The thickness of the slab is $h = 0.5a$, the radius of the holes is $r_s = 0.0833a$ and the dielectric permittivity is $\varepsilon_{\text{GaP}} = 10.5625$. (a) When 6 holes are placed $l = 0.2a$ from the center, the modes in the upper band have a higher field intensity than in the lower band. Color code shows the electric field strength $|E_p(0)|^2a^3$ at the center of the cell for each mode. (b) For $l = 0.333a$ the modes in the lower band have a higher field intensity than in the upper band. (c) Pushing the holes to the edge of the cell ($l = 0.4a$) increases the energy gap between the bands at the M point. (d) Increasing the radius of the 6 holes to $r_l = 0.116a$ makes the Dirac cone energetically separated from all other bands.
holes for three different values of $l$, where $l$ is the radial distance of the 6 holes from the center of the cell. We use the plane-wave expansion method to numerically solve Maxwell’s equations [194] and obtain the lowest-lying transverse electric (TE-like) bands for the unit cells shown. Here, we only consider TE-like modes, since in what follows, we will assume that the quantum emitters sit at the center of the unit cell at $r = 0$, where transverse magnetic (TM-like) modes have zero field strength due to the inversion symmetry of the structure [41]. This symmetry ensures that the $z$-component of the TE-like modes is also zero at $r = 0$. The color code for the bands shows the normalized electric field strength $|E_{p}(0)|^2 a^3$ of each mode, sampled at the center of the cell ($r = 0$).

From the colors of the bands in Fig. 5-2(a), we see that when the 6 holes are close to each other, the modes in the lowest band have a low field concentration in the dielectric at the cell center, whereas the upper band has a high field concentration. As the holes are pushed radially outward, the two bands approach each other, and eventually cross, and thus the lower band has higher field concentration (Fig. 5-2(b)). When the holes are pushed radially further out, the two lowest bands energetically separate at the M point, while maintaining their degeneracy at the K point, forming a Dirac cone as shown in Fig. 5-2(c). Once the holes reach the edge of the irreducible Brillouin zone, the band separation at the M point can still be increased by expanding the radii of the 6 holes as shown in Fig. 5-2(d). For sufficiently large radii, the modes of the air band are no longer degenerate with the modes of the Dirac cone. Thus, the Dirac cone becomes energetically well-separated from all other bands, making it possible to tune emitters close to the Dirac point without coupling to any modes other than those constituting the Dirac cone. Note that similar techniques have been used previously to control the gap at the photonic Dirac cone for topological waveguiding with a single quantum emitter [185, 186].

In what follows, we will assume that the transition frequency of the emitters $\omega_A$ is tuned sufficiently close to the frequency of the Dirac point $\omega_{\text{Dirac}}$ (i.e. $\omega_{\text{Dirac}} - \omega_A \ll \omega_A$) that coupling to all modes away from the Dirac cone is small and can be neglected.
5.3 Analytic model for the Dirac cone

In this section, we develop an analytic approximation to the electromagnetic modes that constitute the photonic Dirac cone. This will enable us to derive a closed-form expression for the dyadic Green's function of the geometry (see Sec. 5.4), which describes the atomic properties inside the photonic crystal.

We start by parameterizing the linear dispersion of the Dirac cone as a function of the quasi-momentum $p$ as

$$\omega_p^{(K,\pm)} = \omega_{\text{Dirac}} \pm v_s |P - P_K|,$$  \hspace{1cm} (5.2)

where $(+)$ and $(-)$ correspond to the top and bottom bands respectively, $\omega_{\text{Dirac}}$ is the energy associated with the vertex of the cone, $P_K = 2\pi/a(1/\sqrt{3}, 1/3)$ is the momentum vector of the Dirac cone inside the irreducible Brillouin zone and $v_s$ gives the group velocity of the guided modes in units of $c$. Mathematically, $v_s$ corresponds to the slope of the Dirac cone. Both $\omega_{\text{Dirac}}$ and $v_s$ can be obtained from numerical calculations.

While the dispersion is linear in the immediate vicinity of the Dirac cone, the slope $v_s$ is found to vary slightly along different directions. Fig. 5-3(a) shows the cross section of the cone taken above the Dirac point. The black dashed line shows the results predicted by Eq. (5.2), while the solid blue line gives the numerically obtained results showing slight deviations from perfect circularity due to the underlying three-fold symmetry of the lattice. We average the numerical values of $v_s$ along the different directions to obtain an effective value for $v_s$, which we can use in Eq. (5.2).

Next, we explore the polarization structure of the electromagnetic modes at the center of the unit cell. Fig. 5-3(b) shows the overall field intensity $|E_p(0)|^2a^3$ of each mode in the top band at $r = 0$. The intensity varies only weakly as a function of momentum and falls within a small interval. Similar results are obtained in the lower band. Therefore, we average the field intensity of all the modes to obtain an effective constant value $|E_0|^2a^3$ that we use to parameterize the field intensity of all modes in the vicinity of the Dirac cone.
To understand the contributions of the different polarization components to the overall intensity, in Fig. 5-3(c) we color each of the modes of the Dirac cone according to the normalized intensity of the $x$-component of the field $|E_{p,x}(0)|^2/|E_p(0)|^2$. Fig. 5-3(d) shows the colored modes in the top band from above. The simple functional dependence of the resulting intensity pattern can be approximated by $\sin^2(\Phi_K/2 - \pi/4)$ for the top band and $\sin^2(\Phi_K/2 + \pi/4)$ for the bottom band, where the polarization is expressed as a function of the angle $\Phi_K$ measured from the $p_x$ axis. Figs. 5-3(e) and (f) show the corresponding results obtained from this simple analytic model and using Eq. (5.2). Good agreement is obtained between the numerical and analytic results. Similarly, for the $y$-component of the electric field $|E_{p,y}(0)|^2$ we find that the change in polarization as a function of $\Phi_K$ is captured by $\sin^2(\Phi_K/2 + \pi/4)$ for the top band and $\sin^2(\Phi_K/2 - \pi/4)$ for the bottom band.

In general, we can model the electric field of the Dirac cone modes at $r = 0$ as

$$E_p^{(K,\pm)} = E_0 \left[ \sin \left( \frac{\Phi_K}{2} \pm \frac{\pi}{4} \right) \hat{x} \mp \sin \left( \frac{\Phi_K}{2} \pm \frac{\pi}{4} \right) \hat{y} \right],$$

(5.3)

where

$$\Phi_K(p_x, p_y) = \arctan \left( \frac{p_y - p_{K,y}}{p_x - p_{K,x}} \right).$$

(5.4)

Note that there are two inequivalent Dirac cones inside the irreducible Brillouin zone, and the dispersion at the second Dirac cone can be expressed as

$$\omega_p^{(K',\pm)} = \omega_{\text{Dirac}} \pm v_s |p - p_{K'}|,$$

(5.5)

where $p_{K'} = 2\pi/a(1/\sqrt{3}, -1/3)$ is the momentum vector associated with the second Dirac cone. As in the case of the other Dirac cone, we find that the electric field of the modes of the second Dirac cone at $r = 0$ can be expressed as

$$E_p^{(K',\pm)} = E_0 \left[ \sin \left( \frac{\Phi_{K'}}{2} \pm \frac{\pi}{4} \right) \hat{x} \mp \sin \left( \frac{\Phi_{K'}}{2} \pm \frac{\pi}{4} \right) \hat{y} \right],$$

(5.6)
Figure 5.3: (a) Cross section of the Dirac cone for $\omega a/2\pi c = 0.422$. Numerical results are shown in solid blue, analytic prediction is shown in dashed black. (b) Field intensity $|E_p(0)|^2a^3$ in the top band near the Dirac cone. All values fall in a small interval of [0.725, 0.765]. (c) Numerically obtained results for the Dirac bands. Color code shows the $x$-component of the field $|E_{p,x}(0)|^2/|E_p(0)|^2$. (d) Same as (c), showing the top band from above. (e) & (f) Analytic approximation to the band dispersion and the polarization of the modes. Numerical results were obtained for a GaP structure with geometric parameters $h = 0.25a$, $r_s = 0.0833a$, $r_s = 0.15a$ and $l = 0.4a$, for which we obtain the values $\omega_{\text{Dirac}}a/2\pi c = 0.4172$ and $v_s = 0.3c$. 
where

\[ \Phi_K(p_x, p_y) = \arctan \left( \frac{p_y - p_K y}{p_x - p_K x} \right). \]  \hspace{1cm} (5.7)

The simple analytic model described by Eqs. (5.2)-(5.7) shows that the electromagnetic environment of an emitter tuned close to the vertex of the Dirac cone is completely described by the parameters \( \omega_{\text{Dirac}}, v_b \) and \( E_0 \), as long as the second band near the M symmetry point is energetically separated from the Dirac point (see Fig. 5.2), i.e. \( \omega_M > \omega_{\text{Dirac}} \). In Fig. 5-4 we plot these four numerical parameters as a function of the geometric parameters \( r_l, l \) and \( h \). More specifically, we plot \( \omega_M - \omega_{\text{Dirac}} \) and \( v_b \) only as function of \( r_l \) and \( l \), since we found that these quantities are largely insensitive to \( h \). For the same reason, we plot \( |E_0|^2 \) and \( \omega_{\text{Dirac}} \) only as a function of \( r_l \) and \( h \), but not \( l \).

Fig. 5-4(a) shows that \( \omega_M - \omega_{\text{Dirac}} \) initially increases with \( l \), before decreasing in magnitude. Intuitively, once the holes reach the edges of the unit cell increasing \( l \) does not help any more. Instead, pushing the holes further out merges them together, reducing the volume of air holes. The figure also shows that \( \omega_M - \omega_{\text{Dirac}} \) can be increased by increasing the hole radius. Similarly, Fig. 5-4(b) shows that the slope of the Dirac cone \( v_b \) increases both with \( l \) (until the holes reach the edge of the unit cell) and the hole radius.

Fig. 5-4(c) shows that the electric field intensity is largely insensitive to the hole radius, but varies inversely with \( h \). This latter result makes intuitive sense – increasing the thickness of the slab expands the mode volume and, therefore, decreases the field concentration at the location of the emitters. Finally, Fig. 5-4(d) shows that \( \omega_{\text{Dirac}} \) is inversely proportional to \( h \) and increases with hole radius. These results are simple consequences of the fact that increasing the relative volume of the dielectric inside the unit cell increases the effective refractive index of the medium and thus rescales all relevant length scales of the system, including the effective wavelength.
Figure 5-4: (a) The detuning $\omega_M - \omega_{\text{Dirac}}$ as a function of $r_l$ and $l$, the radius and radial displacement of the central holes. Slab height is $h = 1.13a$. (b) The slope constant $v_s$ as a function of $r_l$ and $l$ for $h = 1.13a$. (c) The electric field strength $|E_0|^2$ as a function of $r_l$ and the slab thickness $h$ for $l = 0.4a$. (d) The frequency of the Dirac point $\omega_{\text{Dirac}}$ as a function of $r_l$ and $h$ for $l = 0.4a$. The inset of (c) provides the color-coded legend for the curves with different hole radii.

5.4 Calculation of the Green’s function

In quantum optics, single atom decay rates and cooperative effects such as the dipole-dipole interaction and cooperative decay of atoms can be fully determined from the dyadic Green’s function of the problem when the Born-Markov approximation holds [84, 172, 193, 195, 196]. In particular, the overall spontaneous decay rate of an atom can be expressed as

$$\Gamma = \frac{2d^2\omega_A^2}{\hbar\varepsilon_0c^2}\text{Im}\{G_{\alpha\alpha}(0)\}, \quad (5.8)$$

where $d$ is the transition dipole moment of the atom, $\varepsilon_0$ is the electric permittivity in vacuum, $\alpha = x, y, z$ and the Green’s function is evaluated at the location of the
emitter \((r = 0)\). Similarly, the dipole-dipole interaction and cooperative decay rate between two atoms at a distance \(r\) apart are given by

\[
\delta \omega_{\text{coop}}(r) = \frac{d^2 \omega_A^2}{\hbar \varepsilon_0 c^2} \text{Re}\{G_{\alpha \beta}(r)\},
\]

and

\[
\Gamma_{\text{coop}}(r) = \frac{2d^2 \omega_A^2}{\hbar \varepsilon_0 c^2} \text{Im}\{G_{\alpha \beta}(r)\},
\]

respectively, where the first atom is assumed to be in its \(\alpha\)-polarized excited state and the second atom is in its \(\beta\)-polarized state \((\alpha, \beta = x, y, z)\). Note that the single-excitation atomic dynamics can be fully determined in terms of \(\Gamma\), \(\delta \omega_{\text{coop}}\) and \(\Gamma_{\text{coop}}\), when the Born-Markov approximation is valid (see Ref. [193] for discussion of the case when these approximations break down). In this section we will derive an analytic approximation for the dyadic Green’s function.

Before proceeding, we note that since the \(z\)-component of the TE-like modes of the slab is zero at the location of the emitters (see Section 5.2), the \(|\pi\rangle\) states of the emitter do not couple to the the guided modes and thus

\[
G_{zz} = G_{xz} = G_{zx} = G_{yz} = G_{zy} = 0.
\]

Therefore, we will focus our attention on the \(x\)- and \(y\)-polarized states of the emitters and derive the Green’s function for these states.

We start by expressing the momentum-space Green’s function as a summation over the electric field eigenfunctions of the geometry (see Chapter 2)

\[
g_{\alpha \beta}(p) = A d^2 \sum_n \frac{E_{p,\alpha}^*(r_1) E_{p,\beta}^*(r_2)}{\omega_A^2 - \left(\omega_p^{(n)}\right)^2},
\]

where \(A = \sqrt{3}/2a^2\) is the area of the hexagonal unit cell, \(E_{p,\alpha}(r)\) denotes the \(\alpha\) component \((\alpha = x, y)\) of the electric field of the photonic crystal mode in the \(n\)th band for quasi-momentum \(p\) at location \(r\), \(\omega_p^{(n)}\) is the corresponding frequency of
the mode and the summation runs over all bands. In the expression above $r_1$ is the position of the emitter and $r_2$ is the position where the Green’s function is evaluated (e.g. the location of the second atom).

In order to find the Green’s function in real space, it is necessary to integrate Eq. (5.12) across the entire irreducible Brillouin zone

$$G_{\alpha\beta}(r_2) = \int_{\text{BZ}} \frac{d^2p}{(2\pi)^2} g_{\alpha\beta}(p). \quad (5.13)$$

To perform this integral, we need to make a number of approximations.

First, note that given to the periodicity of the photonic crystal, the electric field eigenmodes can be expressed in the following Bloch form

$$E_{p,\alpha}(r) = \frac{u_{p,\alpha}(r)}{\sqrt{\alpha}} e^{ip \cdot r}, \quad (5.14)$$

where $u_{p,\alpha}(r + R) = u_{p,\alpha}(r)$ is a periodic and dimensionless function and $R = n a_+ + m a_-$ is any valid lattice vector of the triangular lattice, where $n, m \in \mathbb{Z}$ and $a_+$ are defined in Eq. (5.1). The eigenmodes are normalized such that

$$\int_{V} d^3r \, \varepsilon(r) E_{p,\alpha}^{(n)}(r) \cdot E_{p',\alpha}^{(n)*}(r) = \delta_{pp'}, \quad (5.15)$$

where $\varepsilon(r + R) = \varepsilon(r)$ describes the periodic dielectric permittivity of the photonic crystal in real space and the integral is performed over the quantization volume $V$ [97, 196]. We also assume that $r_2 = r_1 + R$, which allows us to write

$$E_{p,\alpha}^{(n)*}(r_1) E_{p',\alpha}^{(n)}(r_2) = \frac{u_{p,\alpha}^{(n)*}(r_1) u_{p,\alpha}^{(n)}(r_1)}{\alpha} e^{ip \cdot r_{12}}, \quad (5.16)$$

where we have defined $r_{12} = r_1 - r_2$. In addition, recall our assumption that $\omega_{\text{Dirac}} - \omega_A \ll \omega_A$, which ensures that only the bands of the two inequivalent Dirac cones at $K$ and $K'$ contribute to the integral. Therefore, we can make the approximation

$$\omega_A^2 - (\omega_p^{(n)})^2 \approx 2\omega_A (\omega_A - \omega_p^{(n)}). \quad (5.17)$$
Finally, we assume that \( r_1 \) (and hence \( r_2 \)) is positioned at the center of the unit cell, where Eqs. (5.3)-(5.7) are valid.

With these assumptions, the integral Eq. (5.13) can be evaluated in a closed form (see Appendix D) and we obtain

\[
G_{xx}(r, \phi) = \sin \phi P^-(r) H_1^{(2)}(r/\xi) - i P^+(r) H_0^{(2)}(r/\xi),
\]

\[
G_{yy}(r, \phi) = -\sin \phi P^-(r) H_1^{(2)}(r/\xi) - i P^+(r) H_0^{(2)}(r/\xi),
\]

\[
G_{xy}(r, \phi) = \cos \phi P^-(r) H_1^{(2)}(r/\xi),
\]

\[
G_{yx}(r, \phi) = G_{xy}(r, \phi),
\]

where \( r = r(\cos \phi, \sin \phi), H_m^{(2)} \) denotes the Hankel function of the second kind of order \( m, \xi = v_s/\delta_A \) and \( \delta_A = \omega_{\text{Dirac}} - \omega_A \). The prefactors are given by

\[
P^\pm(r) = \frac{A c^2 |E_0|^2 \delta_A}{8 \omega_A v_s^2} (e^{i \mu |r|} \pm e^{-i \mu |r|}).
\]

Note that this Green's function expression is only valid when the position of the source \((r_1)\) is at the center of the unit cell of the photonic crystal and the Green's function is sampled at a position that is a lattice vector away \((r_1 = r_2 + R)\).

It is instructive to reexpress the Green's function in a circularly polarized basis using \(|\sigma_{\pm}\rangle = \pm(|x\rangle \pm i|y\rangle)/\sqrt{2}\), which yields

\[
G_{\sigma^+\sigma^+}(r) = -P^+(r) H_0^{(2)}(r/\xi),
\]

\[
G_{\sigma^-\sigma^-}(r) = -P^+(r) H_0^{(2)}(r/\xi),
\]

\[
G_{\sigma^+\sigma^-}(r) = e^{i \phi} P^-(r) H_1^{(2)}(r/\xi),
\]

\[
G_{\sigma^-\sigma^+}(r) = -e^{-i \phi} P^-(r) H_1^{(2)}(r/\xi).
\]

Note the presence of the winding phases \( e^{\pm i \phi} \) in the off-diagonal terms [39, 40, 131]. These phases are of particular importance, as they give rise to chiral interactions and...
topological behavior when emitters interact through the photonic Dirac cone. The topological properties of a two-dimensional lattice of emitters embedded in a photonic crystal are discussed in more detail in Chapter 6.

Figure 5-5: (a) Real and imaginary parts of the Green’s function as a function of the detuning, $\delta_A$, corresponding to the coherent and dissipative parts of the dipolar interaction, respectively. The dissipative part goes to zero at the Dirac point. (b) Ratio of the coherent and dissipative interactions as a function of the detuning, $\delta_A$. The Green’s function is evaluated 5 lattice sites away from the dipole source along the axis aligned with the $a_+$ lattice vector. The transition wavelength of the atoms is assumed to be $\lambda = 738\text{nm}$ and the Green’s function parameters are $|E_0|^2/a^3 = 0.75$ and $v_s = 0.3c$.

5.5 Analysis of the dipolar interaction

In this section we analyze the dipolar interaction mediated by the photonic Dirac cone between atoms.

Recently, the dipolar interaction mediated by a photonic Dirac cone between atoms was studied in Ref. [193] using a tight-binding model. It was shown that the emerging atomic interactions are purely coherent, with negligible dissipative terms, and have a long range without exponential attenuation. This stands in sharp contrast with previous results in structured reservoirs, where dissipative terms could only be suppressed at the cost of making the interaction decay exponentially with distance [81, 93, 172]. As an application of our formalism, we now study the emergence of long-range coherent interactions, when all polarization effects are included, and then
provide expressions for the asymptotic behavior of the dipolar interaction as a function of distance.

Fig. 5-5(a) shows the real and imaginary parts of the Green’s function (Eqs. (5.18)–(5.21)), corresponding to the coherent dipole-dipole interaction (Eq. (5.9)) and dissipative cooperative decay (Eq. (5.10)), as a function of the detuning \(\delta_A\). The two interacting atoms are assumed to be \(x\) polarized and 5 lattice sites away. The dissipative part of the interaction goes to zero as the atomic frequencies become resonant with the Dirac point, whereas the coherent part remains finite. Fig. 5-5(b) shows the ratio of the coherent and dissipative parts of the interaction as a function of \(\delta_A\). Close to the Dirac point, the dipole-dipole interaction can be several orders of magnitude larger than the cooperative decay. Thus the interaction between atoms is almost completely coherent. Note that as \(\delta_A \to 0\), the Born-Markov approximation eventually breaks down and the simple description of the dipolar interaction via the dyadic Green’s function becomes invalid (see Ref. [193] and Chapter 6).
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**Figure 5-6:** (a) Dipole-dipole interaction \((\text{Re}[G_{xx}(r)])\) and (b) cooperative decay \((\text{Im}[G_{xx}(r)])\) as a function of distance between two \(x\)-polarized atoms. The transition wavelength of the atoms is assumed to be \(\lambda = 738\text{nm}\), the detuning is \(\delta_A = 19.5\text{GHz}\), and the Green’s function parameters used are \(|E_0|^2/a^3 = 0.75\) and \(v_0 = 0.3c\).

In Fig. ?? we plot, as a function of distance, the real and imaginary parts of the
Green's function, which correspond to the dipole-dipole interaction and cooperative decay between two $x$-polarized atoms, respectively (see Eqs. (??)-(??)). The dipole-dipole interaction initially decreases rapidly away from the source, before transitioning to a slowly decaying oscillatory regime. Note that in Fig. ??(b), the imaginary part of the Green's function is non-zero at the source, which corresponds to the decay rate of the $x$-polarized excited state into the modes of the slab (see Eq. (??)).

We obtain the asymptotic analytic behavior of the interaction, by re-expressing the Hankel functions of the Green's function in terms of Bessel functions as

$$H^{(2)}_m(x) = J_m(x) - iY_m(x),$$  \hspace{1cm} (5.27)

and observing that for $x \gg 1$ to leading order we get

$$J_m(x) \sim \frac{1}{\sqrt{x}} \quad \text{and} \quad Y_m(x) \sim \frac{1}{\sqrt{x}}.$$  \hspace{1cm} (5.28)

Thus, both the diagonal and off-diagonal terms of the Green's function fall off as $\sim 1/\sqrt{r}$ with distance. For completeness, we also note that when $x \ll 1$, we obtain $J_m(x) \sim 1$, $Y_0(x) \sim \ln(x)$ and $Y_1(x) \sim 1/x$.

These results confirm that the photonic Dirac cone mediates long-range coherent interactions between emitters without exponential attenuation. Such long-range coherent interactions are of significant importance in quantum information processing, as they can be utilized to entangle [81, 193, 196] and perform deterministic phase gates between distant atomic qubits [84]. Long-range coherent interactions are also advantageous for engineering nearly flat bands in topological quantum optical systems, which have important applications in exploring exotic many-body phases (see Chapter 6).

5.6 Conclusion

In conclusion, we have developed an analytic formalism to describe dipole radiation near a realistic two-dimensional photonic crystal slab with a photonic Dirac cone. We
derived a closed-form dyadic Green's function and showed that it mediates interactions that feature winding phases, which are key ingredients for engineering topology in photonic systems. As an example, we studied the long-range coherent interactions mediated by the Dirac cone between emitters, which have important applications in quantum information processing. We believe that these results will enable further, rigorous studies of the behavior of atomic emitters interacting via photonic Dirac cones.
Chapter 6

Topological Quantum Optics in
Two-dimensional Photonic Crystals

6.1 Introduction

Since their discovery in electronic systems [12, 15, 157], topological phenomena have been explored in a variety of systems, including microwave [22–27], photonic [28–31], acoustic [32–34], mechanical [35–37], and cold atom environments [18, 21]. While such systems can exhibit reflection-free excitation transport on system edges, even in the presence of imperfections, they are generally robust only with respect to certain types of disorder [7, 33, 197]. This is in contrast to electronic systems with time-reversal symmetry breaking that are robust to arbitrary perturbations [158, 159]. In addition, the linear acoustic, microwave or photonic systems generally lack the interactions between constituent particles required to obtain exotic states of matter such as the fractional quantum Hall effect [198]. Recently, there has been significant interest in combining photonic systems with non-linear quantum emitters to realize robust topological phenomena at optical frequencies [114, 131, 199] and to study strongly-correlated states of light and matter [93, 172, 200–203]. While the coupling of a single quantum emitter to a topological photonic interface was recently demonstrated [186], development of a truly robust, many-body platform for topological quantum optics remains an outstanding challenge. Furthermore, strongly correlated systems
must be based on topological bands with negligible dispersion relative to the energy scale of the interactions, which typically requires careful fine-tuning of the system parameters that is difficult to realize in practice [39, 160, 204-207]. Realization of robust topological systems in the optical domain is especially interesting in light of potential applications to quantum networking [208].

Figure 6-1: (a) Schematic depiction of the photonic crystal slab with air holes and the embedded triangular emitter array. Emitter spacing is $a = 240\text{nm}$, transition wavelength is $\lambda = 738\text{nm}$. Out-of-plane B-field splits the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ atomic transitions. (b) Unit cell of the photonic crystal (black lines). The emitter is embedded at the center. The diameters of small and large holes are $d_s = 40\text{nm}$ and $d_l = 56\text{nm}$, respectively. The large holes are centered $R = 96\text{nm}$ away from the emitter. (c) Cross section of the photonic structure along the dotted line indicated in (a). The SiVs are embedded in a diamond ($n_d = 2.4$) layer of thickness $h = 120\text{nm}$, which is surrounded on both sides by GaP ($n_{\text{GaP}} = 3.25$) layers of thickness $w = 75\text{nm}$.

In this Chapter, we propose a novel, experimentally realistic nanophotonic platform integrated with quantum emitters, which gives rise to topological states at optical frequencies. In particular, we consider a two-dimensional atomic emitter array integrated with a two-dimensional photonic crystal slab, where the emitter spacing is comparable to the wavelength. We show that in the presence of an out-of-plane mag-
netic field, the hybridization of the atomic levels and the photonic modes of the slab lead to energy bands with non-trivial Chern numbers and large band gaps. One of the bands is almost completely flat, making it a strong candidate for the realization of fractional Chern insulators. We demonstrate that topological edge states form on the system boundary that are robust to imperfections in the lattice and inhomogeneous broadening of the emitters.

6.2 Physical system

Fig. 6-1(a) provides a schematic depiction of the physical system. A triangular lattice of quantum emitters with spacing \( a = \lambda / 3 \) is embedded in a two-dimensional photonic crystal (PhC) slab of air holes. Each atomic emitter has two optical transitions with wavelength \( \lambda \) between the ground state \( |g\rangle \) and the two excited states \( |\sigma_+\rangle \) and \( |\sigma_-\rangle \) and is surrounded by a cavity-like hole structure. The emitters interact primarily via the guided modes of the slab. A uniform out-of-plane magnetic field Zeeman-splits the excited states of each emitter. The resulting hybridized polaritonic bands feature non-trivial Chern numbers and one of the topological bands is almost completely flat (Fig. 6-2(b)). In addition, a large energy gap is formed between the bands, which is two orders of magnitude larger than the gap in free space for comparable emitter spacings [114, 199]. Inside the gap topological edge states appear, which are protected by the large gap from scattering into extended bulk states or the guided modes of the slab and have a large group velocity. Thus these modes carry energy around the system boundary rapidly with minimal losses even in the presence of lattice imperfections and inhomogeneous emitter broadening. Note that this topological quantum optical system is significantly more accessible experimentally than topological atomic lattices in free space, which require deeply subwavelength interatomic spacing [114, 131, 199].

For concreteness, we now focus on the hybrid PhC structure illustrated in Fig. 6-1. The hexagonal unit cell of the PhC slab made of gallium phosphate (GaP) with air holes is shown in Fig. 6-1(b). Each atomic emitter is placed at the geometric center of
the unit cell, forming a periodic triangular lattice. In addition, the emitters are placed in the middle of the slab (in the $z = 0$ mirror plane) to ensure that they only couple to TE-like guided modes [41]. Such an arrangement can be achieved for different kinds of quantum emitters by introducing slight modifications to the PhC structure. One option is to create quantum dots directly into the dielectric slab [124, 186, 209–212]. Another option is to create an additional hole at the center of the cell and trap a neutral atom in the $z = 0$ plane using a combination of far-off resonance optical trapping, vacuum forces and side illumination [172] (see also Refs. [213–218]). Alternatively, atom-like color defects in diamond such as Silicon Vacancy (SiV) color centers can be integrated with the photonic structure [120, 219, 220], by using a thin diamond layer sandwiched between two layers of GaP as shown in Fig. 6-1(c).

The TE-like guided bands of the slab near the emitter frequency are shown in Fig. 6-2(a) (see Appendix E.1 for details of the calculation). The colors of the bands indicate the normalized field strength $|E_k(r_d)|^2 a^3$ at the location of the emitter inside the unit cell, where $E_k(r)$ denotes the classical field solutions of Maxwell’s equations for Bloch quasi-momentum $k$ [41, 97, 196]. This photonic structure was specifically designed to ensure that there are no other guided modes within a few THz energy range just below the tip of the Dirac cone. Such a photonic spectrum is a general feature of PhC slabs with the cavity-like hole structure shown in Fig. 6-1(b) and can be achieved for a wide range of geometric and material parameters (see Chapter 5). The thickness of the layers and the size and spacing of the holes of the diamond-GaP structure are chosen such that the tip of the Dirac cone $\omega_{\text{Dirac}}$ is tuned within a few hundred GHz of $\omega_A = 2\pi c/\lambda$, the transition frequency of the SiV emitters ($\lambda = 738\text{nm}$). Thus the emitters interact primarily through the guided modes of the Dirac cone.

6.3 Hamiltonian

The dynamics of the embedded emitters (no-jump evolution in the master equation) in the presence of a magnetic field can be described by the following non-Hermitian
Figure 6-2: (a) TE-like photonic band structure of the slab in the vicinity of the SiV transition frequency $\omega_A$. The light cone region is shaded green. The tip of the Dirac cone is detuned by $\delta_A = 3.74\text{THz}$ from $\omega_A$. Band colors reflect the normalized field strength $|E_k(r_A)|^2a^3$ at the location of the emitters. (b) Hybrid atomic-photonic bands in the presence of an out-of-plane B-field ($\mu B = 25\gamma$) in the immediate vicinity of the K point (see black box in (a)) for a detuning of $\delta_A = 0.321\text{THz}$. Yellow dashed lines indicate the bare photonic bands. One atomic band does not interact with the slab modes and remains flat. The other atomic band interacts with the photonic modes and avoided crossings arise. Chern numbers of the bands are indicated by black numbers.

Hamiltonian [109–112, 114, 199]

$$H = \hbar \sum_{i=1}^{N} \sum_{\alpha = \sigma, \sigma_-} \left( \omega_A + \text{sgn}(\alpha_i) \mu B - \frac{\Gamma}{2} \right) |\alpha_i\rangle \langle \alpha_i|$$

$$+ \frac{3\pi \gamma \hbar c}{\omega_A n_d} \sum_{i \neq j} \sum_{\alpha, \beta = \sigma_+, \sigma_-} G_{\alpha\beta}(r_i - r_j) |\alpha_i\rangle \langle \beta_j|,$$  \hspace{1cm} (6.1)
where $N$ is the number of atoms, we define $\text{sgn}(\sigma_{\pm}) = \pm$, $\mu B$ is the Zeeman-shift of the emitters with magnetic moment $\mu$ due to the magnetic field $\mathbf{B} = B\mathbf{z}$, $\gamma$ is the emission rate of SiVs in bulk diamond, $c$ is the speed of light and $n_d$ is the refractive index of diamond. The dipolar spin-spin interaction of emitters is described by the dyadic Green's function $G_{\alpha\beta}(\mathbf{r})$ and $\mathbf{r}_i$ denotes the position of the $i^{th}$ atom. The irreversible decay rate of individual emitters inside the slab is given by $\Gamma = \Gamma_{\text{PC}} + \Gamma_0$, where $\Gamma_{\text{PC}}$ and $\Gamma_0$ account for the coupling of the emitters to the guided slab modes and free-space modes, respectively. In general, $\Gamma_0 \ll \gamma$ due to total internal reflection at the surfaces of the patterned slab $[124]$. Thus, for now we neglect coupling to free-space modes. (The effect of coupling to free-space photons is discussed in detail in Appendix E.4)

6.4 Green's function of the photonic crystal

The dipolar coupling mediated by the photonic Dirac cone is described by the following Green's function (see Chapter 5)

$$
G(\mathbf{r}) = \begin{bmatrix}
-P^+(\mathbf{r})H^{(2)}_0(\mathbf{r}/\xi) & e^{i\phi}P^-(\mathbf{r})H^{(2)}_1(\mathbf{r}/\xi) \\
-e^{-i\phi}P^-(\mathbf{r})H^{(2)}_1(\mathbf{r}/\xi) & -P^+(\mathbf{r})H^{(2)}_0(\mathbf{r}/\xi)
\end{bmatrix},
$$

(6.2)

where $\mathbf{r} = (\cos \phi, \sin \phi)$ is the position vector, the diagonal (off-diagonal) terms of $G$ account for the coupling between atomic transitions of the same (opposite) circular polarization, $H^{(2)}_m$ denotes the Hankel function of the second kind of order $m$ and $\xi = v_0/\delta_A$ gives the length scale of the interaction as a function of the linear dispersion of the slab modes at the Dirac cone $v_s$ and the atomic detuning from the tip of the Dirac cone $\delta_A = \omega_{\text{Dirac}} - \omega_A$. The prefactors are given by

$$
P^{\pm}(\mathbf{r}) = i\frac{A v_0^2}{8\omega_A v_s^2} \left(e^{i\mathbf{k}\cdot\mathbf{r}} \pm e^{i\mathbf{k}'\cdot\mathbf{r}}\right),
$$

(6.3)

where $A = \sqrt{3}/2a^2$ is the area of the hexagonal unit cell, $|E_0|^2 = |E_k(v_A)|^2$ is the electric field intensity in the vicinity of the Dirac cone, which is approximately $k$-
independent, and $p_K$ and $p_{K'}$ are the quasi-momenta associated with the two inequivalent $K$ points in the Brillouin zone. The parameters $v_s$ and $E_0$ are obtained numerically (see Chapter 5). This analytic Green’s function quantitatively captures the slab-mediated dipolar interaction, when $\delta_A$ is small. Note the presence of the winding phases $e^{\pm i\phi}$ [39, 40, 131] in the off-diagonal terms of $G$, which give rise to the topological properties of the system. These winding phases arise from the propagation-direction-dependent polarization structure of the photonic modes of the Dirac cone (see Chapter 5).

6.5 Photonic band structure

The single excitation eigenmodes of Eq. (6.1) are Bloch modes of the form

$$|\psi_k\rangle = \sum_n e^{i\mathbf{k} \cdot \mathbf{R}_n} \left[ c_{+,k} |\sigma_{+,n}\rangle + c_{-,k} |\sigma_{-,n}\rangle \right], \quad (6.4)$$

where the summation runs over all lattice vectors $\{\mathbf{R}_n\}$ and $\mathbf{k}$ is the Bloch quasi-momentum. For each $\mathbf{k}$, there are two eigenvalues $\omega_\mathbf{k}$ that can be numerically calculated from the photonic band structure shown in Fig. 6-2(a) (see Appendix E.1). Fig. 6-2(b) shows the hybridized atomic-photonic bands in the immediate vicinity of the $K$ symmetry point in the presence of an out-of-plane magnetic field. The bare photonic bands of the Dirac cone are also shown schematically as yellow dashed lines for reference. One of the atomic bands does not interact with the guided slab modes due to polarization mismatch, forming a flat band in the middle. The other atomic band hybridizes with the guided modes, forming avoided crossings that split the band into two disjoint parts. Two equal band gaps form just above and below the middle band and the three bands have Chern numbers -1, +2 and -1, respectively.

The size of the band gap $\Delta$ between topological bands is of particular importance, since the topological protection of the system (e.g. the robustness of edge states to defects) increases with gap size. Since the gap arises from the Zeeman-splitting of the atomic levels [199], the gap size is a linear function of the applied magnetic field.
Figure 6-3: (a) Gap size scales linearly with B-field \((\Delta = 2\mu B)\) until a plateau is reached at \(\Delta_{\text{max}}\) (blue line). (b) Maximum gap size \(\Delta_{\text{max}}\) as a function of the detuning \(\delta_A = \omega_{\text{Dirac}} - \omega_A\) (blue line). The dashed red line is a \(\sim 1/\delta_A\) fit.

(Fig. 6-3(a)), until a plateau is reached at \(\Delta_{\text{max}}\) when the middle band completely flattens. The maximum achievable gap size \(\Delta_{\text{max}}\) is plotted in Fig. 6-3(b) as a function of \(\delta_A\). As the tip of the photonic Dirac cone is tuned closer to the atomic frequency, the energy gap increases as \(\sim 1/\delta_A\). Ultimately, the gap size is limited by the fact that our quantum optical model (which relies on the accuracy of the Markov approximation near the Dirac cone [193]) is only valid as long as the emitter-field correlation time \(\tau_c\) is much shorter than the typical timescale on which the atomic system evolves \(\tau_A\). Here, the correlation time is set by the time it takes for a photon to leave the emitter array of size \(L\) (i.e. \(\tau_c \sim L/v_s\)), while the relevant time scale for the system evolution is set by the band gap \((\tau_A \sim \Delta^{-1})\) (Appendix E.2). As \(\delta_A\) is reduced, the density of photonic states at the Dirac cone decreases linearly. Thus, the number of emitters in the array has to be increased as \(\sim 1/\delta_A\) to maintain the density of states and the characteristic behavior of the system. Once the system size \(L\) becomes comparable to \(v_s \Delta^{-1}\), the model breaks down. Assuming \(\gamma/2\pi = 300\text{MHz}\) for the bulk emission rate for SiVs [221], we find that this occurs around \(\Delta \sim 250\gamma\) (Appendix E.2). Note that the accessible gap sizes in this system are two orders of magnitude larger than those that can be obtained in free space for similar emitter spacings [114, 199].
Figure 6-4: (a) An infinite stripe of emitters embedded in an extended photonic crystal slab. (b) Edge states inside the band gap near the K point. Unidirectional edge states on the left (right) boundary are indicated by diamonds (squares). The bulk modes are marked by dots, forming the two nearly flat bands near the top and bottom. Yellow shading and yellow dashed lines mark the region where bands can decay into resonant slab modes. Color coding shows the decay rate $\Gamma_{PC}$. Relevant parameters are $\delta_A=18.73\text{THz}$, $v_0=0.25c$, $|E_0|^2=0.1855/a^3$, $\Delta=\gamma$ and $\mu B=0.5\gamma$. Results were obtained for a stripe with 41 atoms in the transverse direction. States that have 5 times more overall amplitude on the five leftmost emitter columns than on the five rightmost columns, are classified as edge states.

### 6.6 Topological edge states

We next explore the topological edge states of the system. We consider a stripe of emitters, embedded in an extended PhC, that is infinite along the y-axis, but finite along the x-axis as shown in Fig. E-6(a). Fig. E-6(b) shows the unidirectional edge states inside the gap near the K point\(^1\). These states are confined to the system boundaries and carry energy only in a single direction, reflecting the broken time-reversal symmetry and the topological protection of the system [22–24, 114, 158, 159, 199]. Edge states on the left side of the stripe are marked with triangles, whereas edge states on the right side are marked with squares. The quasi-momentum region where the guided modes of the Dirac cone are resonant with the emitters is shaded.

\(^1\)Note that all edge state calculations are performed for a small gap size (i.e. large $\delta_A$) to ensure sufficient density of states even for limited lattice sizes.
yellow and its boundaries are marked by yellow dashed lines (see yellow dashed lines in Fig. 6-2(b) for reference). In this region the emitters can directly couple to guided slab modes with decay rate $\Gamma_{PC}$, the magnitude of which is indicated in the figure by the color code. Modes that fall outside the yellow region cannot couple to slab modes due to the momentum mismatch, making these modes long-lived. Note that a different edge termination with slightly different edge state properties is obtained when the triangular lattice is rotated $\pi/6$ relative to the one shown in Fig. E-6(a) (see Appendix E.3 for more details).

Next, we study the time evolution of edge states in real space. Fig. 6-5(a) shows a defect-free triangular lattice of emitters with a hexagonal shape. The emitters are embedded in an extended PhC, whose spatial dimensions are much larger than those of the atomic lattice, such that Eq. (6.2) remains valid and can be directly substituted into Eq. (6.1) to obtain the Hamiltonian. We assume that one emitter on the edge is addressed by a weak laser with frequency $\omega_L$ that is resonant with the edge states in the lower half of the gap. The laser couples to the $\sigma_+$ and $\sigma_-$ transitions with equal strength $\Omega$, such that $\Omega \ll \Delta$. We calculate the time evolution of the wavefunction of the initial state by numerically exponentiating Eq. (6.1) [114]. The evolved state of the system is shown in Fig. 6-5(a), where the color of each site reflects the excitation probability of the emitter. The edge states excited by the laser carry energy only in the clock-wise direction, reflecting the broken time-reversal symmetry of the system. Coupling to bulk modes is strongly suppressed. Furthermore, the excitation routes around the lattice corners without reflection or significant loss into the guided modes of the slab.

The hallmark of topological edge states is their robustness to significant imperfections in the system. Fig. 6-5(b) shows a lattice, where a random 10% of the emitters is missing. Furthermore, we assume that the inhomogeneities in the nanophotonic environment (e.g. fabrication imperfections) give rise to the inhomogeneous broadening of emitters. Therefore, we sample the emitter frequencies from a Gaussian distribution, whose width is 10% of the gap. Fig. 6-5(b) shows a snapshot of the time-evolved state of the system. Despite the presence of the lattice defects and the inhomogeneity
Figure 6-5: (a) Time-evolved state ($t = 161.5\gamma^{-1}$) of a hexagonal-shaped triangular lattice of emitters ($N = 1519$) embedded in an extended photonic crystal slab. An emitter at the edge (black star) is addressed by a laser (inset). The edge state propagates on the boundaries without reflection or significant decay into slab modes. The color code shows the excitation probability at each emitter. (b) Time-evolved state ($t = 297.5\gamma^{-1}$) state of the system ($N = 1380$) in the presence of imperfect lattice filling (90%) and inhomogeneous broadening, where the emitter frequencies are sampled from $P(\omega) = 1/\sqrt{2\pi\sigma^2} \exp(-[\omega - \omega_A]^2/(2\sigma^2))$, where $\sigma = 0.1\Delta$. Other relevant parameters are $\delta_A/2\pi = 18.73\text{THz}$, $v_s = 0.25c$, $|E_0|^2 = 0.1855/a^3$, $\Delta = \gamma$, $\mu B = 0.5\gamma$, $\Omega = 0.0059\gamma$ and $\omega_L = \omega_A - 0.37\gamma$. The laser drive is switched on adiabatically with the profile $\Omega(t) = \Omega \exp(-|t - t_0|^2/[2\Sigma^2])$, where $t_0 = 127.5\gamma^{-1}$ and $\Sigma = 23.3\gamma^{-1}$. 
of emitters, the edge state propagates along the system edges, routing around all defects, including the cluster of missing emitters near the bottom edge. These results demonstrate the topological robustness of the edge states and the system as a whole.

6.7 Flat band and interactions

The flat middle band in Fig. 6-2(b) is another key feature of our topological system. The flatness of the band and the non-trivial Chern number are, in general, the two key ingredients for fractionalized topological phases in lattice models [39, 160, 175, 204–207, 222, 223]. Usually, such flat bands require careful tuning of the long-range hopping parameters. Here, away from the K point the band remains flat due to the fact that the guided photonic bands are far-detuned and coupling to them is weak (Fig. 6-2(a)). Near the K point, flatness arises from the combined effects of the uniform magnetic field and the fact that the middle band does not couple to the PhC bands due to polarization mismatch. The inherent non-linearity of the constituent emitters gives rise to a hard-core constraint for the bosonic excitations of the system, which provides a point-like interaction for the excitations. Such short-range interactions are ideal for the realization of interacting many-body topological phases [224]. Within such a system we expect non-trivial competition between states with strongly correlated topological phases and those that behave analogously to electronic charge density waves. This competition arises from the fact that the atoms interact primarily through the Dirac cone and, therefore, the Berry curvature is concentrated in the vicinity of the K points. Thus only states near the K points are expected to yield exotic topological many-body phases, whereas the rest of the band will likely contribute to states that resemble an ordered quantum fluid. Controlling the distribution of the Berry curvature in the flat band (e.g. using established techniques from cold atom experiments [225]) can be explored for engineering experimentally observable fractional topological phases.

While practical realization of the proposed systems constitutes a non-trivial challenge, most of the key ingredients have already been demonstrated recently. For
example, a hybrid system based on SiV color defects in diamond can be created by first fabricating a thin diamond slab [219, 226], SiVs can be implanted using focused ion beam implantation [227], while GaP can be positioned both sides of the slab [228] with the air-hole structure created by etching through the GaP and diamond layers. Alternatively, a PhC hole structure made entirely of diamond can potentially be used (see Appendix E.1 for more details).

6.8 Conclusion

In summary, we have demonstrated that two-dimensional quantum emitter arrays embedded in photonic crystals constitute a topological quantum optical system. The atomic bands have non-trivial Chern numbers in the presence of an out-of-plane magnetic field and the dispersion of one of the bands is significantly quenched. Long-lived topological edge states appear on the system boundaries, which are robust to imperfect lattice filling as well as to inhomogeneous broadening of the emitters. We believe that the experimental accessibility of this platform will open up exciting opportunities for exploring novel topological states of light and matter, including quantum optical analogues of fractional Chern insulators.
Chapter 7

Outlook

A natural extension of the work discussed in this thesis would be the study of topological quantum optics with multiple excitations and interactions. Interacting topological many-body physics gives rise to a wealth of remarkable phenomena, including the Fractional Quantum Hall effect [12] and anyonic excitations [4]. As noted in Chapter 1, anyonic excitations with non-Abelian statistics are key ingredients of theoretical proposals for topological quantum computing and could enable the implementation of large, fault-tolerant quantum computers.

However, finding and exploring non-Abelian anyons in Fractional Quantum Hall systems is a significant challenge in itself. Numerically studying such interacting systems is hard due to the limited system sizes that can be simulated using state-of-the-art computational resources [4]. At the same time, experimentally observing and characterizing quasi-particles with possibly non-Abelian statistics, such as those at $\nu = 5/2$ filling, is difficult in conventional solid-state systems due to the stringent requirements for high sample purity and low temperatures [229]. Therefore, it would be desirable to find alternative physical systems where the Fractional Quantum Hall effect can be studied with less demanding experimental requirements.

Given the experimental accessibility and wide tunability of parameters in quantum optical systems, finding analogues of the Fractional Quantum Hall effect in such systems would be of significant value. The presence of the flat band with a non-trivial Chern number in the photonic crystal system described in Chapter 6 makes
such a system a promising candidate for the exploration of quantum optical analogues of the Fractional Quantum Hall effect.

As discussed in Section 6.7, finding non-trivial topological many-body states requires a flat band with a reasonably uniform distribution of the Berry curvature across the Brillouin zone. In the system discussed in Chapter 6, the Berry curvature is tightly concentrated near the $K$ symmetry points. Therefore, smearing out the Berry curvature across the Brillouin zone is of key importance for observing non-trivial interacting topological states. Conventional techniques that could achieve this include the shaking of the lattice, and applying electric or magnetic field gradients across the lattice to break translational invariance.
Appendix A

Appendices for Chapter 2

A.1 Derivation of a closed-form expression for the dipole-dipole interaction

In this section we show that the single-source Green function derived by Leonhardt [48, 53] for the 2D fish eye lens can be written as a sum over the eigenmodes of the lens (Eq. (2.7)). This result enables us to connect the Green’s function to the expressions obtained for the atomic properties from the master equation treatment.

A.1.1 Green’s function of the 2D fish eye

The single-source Green’s function of Maxwell’s 2D fish eye (of radius $R_0$, thickness $b$ and refractive index profile $n(r) = \frac{2n_0}{1 + (r/R_0)^2}$) is a solution of the following equation

$$-\varepsilon(r) \frac{\omega^2}{c^2} G_{\alpha\beta}(r, r', \omega_0) = \delta_{\alpha\beta} \delta(r - r'),$$  \hspace{1cm} (A.1)

where $\alpha, \beta, \mu, \nu = x, y, z$ and summation is implied over repeated indices and $\varepsilon(r) = n(r)^2 = [2n_0/(1 + (r/R_0)^2)]^2$ is the position-dependent electric permittivity. When $b$ is chosen such that $\omega_0 \ll \pi c/b$, only the lowest TEM polarized mode of the fish eye can be excited and the electric field is invariant along the $z$-axis ($\partial_z E(r) = 0$). The explicit expression for the $zz$-components of the Green’s function (Eq. (2.16)) is then
given by
\[
G_{xx}(r_1, r_2, \omega) = F(\alpha_1, \alpha_2) - F(\alpha_1, 1/\alpha_2^*),
\] (A.2)
where
\[
F(\alpha_1, \alpha_2) = -\frac{P_\nu(\xi(\alpha_1, \alpha_2))}{4b\sin(\pi \nu)},
\] (A.3)
where \(P_\nu\) is the Legendre function of (non-integer) order \(\nu\),
\[
\nu = \frac{1}{2} \left[ \sqrt{\frac{4M^2}{c^2R_0^2n_0^2 + 1}} - 1 \right] \notin \mathbb{Z}
\]
and \(\xi(\alpha_1, \alpha_2) = \frac{[\zeta(\alpha_1, \alpha_2)]^2 - 1}{[\zeta(\alpha_1, \alpha_2)]^2 + 1}\). (A.4)
where
\[
\zeta(\alpha_1, \alpha_2) = \frac{\alpha_1 - \alpha_2}{\alpha_1 \alpha_2 + 1}, \quad \text{and} \quad \alpha_j = \frac{r_j}{R_0} e^{i\phi_j}, \quad (j = 1, 2). \quad (A.5)
\]

A.1.2 Virtual coordiantes

The stereographic transformation [49]
\[
\tau_j \rightarrow \frac{\tau_j^2 - R_0^2}{\tau_j^2 + R_0^2} = \frac{\rho_j^2 - 1}{\rho_j^2 + 1} =: \cos \theta_j,
\] (A.6)

can be used to map any point \((r, \phi)\) on the real plane to a point \((\theta, \phi)\) on the surface of a virtual sphere (where \(\phi\) is the same value in both coordinate systems). Using this transformation, we can simplify the definition of the Green's function
\[
\zeta(\alpha_1, \alpha_2) = \frac{(\rho_1 \cos \phi_1 - \rho_2 \cos \phi_2) + i(\rho_1 \sin \phi_1 - \rho_2 \sin \phi_2)}{\rho_1 \rho_2 \cos(\phi_1 - \phi_2) + 1 + i\rho_1 \rho_2 \sin(\phi_1 - \phi_2)}
\]
\[
|\zeta(\alpha_1, \alpha_2)|^2 = \frac{\rho_1^2 + \rho_2^2 - 2\rho_1 \rho_2 \cos(\phi_1 - \phi_2)}{(\rho_1 \rho_2)^2 + 1 + 2\rho_1 \rho_2 \cos(\phi_1 - \phi_2)}
\]
\[
\xi(\alpha_1, \alpha_2) = \frac{\rho_1^2 + \rho_2^2 - (\rho_1 \rho_2)^2 - 1 - 4\rho_1 \rho_2 \cos(\phi_1 - \phi_2)}{\rho_1^2 + \rho_2^2 + (\rho_1 \rho_2)^2 + 1}
\]
\[
= - \left[ \left( \frac{\rho_1^2 - 1}{\rho_1^2 + 1} \right) \left( \frac{\rho_2^2 - 1}{\rho_2^2 + 1} \right) + \left( \frac{2\rho_1}{\rho_1^2 + 1} \right) \left( \frac{2\rho_2}{\rho_2^2 + 1} \right) \cos(\phi_1 - \phi_2) \right] = -\cos \theta_{12},
\]
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where \( \theta_{12} \) is the spherical distance between two points, \((\theta_1, \phi_1)\) and \((\theta_2, \phi_2)\), on the surface of a unit sphere, since

\[
\cos \theta_{12} = x_1 x_2 = \begin{bmatrix}
\sin \theta_1 \cos \phi_1 \\
\sin \theta_1 \sin \phi_1 \\
\cos \theta_1
\end{bmatrix} \cdot \begin{bmatrix}
\sin \theta_2 \cos \phi_2 \\
\sin \theta_2 \sin \phi_2 \\
\cos \theta_2
\end{bmatrix} = \cos \theta_1 \cos \theta_2 + \sin \theta_1 \sin \theta_2 \cos(\phi_1 - \phi_2).
\] (A.7)

Similarly,

\[
\zeta(\alpha_1, 1/\alpha_2^*) = \frac{(\rho_1 \cos \phi_1 - \frac{1}{\rho_2} \cos \phi_2) + i(\rho_1 \sin \phi_1 - \frac{1}{\rho_2} \sin \phi_2)}{\rho_1^2 \cos(\phi_1 - \phi_2) + 1 + \frac{\rho_1}{\rho_2} \sin(\phi_1 - \phi_2)},
\]

\[
|\zeta(\alpha_1, 1/\alpha_2^*)|^2 = \frac{\rho_1^2 + \frac{1}{\rho_2} - 2 \frac{\rho_1}{\rho_2} \cos(\phi_1 - \phi_2)}{(\rho_1^2 + 1 + \frac{\rho_1}{\rho_2} \cos(\phi_1 - \phi_2))^2},
\]

\[
\xi(\alpha_1, 1/\alpha_2^*) = \frac{\rho_1^2 + \frac{1}{\rho_2} - (\frac{\rho_1}{\rho_2})^2 - 1 - 4 \frac{\rho_1}{\rho_2} \cos(\phi_1 - \phi_2)}{\rho_1^2 + \frac{1}{\rho_2} + (\frac{\rho_1}{\rho_2})^2 + 1} = -\left[ \cos \theta_1 \cos(\pi - \theta_2) + \sin \theta_1 \sin(\pi - \theta_2) \cos(\phi_1 - \phi_2) \right] = -\cos \theta_{12}',
\]

where, now, \( \theta_{12}' \) is the spherical distance between the points \((\theta_1, \phi_1)\) and \((\pi - \theta_2, \phi_2)\).

Now, we can write the Green's function as

\[
G_{zz}(r_1, r_2, \omega) = -\frac{P_\nu(-\cos \theta_{12}) - P_\nu(-\cos \theta_{12}')}{{4b \sin(\pi \nu)}}.
\] (A.8)

### A.1.3 Expansion in Spherical harmonics

#### Expansion with respect to \( l \)

The full set of Legendre polynomials, \( P_l \), form a complete, orthogonal basis on the space of smooth \([-1, 1] \rightarrow \mathbb{R}\) functions. This allows us to expand the Legendre
function $P_\nu$ in terms of the Legendre polynomials $P_l$

$$P_\nu(x) = \sum_{l=0}^{\infty} c_l P_l(x), \quad \text{where} \quad c_l = \frac{2l + 1}{2} \int_{-1}^{+1} dx P_l(x) P_\nu(x). \quad (A.9)$$

According to Abramowitz & Stegun, Section 8.14 [230]

$$\int_{-1}^{+1} dx P_\eta(x) P_\nu(x) = \frac{2}{\pi^2} \frac{2\sin(\pi \eta) \sin(\pi \nu)[\psi(\eta + 1) - \psi(\nu + 1)] + \pi \sin(\pi \nu - \pi \eta)}{(\nu - \eta)(\nu + \eta + 1)},$$

where $\psi$ is the digamma function and which expression, in case of $\eta = l \in \mathbb{N}$, simplifies to

$$\int_{-1}^{+1} dx P_l(x) P_\nu(x) = \frac{2}{\pi \nu(\nu + 1) - l(l + 1)}, \quad \text{if} \quad l \in \mathbb{N}. \quad (A.10)$$

This means that

$$P_\nu(x) = \frac{\sin(\pi \nu)}{\pi} \sum_{l=0}^{\infty} (-1)^l \frac{2l + 1}{\nu(\nu + 1) - l(l + 1)} P_l(x), \quad (A.11)$$

and we can write the Green's function as

$$G_{zz}(r_1, r_2, \omega) = -\frac{1}{4\pi b} \sum_{l=0}^{\infty} (-1)^l \frac{2l + 1}{\nu(\nu + 1) - l(l + 1)} [P_l(-\cos \theta_{12}) - P_l(-\cos \theta_{12}')] \quad (A.12)$$

Expansion with respect to $m$

According to the addition theorem of spherical harmonics,

$$P_l(x_1 \cdot x_2) = P_l(\cos \theta_{12}) = \frac{4\pi}{2l + 1} \sum_{m=-l}^{+l} Y_l^m(\theta_1, \phi_1) Y_l^m(\theta_2, \phi_2), \quad (A.13)$$

where the spherical harmonics are defined by

$$Y_l^m(\theta, \phi) = \sqrt{\frac{2l + 1}{4\pi} \frac{(l - m)!}{(l + m)!}} P_l^m(\cos \theta) e^{im\phi}, \quad (A.14)$$

130
where \( P_l^m \) are the associated Legendre polynomials.

By using this theorem, and the property that \( P_l(-x) = (-1)^l P_l(x) \), we can write

\[
P(-\cos \theta_{12}) = (-1)^l \frac{4\pi}{2l+1} \sum_{m=-l}^{+l} Y_l^{m*}(\theta_1, \phi_1) Y_l^m(\theta_2, \phi_2),
\]

\[
P(-\cos \theta_{12}') = (-1)^l \frac{4\pi}{2l+1} \sum_{m=-l}^{+l} Y_l^{m*}(\theta_1, \phi_1) Y_l^m(\pi - \theta_2, \phi_2),
\]

\[
P(-\cos \theta_{12}) - P(-\cos \theta_{12}') = (-1)^l \frac{4\pi}{2l+1} \sum_{m=-l}^{+l} \left[ 1 - (-1)^{l-m} \right] Y_l^{m*}(\theta_1, \phi_1) Y_l^m(\theta_2, \phi_2).
\]

The expression inside the square brackets is zero if \( l \) and \( m \) have the same parity, and 2, if they have different parity. The set of \( m \) values for which the corresponding term is non-zero is \( M_l = \{-l-1, -l-3, \ldots, l-3, l-1\} \). Using this notation, we can write the Green's function as

\[
G_{zz}(r_1, r_2, \omega) = -\frac{2}{b} \sum_{l=0}^{\infty} \sum_{m \in M_l} \frac{Y_l^{m*}(\theta_1, \phi_1) Y_l^m(\theta_2, \phi_2)}{\nu(\nu + 1) - l(l+1)}
\]

(A.15)

### A.1.4 Expansion in cavity modes

Recall from Eq. (2.7) that the TEM eigenmodes of Maxwell's fish eye with radius \( R_0 \) and width \( b \) are

\[
f_{l,m}(r) = \sqrt{\frac{2}{b R_0^2 \pi n_0}} \sqrt{\frac{2l+1}{4\pi}} \frac{(l-m)!}{(l+m)!} P_l^m \left( \frac{r^2 - R_0^2}{r^2 + R_0^2} \right) e^{im\phi}
\]

\[
= \sqrt{\frac{2}{b R_0^2 \pi n_0}} (-1)^m Y_l^m(\theta, \phi),
\]

(A.16)

where \( r \) and \( \phi \) are polar coordinates of \( r \) and \( \cos \theta = \frac{r^2 - R_0^2}{r^2 + R_0^2} \). They satisfy the orthonormality condition,

\[
\delta_{l,l'} \delta_{m,m'} = \int_0^{R_0} dr \int_0^{2\pi} d\phi \int_0^b dz n^2(r) f_{l,m}^*(r, \phi) f_{l',m'}(r, \phi).
\]

(A.17)
The corresponding (partially degenerate) eigenfrequencies are

\[ \omega_{l,m} = \omega_l = \frac{c}{R_0 r_0} \sqrt{l(l+1)} =: c k_l. \quad (A.18) \]

Now, we can write the Green's function in Eq. (A.15) as

\[
G_{zz}(r_1, r_2, \omega/c) = -R_0^2 r_0^2 \sum_{l=0}^{\infty} \sum_{m \in M_l} \frac{f_{l,m}^*(r_1)f_{l,m}(r_2)}{\nu(\nu+1)-l(l+1)} \\
= -\sum_{l=1}^{\infty} \sum_{m \in M_l} \frac{f_{l,m}^*(r_1)f_{l,m}(r_2)}{(\omega/c)^2 - k_l^2}, \quad (A.19)
\]

where we used the connection between \( \omega_l \) and \( l \), and \( \omega \) and \( \nu \). Using Eq. (2.9), we can then write the dipole-dipole interaction within the fish eye in the following form

\[
\delta\omega(r_1, r_2) = \frac{d^2 \omega_0^2}{\hbar \varepsilon_0 c^2} \text{Re}\{G_{zz}(r_1, r_2, \omega_0)\} = \frac{d^2 \omega_0^2}{\hbar \varepsilon_0 c^2} \sum_{l=1}^{\infty} \sum_{m \in M_l} \frac{f_{l,m}^*(r_1)f_{l,m}(r_2)}{k_l^2 - (\omega_0/c)^2}. \quad (A.20)
\]

We note that this decomposition of the Green's function in terms of the eigenmodes of the fish eye is a particular example of Fredholm's theorem [231].

A.1.5 Comparison with master equation results

Recall that the dipole-dipole interaction obtained from the master equation (see Eq. (2.15)) has the form

\[
\delta\omega(r_1, r_2) = \frac{d^2 \omega_0^2}{\hbar \varepsilon_0} \sum_{l,m} \frac{\omega_l^2}{\omega_l^2 - \omega_0^2} f_{l,m}^*(r_1)f_{l,m}(r_2). \quad (A.21)
\]

Making use of the transformation

\[
\frac{\omega_l^2}{\omega_l^2 - \omega_0^2} = \left[ 1 + \frac{\omega_0^2}{\omega_l^2 - \omega_0^2} \right], \quad (A.22)
\]
and the dipole-dipole interaction becomes

$$\delta\omega(r_1, r_2) = \frac{d_z^2}{\hbar\epsilon_0} \left[ \sum_{l,m} f_{l,m}(r_1) f_{l,m}(r_2) + \omega_0^2 \sum_{l,m} \frac{f_{l,m}^*(r_1) f_{l,m}(r_2)}{\omega_l^2 - \omega_0^2} \right]. \quad (A.23)$$

Since the modes $f_{l,m}$ form a complete basis, i.e.

$$\sum_{l,m} f_{l,m}^*(r_1) f_{l,m}(r_2) = \delta^{(3)}(r_1 - r_2), \quad (A.24)$$

the first term inside the square brackets does not contribute if $r_1 \neq r_2$, thus

$$\delta\omega(r_1, r_2) = \frac{d_z^2}{\hbar\epsilon_0} \frac{\omega_0^2}{c^2} \sum_{l,m} \frac{f_{l,m}^*(r_1) f_{l,m}(r_2)}{k_l^2 - (\omega_0/c)^2}, \quad \text{if } r_1 \neq r_2, \quad (A.25)$$

which is identical to Eq. (A.20). This shows that the right-hand side of Eq. (2.15) can indeed be replaced by Eq. (2.9) and Eq. (2.16).

More generally, using Eq. (A.22) and Eq. (A.24) we can express Eq. (A.19) in the form

$$\frac{d^2}{\hbar\epsilon_0} \frac{\omega_0^2}{c^2} G_{zz}(r_1, r_2, \omega_0) = \frac{d^2}{2\hbar\epsilon_0} \sum_{l,m} \omega_l f_{l,m}^*(r_1) f_{l,m}(r_2) \left( \frac{1}{\omega_0 + \omega_l} - \frac{1}{\omega_0 - \omega_l} \right), \quad (A.26)$$

from which it is straightforward to show that

$$\frac{d^2}{\hbar\epsilon_0} \frac{(\omega_0 + i\kappa)^2}{c^2} G_{zz}(r_1, r_2, \omega_0 + i\kappa) = \frac{d^2}{2\hbar\epsilon_0} \sum_{l,m} \omega_l f_{l,m}^*(r_1) f_{l,m}(r_2) \left\{ \frac{(\omega_l + \omega_0)}{\kappa^2 + (\omega_l + \omega_0)^2} \right\}$$

$$+ \frac{(\omega_l - \omega_0)}{\kappa^2 + (\omega_l - \omega_0)^2} - i \left( \frac{\kappa}{\kappa^2 + (\omega_l + \omega_0)^2} - \frac{\kappa}{\kappa^2 + (\omega_l - \omega_0)^2} \right), \quad (A.27)$$

which allows us to express the decay rates Eq. (2.24) and the dipole-dipole interaction (Eq. (2.25)) in the presence of losses in the following closed form

$$\Gamma(r_i, r_j) = \frac{2d_z^2}{\hbar\epsilon_0 c^2} \mathrm{Im}\{(\omega_0 + i\kappa)^2 G_{zz}(r_i, r_j, \omega_0 + i\kappa)\}. \quad (A.28)$$
and

$$\delta \omega (r_i, r_j) = \frac{d^2 \omega_0^2}{\hbar c^2} \left[ \text{Re} \left\{ (\omega + i\kappa)^2 G_{zz}(r_i, r_j, \omega_0 + i\kappa) \right\} \right]. \quad (A.29)$$

We note that $G_{zz}(r_i, r_j, \omega_0 + i\kappa)$ is the solution of the following equation

$$\left( \partial_\alpha \partial_\nu - \delta_{\alpha\nu} \partial_\eta \partial_\eta \right) G_{\alpha\beta}(r, r', \omega_0 + i\kappa) - \frac{n(r)^2 (\omega_0 + i\kappa)^2}{c^2} G_{\alpha\beta}(r, r', \omega_0 + i\kappa) = \delta_{\alpha\beta} (r - r'), \quad (A.30)$$

which can be thought of as the dyadic equation for the fish eye lens with the complex refractive index $\tilde{n}(r) = n(r)(1 + i\kappa/\omega_0)$, since

$$n(r)^2 (\omega_0 + i\kappa)^2 = n(r)^2 (1 + i\kappa/\omega_0)^2 \omega_0^2 = \tilde{n}(r)^2 \omega_0^2. \quad (A.31)$$

Noting that for $\kappa \ll \omega_0$ the following approximations hold

$$\Gamma(r_i, r_j) \approx \frac{2d^2 \omega_0^2}{\hbar c^2} \text{Im} \left\{ G_{zz}(r_i, r_j, \omega_0 + i\kappa) \right\},$$

$$\delta \omega (r_i, r_j) \approx \frac{d^2 \omega_0^2}{\hbar c^2} \text{Re} \left\{ G_{zz}(r_i, r_j, \omega_0 + i\kappa) \right\}, \quad (A.32)$$

we find that photon loss from the modes of the fish eye of the form of Eq. (2.21) can simply be modeled with the complex refractive index profile $\tilde{n}(r)$.

### A.2 Numerical Solution of the Schrödinger Equation

In this Appendix we describe an efficient way to numerically solve the Schrödinger Equation while including the two atoms and the modes of the fish eye in the dynamics.
A.2.1 Hamiltonian

Electric dipole interaction of a single atom

Recall that the electric dipole coupling of a single atom, placed at \( r_i \), to the electromagnetic field modes of the fish eye is given by

\[ V = -\mathbf{d}_i \cdot \mathbf{E}(r_i), \quad \text{where} \quad \mathbf{d}_i = d_z (\sigma_i^+ + \sigma_i^-), \quad \text{where} \quad \sigma_i = |g_i\rangle \langle e_i|, \quad (A.33) \]

where \( d_z \) is the magnitude of the transition dipole moment between the two states of the atom \( |e_i\rangle \) and \( |g_i\rangle \), whose energy difference is \( \hbar \omega_0 \). Substituting Eq. (2.3) into Eq. (A.33) and neglecting the counter-rotating terms in \( V \), we arrive at

\[ V_{\text{RWA}} = \sum_{l,m} i d_l \sqrt{\frac{\hbar \omega_l}{b R_0^2 z_0}} \left[ a_{l,m}^\dagger \sigma_1^+ Y_{l,m}(\theta, \phi) - a_{l,m}^\dagger \sigma_2 Y_{l,m}(\theta, \phi) \right], \quad (A.34) \]

where \( n_0 = 1 \) was assumed.

Two atoms

Assuming that there are two identical atoms positioned at \( r_1 \) and at \( r_2 \), the interaction term takes the form \( V_{\text{RWA}}(r_1) + V_{\text{RWA}}(r_2) \). The total Hamiltonian then becomes

\[ H = \hbar \omega_0 \sigma_1^+ \sigma_1 + \hbar \omega_0 \sigma_2^+ \sigma_2 + \sum_{l,m} \hbar \omega_l a_{l,m}^\dagger a_{l,m}^\dagger \\
+ \sum_l \left( \sigma_1^+ \sum_m a_{l,m}^\dagger Y_{l,m}(\theta_1, \phi_1) + \sigma_2^\dagger \sum_m a_{l,m} Y_{l,m}(\theta_2, \phi_2) \right) + \text{h.c.}, \quad (A.35) \]

where \( g_l = \frac{id_l}{\sqrt{\hbar b R_0^2 z_0}} \sqrt{\omega_l} \).

The diagonal terms \( \hbar \omega_0 \left( \sigma_1^+ \sigma_1 + \sigma_2^\dagger \sigma_2 + \sum_{l,m} a_{l,m}^\dagger a_{l,m} \right) \), simply give a constant energy shift to all eigenvectors in the subspace of interest and can, therefore, be sub-
tracted from the Hamiltonian. The modified Hamiltonian then takes the form

\[ H/\hbar = \sum_l \delta_l \sum_m \hat{a}_{l,m}^\dagger \hat{a}_{l,m} + \sum_l g_l \left[ \sigma_1^l \sum_m \hat{a}_{l,m} Y_{l,m}(\theta_1, \phi_1) + \sigma_2^l \sum_m \hat{a}_{l,m} Y_{l,m}(\theta_2, \phi_2) \right] + \text{h.c., (A.36)} \]

where \( \delta_l = \omega_l - \omega_0 \).

**Opposite positions**

If the two atoms are placed at opposite positions \( (\theta = \theta_1 = \theta_2 \text{ and } \phi = \phi_1 = -\phi_2) \), then we can write the interaction part of \( H \) as

\[ V/\hbar = \sum_l g_l \sum_m \left[ \sigma_1^l \hat{a}_{l,m} Y_{l,m} + \sigma_2^l \hat{a}_{l,m} (-1)^m Y_{l,m} + \text{h.c.} \right] , \]

\[ (A.37) \]

where \( Y_{l,m} = Y_{l,m}(\theta, \phi) \). Here we used that \( Y_{l,m}(\theta, -\phi) = (-1)^m Y_{l,m}(\theta, \phi) \). Since the summation of \( m \) goes over \( m = -l + 1, -l + 3, \ldots l - 3, l - 1 \), \( m \) and \( l \) always have opposite parity, and we can pull out \( (-1)^m = (-1)^{l+1} \) from the summation, giving

\[ V/\hbar = \sum_l g_l \left[ \sigma_1^l + (-1)^{l+1} \sigma_2^l \right] \sum_m \hat{a}_{l,m} Y_{l,m} + \text{h.c.} \]

\[ (A.38) \]

We define an incomplete set of new modes,

\[ A_l = \frac{\sum_m \hat{a}_{l,m} Y_{l,m}}{N_l} , \quad N_l^2 = \sum_m |Y_{l,m}|^2 , \quad [A_l, A_l^\dagger] = 1 . \]

\[ (A.39) \]

The normalization factor can be calculated as follows.

\[ \sum_{m \in M} |Y_{l,m}(\theta, \phi)|^2 = \sum_{m=-l}^{+l} \frac{1 - (-1)^{l-m}}{2} |Y_{l,m}(\theta, \phi)|^2 , \]

\[ (A.40) \]

\[ M = \{-l + 1, -l + 3, \ldots l - 3, l - 1\} . \]

\[ (A.41) \]
Recall the sum rule:

\[ \sum_{m=-l}^{+l} Y_{l,m}^*(\theta_1, \phi_1) Y_{l,m}(\theta_2, \phi_2) = \frac{2l + 1}{4\pi} P_l(\cos \theta_{12}), \quad (A.42) \]

where \( \theta_{12} \) is the angle between point 1 and 2 on the unit sphere, and \( P_l \) is the \( l \)th Legendre polynomial. We use Eq. (A.42) to evaluate the two series:

\[ \sum_{m=-l}^{+l} |Y_{l,m}(\theta, \phi)|^2 = \frac{2l + 1}{4\pi} P_l(1) = \frac{2l + 1}{4\pi}, \quad (A.43) \]

\[ \sum_{m=-l}^{+l} (-1)^{l-m}|Y_{l,m}(\theta, \phi)|^2 = \sum_{m=-l}^{+l} Y_{l,m}^*(\pi - \theta, \phi) Y_{l,m}(\theta, \phi) = \frac{2l + 1}{4\pi} P_l(\cos(\pi - 2\theta)), \quad (A.44) \]

where we used that \((-1)^{l-m}Y_{l,m}(\theta, \phi) = Y_{l,m}(\pi - \theta, \phi)\) and that the angle between point \((\theta, \phi)\) and point \((\pi - \theta, \phi)\) is \(\theta_{12} = \pi - 2\theta\).

Using these new \( A_l \) modes, the interaction can be written as

\[ V/\hbar = \sum_l g_l N_l \left[ \sigma_1^+ + (-1)^l \sigma_2^+ \right] A_l + \text{h.c.} \quad (A.45) \]

Modes \( A_l \) with different \( l \) parity couple to different combination of the two atoms. Let us define

\[ \sigma_o = \frac{\sigma_1 + \sigma_2}{\sqrt{2}}, \quad \sigma_e = \frac{\sigma_1 - \sigma_2}{\sqrt{2}}, \quad (A.46) \]

and write

\[ V/\hbar = \sum_{l \in \text{odd}} G_l(A_l \sigma_o^+ + A_l^\dagger \sigma_o) + \sum_{l \in \text{even}} G_l(A_l \sigma_e^+ + A_l^\dagger \sigma_e), \quad (A.47) \]

where

\[ G_l = \sqrt{2} g_l N_l = \sqrt{\frac{d^2 c}{\hbar \delta_{l0}}} \sqrt{\frac{(2l + 1)\sqrt{l(l + 1)}}{4\pi}} [1 - P_l(\cos(\pi - 2\theta))]. \quad (A.48) \]
A.2.2 Numerical analysis

Hilbert space

We are interested in the dynamics of a single excitation, i.e. we truncate the Hilbert space to

$$\mathcal{H} = \text{Span}\{ |e\rangle g\rangle \text{vac}, |g\rangle e\rangle \text{vac}, \{ |g\rangle A_l^\dagger |\text{vac} \rangle : l = 1, 2, \ldots l_{\text{max}} \} \},$$

and separate it into two subspaces

$$\mathcal{H}_o = \text{Span}\{ \sigma_o^I |g\rangle \langle g| \text{vac}, \{ A_l^\dagger |g\rangle \langle g| \text{vac} \rangle : l = 1, 3, 5, \ldots \} \} \},$$

$$\mathcal{H}_e = \text{Span}\{ \sigma_e^I |g\rangle \langle g| \text{vac}, \{ A_l^\dagger |g\rangle \langle g| \text{vac} \rangle : l = 2, 4, 6, \ldots \} \},$$

each of which is governed by its own Hamiltonian block.

Hamiltonian

The following $H_o, H_e$ act as two independent blocks on $\mathcal{H}_o$ and $\mathcal{H}_e$.

$$H_o = \sum_{l \in \text{odd}} \left[ \delta_l A_l^\dagger A_l + G_l (A_l \sigma_o^+ + A_l^\dagger \sigma_o^-) \right]$$

$$= \sum_{l \in \text{odd}} \left[ \delta_l |l\rangle \langle l| + G_l (|o\rangle \langle l| + |l\rangle \langle o|) \right]$$

$$H_e = \sum_{l \in \text{even}} \left[ \delta_l A_l^\dagger A_l + G_l (A_l \sigma_e^+ + A_l^\dagger \sigma_e^-) \right]$$

$$= \sum_{l \in \text{even}} \left[ \delta_l |l\rangle \langle l| + G_l (|e\rangle \langle l| + |l\rangle \langle e|) \right],$$

where

$$\delta_l = \frac{c}{R_0} \left[ \sqrt{l(l+1)} - \sqrt{l_0(l_0+1)} \right].$$
where \( l_0 \) stands for the atomic frequency, i.e. \( \omega_0 = \frac{c}{\hbar} l_0(l_0 + 1) \) and

\[
G_l = \sqrt{\frac{d^2 c}{\hbar R_0^2 \varepsilon_0}} \sqrt{\frac{(2l+1)\sqrt{l(l+1)}}{4\pi}} \left[ 1 - P_l(\cos(\pi - 2\theta)) \right].
\] (A.55)

Results: Time series

We start the system from \(|\psi(0)\rangle = |e\rangle|g\rangle|\text{vac}\rangle = |a\rangle = \frac{|a\rangle + |e\rangle}{\sqrt{2}}\), evolve it with \( U(t) = \exp[-iHt/\hbar] \), to get

\[
|\psi(t)\rangle = \frac{1}{\sqrt{2}} \left[ e^{-iH_et/\hbar} |a\rangle + e^{-iH_st/\hbar} |e\rangle \right]
\]

\[
= \frac{1}{\sqrt{2}} \left[ \sum_j (\phi_{a,j}|e\rangle e^{-i\Omega_{a,j}t}|\phi_{a,j}\rangle + \sum_k (\phi_{e,k}|e\rangle e^{-i\Omega_{e,k}t}|\phi_{e,k}\rangle) \right].
\] (A.56)

where \( \Omega_{a,j} \), \( |\phi_{a,j}\rangle \) and \( \Omega_{e,k}, |\phi_{e,k}\rangle \) are eigenvalues and eigenstates of \( H_a/\hbar \) and \( H_e/\hbar \), respectively.

Finally, we note that the numerical results shown in Fig. 2-5 are independent of the atomic parameters and the thickness of the lens as only ratios of the dipole-dipole interaction, spontaneous decay and cooperative decay are considered (each of which is proportional to the square of the prefactor \( \sqrt{d^2 c/\hbar R_0^2 \varepsilon_0} \)).
Appendix B

Appendices for Chapter 3

B.1 Green’s function expressions

In free space the permittivity is $\varepsilon = 1$ and Eq. (3.14) can be solved using Fourier techniques to obtain the following momentum-space representation of the dyadic Green’s function [151]

$$G_{\alpha\beta}(r) = \int \frac{d^3p}{(2\pi)^3} e^{ip \cdot r} \frac{1}{k^2} \frac{k^2 \delta_{\alpha\beta} - p_{\alpha} p_{\beta}}{k^2 - p^2},$$

(B.1)

where $p = p_x \hat{x} + p_y \hat{y} + p_z \hat{z}$, $p = |p|$ and $k = \omega / c$. Eq. (3.14) also has a closed-form solution in position space [151] given by

$$G_{0,\alpha\beta}(r) = -\left(\frac{1}{k^2} \partial_\alpha \partial_\beta + \delta_{\alpha\beta}\right) \frac{e^{ikr}}{4\pi r}.$$  

(B.2)

After evaluating the derivatives [232, 233], we obtain the following Green’s function components [104, 149]

$$G_{0,\alpha\beta}(r) = -\frac{e^{ikr}}{4\pi r} \left[\left(1 + \frac{i}{kr} - \frac{1}{(kr)^2}\right) \delta_{\alpha\beta}ight.$$

$$+ \left(-1 - \frac{3i}{kr} + \frac{3}{(kr)^2} \frac{x_\alpha x_\beta}{r^2}\right) + \frac{\delta_{\alpha\beta} \delta^{(3)}(r)}{3k^2}. \right]$$

(B.3)
B.2 Green’s function regularization

We regularize the Green’s function by inserting a Gaussian momentum cut-off of the form [109]

\[ \tilde{\mathcal{R}}(a_{ho}, p) = e^{-a_{ho}^2 p^2 / 2} \]  

(B.4)

into the Fourier integral of the Green’s function (Eq. B.1), which yields

\[ G_{\alpha,\beta}^*(\mathbf{r}) = \int \frac{d^3 p}{(2\pi)^3} e^{i \mathbf{p} \cdot \mathbf{r}} \frac{k^2 \delta_{\alpha\beta} - p_\alpha p_\beta}{k^2 (k^2 - p^2)} e^{-a_{ho}^2 p^2 / 2}. \]  

(B.5)

The momentum cut-off removes the high-frequency contributions that are associated with momenta \( p > 1/a_{ho} \). Eq. (B.5) is a convolution between the Green’s function and the momentum cut-off and, therefore, by the convolution theorem we obtain

\[ G_{\alpha,\beta}^*(\mathbf{r}) = \int d^3 q \, G_{\alpha,\beta}(\mathbf{r} - \mathbf{q}) \tilde{\mathcal{R}}(a_{ho}, q), \]  

(B.6)

where \( \mathcal{R}(a_{ho}, q) \) is the Fourier transform of the momentum cut-off function \( \tilde{\mathcal{R}}(a_{ho}, p) \) given by

\[ \mathcal{R}(a_{ho}, q) = \int \frac{d^3 p}{(2\pi)^3} e^{i \mathbf{p} \cdot \mathbf{q}} e^{-a_{ho}^2 p^2 / 2} \]

\[ = \frac{1}{(\sqrt{2\pi} a_{ho})^3} e^{-q^2 / 2a_{ho}^2} \]

\[ = |\psi_0(q)|^2, \]  

(B.7)

where \( \psi_0(q) \) is the ground state wavefunction of a quantum harmonic oscillator of frequency \( \omega_{ho} = \hbar/(2ma_{ho}^2) \). Eq. (B.6) thus represents the averaging over the ground state fluctuations of a harmonically trapped atom, where \( a_{ho} \) is the amplitude of the ground state fluctuations [109]. Substituting Eq. (3.15) into Eq. (B.6), setting \( \mathbf{r} = 0 \) and evaluating the integral gives Eq. (3.23).

In order to find the fluctuation-averaged Weyl decomposition of the free-space Green’s function in the plane of the atoms \( (z = 0) \), we need to evaluate the following
expression

\[ g^\alpha_\beta(p_{x,y};0) = \int \frac{dp_z}{2\pi} \frac{k^2 \delta_{\alpha\beta} - p_\alpha p_\beta}{k^2(k^2 - p^2 + i\epsilon)} e^{-a_\hbar p^2 / 2}, \]  

(B.8)

where, as part of the Sommerfeld prescription to make the Green's function causal, we have included an infinitesimal imaginary number with \( \epsilon > 0 \) in the denominator to move the poles off from the real axis [151]. The six independent components are given by

\[
\begin{align*}
  g^*_{xx} &= (k^2 - p_x^2) \mathcal{I}_0, \\
  g^*_{yy} &= (k^2 - p_y^2) \mathcal{I}_0, \\
  g^*_{zz} &= (k^2 \mathcal{I}_0 - \mathcal{I}_2), \\
  g^*_{xy} &= g^*_{yx} = -p_x p_y \mathcal{I}_0, \\
  g^*_{xz} &= g^*_{zx} = -p_z \mathcal{I}_1, \\
  g^*_{yz} &= g^*_{zy} = -p_y \mathcal{I}_1
\end{align*}
\]

(B.9)

where the integrals are given by

\[
\begin{align*}
  \mathcal{I}_0 &= C \int dp_z \frac{e^{-a_\hbar p_z^2 / 2}}{(k^2 - p_x^2 - p_y^2) + i\epsilon - p_z^2}, \\
  \mathcal{I}_1 &= C \int dp_z \frac{p_z e^{-a_\hbar p_z^2 / 2}}{(k^2 - p_x^2 - p_y^2) + i\epsilon - p_z^2}, \\
  \mathcal{I}_2 &= C \int dp_z \frac{p_z^2 e^{-a_\hbar p_z^2 / 2}}{(k^2 - p_x^2 - p_y^2) + i\epsilon - p_z^2},
\end{align*}
\]

(B.10) (B.11) (B.12)

and

\[
  C(p_x, p_y) = \frac{1}{2\pi k^2} e^{-a_\hbar (p_x^2 + p_y^2)/2}.
\]

(B.13)

Using the closed-form solutions for these integrals (see e.g. [230]), we obtain Eqs. (3.25) and (3.26).
B.3 Cut-off independence of Green’s regularization

As described in Ref. [109], in order to demonstrate that Eq. (3.29) is independent of $a_{ho}$, we need to differentiate Eq. (3.29) with respect to $a_{ho}^2$ and show that the value of the resulting derivative goes to zero as the $a_{ho} \to 0$ limit is taken. To simplify the calculations, we use the form of the Green’s function as given in Eq. (B.2) and the following observation [104, 151]

$$\frac{e^{ikr}}{4\pi r} = -\int \frac{d^3p}{(2\pi)^3} \frac{e^{ip\cdot r}}{k^2 - p^2}.$$  \hspace{1cm} (B.14)

We substitute into Eq. (3.29) the following expression

$$G^*_{0,\alpha\beta}(\omega, r) = \left[ \delta_{\alpha\beta} + \frac{\tau_{rr} \tau_{\gamma\gamma}}{k^2} \right] \int \frac{d^3p}{(2\pi)^3} \frac{e^{ip\cdot r}}{k^2 - p^2} e^{-a_{ho}^2 r^2/2}.$$ \hspace{1cm} (B.15)

After taking the derivative with respect to $a_{ho}^2$ and performing the resulting Gaussian integral, we obtain

$$\lim_{a_{ho} \to 0} \partial_{a_{ho}^2} \left[ \frac{k^2 a_{ho}}{\sum_{R \neq 0} e^{ik_{BR}} R G^*_{\alpha\beta}(R)} \right]$$

$$= \lim_{a_{ho} \to 0} \sum_{R \neq 0} e^{ik_{BR}} \left( \delta_{\alpha\beta} + \frac{\tau_{rr} \tau_{\gamma\gamma}}{k^2} \right) \frac{e^{2 k^2 a_{ho}^2} (2\pi)^{3/2}}{2} \frac{2\pi}{a_{ho}^2} e^{-\frac{R^2}{4a_{ho}^2}} = 0,$$ \hspace{1cm} (B.16)

where the last equality follows from the observation that $\exp(-R^2/4a_{ho}^2) \to 0$ as $a_{ho} \to 0$ for $R \neq 0$.

B.4 Green’s function near a flat surface

The Weyl decomposition of the Green’s function in the presence of flat surface has previously been derived by a number of authors [104, 123, 234, 235]. Assuming the interface is located at $z = -h$, for $z > -h$ the Weyl decomposition is given by

$$g_{\alpha\beta}(p_{x\cdot y}; z) = g_{0,\alpha\beta}(p_{x\cdot y}; z) + g^{(1)}_{\alpha\beta}(p_{x\cdot y}; z),$$ \hspace{1cm} (B.17)
where $g_{0,\alpha\beta}(p_{x-y}; z)$ is the Green’s function in free space discussed previously and the term accounting for the scattering from the surface is given by

$$g^{(1)}_{sc,\alpha\beta}(p_{x-y}; z) = \frac{-ie^{ik_d(2h+z)}}{2k_d} \left[r_S \hat{S}_\alpha \hat{S}_\beta + r_P \hat{P}_\alpha \hat{P}_\beta^+ \right], \quad (B.18)$$

where the Fresnel coefficients are given by

$$r_S = \frac{k_d - k_m}{k_d + k_m} \quad \text{and} \quad r_P = \frac{\varepsilon_m k_d - \varepsilon_d k_m}{\varepsilon_m k_d + \varepsilon_d k_m}, \quad (B.19)$$

with

$$k_d = (\varepsilon_d k^2 - p_x^2 - p_y^2)^{1/2} \geq 0 \quad (B.20)$$

and

$$k_m = (\varepsilon_m k^2 - p_x^2 - p_y^2)^{1/2} \geq 0, \quad (B.21)$$

where $k = \omega/c$. The unit vectors for the S- and P-polarizations are given by:

$$\hat{S} = \frac{1}{p}(p_y \hat{x} - p_x \hat{y}), \quad (B.22)$$

$$\hat{P}^\pm = \frac{1}{k\sqrt{\varepsilon_d}} \left( \sqrt{p_x^2 + p_y^2} \hat{z} \mp k_d \frac{p_x \hat{x} + p_y \hat{y}}{\sqrt{p_x^2 + p_y^2}} \right). \quad (B.23)$$

Using these expressions, we obtain the following matrix expressions

$$\hat{S} \hat{S} = \begin{bmatrix} \frac{p_y^2}{p_x^2 + p_y^2} & -\frac{p_x p_y}{p_x^2 + p_y^2} & 0 \\ -\frac{p_x p_y}{p_x^2 + p_y^2} & \frac{p_x^2}{p_x^2 + p_y^2} & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad (B.24)$$
and
\[
\hat{P}^{-}\hat{P}^+ =\begin{pmatrix}
\frac{-k_\alpha^2}{\varepsilon_d k^2} & \frac{-k_\beta^2}{\varepsilon_d k^2} & \frac{-k_\delta^2}{\varepsilon_d k^2} \\
\frac{-k_\alpha^2}{\varepsilon_d k^2} & \frac{-k_\beta^2}{\varepsilon_d k^2} & \frac{-k_\delta^2}{\varepsilon_d k^2} \\
\frac{k_\alpha}{\varepsilon_d k^2} & \frac{k_\beta}{\varepsilon_d k^2} & \frac{P_x^2 + P_y^2}{\varepsilon_d k^2}
\end{pmatrix}
\]

(B.25)

Therefore, the full matrix expression in Cartesian coordinates for the scattered part of the Green's function is given by
\[
g_{sc}(P_{x-y}; z) = \frac{i}{2k_d} e^{ik_d(2d+z)} W,
\]

where the matrix \( W \) is given by
\[
W = \begin{pmatrix}
\frac{-P_x P_y}{P_x^2 + P_y^2} r_s - \frac{k_\alpha^2}{\varepsilon_d k^2} & \frac{-P_x P_y}{P_x^2 + P_y^2} r_p - \frac{k_\beta^2}{\varepsilon_d k^2} & \frac{-k_\delta}{\varepsilon_d k^2} P_x r_p \\
\frac{-P_x P_y}{P_x^2 + P_y^2} r_s - \frac{k_\alpha^2}{\varepsilon_d k^2} & \frac{-P_x P_y}{P_x^2 + P_y^2} r_p - \frac{k_\beta^2}{\varepsilon_d k^2} P_y r_p & \frac{-k_\delta}{\varepsilon_d k^2} P_y r_p \\
\frac{k_\alpha}{\varepsilon_d k^2} P_x r_p & \frac{k_\beta}{\varepsilon_d k^2} P_y r_p & \frac{P_x^2 + P_y^2}{\varepsilon_d k^2} r_p
\end{pmatrix}
\]

(B.26)

For completeness, we note that for \( z < -h \) the Weyl decomposition takes the form
\[
g_{\alpha\beta}(P_{x-y}; z) = g^{(2)}_{sc,\alpha\beta}(P_{x-y}; z),
\]

(B.27)

where \( g^{(2)}_{sc,\alpha\beta} \) is given by [104, 123, 234, 235]
\[
g_{sc,\alpha\beta}(P_{x-y}; z) = \frac{2 e^{i(k_d h - k_m (h+z))}}{2k_d} \left[ t_S \hat{S}_\alpha \hat{S}_\beta + t_P \hat{P}_{\alpha} \hat{P}_{\beta} \right],
\]

(B.28)
where the Fresnel coefficients are given by

\[
\begin{align*}
t_s &= \frac{2k_d}{k_d + k_m} \quad \text{and} \quad t_p = \frac{2k_d \sqrt{\varepsilon_d \varepsilon_m}}{\varepsilon_m k_d + \varepsilon_d k_m}, \quad (B.29) \\
\end{align*}
\]

and

\[
\hat{p}^m = \frac{1}{k \sqrt{\varepsilon_m}} \left( (p_z^2 + p_y^2) \hat{z} - k_m \frac{p_x \hat{x} + p_y \hat{y}}{\sqrt{p_z^2 + p_y^2}} \right). \quad (B.30)
\]

Furthermore, we note that our method can be extended to describe atoms in the presence of multiple interfaces in a straightforward manner, since the Green's function in momentum space can be written down in a closed form in the presence of arbitrarily layered planar media. In particular, the above expressions for the Green's function depend on the particular planar geometry only through the Fresnel coefficients. In order to treat a more complicated planar geometry, we simply need to substitute the relevant Fresnel coefficients into Eq. (B.18) (see Ref. [123] for more details).

In order to perform the summation in momentum space, it is also necessary to find an expression for \( G_{sc,\alpha\beta}(0) \), which can be expressed in terms of the following integral

\[
G_{sc,\alpha\beta}(0) = \int \frac{dp_x \, dp_y}{(2\pi)^2} g_{sc,\alpha\beta}(p_{x-y}; 0). \quad (B.31)
\]

After performing the angular integral in the \( p_x-p_y \) plane, only the diagonal terms survive and we are left with the components

\[
G_{sc,xx}(0) = -\frac{i}{8\pi} k \left[ T_{zz,s} - \frac{1}{\varepsilon_d} T_{zz,p} \right] \quad (B.32)
\]

and

\[
G_{sc,yy}(0) = G_{sc,xx}(0), \quad (B.33)
\]

and

\[
G_{sc,zz}(0) = -\frac{i}{4\pi} \frac{1}{\varepsilon_d} k T_{zz,p}, \quad (B.34)
\]
where the dimensionless contour integrals are given by

$$I_{xx,s} = \int_0^\infty dx \frac{x \Lambda_d - \Lambda_m}{\Lambda_d \lambda_d + \lambda_m} e^{i\lambda_d 2kd}, \quad (B.35)$$

and

$$I_{xx,p} = \int_0^\infty dx \frac{\epsilon_m \lambda_d - \epsilon_d \lambda_m}{\epsilon_m \lambda_d + \epsilon_d \lambda_m} e^{i\lambda_d 2kd}, \quad (B.36)$$

and

$$I_{zz,p} = \int_0^\infty dx \frac{x^3 \epsilon_m \lambda_d - \epsilon_d \lambda_m}{\lambda_d \epsilon_m \lambda_d + \epsilon_d \lambda_m} e^{i\lambda_d 2kd}. \quad (B.37)$$

The $x$-dependent functions $\Lambda_d$ and $\Lambda_m$ are given by

$$\Lambda_d(x) = \sqrt{\epsilon_d - x^2}, \quad (B.38)$$

and

$$\Lambda_m(x) = \sqrt{\epsilon_m - x^2}, \quad (B.39)$$

where the square root with $\text{Re}(\Lambda_d) \geq 0$, $\text{Im}(\Lambda_d) \geq 0$ and $\text{Im}(\Lambda_m) \geq 0$, $\text{Re}(\Lambda_m) \geq 0$ is taken to preserve causality. Note that these integral have previously been obtained in the context of studying qubit relaxation rates near metallic surfaces [236–238].
Appendix C

Appendices for Chapter 4

This Appendix is organized as follows. In Sections C.1 and C.2, we discuss the theory behind our calculations for the atomic lattice. In Section C.3, we discuss energy bands inside the light cone. In Section C.4, we discuss edge modes on the zig-zag boundary. In Section C.5, we discuss the influence of lattice size on the decay rate of edge modes. In Section C.6, we discuss the polarization independence of unidirectional emission. In Section C.7, we discuss atom-photon bound modes in the bulk of the lattice. Finally, in Section C.8, we discuss the effects of atomic fluctuations on the spectrum.

C.1 Dyadic Green’s function in free space

The dyadic Green’s function $G_{\alpha\beta}(\mathbf{r})$ in Eq. (4.1) is the solution of the dyadic equation [104]

$$\frac{\omega^2}{c^2} G_{\nu\beta}(\mathbf{r}) - \left( \partial_\alpha \partial_\nu - \delta_{\alpha\nu} \partial_\eta \partial_\eta \right) G_{\alpha\beta}(\mathbf{r}) = \delta_{\nu\beta} \delta(\mathbf{r}). \quad (C.1)$$

The Cartesian components of the Green’s function are given by [104, 149]

$$G_{\alpha\beta}(\mathbf{r}) = -\frac{e^{ikr}}{4\pi r} \left[ \left( 1 + \frac{i}{kr} - \frac{1}{(kr)^2} \right) \delta_{\alpha\beta} \right. \\
+ \left. \left( -1 - \frac{3i}{kr} + \frac{3}{(kr)^2} \right) x_\alpha x_\beta \right] + \frac{\delta_{\alpha\beta}\delta^{(3)}(\mathbf{r})}{3k^2}, \quad (C.2)$$
where $k = \omega/c$ and $\alpha, \beta = x, y, z$ and $r = \sqrt{x^2 + y^2 + z^2}$.

### C.2 Band structure calculation

The modes of the periodic lattice with Bloch quasi-momentum $k_B$ can be obtained by substituting Eq. (4.1) and Eq. (4.2) into $H|\psi\rangle = \hbar E_{k_B}|\psi\rangle$. After transforming to a Cartesian basis using the relation $|\sigma_\pm\rangle = \mp(|x\rangle \pm i|y\rangle)/\sqrt{2}$, finding the Bloch eigenmodes reduces to the diagonalization of the following 4 x 4 complex matrix

$$
M_{\alpha\mu,\beta\nu} = (\omega_A - i\Gamma_0/2)\delta_{\alpha\beta}\delta_{1\mu}\delta_{1\nu} + \xi_{\alpha\mu,\beta\nu} + (\omega_A - i\Gamma_0/2)\delta_{\alpha\beta}\delta_{2\mu}\delta_{2\nu} + \chi_{\alpha\mu,\beta\nu},
$$

where

$$
\xi_{\alpha\mu,\beta\nu} = -i\mu B(\delta_{\alpha x}\delta_{\beta y} - \delta_{\alpha y}\delta_{\beta x})(\delta_{1\mu}\delta_{1\nu} + \delta_{2\mu}\delta_{2\nu}),
$$

gives the Zeeman splitting of the atoms and the terms accounting for the atom-atom interactions are given by

$$
\chi_{\alpha\mu,\beta\nu} = \frac{3\pi\Gamma_0 c}{\omega_A} \left[ \sum_{R \neq 0} e^{i k_B \cdot R} G_{\alpha\beta}(R) \delta_{1\mu}\delta_{1\nu} + \sum_{R} e^{i k_B \cdot R} G_{\alpha\beta}(R + b) \delta_{1\mu}\delta_{2\nu} + \sum_{R \neq 0} e^{i k_B \cdot R} G_{\alpha\beta}(R) \delta_{2\mu}\delta_{2\nu} + \sum_{R} e^{i k_B \cdot R} G_{\alpha\beta}(R - b) \delta_{2\mu}\delta_{1\nu} \right],
$$

where $b$ is the basis vector pointing from one site to the other within the unit cell of the non-Bravais honeycomb lattice which has two sites, $\alpha, \beta = x, y$ label the polarization components and $\mu, \nu = 1, 2$ are the sublattice indices. Diagonalizing $M_{\alpha\mu,\beta\nu}$ gives four eigenvalues of the form $E_{k_B} = \omega_{k_B} - i\gamma_{k_B}$ for each $k_B$ within the Brillouin zone, where the real and imaginary parts of the eigenvalues correspond to the energies and
decay rates of the modes respectively.

To ensure rapid convergence, it is convenient to perform the summation in momentum space. We use Poisson's summation formula [109, 114, 129] to obtain

$$\sum_{\mathbf{R} \neq 0} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha \beta}(\mathbf{R}) = \sum_{\mathbf{R}} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha \beta}(\mathbf{R}) - G_{\alpha \beta}(0)$$

$$= \frac{1}{A} \sum_{\mathbf{G}} g_{\alpha \beta}(\mathbf{G} - \mathbf{k}_B; 0) - G_{\alpha \beta}(0), \quad (C.6)$$

and

$$\sum_{\mathbf{R}} e^{i\mathbf{k}_B \cdot \mathbf{R}} G_{\alpha \beta}(\mathbf{R} \pm \mathbf{b}) = \frac{1}{A} \sum_{\mathbf{G}} g_{\alpha \beta}(\mathbf{G} - \mathbf{k}_B; 0) e^{i\mathbf{b} \cdot (\mathbf{G} - \mathbf{k}_B)}, \quad (C.7)$$

where $A$ is the area of the periodic unit cell and the summation is performed over the reciprocal lattice vectors $\{\mathbf{G}\}$ in the 2D plane, which obey $\mathbf{R} \cdot \mathbf{G} = 2\pi m$ for integer $m$ and $g_{\alpha \beta}(\mathbf{q}; z)$ stands for the Weyl decomposition of the Green's function in terms of 2D plane waves at position $z$ along the $z$-axis. In the plane of the atoms ($z = 0$) it is given by [114, 151]

$$g_{\alpha \beta}(\mathbf{q}; 0) = \int \frac{dq_z}{2\pi} \frac{k^2 \delta_{\alpha \beta} - q_\alpha q_\beta}{k^2 - q^2 - q_z^2 + i\epsilon}, \quad (C.8)$$

where $\mathbf{q} = q_\alpha \hat{x} + q_\beta \hat{y}$ and $q = |\mathbf{q}|$ and we restrict ourselves to $\alpha, \beta = x, y$.

The terms on the right-hand side of (C.6) are divergent, but after regularizing both terms, their difference becomes finite. Regularization is performed by inserting a Gaussian momentum cut-off $e^{-\alpha^2 q_z^2 + q_x^2 + q_y^2}/2$ into the Fourier decomposition of each term [109, 114, 129]. Upon substitution, the regularized Weyl decomposition becomes

$$g_{\alpha \beta}^r(\mathbf{q}; 0) = \int \frac{dq_z}{2\pi} \frac{k^2 \delta_{\alpha \beta} - q_\alpha q_\beta}{k^2 - q^2 - q_z^2 + i\epsilon} e^{-\alpha^2 (q^2 + q_z^2)/2}. \quad (C.9)$$

This integral can be evaluated in a closed form [114] and the resulting components
Figure C-1: Close-up view of the lower part ($\omega_{kB} < \omega_A$) of the light cone region in Fig. 4-1. (a) When $B = 0$ the two bands touch at the $\Gamma$ point, where a quadratic degeneracy is formed. The decay rate of the upper band diverges as it approaches the edges of the light cone, whereas the lower band is continuous across the edges of the light cone. (b) When a magnetic field is switched on the degeneracy is lifted.
are given by

\[ g_{xx}(q; 0) = (k^2 - q_x^2) I(q), \]
\[ g_{yy}(q; 0) = (k^2 - q_y^2) I(q), \]
\[ g_{xy}(q; 0) = g_{yx}^*(q; 0) = -q_x q_y I(q), \tag{C.10} \]

where we have defined

\[ I(q) = \chi(q) \frac{\pi}{\Lambda(q)} [-i + \text{erfi}(a_{ho} \Lambda(q)/\sqrt{2})] \tag{C.11} \]

with

\[ \chi(q) = \frac{1}{2\pi k^2} e^{-a_{ho}^2 (q_x^2 + q_y^2 + \Lambda(q)^2)/2} \tag{C.12} \]

and

\[ \Lambda(q) = (k^2 - q_x^2 - q_y^2)^{1/2}, \tag{C.13} \]

where \( \text{Im}(\Lambda) \geq 0 \) and \( \text{Re}(\Lambda) \geq 0 \) is assumed and \( \text{erfi}(x) \) stands for the imaginary error function. The regularized Green’s function at the source takes the form [109]

\[ G_{\alpha\beta}^*(0) = \frac{k}{6\pi} \left[ \left( \frac{\text{erfi}(ka_{ho}/\sqrt{2}) - i}{e^{(ka_{ho})^2/2}} \right) - \frac{(-1/2) + (ka_{ho})^2}{(\pi/2)^{1/2}(ka_{ho})^3} \right] \delta_{\alpha\beta}. \tag{C.14} \]

It can be shown using the methods developed in [109] that

\[ \exp(k^2 a_{ho}^2/2)[1/A \sum_G g_{\alpha\beta}^*(G - k_B; 0) - G_{\alpha\beta}^*(0)] \tag{C.15} \]

approaches the value of the left-hand side of Eq. (C.6) as the limit \( a_{ho} \to 0 \) is taken [114]. Therefore, choosing a small \( a_{ho} \) such that \( a_{ho} \ll \lambda \) we obtain

\[ \sum_{R \neq 0} e^{ik_B \cdot R} G_{\alpha\beta}(R) \approx \frac{e^{k^2 a_{ho}^2/2}}{A} \sum_G g_{\alpha\beta}^*(G - k_B; 0) - G_{\alpha\beta}^*(0), \tag{C.16} \]
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where \( g_{\alpha \beta}^* \) is given by Eq. (C.10) and \( G_{\alpha \beta}^* \) is given by Eq. (C.14). The summation over \( G \) converges rapidly.

### C.3 Energy bands within the light cone

Fig. C-1 shows a close-up view of the lower part \( (\omega_{k_B} < \omega_A) \) of the light cone region of Fig. 4-1. For \( B = 0 \), the two bands are close to each other in energy and touch at the \( \Gamma \) point in a quadratic degeneracy. The quadratic degeneracy arises due to the inversion symmetry of the reciprocal lattice with respect to the \( \Gamma \) point \[162]. Switching on a magnetic field raises the degeneracy and the bands exchange one unit of Berry flux \( (\Delta C_\pm = \pm 1) \). The modes in the lower band are predominantly polarized in the longitudinal direction, whereas the modes in the upper band have transversal polarization. Therefore, the lower band couples weakly to the transversely polarized free-space modes and remains continuous as it crosses the edges of the light cone. In contrast, the upper band couples strongly to free-space modes and the decay rate of the modes diverges as the edges of the light cone are approached, effectively ‘dissolving’ the band due to broadening. In particular, for the upper band

\[
\gamma \sim 1/\sqrt{1 - (k_B/k_L)^2},
\]

where \( k_B \) is the magnitude of the in-plane Bloch vector and \( k_L = 2\pi/\lambda \) \[110\]. Physically, the divergence arises due to the fact that a free-space photon traveling exactly in-plane would interact with an infinite number of atoms and, therefore, a transversely polarized extended lattice mode with \( k_B = 2\pi/\lambda \) would decay immediately through its overlap with free-space modes of the same momentum \[11\].

### C.4 4. Edge modes on the zig-zag boundary

In addition to the bearded and armchair modes, a honeycomb lattice can also be terminated by a zig-zag boundary. Fig. C-2 shows the spectrum of the edge modes on such a boundary. Edge modes in the bottom half of the band gap have quas-
Figure C-2: Edge modes on the zig-zag boundary of a honeycomb lattice. Edge modes in the bottom half of the band gap have quasi-momenta $k_B < \omega_{\text{KB}}/c$ and are short-lived. Modes in the top half of the gap have quasi-momenta $k_B > \omega_{\text{KB}}/c$ and are long-lived. Relevant parameters are $\lambda = 790\text{nm}$, $\Gamma_0 = 2\pi \times 6\text{MHz}$, $a = 0.05\lambda$ and $\mu B = 12\Gamma_0$ and the spectrum was obtained from a lattice with 40x41 atoms with periodic boundary conditions along the first dimension. States for which the ratio of the total amplitude on the top (bottom) four atom rows to the bottom (top) four rows is greater than 15 are classified as edge states.
Figure C-3: Scaling of the decay rate of the edge modes on the bearded boundary as a function of the total number of atoms in the hexagonal-shaped atom lattice. The decay rate scales approximately as $\sim 1/\sqrt{N}$. The numerical fit to the data points $\sim 1/N^{0.57}$ is shown as a solid line. To obtain each point in the plot, a hexagonal-shaped lattice of $N$ atoms with bearded boundaries was considered with $a = \lambda/20$ and $\mu B = 12\Gamma_0$. The average decay rate was obtained by averaging the decay rates of all edge states inside the band gap. The inset shows the probability amplitudes of a bearded edge state on a lattice of $N = 120$ atoms.

For an infinite lattice, modes with quasi-momenta $k_B < \omega_{k_B}/c$ and are short-lived, whereas modes in the top half of the gap have quasi-momenta $k_B > \omega_{k_B}/c$ and are long-lived. By tuning the frequency of a laser to be resonant with the modes in the top half of the gap, we can predominantly excite the long-lived edge modes of the zig-zag edge.

### C.5 Influence of system size on decay rate of edge modes

For an infinite lattice, modes with quasi-momenta $k_B > \omega_{k_B}/c$ are decoupled from free-space modes and, therefore, do not decay. In contrast, for finite lattices even such modes have a finite lifetime. Fig. C-3 shows the decay rate of the bearded edge.
modes with $k_B > \omega_{k_B}/c$ as the total number of atoms in the lattice is varied. The interatomic spacing is assumed to be fixed at $a = \lambda/20$. The decay rate of the modes scales approximately as $\sim 1/\sqrt{N}$, where $N$ is the total number of atoms in the 2D lattice. This scaling is consistent with the observation that, since edge modes are confined to the boundaries, they explore only the 1D perimeter of the lattice, which scales with $\sim \sqrt{N}$.

Note that changing the size of the lattice has little effect on the decay rate of short-lived edge modes with quasi-momenta $k_B < \omega_{k_B}/c$. These modes couple directly to free-space modes and thus their loss via out-of-plane emission dominates, making finite-size effects negligible in comparison.

C.6 Polarization independence of unidirectional emission

In Fig. 4-4 a single atom on the lattice boundary is driven by a laser. When the transitions to the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ states are driven with equal coupling strengths $\Omega$, approximately 96% of the excitation emitted by the driven atom is coupled in the edge modes carrying energy in the forward direction. If only one of the transitions to the $|\sigma_-\rangle$ or $|\sigma_+\rangle$ states is driven, the efficiency of coupling into the unidirectional edge modes changes to approximately 90% and 97%, respectively.

Note that the fact that unidirectional emission does not depend on which transition of the atom is driven demonstrates that the unidirectionality arises from topology and not from polarization selection as, for example, in Ref. [239].

C.7 Bulk excitations within the band gap

In Chapter 4 we discussed the system dynamics when edge states are excited through an individual atom that is located near the boundary of the lattice. Here we focus on the time evolution of the system when an atom in the bulk is excited with a laser, whose frequency $\omega_L$ falls inside the band gap. The driving laser is adiabati-
Figure C.4: A sub-radiant atom-photon bound state forms when an atom in the bulk of the lattice (marked with a red diamond) is driven by a laser with its frequency inside the band gap. The decay rate of the bound state is sensitive to the polarization of the driving laser. Relevant parameters are \( N = 1260, \lambda = 790\text{nm}, \Gamma_0 = 2\pi \times 6\text{MHz}, \alpha = 0.05\lambda \) and \( \mu B = 12\Gamma_0 \). The strength of the drive is \( \Omega = 1\Gamma_0 \) and the frequency of the laser is tuned such that \( \omega_L = \omega_A + 10\Gamma_0 \). The driving laser is adiabatically switched on with a sigmoid profile \( \Omega(t) = \Omega [1 + \exp (- (t - 3\Gamma_0^{-1}) / 0.3\Gamma_0^{-1})]^{-1} \). The figure shows a snapshot at \( t = 10\Gamma_0^{-1} \).
cally switched using a sigmoid profile to avoid exciting non-resonant modes and it continuously excites the atom.

Since inside the band gap there are no extended bulk modes, the atom cannot resonantly couple to any of the extended lattice modes. Instead, the atom weakly dresses the far-detuned modes. Consequently, the atom exchanges energy only with atoms in its immediate neighborhood and a spatially confined atom-photon bound state is formed as shown in Fig. C-4. This is analogous to the atom-photon bound states that are predicted to exist in photonic crystals with band gaps [93, 240].

Here a sigmoid profile is preferred to a Gaussian one, since the higher order derivatives of the sigmoid function vary slower as the function approaches its maximum value than the corresponding derivatives of a Gaussian profile. Thus the sigmoid profile performs better than a Gaussian in not exciting far detuned extended bulk modes, making the weak, off-resonant dressing of bulk modes observable.

Since the majority of the extended bulk modes above and below the band gap are long-lived, the bound state itself is sub-radiant with a decay rate that depends on the polarization of the exciting laser. In particular, since the band gap arises from the Zeeman-splitting of the $|\sigma_+\rangle$ and $|\sigma_-\rangle$ levels, the bulk modes above and below the band gap couple more strongly to light polarized along $\hat{\sigma}_+$ and $\hat{\sigma}_-$ respectively. Since the modes close to the center of the Brillouin zone and immediately above the gap are short-lived, a laser with polarization $\hat{\sigma}_+$ excites a shorter lived bound state with $\gamma = \Gamma_0/4.7$, whereas a laser with polarization $\hat{\sigma}_-$ yields $\gamma = \Gamma_0/7.7$. For an $\hat{\sigma}$ polarized laser we obtain $\gamma = \Gamma_0/5.7$.

### C.8 Effect of fluctuating atomic positions

The Hamiltonian in Eq. (4.1) assumes that the position of the atoms is fixed at the sites of the lattice. In practice, even when the atoms are tightly trapped and are occupying their motional ground state, their position will fluctuate around the lattice sites. These quantum fluctuations are uncorrelated between different sites. To quantify how the quantum fluctuations in atomic positions affect our results,
Figure C-5: Maximum gap size $\Delta_{\text{max}}$ as the atomic positions fluctuate with amplitude $\delta a$ around the lattice sites with fixed interatomic spacing $a = 0.05\lambda$ and $\mu B = 12\Gamma_0$. When the amplitude of the fluctuations is less than 25% of the interatomic spacing $a$, the band structure is not significantly affected.

we assume a harmonic trapping potential of frequency $\omega_{ho}$, with the corresponding spatial extent of the ground state oscillations on the order of $\delta a = \sqrt{\hbar/(2m\omega_{ho})}$. We then average the dyadic Green’s function in the Hamiltonian with respect to the ground state fluctuations [109, 114]. Fig. C-5 shows how the size of the band gap between the topological bands changes as the magnitude of $\delta a$ is varied as a fraction of the interatomic spacing $a$. Larger fluctuations smear out the well-defined phase between different atoms and eventually the gap closes. However, when the extent of the fluctuations is less than 25% of the interatomic spacing, the size of the gap (and the band structure as a whole) is not significantly affected. This shows that our results are robust against moderate fluctuations in atomic positions around the lattice sites.
Appendix D

Appendices for Chapter 5

In this Appendix, we describe the analytic calculations behind obtaining the Green’s function of Eqs. (5.18)-(5.22).

Given the approximations described in Section 5.4, we can rewrite Eq. (5.13) as

\[ G_{\alpha\beta}(r_2) \approx \frac{\mathcal{A}c^2}{8\pi^2\omega_Aq^3} \left( f_{K,\alpha\beta}^{(+)} \right. + f_{K,\alpha\beta}^{(-)} \\
\left. + f_{K',\alpha\beta}^{(+)} + f_{K',\alpha\beta}^{(-)} \right), \]

where the four terms in the brackets correspond to the contributions from the upper and lower bands of the Dirac cones at the \( K \) and \( K' \) points. The integrals at the \( K \) point are given by

\[ f_{K,\alpha\beta}^{(\pm)} = \int d^2p \frac{u_{p\alpha}^{(K,\pm)}(r_1) u_{p\beta}^{(K,\pm)}(r_1)}{\omega_A - \omega_{p_{K,\pm}}} e^{ip_{K,\pm}r_1}, \]

and an analogous expression holds at the \( K' \) point. The evaluation of these integrals follows closely the methods outlined in Ref. [172].

First, we substitute Eq. (5.2) into the denominator, and after changing variables to \( k = p - p_K \), we obtain

\[ f_{K,\alpha\beta}^{(\pm)} = e^{ip_{K,\pm}r_1} \int d^2k \frac{u_{pK+k,\alpha}^{(\pm)} u_{pK+k,\beta}^{(\pm)}}{\omega_A - \omega_{\text{Dirac}} + v_s |k|} e^{ik_{K,\pm}r_1}, \]
where for notational convenience we have made the positional argument of \( u_{\mathbf{p} \mathbf{k} + \mathbf{k}, \alpha}^{(\pm)\ast}(\mathbf{r}_1) \) implicit.

We proceed by parameterizing the position vector \( \mathbf{r}_{12} \) and momentum vector \( \mathbf{k} \) as follows

\[
\mathbf{r}_{12} = r(\cos \phi, \sin \phi),
\]

\[
\mathbf{k} = k(\cos \Phi_\mathbf{K}, \sin \Phi_\mathbf{K}),
\]

where \( \phi \) is measured from the \( x \)-axis and \( \Phi_\mathbf{K} \) is given by Eq. (5.4). Using these parameterizations, we obtain

\[
\mathbf{k} \cdot \mathbf{r}_{12} = k r \cos(\phi - \Phi_\mathbf{K}),
\]

and substituting this expression into Eq. (D.3) yields

\[
I_{K,\alpha \beta}^{(\pm)} = e^{i p K \cdot r_{12}} \int d^2 k \frac{u^{(\pm)\ast}_{\mathbf{p} \mathbf{k} + \mathbf{k}, \alpha} u^{(\pm)}_{\mathbf{p} \mathbf{k} + \mathbf{k}, \beta} e^{i k r \cos(\phi - \Phi_\mathbf{K})}}{\omega_A - \omega_{\text{Dirac}} + v_s |\mathbf{k}|}.
\]

First, we evaluate this expression for the top band when \( \alpha \beta = xx \). Substituting Eq. (5.3) and Eq. (5.14) into Eq. (D.7), we obtain

\[
I_{K,xx}^{(\pm)} = a^3 |E_0|^2 e^{i p K \cdot r_{12}} \int_0^{k_c} k dk \frac{\Lambda(\phi, kr)}{-\delta_A - v_s k},
\]

where we take the limit of the integral to be \( k_c = |\mathbf{p}_\mathbf{K}| \) for simplicity. We have also used the notation \( \delta_A = \omega_{\text{Dirac}} - \omega_A \) and \( |\mathbf{k}| = k \), and defined the expression

\[
\Lambda(\phi, kr) = \int_0^{2\pi} d\Phi_\mathbf{K} \sin^2 \left( \frac{\Phi_\mathbf{K}}{2} - \frac{\pi}{4} \right) e^{i k r \cos(\phi - \Phi_\mathbf{K})},
\]

which, after changing variables to \( \phi - \Phi_\mathbf{K} = \theta \), evaluates to

\[
\Lambda(\phi, kr) = \pi J_0(kr) - i\pi \sin \phi J_1(kr).
\]
Next, we substitute this expression into Eq. (D.8) and change variables to \( q = v_s k / \delta_A \).
We also extend the limit of integration with respect to \( q \) to infinity based on the observation that \( v_s k_c / \delta_A \gg 1 \) when \( \delta_A \) is small. Performing the resulting integral yields

\[
I^{(+)}_{K,xx} = -\frac{a^3 |E_0|^2 \delta_A \pi}{2v_s^2} e^{i \Phi_K r_{12}} \left( \frac{2}{r/\xi} + \pi Y_0(r/\xi) - \pi H_0(r/\xi) + i \pi \sin \phi [Y_1(r/\xi) + H_{-1}(r/\xi)] \right),
\]

where \( Y_m(r) \) and \( H_m(r) \) are Bessel and Struve functions of order \( m \), respectively, and we have defined \( \xi = v_s / \delta_A \), which sets the length scale of the interaction mediated by the Green's function.

For the bottom band, we need to evaluate the integral

\[
I^{(-)}_{K,xx} = a^3 |E_0|^2 e^{i \Phi_K r_{12}} \int_{0}^{k_f} k dk \frac{\Lambda' (\phi, kr)}{-\delta_A + v_s k},
\]

where

\[
\Lambda' (\phi, kr) = \int_0^{2\pi} d\Phi_K \sin^2 \left( \frac{\Phi_K}{2} + \frac{\pi}{4} \right) e^{ikr \cos (\phi - \Phi_K)},
\]

\[
= \pi J_0(kr) + i \pi \sin \phi J_1(kr).
\]

This integral is singular, since the denominator can be zero. To make the integral well-defined, we introduce a small imaginary component \( +i\varepsilon \), where \( \varepsilon > 0 \), into the denominator to move the pole off the real axis. This corresponds to only considering the outgoing waves that arise from the point source, making the Green's function causal [151]. Then, after changing variables and extending the limit of integration as for the top band, we use the following identity

\[
\frac{1}{x \pm i\varepsilon} = P \left[ \frac{1}{x} \right] \mp i\pi \delta(x),
\]
to obtain

\[
I_{K,xx}^{(-)} = -\frac{a^3|E_0|^2\delta_A\pi}{2\nu_s^2}e^{ip_K \cdot r_{12}}\left( -\frac{2}{r/\xi} + \pi Y_0(r/\xi) + \pi H_0(r/\xi) + i\pi \sin \phi [Y_1(r/\xi) - H_{-1}(r/\xi)] ,
+ 2i[\pi J_0(r/\xi) + i\pi \sin \phi J_1(r/\xi)] \right). \quad (D.15)
\]

Finally, adding up the contributions from the top and bottom bands, we obtain

\[
I_{K,xx}^{(+)} + I_{K,xx}^{(-)} = \frac{a^3|E_0|^2\delta_A\pi^2}{\nu_s^2}e^{ip_K \cdot r_{12}}\left( -iH_0^{(2)}(r/\xi) + \sin \phi H_1^{(2)}(r/\xi) \right), \quad (D.16)
\]

where we have used the definition for the Henkel function of the second kind of order \( m \) in terms of Bessel functions (Eq. (5.27)).

The integrals near the \( K' \) point can be evaluated using analogous calculations. The only difference is that we need to use \( p_{K'} \) instead of \( p_K \) and the electric field modes are different. The results are identical to those in Eq. (D.16) with the replacements \( p_K \leftrightarrow p_{K'} \) and \( \sin \phi \leftrightarrow -\sin \phi \) yielding

\[
I_{K',xx}^{(+)} + I_{K',xx}^{(-)} = \frac{a^3|E_0|^2\delta_A\pi^2}{\nu_s^2}e^{ip_{K'} \cdot r_{12}}\left( -iH_0^{(2)}(r/\xi) - \sin \phi H_1^{(2)}(r/\xi) \right). \quad (D.17)
\]

Substituting all four terms into Eq. (5.13), we obtain

\[
G_{xx}(r, \phi) = \sin \phi P^-(r)H_1^{(2)}(r/\xi) - iP^+(r)H_0^{(2)}(r/\xi), \quad (D.18)
\]
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where

\[
P^\pm (r) = \frac{A_c^2 |E_0|^2 \delta_{\alpha \beta}}{8 \omega_A v_s^2} (e^{i\mathbf{P} \cdot \mathbf{r}} \pm e^{i\mathbf{P}' \cdot \mathbf{r}}).
\]  

(D.19)

The Green's function for the cases when \( \alpha \beta = yy \), \( \alpha \beta = xy \) and \( \alpha \beta = yx \) can be calculated analogously. In particular, the final result for \( G_{yy} \) can be obtained by making the substitution \( \sin \phi \rightarrow -\sin \phi \) in Eq. (D.18) to get

\[
G_{yy}(r, \phi) = -\sin \phi P^-(r) H_1^{(2)}(r/\xi) - iP^+(r) H_0^{(2)}(r/\xi).
\]  

(D.20)

The expression for \( G_{xy} \) is given by

\[
G_{xy}(r, \phi) = \cos \phi P^-(r) H_1^{(2)}(r/\xi),
\]  

(D.21)

and we note that

\[
G_{yz}(r, \phi) = G_{xy}(r, \phi).
\]  

(D.22)

These results are summarized in Eqs. (5.18)-(5.22).
Appendix E

Appendices for Chapter 6

This Appendix is organized as follows. In Section E.1, we discuss the calculations for obtaining the atomic band structure. In Section E.2, we discuss the validity of our model and the limits on the maximum achievable gap size in our system. In Section E.3, we describe the calculations behind obtaining the edge states in our system. Finally, in Section E.4, we analyze the edge states in the presence of free space decay.

E.1 Calculation of the atomic band structure

In this section, we calculate the Bloch modes of the hybrid emitter-photonic crystal system. For simplicity, we focus on the atomic interactions mediated by the photonic crystal modes and neglect coupling to free-space photons. This is motivated by previous studies of a triangular lattice of emitters in free space [114]. The cooperative effects mediated by free-space photons reported in Ref. [114] are, in general, an order magnitude smaller than those mediated by the photonic crystal modes described here.

E.1.1 Analytic calculations

The Bloch eigenmodes of our system with quasi-momentum $k$ can be obtained by substituting Eqs. (6.1) and (6.4) into $H|\psi_k\rangle = \hbar \omega_k |\psi_k\rangle$. After transforming to a
Cartesian basis using the relation $|\sigma_\pm\rangle = \mp(|x\rangle \pm i|y\rangle)/\sqrt{2}$, the Bloch modes are obtained by diagonalizing the following 2x2 matrix

$$M_{\alpha\beta}(k) = \left( \tilde{\omega}_A - i \frac{\Gamma_{PC}}{2} \right) \delta_{\alpha\beta} + \xi_{\alpha\beta} + \frac{3\pi \gamma c}{\omega_A n_d} \sum_{R \neq 0} e^{ik_R} G_{\alpha\beta}(\mathbf{R}),$$

(E.1)

where $\alpha,\beta = x, y$ label the polarization components and $\tilde{\omega}_A$ denotes the ‘dressed’ atomic transition frequency in the photonic crystal. The summation is implied over the set of triangular lattice vectors $\{\mathbf{R} = n_1 \mathbf{R}_1 + n_2 \mathbf{R}_2\}$, where $n_1, n_2 = 0, \pm 1, \pm 2, \ldots$

and

$$\mathbf{R}_1 = a \left( \frac{\sqrt{3}}{2}, \frac{1}{2} \right) \quad \text{and} \quad \mathbf{R}_2 = a \left( \frac{\sqrt{3}}{2}, -\frac{1}{2} \right).$$

(E.2)

The Zeeman splitting of the atomic levels is given by

$$\xi_{\alpha,\beta} = -i \mu B (\delta_{\alpha x} \delta_{\beta y} - \delta_{\alpha y} \delta_{\beta x}).$$

(E.3)

To simplify Eq. (E.1), we write the atomic transition frequency as

$$\tilde{\omega}_A = \omega_A + \delta\omega_{PC},$$

(E.4)

where $\omega_A$ is the ‘bare’ atomic transition in bulk diamond and $\delta\omega_{PC}$ is the energy shift of the individual atoms due to the presence of the photonic crystal environment. We make use of the fact that

$$\frac{3\pi \gamma \hbar c}{\omega_A n_d} G_{\alpha\beta}(\mathbf{0}) = \delta\omega_{PC} - i \frac{\Gamma_{PC}}{2}$$

(E.5)

to rewrite Eq. (E.1) as

$$M_{\alpha\beta}(k) = \omega_A \delta_{\alpha\beta} + \xi_{\alpha\beta} + \frac{3\pi \gamma c}{\omega_A n_d} \sum_{\mathbf{R}} e^{ik_R} G_{\alpha\beta}(\mathbf{R}).$$

(E.6)
Generally, it is difficult to find an exact expression for the Green's function in real space, even numerically. Therefore, it is convenient to transform the summation over real-space lattice vectors \( \{ R \} \) to a summation over momentum-space reciprocal lattice vectors \( \{ G = n_1 G_1 + n_2 G_2 \} \), where

\[
G_1 = \frac{2\pi}{a} \left( \frac{1}{\sqrt{3}}, 1 \right) \quad \text{and} \quad \frac{2\pi}{a} \left( \frac{1}{\sqrt{3}}, -1 \right). \tag{E.7}
\]

The momentum-space summation can be performed over the Fourier-transform of the Green's function in momentum space.

In particular, we substitute into Eq. (E.6) the following expression

\[
G_{\alpha\beta}(r) = \int_{BZ} \frac{d^2p}{(2\pi)^2} g_{\alpha\beta}(p)e^{ip\cdot r}, \tag{E.8}
\]

where the integral is performed over the irreducible Brillouin zone of the photonic crystal and \( g_{\alpha\beta}(p) \) stands for the Green's function in momentum space. Next, we make use of the following form of Poisson's identity

\[
\sum_{R} e^{i(k+p)\cdot R} = \frac{1}{A} \sum_{G} (2\pi)^2 \delta^{(2)}(p + k - G), \tag{E.9}
\]

to transform the summation to momentum space, where \( A \) is the area of the hexagonal unit cell in real space. We perform the integral to obtain

\[
\frac{1}{A} \sum_{G} \int_{BZ} d^2p \ g_{\alpha\beta}(p)\delta^{(2)}(p - (G - k)) = \frac{1}{A} g_{\alpha\beta}(-k) = \frac{1}{A} g_{\alpha\beta}(k), \tag{E.10}
\]

where the first equality follows from the fact that only the Dirac delta with \( G = 0 \) contributes to the integral (since the integral is restricted to the irreducible Brillouin zone), and the second equality follows from time-reversal symmetry of the photonic...
crystal spectrum [14]. Using this expression, we can rewrite Eq. (E.6) as

$$M_{\alpha \beta}(k) = \omega_A \delta_{\alpha \beta} + \xi_{\alpha \beta} + \frac{3\pi \gamma_c}{\omega_A n_d \mathcal{A}} g_{\alpha \beta}(k). \quad (E.11)$$

Finally, we express the momentum-space Green’s function in terms of its eigenvalue expansion [196] as

$$g_{\alpha \beta}(k) = \mathcal{A} \sum_n \frac{E_{k,\alpha}^{(n)*}(r_A) E_{k,\beta}^{(n)}(r_A)}{\omega_A^2 - (\omega_k^{(n)})^2}, \quad (E.12)$$

where $E_{k,\alpha}^{(n)}(r)$ denotes the $\alpha$ component ($\alpha = x, y$) of the electric field of the photonic crystal mode in the $n^{th}$ band at quasi-momentum $k$, while $\omega_k^{(n)}$ is the corresponding frequency of the mode.

Even though $E_{k,\alpha}^{(n)}(r)$ gives the electric field distribution inside the entire real-space unit cell, we only sample the field at the position of the emitter ($r = r_A$), which we choose to be at the geometric center of the hexagonal cell and $z = 0$ to ensure that the emitter only couples to TE-like modes [41].

Due to the underlying periodicity of the photonic crystal lattice, the electric field mode can be expressed in a canonical Bloch form as

$$E_{k,\alpha}^{(n)}(r) = \frac{u_{k,\alpha}^{(n)}(r)}{\sqrt{a^3}} e^{i k \cdot r}, \quad (E.13)$$

where $a = |R|$ is the periodicity of the lattice and $u_{k}^{(n)}(r + R) = u_{k}^{(n)}(r)$ is a dimensionless periodic vector function that is normalized to ensure that

$$\int_V d^3r \, \varepsilon(r) E_{k,\alpha}^{(n)*}(r) \cdot E_{k',\alpha}^{(n)}(r) = \delta_{kk'}, \quad (E.14)$$

where $\varepsilon(r + R) = \varepsilon(r)$ is the periodic dielectric permittivity function describing the photonic crystal in real space and the integral is performed over the quantization volume [97, 196].
E.1.2 Numerical calculations using MPB

We use the open-source MIT Photonic Bands 1.4.2 (MPB) numerical software package [194] to directly obtain the expressions for $\omega_k^{(n)}$ and the normalized $u_{k,o}^{(n)}(r_A)$. MPB is an iterative eigensolver that uses a planewave basis to iteratively improve approximations to the eigenstates and eigenvalues of Maxwell’s equations. MPB approximates the solution using a planewave cutoff, which corresponds to the spatial discretization of the unit cell. In our simulations, we take a supercell of height $4a$ and run the calculations with a supercell discretization resolution of $256 \times 256 \times 64$.

In particular, we perform the numerical calculations by defining a rhombic 2D supercell that contains a $3 \times 3$ triangular array of holes with hole spacing $d = a/3$. We remove the central hole and push the surrounding 6 holes radially outward (Fig. E-1), such that the center of these 6 holes is a distance $1.2d$ away from the center. The radii of these 6 holes is increased to $r_1 = 0.35d$. We leave the other two holes in place, which have a radius of $r_s = 0.25d$. The slab is composed of three different layers. In the middle, we define a diamond ($\varepsilon_d = 5.76$) layer of thickness $0.5a$, which is sandwiched between two GaP ($\varepsilon_{GaP} = 10.625$) layers of thickness $0.315a$. In the resulting band structure, the tip of the Dirac cone is at $\omega a/(2\pi c) = 0.32545$. The eigenenergies $\omega_k^{(n)}$ and the corresponding field intensities $|u_{k,o}^{(n)}(r_A)|^2$ of the TE-like modes at the location of the emitters ($r_A = 0$) are plotted in Fig. 6-2(a). After substituting $\omega_k^{(n)}$ and $u_{k,o}^{(n)}(r_A)$ into Eq. (E.13) and Eq. (E.11), we diagonalize the $2 \times 2$ matrix in Eq. (E.12) and we obtain two eigenvalues $\omega_k^{(m)}$ ($m = 1, 2$) for each $k$. The results are plotted in Fig. 6-2(b) for a non-zero magnetic field.

E.1.3 All-diamond photonic crystal slab

Note that it is also possible to use an all-diamond photonic crystal with SiVs, which would significantly simply the fabrication process. An all-diamond structure with the cavity-like arrangement of air holes shown in Fig. E-1 would also have a stand-alone Dirac cone and give rise to dipolar interactions with winding phases (Chapter 5).

\footnote{S. G. Johnson, Official MPB Documentation (online), https://mpb.readthedocs.io/en/latest/Scheme_User_Interface/#field-normalization}
However, given that diamond has a lower refractive index than GaP, tuning the photonic Dirac cone resonant with the SiVs would require a photonic structure with significantly larger lattice spacing $a$ than for the hybrid structure. This reduces the size of the irreducible Brillouin zone in $k$-space to the extent that the entire Brillouin zone falls within the light cone region ($k < 2\pi/\lambda$). This, in turn, implies that all of the edge states of the system could couple to free-space photons (see Section E.4 for more details).

![Figure E-1: Constructing the unit cell for the photonic crystal. We take a rhombic supercell with a $3 \times 3$ triangular array of holes with spacing $d$ and radius $0.25d$. The central hole is removed and the surrounding 6 holes are pushed radially outward to a distance of $1.2d$, while also increasing their radii to $0.35d$. The spacing between units cells is $a = 3d$.](image)

**E.2 Model validity and maximum gap size**

In Fig. 6-3(b) we found that the size of the gap is inversely proportional to $\delta_A$, the detuning of the atomic frequency from the tip of the photonic Dirac cone. Eventually, as $\delta_A$ is decreased, our theory breaks down, limiting the maximum achievable gap size. In this section we discuss for what parameters this breakdown occurs.

The non-Hermitian Hamiltonian in Eq. (6.1) describes the evolution of the system in the absence of quantum jumps and is obtained from the canonical master equation for open quantum systems [114]. Since the derivation of the master equation assumes the validity of the Born-Markov approximation [38], our results are guaranteed to be valid only as long as these approximations hold. However, the Born-Markov approx-
imulation is known to break down as the atomic emitters are tuned close to the Dirac vertex [193].

Figure E-2: (a) Spectrum for a hexagonal array of $N = 1519$ emitters with $\delta_A = 18.73\text{THz}$, $\Delta = \gamma$, $\mu B = 0.5\gamma$ and $a = \lambda/3$. Eigenstates are sorted in ascending order. The edge states form a dense set in the bottom half of the gap, leading to the dispersive time-evolution of the edge states shown in Fig. 6-5(a). (b) Spectrum for a hexagonal array of $N = 1519$ emitters with $\delta_A = 3.78\text{THz}$, $\Delta = 5\gamma$, $\mu B = 2.5\gamma$ and $a = \lambda/3$. The edge states are sparse in the bottom half of the gap due to the reduced density of states for the resonant photonic slab modes. Excitation of the edge states leads to the characteristic few-mode dynamics depicted in Fig. E-3. For both (a) and (b), the emitters are assumed to be embedded in the same photonic crystal as in Fig. 6-1, with $v_s = 0.25c$ and $|E_0|^2 = 0.1855/a^3$.

The Born approximation assumes that the state of the environment (i.e. the collection of photonic crystal modes) is not significantly affected by its interaction with the emitters. This assumption is guaranteed to hold as long as the photonic crystal is much larger than the emitter array.

The Markov approximation assumes that the correlation time $\tau_c$ between the
environment and the emitters is much smaller than the typical time scale for the evolution of the system \( \tau_A \), (i.e. \( \tau_c \ll \tau_A \)). Here, the correlation time \( \tau_c \) of the environment corresponds to the time it takes for a photon to leave the emitter array, since for \( t < \tau_c \) the photon can still be reabsorbed by another emitter. Denoting the characteristic size of the emitter array with \( L \), we find that \( \tau_c \sim L/v_g \), where \( v_g \) is the group velocity of the guided modes of the photonic crystal slab.

Our focus here is the excitation and time evolution of edge states, for which the relevant time scale is \( \tau_s \sim \Delta^{-1} \), where \( \Delta \) is the energy gap (recall that the group velocity of the edge states is proportional to \( \Delta \)). Thus the Markov approximation requires that

\[
\Delta \ll v_g/L.
\]  
(E.15)

Note that the system size \( L \) and the gap size \( \Delta \) cannot be varied independently. The gap size scales as \( \Delta \sim 1/\delta_A \), and as \( \delta_A \) is reduced, the density of photonic states (DOS) through which the emitters interact decreases as \( \text{DOS} \sim \delta_A \sim 1/\Delta \). To illustrate how the DOS of the photonic slab modes influences the edges states of our system, in Fig. E-2(a) and (b) we plot the spectrum for \( N = 1519 \) emitters for \( \Delta = \gamma (\delta_A = 18.73\text{THz}) \) and \( \Delta = 5\gamma (\delta_A = 3.78\text{THz}) \), respectively. All eigenstates are ordered in ascending order. The energy gap is indicated in both spectra with a double arrow. All eigenstates inside the gap are edge modes. The parameters in Fig. E-2(a) correspond to those used for the time-domain simulation in Fig. 6-5. Note that the edge states are densely packed in the lower half of the gap. This leads to dispersive edge state propagation on the system boundaries (see Fig. 6-5 for reference). In contrast, Fig. E-2(b) shows the spectrum when \( \delta_A \) is reduced by a factor a 5, leading to a 5 times larger band gap, but also to 5 times fewer edge states in the gap. Fig. E-3 shows a snapshot from the time-dynamics when these edge states are excited. Given that only a few modes are excited, no dispersive propagation is observed. Instead, patches of delocalized excitations are formed that appear and disappear as the system evolves in time. This interference effect is the expected behavior for the time evolution...
of a limited set of modes that have similar energies.

Figure E-3: (a) Time-evolved state \(t = 306\gamma^{-1}\) of a hexagonal-shaped triangular lattice of emitters \(N = 1519\), showing the non-dispersive edge state dynamics when the density of photonic states mediating emitter interactions is small. A single emitter at the edge (black star) is addressed by a laser of strength \(\Omega\) and frequency \(\omega_L\). Relevant parameters are \(\delta_A/2\pi = 3.78\text{THz}\), \(v_s = 0.25c\), \(|E_0|^2 = 0.1855/a^3\), \(\Delta = 5\gamma\), \(\mu B = 2.5\gamma\), \(\Omega = 0.0295\gamma\) and \(\omega_L = \omega_A - 1.85\gamma\). The laser drive is switched on adiabatically with the profile \(\Omega(t) = \Omega \exp(-[t - t_0]^2/[2\Sigma^2])\), where \(t_0 = 127.5\gamma^{-1}\) and \(\Sigma = 23.3\gamma^{-1}\).

In order to keep the number of edge states inside the gap constant while \(\Delta\) is increased, the number of emitters has to be increased as \(N \sim \Delta\). In general, the required number of emitters for dispersive edge state propagation scales approximately as \(N \approx \Lambda n\), where we introduced \(n\) to parameterize the size of the gap as \(\Delta = n\gamma\) and \(\Lambda \approx 1600\) is a phenomenological constant that we deduce from Fig. E-2(a), where \(N \approx 1600\Delta/\gamma\). Since the size of the emitter array scales as \(L \sim \sqrt{Na}\), we can rewrite
Eq. (E.15) as

\[ n \gamma \ll v_s/(\sqrt{\Lambda} a), \]  \hspace{1cm} (E.16)

which, after rearrangement, yields

\[ n \ll \left( \frac{v_s}{a \gamma \sqrt{\Lambda}} \right)^{2/3}. \]  \hspace{1cm} (E.17)

Substituting \( v_s = 0.25c, \gamma/2\pi = 300\text{THz}, a = \lambda/3, \lambda = 738\text{nm} \) and \( \Lambda \approx 1600 \), we find that in our system the Markov approximation holds as long as the gap size satisfies

\[ \Delta \ll 250\gamma. \]  \hspace{1cm} (E.18)

**E.3 Calculation of edge states**

In this section we describe how to numerically calculate the edge states of the system and analyze them in detail.

We consider stripes of atoms that are infinite along one direction and finite in the other as shown schematically in Fig. E-4. The periodic unit cells of the stripes are identified with black rectangles. The unit cells for both orientations are also shown with \( m = 17 \) atoms. The set of unit cells form a periodic 1D lattice. For the stripe along the x axis the 1D lattice vector is \( \mathbf{R}_x = a\mathbf{x} \), whereas for the the y axis it is \( \mathbf{R}_y = \sqrt{3}a\mathbf{y} \). Here, we describe the calculation of the edge states for the stripe oriented along the y axis. The calculation for the other stripe orientation proceeds analogously.

For the stripe oriented along the y axis, the Bloch ansatz takes the following form

\[ |\psi_{ky}\rangle = \sum_{l=0,\pm 1,\ldots} \sum_{b=1}^m e^{ik_y l R_y} \left( c_{+,l}^b |\sigma^b_{+,l}\rangle + c_{-,l}^b |\sigma^b_{-,l}\rangle \right), \]  \hspace{1cm} (E.19)

where the summation over \( l \) is implied over all unit cells, which are placed \( |\mathbf{R}_y| = R_y = \sqrt{3}a \) apart along the y axis, \( k_y \) is the Bloch quasi-momentum and \( b \) labels each of the
Figure E-4: Unit cells for stripes of emitters with two different orientations relative to the triangular lattice. The set of unit cells form 1D lattices with lattice spacing $R_x = a$ along the $x$ axis and $R_y = \sqrt{3}a$ along the $y$ axis.

$m$ emitters inside the unit cell. Acting on Eq. (E.19) with the Hamiltonian (Eq. 6.1), neglecting the term responsible for coupling to free-space photons and making use of Eq. (E.5), we find that the eigenvalues of the stripe can be obtained by diagonalizing the following $(2 \times m) \times (2 \times m)$ Hamiltonian

$$M_{\alpha\mu,\beta\nu}(k_y) = \sum_{b=1}^{m} \omega_A \delta_{\alpha\beta} \delta_{\mu\nu}$$

$$+ \frac{3\pi \gamma c}{\omega_A n_d} \sum_{b=1}^{m} \sum_{b'=1}^{m} \Lambda_{ab,\beta\nu}(k_y) \delta_{\mu\nu},$$

where we have defined

$$\Lambda_{ab,\beta\nu}(k_y) = \sum_l e^{ik_y R_{b\nu}} G_{\alpha\beta}(l R_{b\nu} + r_b - r_{b'}).$$

where $r_b = x_b \vec{x} + y_b \vec{y}$ and $r_{b'} = x_{b'} \vec{x} + y_{b'} \vec{y}$ denote emitter coordinates within a single cell.

Similar to the 2D band structure calculation (see Section E.1), it is convenient to transform the real-space summation that runs over $l$ to a summation in momentum space. In order to perform this transformation over the lattice sites along the $y$-axis, we need to find an expression for the Green's function that depends on $p_y$ and $x$. 
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Thus, we need to Fourier transform the Green’s function along the $y$-axis only. We express the Green’s function as

$$G_{\alpha\beta}(x, y) = \int \frac{dp_y}{2\pi} g_{\alpha\beta}(p_y; x) e^{ip_y y}, \quad (E.22)$$

where

$$g_{\alpha\beta}(p_y; x) = \int \frac{dp_x}{2\pi} g_{\alpha\beta}(p_x, p_y) e^{ip_x x}. \quad (E.23)$$

In addition, we also make use of Poisson’s summation formula in the following form

$$\sum_l e^{ip_y R_{yl}} = \frac{1}{R_y} \sum_{G_y} 2\pi \delta(p_y - G_y), \quad (E.24)$$

where $\{G_y\}$ is the set of reciprocal lattice vectors along the $k_y$ axis. Using these expressions, we obtain

$$\Lambda_{\alpha\beta, \theta} = \frac{1}{R_y} \sum_{G_y} g_{\alpha\beta}(G_y - k_y; x - x') e^{i(k_y - k_y)(y_b - y_b')}$$

$$= \frac{1}{R_y} g_{\alpha\beta}(k_y; x - x') e^{-ik_y(y_b - y_b')}, \quad (E.25)$$

where the second equality follows from the fact that only the irreducible Brillouin zone, where $G_y = 0$, contributes to the summation and from the observation that $g(-k_y; x) = g(k_y; x)$ due to the time-reversal symmetry of the photonic crystal spectrum.

To proceed, we need to numerically evaluate Eq. (E.23). Substituting Eq. (E.12) into Eq. (E.23), we obtain

$$g_{\alpha\beta}(p_y; x) = A c^2 \int \frac{dp_x}{2\pi} \sum_n \frac{E_{p,\alpha}^{(n)}(r_A) E_{p,\beta}^{(n)}(r_A)}{\omega^2_A - (\omega_p^{(n)})^2} e^{ip_x x},$$

where $p = (p_x, p_y)$ and the summation runs over all bands. The sum is dominated...
by the two bands that constitute the Dirac cone (which we label (+) and (−)), and there are two inequivalent Dirac cones at the \( \mathbf{K} \) and \( \mathbf{K}' \) points. Therefore, to a good approximation, we can rewrite the above expression as

\[
g_{\alpha\beta}(p_y; x) = g_{\alpha\beta}^{(K, +)}(p_y; x) + g_{\alpha\beta}^{(K, -)}(p_y; x) + g_{\alpha\beta}^{(K', +)}(p_y; x) + g_{\alpha\beta}^{(K', -)}(p_y; x),
\]

where we have defined

\[
g_{\alpha\beta}^{(K, \pm)}(p_y; x) = A_c^2 \int \frac{dp_x}{2\pi} \frac{E_{p, \alpha}^{(K, \pm)}(r_A) E_{p, \beta}^{(K, \pm)}(r_A)}{\omega_A^2 - (\omega_p^{(K, \pm)})^2} e^{ip_x x},
\]

and

\[
g_{\alpha\beta}^{(K', \pm)}(p_y; x) = A_c^2 \int \frac{dp_x}{2\pi} \frac{E_{p, \alpha}^{(K', \pm)}(r_A) E_{p, \beta}^{(K', \pm)}(r_A)}{\omega_A^2 - (\omega_p^{(K', \pm)})^2} e^{ip_x x}.
\]

To proceed, we need to utilize the analytic approximations developed in Chapter 5 for the band dispersion and electric field near the \( \mathbf{K} \) and \( \mathbf{K}' \) points. The band dispersion near the \( \mathbf{K} \) point is well approximated by

\[
\omega_p^{(K, \pm)} = \omega_p^{\text{Dirac}} \pm v_s \sqrt{(p_x - p_{K,x})^2 + (p_y - p_{K,y})^2},
\]

where \( p_{\mathbf{K}} = (p_{\mathbf{K},x}, p_{\mathbf{K},y}) \) is the quasi-momentum associated with the \( \mathbf{K} \) point inside the irreducible Brillouin zone. Similarly, near the \( \mathbf{K}' \) point we have

\[
\omega_p^{(K', \pm)} = \omega_p^{\text{Dirac}} \pm v_s \sqrt{(p_x - p_{K',x})^2 + (p_y - p_{K',y})^2},
\]

where \( p_{\mathbf{K}'} = (p_{\mathbf{K}',x}, p_{\mathbf{K}',y}) \). The electric field of the guided modes near the \( \mathbf{K} \) point is well-approximated by

\[
E_{p}^{(K, \pm)}(r_A) = E_0 \left[ \sin \left( \frac{\Phi_{\mathbf{K}}}{2} \pm \frac{\pi}{4} \right) \hat{x} \pm \sin \left( \frac{\Phi_{\mathbf{K}}}{2} \pm \frac{\pi}{4} \right) \hat{y} \right],
\]
where
\[ \Phi_{K}(p_{x}, p_{y}) = \arctan \left( \frac{p_{y} - p_{K,y}}{p_{x} - p_{K,x}} \right), \]

whereas the electric field of the modes near the K' point is given by
\[ E_{p}^{(K', \pm)}(r_{A}) = E_{0} \left[ \sin \left( \frac{\Phi_{K'}}{2} \pm \frac{\pi}{4} \right) \hat{x} \mp \sin \left( \frac{\Phi_{K'}}{2} \mp \frac{\pi}{4} \right) \hat{y} \right], \]

where
\[ \Phi_{K'}(p_{x}, p_{y}) = \arctan \left( \frac{p_{y} - p_{K',y}}{p_{x} - p_{K',x}} \right). \]

The numerical evaluation of \( g_{\alpha\beta}^{(K', \pm)} \) and \( g_{\alpha\beta}^{(K, \pm)} \) is somewhat subtle, as the integrands contain poles, branch cuts and branch points. Thus, special care has to be taken to define the appropriate integration contour. Here we describe how to evaluate \( g_{\alpha\beta}^{(K, \pm)} \) (i.e. the contributions from the K point). Evaluating \( g_{\alpha\beta}^{(K', \pm)} \) proceeds analogously.

First, note that the integral \( g_{\alpha\beta}^{(K, -)}(p_{y}; x) \) has a pole when \( \omega_{A} = \omega_{p}^{(K, -)} \), i.e. when the atomic frequency is resonant with the photonic modes of the lower half of the Dirac cone. While these resonant states occupy a circle in the \( p_{x} - p_{y} \) space, since we are integrating along the \( p_{x} \) axis, there are at most two such singular points along the integration path. These two points are located at
\[ p_{x}^{\pm} = p_{K,x} \pm \sqrt{\frac{1}{v_{s}^{2}} \left( \omega_{\text{Dirac}} - \omega_{A} \right)^{2} - (p_{K,y} - p_{y})^{2}}, \]

whenever the expression under the square root sign is positive (otherwise there are no poles). These poles in the integrand can be avoided by using an ‘\( \epsilon \)-prescription’. In particular, we introduce a small imaginary term \( +i\epsilon \) with \( \epsilon > 0 \) into the denominator of the integrand to obtain
\[ g_{\alpha\beta}^{(K, -)}(p_{y}; x) = A \epsilon^{2} \int \frac{dp_{x}}{2\pi} \frac{E_{p}^{(K, \pm)}(r_{A}) E_{p}^{(K', \pm)}(r_{A})}{\omega_{A}^{2} - \left( \omega_{p}^{(K, \pm)} \right)^{2} + i\epsilon} e^{ip_{x}x}. \]
Figure E-5: (a) Integration inside the 2D Brillouin zone to obtain edge states along the \( k_x \) axis. Black dots mark the \( \Gamma \) and \( K' \) points, whereas orange circles indicate the set of modes in the photonic Dirac cone that are resonant with the emitters. The eigenmodes can be obtained for any Bloch vector \( k_x \in [-\pi/a, \pi/a] \), by integrating the interval between \(-2\pi/(\sqrt{3}a) \leq p_y \leq 2\pi/(\sqrt{3}a)\). Blue dotted line shows an example of such an integration path. (b) Integration inside the 2D Brillouin zone to obtain edge states along the \( k_y \) axis. The eigenmodes can be obtained for any Bloch vector \( k_y \in [-\pi/(\sqrt{3}a), \pi/(\sqrt{3}a)] \), by integrating the interval between \(-2\pi/a \leq p_y \leq 2\pi/a\). (c) Integration contour near the \( \Gamma \) point for the blue dotted line shown in (b). Poles are indicated by black crosses, the branch cuts and branch points the arise from the square root function are shown in red and blue.

This prescription makes the integral well-defined and corresponds to the *causal* Green's function, which represents the outgoing radiation from a point source [151]. The relevant integration path (that is equivalent to the \( \epsilon \)-prescription via a contour defor-
mation) is indicated in Fig. E-5(c). Note that for \( g^{(K^+,+)}_{\alpha\beta}(p_y; x) \) the integrand has no poles. However, we may use the same \( \epsilon \)-prescription prescription for simplicity.

Furthermore, it is also necessary to choose the appropriate branch when taking the square root \( \sqrt{(p_x - p_{K,x})^2 + (p_y - p_{K,y})^2} \) to find \( \omega_p^{(K,\pm)} \). The square root function (with a quadratic function as its argument) introduces two branch cuts that emanate from two branch points at \( \pm i(p_y - p_{K,y}) \), as shown in see Fig. E-5(c). Causality of the Green's function requires that we follow the \( \epsilon \)-prescription path on the first Riemann sheet \([151]\). Doing so corresponds to enforcing

\[
\text{Re}\left(\sqrt{(p_x - p_{K,x})^2 + (p_y - p_{K,y})^2}\right) \geq 0
\]

and

\[
\text{Im}\left(\sqrt{(p_x - p_{K,x})^2 + (p_y - p_{K,y})^2}\right) \geq 0.
\]

Note that the two branch cuts come infinitesimally close at \( (\text{Re}(p_x), \text{Im}(p_x)) = (p_{K,x}, 0) \), which makes this point ill-defined. Therefore, it is essential to break the integration contour into separate paths, such that the first path ends at \( (p_{K,x}, 0) \), whereas the second one starts from there.

In addition, we also need to ensure that the appropriate branches are chosen when evaluating the inverse tangent function to obtain \( \Phi_K \). In particular, we need to ensure that \( \Phi_K \in [-\pi, \pi] \).

With these prescriptions, the integral \( g^{(K,\pm)}_{\alpha\beta}(p_y; x) \) can be numerically evaluated (see Fig. E-5(b) for the relevant integration limits). Analogous prescriptions apply to \( g^{(K',\pm)}_{\alpha\beta}(p_y; x) \). Then, substituting Eq. (E.26) into Eq. (E.25), we can diagonalize the matrix \( M_{\alpha\beta}(k_y) \) in Eq. (E.20) for any \( k_y \in [-2\pi/(2\sqrt{3}a), 2\pi/(2\sqrt{3}a)] \) inside the 1D irreducible Brillouin zone, yielding \( 2m \) eigenvalues for each \( k_y \).

Finally, we note that the calculation for the other stripe orientation can be performed analogously, where the only difference is that the integration is performed along the \( p_y \) axis with different limits and the \( K \) and \( K' \) points are located at the edges of the integration interval (see Fig. E-5(a)).
E.4 Analysis of edge states in the presence of free-space decay

In Chapter 6, we analyzed the topological edges states when emission to free space modes is neglected. Here, we discuss the effect of free-space emission on the decay rate of edge states.

Before proceeding, we note that standard high-performance calculations for the eigenmodes of photonic crystals, which are based on the plane-wave expansion method to numerically solve Maxwell’s equations [194], do not accurately account for the coupling of non-guided modes to free-space photons within the light cone. While there exist techniques for numerically obtaining the out-of-plane decay rate of such modes based on finite-difference time-domain calculations [241], doing such calculations at a massive scale would require prohibitively large amounts of computational resources. Therefore, here we utilize prior results from Refs. [114, 199] on the decay rates of edge states, arising from cooperative atomic behavior, to analyze the edge states of our system in the presence of free-space decay. In particular, we will make use of the observation that edge modes inside the free-space light cone can decay out of plane at a decay rate comparable to the individual free-space linewidth of the atoms $\Gamma_0$, whereas modes outside the light cone cannot couple to free-space photons due to momentum mismatch [114, 199].

The edge states for the two different stripe orientations are illustrated in detail in Fig. E-6, where a small detuning of $\delta_A = 0.321\text{THz}$ was used to analyze the edge states for a large gap of $\Delta = 50\gamma$. The properties of the edge states for the two different stripe orientations can be understood by considering the 2D Brillouin zone in momentum space and its projection onto the $k_x$ and $k_y$ axes as shown in Fig. E-6(a), (b) and (c) (note that we would obtain one of these two types of edge terminations when projecting along any of the 5 other edges or vertices of the 2D Brillouin zone). The light cone region with $|k| < 2\pi/\lambda$ is shown in green and the modes of the photonic Dirac cone that are resonant with $\omega_A$ are marked with yellow circles. Edge states arise only near the Dirac cones (which are the sources of topology in our system). While
the projection of the light cone covers the entire 1D Brillouin zone on the $k_y$ axis, it only covers the central part on the $k_x$ axis. Furthermore, while the two inequivalent Dirac cones project to the center of the Brillouin zone on the $k_y$ axis, on the $k_z$ axis they project outside the light cone.

Fig. E-6(d) shows the localization of a typical edge states near the boundary. Fig. E-6(e) shows the edge states on the $k_z$-axis. Edge states on the top boundary of the strip are colored purple, whereas edge states on the bottom boundary are colored blue. The part of the Brillouin zone that falls inside the light cone ($k_x < 2\pi/\lambda$) is shaded green. Modes that fall outside the light cone ($k_x > 2\pi/\lambda$) cannot couple to free-space modes due to the momentum mismatch (note that $\langle k_x | k'_x \rangle = \delta_{k_x, k'_x}$ in the momentum basis), making these modes long-lived [114, 199]. In contrast, modes inside the light cone can couple to free-space photons and, therefore, their decay rate is on the order of $\Gamma_0$ [114, 199]. The edge states have non-negligible dispersion only in the immediate vicinity of the K and K' points. Fig. E-6(f) provides a zoomed-in view of the edge modes near the K' point. Inside the yellow region, atomic bands overlap with guided modes of the Dirac cone with the same energy and momentum, and coupling to these modes effectively dissolves the atomic bands (their broadening exceeds the gap size). Fig. E-6(f) also shows that the edge states traverse the lower half of the gap outside the light cone and only cross into the yellow region near the center of the gap. Therefore, the edge states in the lower half of the gap are long-lived [199].

Figs. E-6(g) and (h) show the edge states on the $k_y$ axis. The edge states have non-negligible dispersion only near the K and K' points, which are both projected to the center of the Brillouin zone for this geometry. Thus all edge modes fall inside the light cone and have an out-of-plane decay rate of approximately $\Gamma_0$.

Crucially, for these parameters the edge states traverse an energy interval of $\delta\omega = 25\gamma$ over a momentum interval of $\delta k \approx 0.002(2\pi/a)$, leading to a large group velocity of $v_g \approx \delta\omega/\delta k \approx 2000a/\gamma^{-1}$. Therefore, making the conservative assumption that $\Gamma_0 \approx \gamma$, an excitation would hop 2000 sites before decaying into far-field photons even if carried by edge modes that can decay to free-space photons.
Figure E-6: (a) Projection of the 2D Brillouin zone onto the $k_x$ and $k_y$ axes. The light cone region ($|k| < 2\pi/\lambda$) is shaded green, while guided slab modes resonant with $\omega_A$ are marked with yellow circles. The projection of the light cone spans the entire Brillouin zone on the $k_y$-axis, while covering only the central portion on the $k_x$ axis. (b) & (c) Schematic illustration of infinite stripes of atoms along the $y$ and $x$ axes, respectively. (d) Typical edge state probability amplitude distribution for a stripe with 300 atoms in the transverse direction, showing localization at one edge. (e) Edge states inside the 1D Brillouin zone on the $k_x$ axis. Edge states traverse the gap very close to the $K$ and $K'$ points. The lossy region falling inside the light cone is shaded green. (f) Zoomed-in view of the edge states near the $K'$ point. Edge states on the top (bottom) boundaries are colored purple (blue). Yellow shading indicates region where bands rapidly decay into guided slab modes (the broadening of the modes exceeds the gap size). (d)-(f) Results for a strip along the $y$ axis. The entire Brillouin zone falls inside the light cone making all edge states lossy.
In general, as $\delta_A$ is decreased to increase the gap size $\Delta$, the group velocity of the edge states increases as $\sim 1/\delta_A^2$. To understand this scaling, note that $v_g \approx \delta\omega/\delta k$, where $\delta\omega$ and $\delta k$ are the energy and momentum intervals traversed by the edge states inside the Brillouin zone. Since $\delta\omega \sim \Delta \sim 1/\delta_A$ and $\delta k \sim \delta_A/v_s$ (from $\omega_p = \omega_{\text{Dirac}} \pm v_s|k|$), we obtain $v_g \sim 1/\delta_A^2$.

These considerations show that in order to obtain long-lived topological edge states in our system, the lattice edges should be terminated as shown in Fig. E-6(c). For such an edge termination, long-lived edge states can be excited, where losses arise only from finite-size effects, such as corners, and imperfections in the periodic lattice [199]. The key strategy for ensuring that excitations propagate a significant distance, even in the presence of corners and defects, is to maximize the group velocity of the edge states by increasing the gap size. Thus, lossy regions, where decay occurs on a $t \sim \Gamma_0^{-1}$ time scale, will be traversed quickly by the excitation, leading to negligible emission [199].

Recall, however, that obtaining a large energy gap requires $\delta_A$ to be small, which leads to a small density of states. Thus, a large system is needed to ensure that there are a sufficient number of edge modes in the gap to enable the dispersive propagation of the excitations on the boundaries. Given the limits on system sizes that can be readily simulated with state-of-the-art computational resources, in Chapter 6 (Figs. E-6 and 6-5) we focused on systems with a large detuning and small band gap, and ignored emission into free-space modes. However, as the preceding analysis shows (see also Ref. [199]), the inclusion of emission into free space does not significantly change the results as long as $\Delta \gg \Gamma_0$. 
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