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ABSTRACT: Accurate predictions of spin-state ordering, reaction energetics, and barrier heights 
are critical for the computational discovery of open-shell transition metal (TM) catalysts. 
Semilocal approximations in density functional theory, such as the generalized gradient 
approximation (GGA), suffer from delocalization error that causes them to overstabilize strongly 
bonded states. Descriptions of energetics and bonding are often improved by introducing a 
fraction of exact exchange (e.g., erroneous low-spin GGA ground states instead correctly 
predicted as high-spin with a hybrid functional). The degree of spin-splitting sensitivity to 
exchange can be understood based on the chemical composition of the complex, but the effect of 
exchange on reaction energetics in a single spin state is less well-established. Across a number of 
model iron complexes, we observe strong exchange sensitivities of reaction barriers and energies 
that are of the same magnitude as those for spin splitting energies. We rationalize trends in both 
reaction and spin energetics by introducing a measure of delocalization, the bond valence of the 
metal-ligand bonds in each complex. The bond valence represents a simple-to-compute property 
that unifies understanding of exchange sensitivity for catalytic properties and spin-state ordering 
in TM complexes. Close agreement of the resulting per-metal-organic-bond sensitivity estimates, 
together with failure of alternative descriptors demonstrates the utility of the bond valence as a 
robust descriptor of how differences in metal-ligand delocalization produce differing relative 
energetics with exchange tuning. Our unified description explains the overall effect of exact 
exchange tuning on the paradigmatic two-state FeO+/CH4 reaction that combines challenges of 
spin-state and reactivity predictions. This new descriptor-sensitivity relationship provides a path 
to quantifying how predictions in transition metal complex screening are sensitive to the method 
used.   
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1. Introduction 

The promise of open shell transition metal (TM) complexes, e.g., for the selective activation 

of hydrocarbons, has motivated first-principles screening for understanding catalytic action and 

designing improved catalysts1-4. Approximate density functional theory (DFT) is widely used for 

the mechanistic study of TM complexes, but presently available exchange-correlation 

approximations in DFT are plagued by both one- and many-electron self-interaction errors5-9, also 

referred to as delocalization error10-12. Mechanistic predictions in open-shell TM catalysis13 are 

particularly sensitive to these delocalization errors, which reduce accuracy in both calculated 

bond dissociation energies (BDEs)6, 14-17 and barrier heights18 within a given spin state as well as the 

relative energetic ordering of spin states19-24.  

The delocalization error in a semi-local (e.g., generalized gradient approximation, GGA) 

functional stabilizes overly-delocalized, covalent states25 and generally gives rise to poor 

energetics13, such as favoring more bonded interactions in low-spin (LS) than in high-spin (HS) 

states24, 26-28. Strategies that aim to recover the derivative discontinuity29 lacking from GGA 

functionals5, 30-35 include tuned hybrids25, 36-45, DFT+U26, 46-48, and self-interaction corrections49-51. These 

approaches generally behave similarly in TM catalysts by decreasing covalency25 with respect to 

GGAs. This consistent effect is observed through electron density localization away from the 

metal and onto ligand states52 and decreased dative bonding in inorganic complexes45, 53-55. 

By construction, DFT+U26, 46-48 directly penalizes hybridization in metal-ligand bonding 

orbitals26, improving transition metal catalysis predictions19, 56. However, this approach necessitates 

self-consistent19 or HF-based57 calculation of a Hubbard U parameter that should be allowed to 

vary58 across the reaction coordinate. Like other approximations, DFT+U can be shown59 to 

recover the derivative discontinuity29 in approximate DFT but not at a U value that corresponds to 

the self-consistently calculated one59.  

Hybrid functionals, which incorporate an admixture of Hartree-Fock (HF) exchange, provide 

a straightforward approach in practical DFT to correct delocalization errors60, and HF exchange is 

one of the most frequently tuned parameters when a functional is selected for DFT study. 
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However, the fraction of HF exchange required, as judged by comparison to experiment or 

accurate-but-computationally-expensive correlated wavefunction theory (WFT) reference, is 

strongly dependent on the system20-22, 61-63 and, to a lesser extent, on the parameterization of the GGA 

exchange-correlation functional64. Incorporation of HF exchange reduces dissociation energies in 

TM compounds65 and can influence energies of isomers66. For equilibrium energetics and BDEs, 

low fractions of HF exchange have been motivated by benchmark studies of TM dimers and 

diatomics65, 67-71, possibly owing to the larger relevance71-72 of static correlation error8 in these 

systems. Conversely, higher HF exchange fractions have been motivated by studies of larger TM 

complexes73.  

The effect of HF exchange on spin-state ordering is very well-studied, although leading to 

conflicting proposals of low20, 74-75 and high21, 76-77 percentages for the accurate description of spin-state 

ordering. Increasing HF exchange on octahedral complexes reverses the GGA preference for LS 

states to instead favor HS states in a roughly linear fashion20-22, 61, 74-75, 78. The spin-state ordering 

sensitivity to HF exchange is correlated to the ligand field strength of coordinating ligands22, 61, 

with bare ions exhibiting dramatically reduced sensitivities24. Between LS and HS equilibrium 

geometries, vertical spin splitting sensitivities increase with the metal-ligand bond length79, 

approaching the adiabatic spin splitting sensitivity when evaluated at the HS geometry80. If GGA 

errors are comparable across complexes, higher sensitivities to HF exchange in some cases likely 

explain why differing prescriptions of HF exchange are recommended in the literature. Building 

upon these initial observations of structure-sensitivity relationships, our group recently 

developed a neural network that predicts the exchange sensitivity of spin-state splitting based 

only on the catalyst’s composition, enabling no-cost extrapolation to results for B3LYP and 

higher exchange fractions from a semi-local GGA calculation.80  

The correct functional choice and amount of HF exchange that should be used in modeling 

catalytic cycles69, 74, 78 remains even less clear than for the case of spin-state ordering. Poor 

functional choice for a given reaction has yielded unphysical mechanistic predictions, such as 

barrierless hydrogen abstraction81, spurious complex-substrate charge transfer81-82 or identification 
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of the wrong reactive spin surface83. Uncertainty quantification84-86 from statistical analysis of an 

ensemble of functionals can be used as a tool to introduce confidence intervals to catalytic 

predictions for a single catalyst or cycle if a suitable ensemble of functionals is chosen. 

Complementary to this approach, a broader understanding of prediction sensitivity to the most 

commonly varied functional parameters is needed in computational catalysis. Unlike spin-state 

splitting, relationships between catalytic intermediate structure and either exchange sensitivity or 

semi-local DFT errors are not yet well known.  

In this work, we determine the relative HF exchange sensitivities of spin-state splitting and 

catalytic steps in representative alkane hydroxylation catalytic cycles involving open-shell TM 

complexes. We introduce a new metric based on the relative degree of metal-ligand bonding 

between spin-states or catalytic intermediates being compared (i.e., the change in bond valence 

or BV). We employ this new quantity to provide a unified rationalization of exchange sensitivity 

in reaction free energies, barrier heights, and spin-state ordering of TM complexes. We show this 

metric is applicable to catalytic cycles with and without changes in oxidation state and spin state. 

Combined with accurate WFT references, we are able to provide a clearer view of why no 

presently available functional is likely to accurately describe an entire catalytic cycle. The rest of 

this manuscript is as follows. In section 2, we provide the Computational Details of the 

calculations employed in this work including the definition of the BV metric. In section 3, we 

present Results and Discussion on exchange sensitivities in catalysis and spin-state splitting as 

well as their relationship to BV changes. Finally, in section 4, we provide our Conclusions. 

2. Computational Details 

 Density functional theory (DFT). All DFT single-point energy calculations, frequency 

calculations, and geometry optimizations were performed with a development version of the 

TeraChem87-88 graphical processing unit (GPU)-accelerated quantum chemistry package. All 

calculations were spin-unrestricted and use the composite LACVP* basis set, which consists of 

the LANL2DZ effective core potential89-90 for Fe and Zn and the 6-31G* basis set for all other 

atoms. This modest basis set was found to be accurate in our previous work91 on TM complex 
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redox and spin-state energetics due to cancellation of error, but larger basis sets nevertheless 

yield comparable sensitivities on representative cases (see Supporting Information Table S1 and 

Figure S1).  

 The effect of exact exchange was investigated by altering22 the percentage of HF exchange in 

a modified form of the B3LYP92-94 global hybrid functional that was augmented with the empirical 

DFT-D3 correction95 from as low as 10% to as high as 30% HF exchange in increments of 10%, 

unless otherwise noted. The D3 correction has no effect on computed sensitivities or BVs 

(Supporting Information Table S2). We employ the following modified22 B3LYP exchange 

expression:  

 Ex
modB3LYP = Ex

LDA + a0 (Ex
HF − Ex

LDA )+ 0.9(1− a0 )(Ex
GGA − Ex

LDA )   (1) 

while holding the GGA/LDA ratio fixed to the 9:1 value in standard B3LYP92-94. This choice is 

motivated by the widespread use of B3LYP in the community along with our earlier observations 

of universal effects of HF exchange tuning in other GGAs.22 

The default definition of B3LYP in TeraChem employs the VWN1-RPA form for the 

LDA VWN96 component of LYP93 correlation, and the default D3 correction used includes Becke-

Johnson damping97. To facilitate quantitative comparison of the effect of varying HF exchange 

fraction across reactions, we introduce linear fits as approximations to the reaction energy 

sensitivities (Sr), i.e., the partial derivatives of the reaction energies with respect to HF exchange 

fraction (aHF), extending a concept that we have previously applied to spin-splitting energies22 and 

partial charges52:  

 
  
slope = Sr =

ΔΔEr

ΔaHF

≈
∂ΔEr

∂aHF

  (2) 

where the unit notation “HFX”22 is used to represent the range from 0 to 100% HF exchange. 

Unless otherwise noted, all Sr values are evaluated using a central difference approximation 

centered at 20% HF exchange (i.e., B3LYP) and ranging from 10 to 30% HF exchange, and 
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correlated against properties evaluated at 20% HF exchange. This procedure is only meaningful 

if the dependence of ∆Er on HFX is approximately linear, which is the case in the majority of 

reactions studied in this work. We discuss sources and degrees of nonlinearity in Sec. 3d. 

Although commonly proposed values of HF exchange for TM complexes in the literature 

range from around 0%20, 74-75 to 40-50%21, 76-77, we consider a sensitivity to be chemically meaningful 

only if ∆∆Er changes by more than 3 kcal/mol (i.e., outside of chemical accuracy for TM 

complexes98) over a range of 0.156 HFX (corresponding to a 3σ confidence interval22 on the 

normal distribution fit to the votes for standard hybrid functionals in a popular DFT poll99), i.e., 

  
S >19 kcal

mol ⋅HFX
 . 

 Geometry optimizations used the L-BFGS algorithm in translation rotation internal 

coordinates (TRIC)100 as implemented in a development version of TeraChem87-88 to the default 

tolerances of 4.5x10-4 hartree/bohr for the maximum gradient and 1x10-6 hartree for the change in 

self consistent field (SCF) energy between steps. All structures were separately optimized at each 

HF exchange value studied unless otherwise stated. Initial guess geometries were generated with 

the molSimplify101 toolkit using trained80 metal-ligand bond distances. A list of all TM complexes 

studied in this work are provided in Supporting Information Table S3 and their optimized 

geometries are provided in the Supporting Information attached xyz files. 

 Transition states (TSs) were obtained with partitioned rational function optimization (P-

RFO)102 at the B3LYP/DFT-D3/LACVP* level of theory using QChem 4.4103, as an analytic 

Hessian for TS optimization is not implemented in TeraChem. All TSs were characterized with 

vibrational frequency analysis to confirm a single imaginary frequency, followed by reaction 

path analysis104-105 using the intrinsic reaction coordinate (IRC)106-107. TeraChem87-88 single-point energy 

calculations on the resulting structures obtained from QChem were obtained to enable direct 

energy comparisons between intermediates and TSs. 

 Vertical ionization potentials (IPs) were calculated by taking the difference in electronic 
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energies of the oxidized and ground-state species, both evaluated at the ground-state optimized 

geometry unless otherwise noted: 

   IP(Xn+ ) = E(X(n+1)+ )− E(Xn+ )   (3) 

 Correlated wavefunction theory (WFT). WFT reference energetics for the oxo formation 

reaction step were computed with domain based local pair-natural orbital coupled-cluster theory 

(DLPNO-CCSD(T))108. These calculations were performed with ORCA 4.0109 on DFT-optimized 

structures using the aug-cc-pVDZ and aug-cc-pVTZ basis sets, automatically generated110 

auxiliary basis sets, and default values were used for pair cutoffs. Extrapolation to the complete 

basis set (CBS) limit111-112 was performed using the formulas in ref. 113. The degree of 

multireference (MR) character, as measured by the largest pair natural orbital (PNO) amplitude114, 

remains low over the oxo formation reaction coordinate, increasing from 0.07 in the reacting 

complex (RC) to 0.10 in the TS and 0.25 in the product complex (PC) (Supporting Information 

Table S4). To justify our use of a single-reference method for this reaction step, we also 

computed NEVPT2115 energies for the RC and PC. NEVPT2 calculations were performed with 

ORCA 4.0109 using the def2-TZVPP116 basis set and following details in ref. 117. We used an 

active space of 10 electrons in 12 orbitals for the RC, which is an octahedral Fe(II) complex with 

weakly bound ligands. This active space consists of five Fe 3d orbitals, the bonding counterparts 

to the 3dx
2

-y
2 and 3dz

2 orbitals, and the 4dxy, 4dxz and 4dyz orbitals to account for the double-shell 

effect.118 We omitted the 4dx
2

-y
2 and 4dz

2 orbitals117 to maintain consistency with the other active 

spaces. For the PC, which is an Fe(IV)-oxo complex, we used an active space of 12 electrons in 

12 orbitals consisting of the orbitals in the RC active space and the O 2px and 2py orbitals117. 

 For hydrogen atom transfer (HAT), strong MR character caused by spin coupling of the 

methyl radical and the iron-oxo species necessitates MR approaches such as NEVPT2115, which 

we have performed for the RC and the TS using active spaces of 12 electrons in 12 orbitals and 

14 electrons in 14 orbitals, respectively117. The TS active space consists of the orbitals in the RC 

active space plus the σCHO/σ*CHO bonding-antibonding pair, and the omission of the 4dx
2

-y
2 and 4dz

2 
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orbitals is motivated by memory constraints117. The HAT PC, i.e., Fe(III)-OH…CH3, was not 

considered due to the lack of a suitable literature active space. 

 Bond valences (BVs) and post-processing. For quantification of electron delocalization in 

metal-ligand bonds, we employ the Mayer bond order (I)119-120, as calculated by Multiwfn121. This 

quantity is cheap to calculate and has been found useful for comparing bonding among 3d TM 

complexes122 as well as heavier complexes123. The BV of an atom, here the TM center of a TM 

complex, is then defined as the sum of Mayer bond orders with all other atoms119:  

 
  
BVA = I AB

B≠A
∑   (4) 

Comparisons with other measures of electron delocalization, including natural bond orbital 

(NBO)124-derived bond orders and atoms-in-molecules (AIM)125-derived quantities, are provided in 

Supporting Information Figure S2. Natural population analysis (NPA)124-derived partial charges 

were obtained from the TeraChem interface with the NBO 6.0 package126. Cube files and 

deformation density distributions were obtained with the Multiwfn post-processing package121 and 

projected onto the xy-plane for visualization.  

3. Results and Discussion 

3a. Model Catalytic Cycles. 

 To begin to understand the effect of HF exchange on catalytic cycles, we first consider 

CH4 hydroxylation by a model Fe(II) complex. We use N2O as the terminal oxidant127, instead of 

O2 as the paths to O2 activation in synthetic complexes are less well-established128-129 (Figure 1). 

This process has attracted significant attention due to the importance of partial oxidations of 

abundant feedstocks130 that are performed under mild conditions by highly-efficient and selective 

enzymes131-132. Unique aspects of open-shell TM complex electronic structure117, 133-134 require an 

understanding of how spin-state influences reactivity, leading to two-state reactivity (TSR)135-136 

and exchange-enhanced reactivity (EER)137-138 models. For this first catalytic cycle, all calculations 

were performed on the ground state, HS quintet surface (TSR is discussed in Sec. 3d), and 
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inclusion of counter-ions to address unphysical charge delocalization81, 139 was found to be 

unnecessary here due to the higher IP of CH4 vs. larger substrates such as cyclohexane82, 140. 

 

Figure 1. CH4 hydroxylation by N2O catalyzed by the model tetraamminemonoaquairon(II) 
complex. All complexes have a charge of +2. The labels below each reaction step indicate the 
HF exchange sensitivities (Sr, units of kcal/mol.HFX) of electronic energy (left) and Gibbs free 
energy (right) changes. No TS could be found for step 5 (rebound) due to the large, negative 
reaction energy. 

 Within the framework of the energetic span model141, the turnover-determining TS 

(TDTS) and turnover-determining intermediate (TDI) in this catalytic cycle are the oxo-

formation TS (TS1) and the Fe(II)-CH3OH rebound intermediate (6) respectively, in agreement 

with previous mechanistic studies134, 142 (Figure 2). The magnitudes of Sr for individual steps vary 

widely, ranging from near zero in steps 1 and 6 to 113 kcal/mol.HFX in step 2 (Figure 1). All 

steps except steps 1, 3 and 6 have chemically meaningful Sr according to our criterion developed 

in Sec. 2. Both positive and negative Sr values are observed, and this results in divergent effects 

on the TDTS and TDI: increasing the amount of HF exchange in the functional destabilizes the 
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TDTS while stabilizing the TDI, increasing the energetic span and hence decreasing the 

computed turnover frequency (TOF) (Figure 2). Over the modest variation from 15 (e.g., in the 

reparametrized B3LYP* functional74) to 25% HF exchange (e.g., in the PBE0 functional143), the 

energetic span widens from 50 kcal/mol to 56 kcal/mol, which corresponds to a 5 order of 

magnitude decrease in the computed TOF at 298 K. 

 

Figure 2. Energy level diagram for the Fe(II) model catalyst methane to methanol catalytic 
cycle intermediates shown schematically in Figure 1 computed at 10%, 20% and 30% HF 
exchange with the B3LYP functional. All curves have been aligned at intermediate 1, and the 
TDTS and TDI are labeled accordingly. 
  

 Considering the strong, yet systematic, dependence of computed observables such as the 

TOF with HF exchange fraction, a scheme for rationalizing and predicting these sensitivity 

differences is desirable for high-throughput catalyst screening workflows that rely on a single 

hybrid (or GGA) functional. To this end, similar sensitivity trends have been observed in other 

model alkane hydroxylation reactions81, 144 and attributed to changes in the oxidation number of 

Fe81, with an increase in oxidation number (e.g., Fe(III) to Fe(IV)) corresponding to increased 

sensitivity and vice versa. Although this simple model at first appears adequate for this system, it 

suffers from several shortcomings: (1) the oxidation number is formally only defined over 

integer values145 and hence unable to take into account fractional bond orders, e.g., in TSs or 

weakly-bound ligands, (2) it does not distinguish between an increase in formal charge (e.g., 
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through electron transfer) and electron delocalization (e.g., through additional metal-ligand 

bonds), and (3) assignment of oxidation numbers is ambiguous in all theoretical calculations but 

especially TM complexes with non-innocent ligands. Instead, we will show that the BV change 

we introduce in this work is a quantitative metric for HF sensitivity and addresses the 

shortcomings above: fractional bond orders are well-defined and physically meaningful, BV 

increases correlate to increased electron delocalization as bonding orbitals are more delocalized 

than nonbonding orbitals, and explicit assignment of electrons to metal or ligand is not required. 

At the same time, the change in BV reduces to the change in oxidation number if all bond orders 

are assumed to be integers.  

 As each step in this model catalytic cycle is fortuitously well-described by near-integer 

BV changes, the BV change and oxidation number are both suitable metrics for rationalizing 

relative HF exchange sensitivity of reaction steps. Plotting Sr of each reaction step against the 

change in total Fe BV yields a strong correlation (R2=0.94) despite the fact that we have treated 

different bond types equivalently and ignored BV changes of the organic molecules themselves 

(Figure 3). We further discuss these effects in Sec. 3b. The value of the slope indicates that the 

formation of an Fe-X bond is disfavored by about 68 kcal/mol from 0% to full (i.e., 100% HF) 

exact exchange. Both the numerical value and quality of this fit are insensitive to basis set choice 

(see Supporting Information Table S1 and Figure S1). HF exchange in hybrid functionals has 

been observed to lower BDEs in TM compounds by 7-8 kcal/mol per 10% of HF exchange on 

average65, which is in reasonable agreement with the computed slope. The largest deviations from 

this trend occur in the weakly-bound N2O adsorption and CH3OH dissociation steps, which are 

also sensitive to basis set size but have small Sr values (see Supporting Information Table S1 and 

Figure S1). 
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Figure 3. Dependence of reaction energy sensitivity to HF exchange (Sr) on the change in Fe 
bond valence (∆BV) for each reaction step in Figure 1. Representative reaction steps with large 
positive and negative sensitivities are indicated with arrows. 

 It is useful to compare the HF exchange sensitivities of electronic energy changes (Sr) and 

Gibbs free energy changes (Sr,G), as ∆Gr rather than ∆Er determines catalytic activity. Although 

vibrational frequencies increase with HF exchange and are systematically overestimated by pure 

HF and some hybrid functionals146, this effect may be expected to largely cancel out in a chemical 

reaction, as most spectator vibrational modes in the reacting complex remain unchanged from 

reactants to products. Despite metal-ligand bond orders decreasing with increasing HF exchange, 

vibrational frequencies of the metal-ligand and other bonds in the complex generally increase 

(Supporting Information Figure S3). As a result, we observe a consistent, though slight, increase 

in magnitude of Sr,G relative to Sr for all reaction steps in this catalytic cycle, and correlations of 

Sr,G with change in total Fe BV are comparable (R2=0.93, Supporting Information Figure S4). 

Hence, conclusions regarding HF exchange sensitivities of electronic energy changes are also 

applicable to Gibbs free energy changes, although it should be noted that the deviation from 

linearity for the computed sensitivities is increased due to changes in vibrational frequencies.  

 To investigate if our observations on the BV metric can be generalized to other catalytic 

cycles, we repeat this analysis on CO2 hydration catalyzed by a Zn(II) biomimetic complex of 

carbonic anhydrase147-149 (Figure 4). To facilitate comparison to the previous example, we also 

consider the direct Fe(II) analogue. The Zn(II) complex is a closed-shell singlet whereas the 
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B3LYP ground state of the Fe(II) complex is an open-shell quintet (Supporting Information 

Table S5). The metal oxidation state remains constant as Zn(II) and Fe(II) in this catalytic cycle, 

and thus oxidation number cannot be used to predict exchange sensitivity. Sensitivities are much 

lower overall in both cases, with the most sensitive step having an Sr of 21 kcal/mol.HFX 

compared to 113 kcal/mol.HFX in the previous example. The deprotonation step (1 → 2) is 

barrierless, and owing to low sensitivities, we did not carry out further analysis of the TS for the 

CO2 insertion step (2 → 3). Trends in these small but nonzero sensitivities can, however, still be 

rationalized by considering differences in BVs. Considering the most sensitive steps of the cycle, 

namely H2O deprotonation and CO2 insertion, we observe that the oxygen-containing ligand 

changes from neutral (H2O) to anionic with high charge density (OH-) to anionic with delocalized 

charge (-OCO2H). The corresponding changes in M-O bond strength are quantified by our BV 

measure and corroborated by bond length changes (Figure 4). The signs and relative magnitudes 

of Sr correspond well with the relative changes in BVs. The Fe(II) reaction steps are more 

sensitive than the corresponding Zn(II) reaction steps, which may be due to the reduced 3d 

character of bonding orbitals in Zn(II) owing to its closed shell d10 nature59 (Supporting 

Information Figure S5). 

 

Figure 4. Key steps of CO2 hydration catalyzed by a model Zn(II) complex and its Fe(II) 
analogue. The sensitivities of reaction energies with respect to HF exchange fraction (Sr, units of 
kcal/mol.HFX), M-O bond length changes (∆BL, units of Å) and bond valence changes (∆BV) 
for the two reaction steps (H2O deprotonation and CO2 insertion) are labeled accordingly, with 
the left and right values corresponding to Zn(II) and Fe(II) respectively. Due to their small 
absolute values, the reported Sr values have been corrected for the sensitivities of the uncatalyzed 
reaction steps (-2.5 kcal/mol.HFX and -7.5 kcal/mol.HFX respectively). 
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3b. Reaction Coordinates in a Model Catalyst.  

 We now consider the continuous variation of HF exchange sensitivity along reaction 

coordinates to determine if BV changes also explain sensitivity along chemical steps. We 

computed the B3LYP (20% exchange) IRC reaction paths for oxo formation and HAT reaction 

steps by proceeding down from the TS back to the respective reactant complex, RC, and 

forward to the product complex, PC, and also recomputed single point energies of these 

structures at 10% and 30% HF exchange (see structures in Figure 1). The energy profiles shift 

uniformly in a direction consistent with the sign of the overall Sr for the step, i.e., positive for oxo 

formation (Sr = 113 kcal/mol.HFX) and negative for HAT (Sr = -80 kcal/mol.HFX). This 

observation can be interpreted as a gradual increase in magnitude of the exchange sensitivity of 

total energies along the reaction coordinate (Figure 5). The net change in BV increases with 

reaction progress, providing a satisfactory, albeit qualitative, single descriptor that explains the 

observed energetic behavior (Supporting Information Figure S6). We note that for other catalytic 

cycles beyond the scope of this work, the BV change between the RC and PC could instead be 

small and reach a maximum in the TS, which would instead lead to a different sensitivity profile 

on the IRC.  
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Figure 5. Energy profiles of the oxo formation (top) and hydrogen atom transfer (bottom) 
reaction steps computed at 10 (red circles), 20 (blue circles), and 30% (green circles) HF 
exchange. Structures were obtained along the B3LYP (20% HF exchange) IRC and single-point 
energies were recomputed at 10 and 30% HF exchange. Structures of the reacting complex (RC), 
transition state (TS) and product complex (PC) correspond to points indicated on the plots and 
are provided at the top or bottom of each plot. The grey squares represent  WFT reference 
energies, as described in the main text (DLPNO-CCSD(T)/CBS for oxo formation and 
NEVPT2(14,14)/def2-TZVPP for hydrogen atom transfer).  

 We next apply the activation strain model (ASM)150-152, which is commonly used to 

rationalize reactivity trends across organic and inorganic chemistry153-157, to instead understand 
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exact exchange sensitivity along a reaction coordinate. ASM decomposes the relative energy, 

∆E, at any point along a reaction coordinate into a strain component, ∆Estr, corresponding to the 

energy required to deform the reacting fragments from their equilibrium geometry to their 

current geometry, and an interaction component, ∆Eint, corresponding to the stabilization when 

the fragments interact at this geometry, i.e.: 

   ΔE = ΔEstr +ΔEint   (5) 

where ∆Estr and ∆E are calculated directly and ∆Eint is inferred. In order to interpret exchange 

sensitivity in oxo formation and HAT, we define the fragments as i) the reacting small molecule 

(N2O for oxo formation and CH4 for HAT) and ii) the remainder of the complex.  

 For both reaction steps, ∆Eint is far more sensitive to exact exchange than ∆Estr and is the 

primary source of large Sr (Figure 6). This result may be expected since the ∆Eint for both reaction 

steps directly correspond to changes in the Fe BV: in oxo formation it corresponds to Fe-O bond 

formation, and in HAT it isolates the difference in bonding between the iron-oxo and the iron-

hydroxo moieties. Thus, this ASM analysis provides further quantitative evidence that energetic 

sensitivity to exact exchange is driven by differences in relative Fe orbital delocalization. The 

evolution of the deformation density, i.e., the total electron density less the spherically 

symmetrized densities of isolated, constituent atoms, also provides insight into the degree of 

delocalized, bonding interactions (Figure 7). For oxo formation, analysis of the deformation 

density reveals relative depletion of Fe and O AOs with bond formation in the TS compared to 

the RC. In the PC, additional 3d AO depletion is observed together with even greater electron 

delocalization between Fe and O, consistent with prior localized orbital analysis of the 

equilibrium and stretched iron-oxo moieties133.  
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Figure 6. Activation strain model decomposed strain (∆Estr, red lines) and interaction (∆Eint, green 
lines) energy contributions to the reaction energy profiles (ΔE, black lines) at 10 (dotted lines), 
20 (solid lines) and 30% (dashed lines) HF exchange for oxo formation (top) and hydrogen atom 
transfer (bottom). The reacting fragments are as shown in the insets. Note that the y-axis range of 
the oxo formation step is approximately twice that of the hydrogen atom transfer step. 

 

Figure 7. Illustration of the evolution of the deformation density in the oxo formation reaction 
step, calculated and visualized in the plane of the Fe-O-N bond. Orange and green areas 
represent regions of electron depletion (density loss) and electron accumulation (density gain) 
relative to relative to isolated atoms, respectively. Approximate atomic positions are indicated by 
spheres (brown: Fe, red: O, blue: N and white: H). 

 The ∆Estr contribution corresponds in oxo formation to the O-N bond dissociation and in 

HAT to the Fe-O stretch and C-H bond dissociation. These primarily organic bond strength 
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changes are less sensitive to HF exchange than the metal-ligand contributions in ΔEint. For HAT, 

the insensitivity of ∆Estr to the Fe-O bond stretch is consistent with a modest Fe BV change of 0.1 

and prior orbital analysis133. Thus, the ASM approach enables us to approximately exclude the 

organic contribution (i.e., neglecting ΔEstr) to the overall reaction exchange sensitivity, giving 

corrected Sr values that quantitatively isolate the per-metal-organic-bond sensitivity. Doing so, 

we obtain values of 88 kcal/mol.bond and 119 kcal/mol.bond for oxo formation and HAT 

respectively (see Supporting Information Table S6 for details). Although small (e.g., less than 20 

kcal/mol.HFX) sensitivity differences may be attributable to differences in linear fits22, the 

significant (around 35%) difference in per-metal-organic-bond sensitivities for both reaction 

steps is likely a result of the differing degrees of delocalization afforded by the bonding orbitals 

in each case that are not distinguished by the BV metric. More delocalized Fe-O π bonds are 

broken in HAT, whereas a combination of π bonds and relatively localized σ bonds are formed in 

oxo formation (see ref. 133 and Supporting Information Figure S7). 

 In a manner analogous to Sr, we approximate barrier height sensitivities, STS, as follows: 

 
  
STS =

Δ(ETS − ERC )
ΔaHF

≈
∂(ETS − ERC )

∂aHF

  (6) 

where ETS and ERC are the energies of the TS and RC, respectively. If BV differences are greater 

between RC and PC than between RC and TS, we will expect STS to be smaller than Sr, 

depending on how late (i.e., product-like) the TS is. Evaluated at 20% HF exchange, STS of oxo 

formation and HAT are around 65 kcal/mol.HFX and -45 kcal/mol.HFX respectively, which 

correspond to around 55% of Sr for both reaction steps. However, it should be noted that STS of 

the HAT reaction step will vary strongly with HF exchange as a result of strong sensitivity of the 

underlying TS geometry (Figure 5, bottom). The decrease in HAT barrier with increased HF 

exchange, consistent with previous studies81, 138, nominally violates the expectation that GGAs 

underestimate barrier heights18 due to greater delocalization in TSs than RCs. However, the 3d 

electrons in the HAT TS are indeed less delocalized than in the reactants, as indicated by the 
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lower Fe BV, and thus HAT in TM complexes corresponds to a case where penalizing 

delocalization (e.g., with HF exchange) should lower the barrier height.  

 Comparison to correlated WFT reference energetics provides some clues regarding 

functional choice for accurate energetics in oxo formation (grey squares in Figure 5). The triple-

zeta DLPNO-CCSD(T) ΔErxn of 12 kcal/mol is in good agreement with the corresponding 

NEVPT2 value of 9 kcal/mol (i.e., they differ by 3 kcal/mol, or TM chemical accuracy98), 

confirming that our single-reference approach is indeed reasonable for this reaction step, as 

observed in previous work158-159. Fortuitous error cancellation for B3LYP with a modest basis set 

and empirical dispersion leads to ΔErxn being underestimated by only 3 kcal/mol relative to the 

CBS DLPNO-CCSD(T) value. Conversely, B3LYP underestimates the oxo formation barrier by 

around 10 kcal/mol. Recalling that STS < Sr, we can determine that choosing a single exchange 

percentage to reproduce the WFT barrier will greatly worsen ΔErxn predictions, motivating instead 

variable exchange through an approach analogous to the variable U in the DFT+U(R) approach 

previously proposed by our group58-59. 

For HAT reaction steps, spin coupling of the methyl radical and the iron-oxo species 

motivates MR WFT references, and B3LYP underestimates the computed NEVPT2 barrier of 11 

kcal/mol by 6 kcal/mol. When paired with the STS of -45 kcal/mol.HFX for HAT in this model 

complex, these results indicate that the B3LYP exchange fraction is too high and should be 

reduced to only 7% in order to reproduce the WFT barrier. Similar underestimation of HAT 

barriers has been observed for other nonheme Fe(IV)-oxo complexes, such as 

[Fe(TMC)(CH3CN)(O)]2+ (TMC = 1,4,8,11-tetramethyl-1,4,8,11-tetraazacyclotetradecane)117 and 

trigonal bipyramidal Fe(NH3)4(O)]2+.160  Indeed, there have been suggestions that some TM 

complexes are better described by functionals with reduced or no HF exchange65, 68, 71-72. Divergent 

HF exchange dependence and optimal parameter choice along reaction coordinates and between 

steps in the same catalytic cycle thus motivate careful evaluation of the role of functional 

selection in catalyst screening studies that typically rely on a single functional. Further functional 
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development to produce accurate energetics across catalytic cycle would necessitate more 

extensive benchmarking beyond the scope of this work. 

3c. Selection of Metrics to Explain Reaction Energy, Spin-Splitting, and Redox 

Sensitivities. 

 Although we have found value in the BV metric for explaining exchange sensitivities, we 

can try to rationalize Sr trends among catalytic steps through changes in metal-centered 

descriptors such as atomic partial charges and spin densities. As the HAT reaction step proceeds, 

spin is localized onto the Fe center and the increase in C spin density correlates well with the HF 

exchange sensitivity (Supporting Information Figure S6). Furthermore, the increase in exchange 

stabilization161 (ES) with metal spin density is a key ingredient of EER137-138, which explains why 

HAT barriers are lower on the quintet spin surface than on the triplet spin surface. Hence, it is 

plausible that Sr is similarly a result of increased ES by HF exchange81. However, this idea fails to 

generalize to the oxo formation reaction step, for which Sr increases monotonically but spin 

densities do not (Supporting Information Figure S6). Similarly, although decreases in metal 

partial charge from LS to HS are correlated to negative spin-splitting sensitivities22, 24, the partial 

charges are themselves sensitive to HF exchange52, and they should at least weakly correspond to 

formal oxidation state162, partial charges are unsuitable as universal descriptors for Sr. This poor 

correlation is again evident from the oxo formation reaction step, in which the Fe partial charge 

decreases from 1.47 to 1.38 upon addition of the oxo group despite the large, positive Sr. Such 

disparity between partial charges (here, less than +2) and oxidation states (here, up to IV) is 

common among TM complexes163-164. 

 Having identified BV metrics as the most suitable to explain sensitivity in chemical 

catalysis, we return to spin-splittings to identify if the BV metric retains its transferability. For a 

TM complex, the LS-HS transition may be nominally defined as a unimolecular reaction: 

   ΔEr = ΔEHS-LS = E(HS)− E(LS)   (7) 
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Comparing the HF exchange sensitivity of the spin-splitting energy (denoted SHS-LS) between bare 

Fe2+ cations, which is the limiting case of zero ligand field strength (i.e., fully degenerate 3d 

orbitals24), and various Fe(II) complexes, we find that SHS-LS is greatly reduced in Fe2+ vs. the Fe(II) 

complexes (Supporting Information Table S7), consistent with previous observations24. As 

localized descriptor changes are instead greater in Fe2+ than in Fe(II) complexes, where property 

changes are typically spread between the metal and ligands, this result is again inconsistent with 

their use as HF exchange sensitivity descriptors. Rather, as we and others have previously 

argued22, 24, 28, 52, SHS-LS is primarily a result of differences in delocalization between the HS and LS 

states, with HF exchange favoring the HS state due to lower delocalization as a result of 

increased occupancy of antibonding orbitals. This difference in delocalization59 is attenuated in 

weak-field complexes and completely absent in bare metal ions, leading to greatly reduced 

sensitivity in those cases. Hence, this failure of localized metal descriptors, both for chemical 

reactions and for spin state ordering, stems primarily from their inability to describe electron 

delocalization over the entire complex. Other descriptors for spin-splitting sensitivity, including 

differences in HS and LS bond lengths61, differences in HS and LS metal partial charges22, and the 

spin-splitting energy evaluated at 20% HF exchange (i.e., B3LYP)22, are successful because they 

indirectly quantify differences in electron delocalization, but these metrics are not generalizable 

to chemical reactions.  

 Thus, it is useful to identify if there is a quantitative relationship between SHS-LS and the 

change in the BV between HS and LS states. Assuming such a relationship is found, we can then 

compare the computed per-bond sensitivity to that previously computed for Fe(II) reactions to 

determine if there is any difference in sensitivity to BV changes in spin-state splitting versus 

catalytic energetics. To interpolate BV changes while keeping the ligand identity constant, we 

generated a series of [Fe(CO)n]2+ and [Fe(NH3)n]2+ complexes (n = 1 to 6) and compared the spin-

splitting energy sensitivity and the change in BV between HS and LS states. Here, oxidation 

state is again constant, and therefore it cannot serve as a good predictor of relative sensitivities. 

Both the ammine and carbonyl complexes yielded comparable fits between sensitivity and BV 
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changes, with a total R2 value of 0.97 (Figure 8). This result suggests that the suitability of the 

change in BV as a descriptor is independent of coordination number and bonding element 

identity. We then computed the spin-splitting sensitivities and BV changes for the 

[Fe(NH3)4(H2O)(O)]2+ and [Fe(imi)3(OH2)]2+ complexes (Sec. 3a) along with the [Fe(H2O)6]2+ 

complex. The sensitivities for these complexes are in good agreement with the computed trend  

(Figure 8 and Supporting Information Figure S8). The combined slope of 86 kcal/mol.HFX.bond 

also matches the corrected per-bond sensitivity for oxo formation presented in Sec. 3b, further 

supporting the idea of a common physical origin of reaction energy and spin-splitting HF 

exchange sensitivities. 

 

Figure 8. Spin-splitting sensitivity as a function of the difference in bond valence between HS 
and LS states for Fe(II) complexes of varying coordination number and ligand identity. Carbonyl 
and ammine complexes are denoted by gray circles and blue triangles respectively, and for 
comparison, the bare ion is denoted by a black square. The labels indicate the coordination 
number of the carbonyl complexes, and the ammine complexes follow the same ordering. All 
structures are relaxed at the specified spin state and coordination number, and the optimized 
geometries are described in Supporting Information Table S7.  

 As the oxo formation and HAT reaction steps are often described as redox reactions 

where Fe is oxidized from Fe(II) to Fe(IV) and reduced from Fe(IV) to Fe(III) respectively, we 

consider if Sr is related to the HF exchange sensitivity of the vertical IP (denoted SIP):  

 
  
SIP(Xn+ ) = ΔIP(Xn+ )

ΔaHF

≈
∂(E(X(n+1)+ )− E(Xn+ ))

∂aHF

  (8) 
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The IPs of catalytic intermediates are often good activity descriptors165-168. In molecular catalysts, 

electron transfer rates in electrocatalytic reaction steps are governed directly by IPs167 and 

chemical reactivity is dependent on frontier molecular orbital energies169, which are related to IPs 

by Janak’s theorem170. Broad calculation of IP sensitivities on homoleptic octahedral complexes 

across the spectrochemical series revealed no clear trends with respect to ligand field strength 

(Supporting Information Table S8). To further probe the electronic structure factors governing 

SIP, we systematically computed IPs for the octahedral [Fe(NH3)6]n+ complex (n = 1 to 4) across a 

range of spin states, where all energies were computed at the [Fe(NH3)6]2+ HS optimized geometry 

(Supporting Information Table S8). We found no obvious trends among SIP, the ground-state 

electronic state, and the change in BV upon oxidation. Hence, although magnitudes of Sr and SIP 

qualitatively agree in this system, HF exchange sensitivities of chemical catalytic steps that track 

with oxidation state changes are unlikely to be related to sensitivity of the underlying ionization-

only reactions (Supporting Information Figure S9). Hence, in systems with simultaneous electron 

transfer and chemical reaction, e.g., in water-oxidation electrocatalysis167, the redox and reaction 

sensitivities should be treated additively.  

3d. Two-state Reactivity with Methane to Methanol on FeO +. 

 The addition-elimination reaction between FeO+ and methane to form methanol is the 

undercoordinated Fe(III) analogue of CH4 hydroxylation by an iron-oxo moiety. This system’s 

differing reactivity in the accessible quartet and ground state sextet spin states, referred to as 

two-state reactivity (TSR)135, has made it the focus of intense experimental171-176 and computational56, 

177-181 study. Properties of this energy landscape, including the overall reaction’s exothermicity, spin 

inversion at the entrance and exit channel, and a shallow but excited quartet surface with respect 

to a steeper sextet surface, are challenging to capture within a single exchange-correlation 

functional. In the first step, methane binds to the diatomic cation (Int-1), then in the highest 

barrier step (TS1) oxygen abstracts a hydrogen (Int-2), and finally in the second reaction step, 

the methyl radical and hydroxyl combine (TS2) leaving a weakly bound methanol to a Fe+ cation 

(Int-3) before it dissociates to form products (Figure 9). The need to simultaneously predict 
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spin-state ordering and reaction coordinate properties within each spin state in this reaction 

combine the challenges we have addressed thus far, motivating analysis of when exchange 

tuning can recover these features. Strong basis set sensitivity in this system necessitates special 

consideration (see Supporting Information). 

 

Figure 9. Key intermediates in CH4 hydroxylation by FeO+. Each species has a net charge of +1 
and can exist in the quartet and sextet spin states, with slight differences in geometries and bond 
orders between spin states. 

 The GGA (here, BLYP) and hybrid (here, B3LYP) energy landscapes are in qualitative 

agreement with prior studies56, 177-180 (Figure 10). The overall reaction energy, ∆Er, is strongly 

sensitive to HF exchange (Sr = -108 kcal/mol.HFX on the sextet surface), consistent with the 

large, negative BV change (B3LYP ∆BV = -1.98) due to the cleavage of the Fe-O bond when 

transforming from Fe=O+ and CH4 reactants to Fe+ and CH3OH products. On a per-bond basis, the 

metal-derived sensitivity after correcting for sensitivity arising from C-O bond formation 

(following the ASM approach described in Sec. 3b), 69 kcal/mol.HFX.bond, is comparable to the 

value previously obtained for coordinated Fe(II) complexes (86 kcal/mol.HFX.bond) (Sec. 3c). 

Introduction of 20% HF exchange, as in the B3LYP functional, changes the ∆Er from 

erroneously endothermic with GGA to exothermic (here, -9 kcal/mol) and in good agreement 

with the -10 kcal/mol exothermicity observed experimentally175. Continued increase of the HF 

exchange percentage overestimates the exothermicity of the reaction and worsens agreement 

with experiment. 
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Figure 10. Energy level diagram for the FeO+/CH4 reaction computed at 0% (red), 20% (blue) 
and 40% (green) HF exchange. Solid and dotted lines represent the sextet and quartet surfaces 
respectively, and all energies are reported relative to the energy of 6FeO+/CH4 at each value of HF 
exchange. The labels below each species indicate the Fe bond valence computed at 20% HF 
exchange. The darker-colored lines at the entrance and exit channels in the quartet subplot 
indicate the respective sextet values for easy comparison of spin-splittings. As discussed in the 
main text, 4TS1 and 6TS1 could not be located at 40% HF exchange, and extrapolated values are 
instead shown for illustrative purposes. A combined sextet/quartet energy level diagram at 20% 
HF exchange is provided in Supporting Information Figure S10. 
 

 Reviewing sensitivity of individual intermediates in these reaction steps reveals some 

counterintuitive but easily rationalized behavior of HF exchange. At the entrance channel 

intermediate, 6Int-1 is correctly predicted to be more stable than 4Int-1 at low to moderate HF 

exchange values (< 30% HF exchange), but spin crossover occurs at about 30% HF exchange 

making 4Int-1 instead more stable. The stabilization of a state with lower spin multiplicity by HF 

exchange is contrary to typical observations in TM complexes that HF exchange favors high-spin 

states22, 61, 74, but this effect is consistent with our attribution of HF exchange sensitivity to 

differences in metal-ligand delocalization. The stronger Fe-O bonding in 6Int-1 than in 4Int-1, as 

evidenced by the Fe-O bond order, is penalized with increasing HF exchange (Figure 10). 
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Approximate agreement of the 6Int-1/ 4Int-1 splitting (∆EHS-LS = -8 kcal/mol) and 4Int-1/4TS12 

barrier (Ea = 12 kcal/mol) with MR WFT reference energies56 is achieved at low (i.e., 10%) HF 

exchange.  

In contrast to the low exchange favored at the entrance channel, the ground state of the 

exit channel (i.e., Int-3) is incorrectly predicted to be the quartet for HF exchange values of less 

than about 40%. The B3LYP (i.e., 20% exchange) splitting of 7 kcal/mol overestimates the WFT 

reference of -3 kcal/mol56 by about 10 kcal/mol, which is further exacerbated by the low 

sensitivity of this intermediate to HF exchange (SHS-LS = -35 kcal/mol.HFX) that arises from an 

almost unchanged, relatively low Fe-O bond order for both quartet and sextet states. Very high 

exchange fractions (i.e., about 50%) are required to achieve quantitative agreement with the 

WFT reference splitting energy for these two intermediates. It is noteworthy that B3LYP with 

the same basis set predicts the spin-state splitting of the bare Fe+ ion (the final reaction product) 

to within TM chemical accuracy (i.e., an absolute error of 3 kcal/mol relative to the experimental 

value182), which suggests an unusually large effect of weak ligand field perturbation on DFT spin-

splitting errors.  

 Across extended (i.e., 0-40%) ranges of HF exchange, we observe strong nonlinearity in 

the effect of HF exchange on the quartet energy landscape, particularly in the relative energies of 

Int-1 and Int-2 (Figure 10). We have treated HF sensitivities as approximately constant over 

moderate ranges of HF exchange, which has been a good assumption thus far, although some 

nonlinearity at high exchange fractions has been noted in prior work21-22. We can account for 

deviations from linearity in terms of shifts of the underlying BV changes with HF exchange:  

 
  

∂2ΔEr

∂aHF
2 =

∂Sr

∂aHF

∝
∂Δ(BV)
∂aHF

  (9) 

Strong deviations from linearity typically from qualitative changes in hybridization of either of 

the two states being compared with HF exchange. Here, 4FeO+ undergoes a marked increase in 

spin-up 3d density of π* orbitals coupled with a reduction of the partial 3d occupation in spin-
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down π orbitals19, 56, which results in a 0.8 decrease in the Fe-O bond order from 0 to 40% HF 

exchange. The imbalance in spin-up and spin-down density changes also leads to a 1.0 e- increase 

in the Fe Löwdin spin density. In contrast, the Fe-O bond order and Fe spin density in 6FeO+ 

decrease only by 0.3 bond and 0.1 e- respectively over the same range of HF exchange. Caution 

is thus warranted when identifying and interpreting trends over extended ranges of HF exchange 

as the qualitative electronic state may vary in the low and high HF exchange limits. 

 Although high exchange is recommended for some portions of the reaction coordinate, 

use of large exchange fractions can alter mechanistic predictions. At 30 and 40% HF exchange, 

the concerted TS1 could not be located for either the sextet or quartet surfaces, likely because 

the potential energy surface is perturbed sufficiently by the destabilization of Fe-C bonding that 

no saddle point exists along the reaction coordinate, and TS searches instead yield the direct 

TS12 that corresponds to a HAT reaction step181 analogous to that studied in Secs. 3a and 3b. 

Concomitant relative stabilization of the direct TS12 over the concerted TS1 with increasing 

HF exchange should also lead to lower predicted CH3OH yields, as the direct TS12 favors 

dissociation of the methyl radical over formation of Int-2. Nevertheless, extrapolating barrier 

heights based on sensitivities derived from 0 to 20% HF exchange, the quartet surface remains 

more reactive than the sextet surface for a wide range of HF exchange values, as the 

destabilization of 4TS1 relative to 6TS1 is balanced by stabilization of 4Int-1 over 6Int-1 (Figure 

10).  

 The preceding analysis further demonstrates that inherent imbalances in GGA errors and 

sensitivities lead to substantial variability in optimal parameter choice over the entire energy 

landscape, ranging from 10% at the entrance channel, 20% for the overall reaction to about 50% 

HF exchange at the exit channel. Compared to studies on more saturated complexes, the 

variations here are more pronounced as very weak coordination in the exit channel yields lower 

sensitivities for spin-state splittings. In this light, comparison to a DFT+U study by Kulik et al.56, 

in which a global-average of self-consistent calculated values of U at 5 eV was used to improve 

GGA (PBE in that work) predictions across the entire energy landscape, is instructive. The 
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DFT+U approach is essentially an explicit energetic penalization of hybridized metal-ligand 

bonding orbitals with fractional metal 3d character relative to nonbonding states26, an effect 

which has motivated our study into how BV metrics rationalize HF exchange tuning of reaction 

energetics. Indeed, the qualitative effects of exact exchange and the +U correction on geometric 

and energetic trends in this system are the same, with only slight differences (e.g., more weakly 

bound 6TS2 geometries and the failure to converge metastable nonplanar 4Int-1 geometries) that 

may be attributed to differences in GGA functional (PBE vs. BLYP) or basis set formalism 

(plane-wave vs. atom-centered). Comparison of sensitivities of reaction and spin-splitting 

energies to HF exchange and U yielded qualitative agreement as well (Supporting Information 

Figure S11). With DFT+U as with HF exchange, although a global single parameter is typically 

used to make total energies comparable, variations in optimal exchange fraction or U value also 

motivate strategies58-59 to explicitly incorporate those variations into reaction pathway analysis, 

and such work is ongoing in our group. 

4. Conclusions 

Through a careful study of several model complexes, we have computed reaction barriers 

and energetics for model open-shell iron catalysts to have comparable exact exchange sensitivity 

to the large sensitivities of adiabatic spin-state splittings. This analysis has led us to rationalize 

high exchange sensitivities through transferable and simple-to-compute change in BV that now 

unifies explanations for exchange sensitivity of catalytic properties and spin-state ordering in 

transition metal complexes.  

Within model catalytic cycles involving both open-shell (i.e., Fe(II)) and closed-shell (i.e, 

Zn(II)) transition metal centers, we rationalized differences in exchange sensitivity between 

catalytic steps, as well as continuous evolution of sensitivity along reaction coordinates, in terms 

of BV changes. In the case of methane hydroxylation by a Fe(II) model biomimetic complex: i) 

strong HF exchange dependence of the computed TOF and ii) divergent HF exchange 

dependence and optimal parameter choice along continuous evaluation of the reaction 

coordinates and between steps motivate careful evaluation of the role of functional selection in 
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catalyst screening studies.  

Over a range of ligand field strengths and coordination numbers, we confirmed a strong 

correspondence between the sensitivities of spin-splitting energies of representative Fe(II) 

complexes to HF exchange and the change in BV between the high- and low-spin states. Close 

agreement of the resulting per-metal-organic-bond sensitivity estimate with those obtained for 

energetics of catalytic steps, together with failure of alternative descriptors, demonstrates that the 

BV is a robust and transferable descriptor of how differences in metal-ligand delocalization 

produce differing relative energetics with exchange tuning. Future study of a wider range of 

energetics, e.g., vertical ionization potentials, or reactions with other complex types, e.g., closed 

shell TM centers, may motivate extensions to the BV metric.  

To illustrate the utility of our unified approach, we studied the effect of HF exchange 

tuning on a system that combines both spin-state considerations and chemical catalysis, namely 

the paradigmatic TSR addition-elimination reaction between FeO+ and methane. Here, trends in 

barrier heights, reaction energies and spin-splitting energies with varying HF exchange were 

again consistent with BV differences. The availability of accurate experimental and WFT 

references enabled us to identify pronounced variability in optimal parameter choice (~10 to 

50% HF exchange) over the entire energy landscape. This variation could be attributed to low 

spin-state splitting sensitivity in the exit channel arising from weak coordination but relatively 

high-sensitivity of the entrance channel, consistent with earlier observations of the manner in 

which DFT+U penalties on hybridized metal-ligand bonding orbitals shifted reaction energetics 

for this system. Overall, these observations motivate and inform the development of more 

flexible methods for catalyst screening beyond single hybrid functionals, and such efforts are 

underway within our group. 
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