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ABSTRACT. For arithmetic applications, we extend and refine our results in [10] to allow
ramifications in a minimal way. Starting with a possibly ramified quadratic extension F’/F
of function fields over a finite field in odd characteristic, and a finite set of places ¥ of F
that are unramified in F’, we define a collection of Heegner—Drinfeld cycles on the moduli
stack of PGL2-Shtukas with r-modifications and Iwahori level structures at places of ¥. For
a cuspidal automorphic representation = of PGL2(Ar) with square-free level 3, and 7 € Zx>q
whose parity matches the root number of 7/, we prove a series of identities between

(1) The product of the central derivatives of the normalized L-functions

1 1
2,520 w0, 3),

where 7 is the quadratic idele class character attached to F’/F, and 0 < a < r;
(2) The self intersection number of a linear combination of Heegner—Drinfeld cycles.
In particular, we can now obtain global L-functions with odd vanishing orders. These identi-
ties are function-field analogues of the formulas of Waldspurger and Gross—Zagier for higher
derivatives of L-functions.
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1. INTRODUCTION

1.1. Main results. Let X be a smooth projective and geometrically connected curve over a
finite field k = F, of characteristic p # 2. Let F' = k(X) be the function field of X and Ap
be the ring of adeles of F'. Let G = PGLs. Let m be a cuspidal automorphic representation of
G(AF). Let X' be another smooth projective and geometrically connected curve over k together
with a double cover v : X' — X.

In [I0], under the assumption that both 7 and v are everywhere unramified, we proved
an analogue of the formulas of Waldspurger [9] and Gross—Zagier [4] for higher order central
derivatives of the base change L-function L(mp/, s). Our formula reads

wx|
2(logq)"L(m, Ad, 1)

(1.1)

Here r > 0 is an even integer. This formula relates the r-th central derivative of a certain
normalization[] & (s, 8) of the L-function of the base change 7p- to the self-intersection number
of a certain algebraic cycle [Sht?] on the moduli stack of G-Shtukas Sht¢; with r modifications.
The cycles [Sht/], are analogous to the Heegner points on modular curves.

In this paper, we generalize the formula (L)) to the case where the double cover v is allowed to
be ramified and the automorphic representation 7 is allowed to have square-free level. Moreover,
we refine the formula ([[I)) to give a geometric expression of central derivatives of the form
L (m, 12O (r®n, ). Below we set up some notation for the statement of our main results.

L) (e, %) = ([sht;]w, [Sht;]w)

Sht/z

1.1.1. Ramifications of the automorphic representation. Let ¥ be a finite set of closed points of
X. Let 7 be a cuspidal automorphic representation of G(A) which is isomorphic to an unramified
twist of the Steinberg representation at each x € X, and unramified away from . Let N = deg X.
Let R be the ramification locus of the double cover v, and let p = deg R. Then the genus ¢’ of
X’ and the genus g of X are related by ¢’ —1 = 2(g—1)+p/2. Let n = npjp : F*\AR — {£1}
be the idele class character corresponding to the extension F’/F.
We assume

The sets R and % are disjoint.

The normalized L-functions

1 X 1
L(m, s+ 5) — q(2g—2+N/2)sL(7T, s+ 5)
1 1
Lr@n,s+ 5) — q(2g—2+p+N/2)sL(7T @, s+ 5)

I [10], the definition of £ (7 g/, s) included the denominator L(w, Ad,1); in the current paper, we separate
L(w,Ad,1) from Z(nps,s).
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are either even or odd functions in s depending on the root numbers of 7 and 7 ® . We define
a normalized L-function in two variables

1 1
L yp(m, 81,82) 1= L(7, 51 + 82 + §)$(W®U,S1 —$2+ 5)

so that its specialization to s1 = s, s5 = 0 gives the normalized base change L-function £ (mwp/, s+
1). Then L p(m, s1, 52) satisfies a function equation

Lpip(T,81,52) = (*UTMW)XF//F(W, —51,—52)
where (—1)"("#") is the root number for the base change 7z, and
r(rp) = #{x ey ’ z is inert in X'}.

For ri,r_ € Z>¢, we define

(o) a o T4 9 r_
"S’ﬂF/;rF (7T) = <8_31> (a—&) .,%F//F(Tr,sl,SQ)

From the functional equation of £/ p (7, 51, 52), we see that ff(f,j;’)(w) = 0 unless

s1=82=0

r++r_=r(rp) mod 2.

1.1.2. The moduli of Shtukas with Iwahori level structure. On the geometric side, we will consider
the moduli stack of G-Shtukas with Iwahori level structures. The points with Iwahori level
structure come in two kinds: those resembling the finite primes dividing the level N for a
modular curve X((IN) and those resembling the Archimedean place. In fact, starting with a
finite subset ¥ C |X| together with a disjoint union decomposition ¥ = ¥; U ¥, and a non-
negative integer r such that r = #X o, mod 2, we will define in §8.2.7] and §3.2.8 a moduli stack
Sht¢ (E; Xoo) equipped with a map

G Sht(3;Xs) — X7 X G,
where Goo = [[,ex_ Speck(z). Then Shtg(X; ¥oo) is a smooth 2r-dimensional DM stack locally
of finite type over k (see Proposition [3.9). We will also consider the base change
Sht/GT(Z;EOO) = Sht:(2; Xeo) X(Xrx o) (X'T X (‘520),

where 6 =[] Speck(x'), and ¥/ = v~1(X4). If we base change Sht{:(3;X4) to k, it

decomposes as

r'eX
Shts(3; Too) @ k = [ [ Shts(5:€),
£

where § = (§,)2rexr_ Tuns over the choices of a k-point &,/ over each z’ € ¥/ _. We fix such a €.

There is an action of the spherical Hecke algebra 3 = ®@ze|x|-xz on the cohomology
groups H(Shtf(2;€), Qr), which is infinite-dimensional in the middle degree. We have an
Eisenstein ideal Zg;s C % defined in the same way as in [10, §4.1]. We prove a spectral
decomposition similar to the unramified case.

Theorem 1.1. There is a canonical decomposition of %Gz—modules
HZ (Shts(25€), Q) = (B V' (©m) & V' (©)mis, (1.2)
m

where

e m runs over a finite set of maximal ideals of 7 which do not contain the Eisenstein ideal, and
V'(&)m is the generalized eigenspace of the %g—acﬁon on H2" (Sht(h(2;€),Qy) corresponding
to m. Moreover, V' (&) is finite-dimensional over Q,.

o V'(&)gis is a finitely generated 77 -module on which the action of # factors through 5 | T
for some m > 0.

Using the cup product, we have a perfect pairing

() ')Shtg(z:;g) V' (Em XV (E)m — Q. (1.3)
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1.1.3. The Heegner—Drinfeld cycle. We make the following assumptions which are analogous to
the Heegner hypothesis:

All places in X are split in X'; (1.4)
All places in Yo are inert in X'. (1.5)
By considering rank one Shtukas on X', we obtain a moduli stack Sht%(,uOO - 37 ) that depends
on the data p € {+1}" and pos € {£1}¥>. The stack Sht' (1iao - X)) is a finite étale cover of
X" x&L.
To map Sht%(,uoo -¥) to Shtdi(3; o) we need an extra choice s, which is a section to the
two-to-one map X := v=1(Xy) — . Altogether we have chosen an element

=, pigs proo) € Trw i= {1} x Sect(X/S¢) x {£1}7>. (1.6)
From this choice we have a map (cf. §4.2.2)
0" : Shti(fioo - B) — Sht/s(2; Lo ).
Base-changing to k and taking the &-component, we get a map
0 + St (oo - €) — Shtgs(3:€).
We define the Heegner—Drinfeld cycle to be the algebraic cycle with proper support
Z(€) == 0, [Sht’r (4o - )] € Cher (SHEG(2:€))g-
Its cycle class in cohomology is denoted by
29(€) 1= cl(2#(€)) € H2N(Sht(S:€), Qo).
1.1.4. Main result. Our main theorem is the following.

Theorem 1.2 (Main result, first formulation). Let w be a cuspidal automorphic representation
of G(Ap) ramified at a finite set of places ¥. Assume

e For each x € X, 7, is isomorphic to an unramified twist of the Steinberg representation;
e The ramification locus R of the double cover v : X' — X is disjoint from X.
We decompose ¥ as Xy U X in a unique way so that the conditions (L) and (LI) hold. Let
r be a non-negative integer such that
r=#Yo mod 2.
Let p, 1/ € %y 5. Let

re={1<i<r|p=p}, r-={1<i<r|p#p}
Then

|wX|qp/2_N5—(7T ®@n) (re,r-) /
) = (Z# Vs . 1.
2oz Lim Ad 1) 2rr (M= (21O 28 )sugme (1.7)

Here,

o |wx|=q 272,

o c_(mr®@mn) € {1} is the product of the Atkin—Lehner eigenvalues of m @ n at x € X_(u, '),
where X_(p, ') C X is defined in (@7).

e The automorphic representation w gives a character A, of %g which does not factor through

the Fisenstein ideal; we denote by V'(§)x the direct summand in (L2) corresponding to the
mazimal ideal m,; = ker(\;) and let Z#(€) be the projection of ZH (&) to V' (&)x.

e The pairing (-, ")sniy (sse) on the right side of (L) s (L3).

The Galois involution for the double cover X’/ X induces an action of (Z/2Z)" on X", hence
on Shtf(%;€) by acting only on the X'"-factor. Let o; € (Z/2Z)" be the element with only
the i-th coordinate nontrivial. For 0 < r; < r, we define an idempotent in the group algebra

Ql(Z/22)"] by

T1

Erlznlzo—i ﬁ 1;01

i=1 j=ri+1
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Theorem 1.3 (Main result, second formulation). Keep the same assumptions as Theorem [L2
Let 0 <11 <1 be an integer, and pn € T, 5. Then
wx|g??~N
2(—logq)"L(m,Ad, 1)
In the special case 11 = r, we may further reformulate the theorem as follows.
Corollary 1.4. Keep the same assumptions as Theorem [L2. Let Y*(€) € H2"(Sht((Z;€), Qp)

be the class of the push-forward of Z"(€) to Shtg(%;€) = Sht(X;3) X, & Then YE(E)
depends only on (7, liy, fieo), and
1

27071|WX|qp/27N (r) 1 _ (VK B
(_ log q)TL(ﬂ, Ad, 1)3 (7T, i)g(ﬂ @, 5) - (Yﬂ' (g)a Yﬂ' (5))5}1458(2;5)'

1 1
1) - (r—mr1) Y
2 (r, 2)$ (r®mn, 2) = (EHZ#(Q’€T1Z#(’£))Shtg(z;g)'

Remark 1.5. Consider the case where X, consists of a single place co, r = 1, and u = p'.
In this case the moduli stack Shté;(Z;Eoo) over X is closely related to the moduli space of
elliptic modules originally defined by Drinfeld [2] (see the discussion in §3.2.3)), the latter being
a perfect analogue of a semi-stable integral model for modular curves Xo(N). In this special
case, Theorem reads

|wx g2~ N 1

- 21qu ] L(TF,Ad, 1)$I(WF’5 5) = (Z#(g)vz#(§>>5htg(2,f) . (18)

This is a direct analogue of the Gross-Zagier formula for modular curves [4]. We understand
that D. Ulmer has an unpublished proof of a formula similar to (L8]). The method of our proof
is quite different from that in [4] in that we do not need to explicitly compute either side of the
formula.

1.2. What’s new. We highlight both the new results and new techniques in this paper compared
to the unramified case treated in [10].

1.2.1. First we compare our results with our previous ones in [I0]. Theorems and have
much wider applicability than the ones in [I0]. In particular, for an elliptic curve E over F
with semistable reductions, its L-function L(E,s) is the automorphic L-function L(w,s + 1/2)
for some 7 satisfying the conditions of our theorems. Therefore, our results in this paper give
a geometric interpretation of Taylor coefficients of L-functions of semistable elliptic curves over
function fields. For potential applications to the arithmetic of elliptic curves, see the discussion
in §1.31

In addition, in this paper we study the intersection of different Heegner—Drinfeld cycles by
varying the discrete datum p. As a result we get products of derivatives of £ (7, s) and Z (7 ®
7, 8), as opposed to just the derivatives of their product £ (np, s). So Theorems and are
new even in the unramified case.

1.2.2. Next we comment on the proof. To prove Theorem [[.2] we follow the general strategy
of relative trace formulae comparison as in [I0]. In this paper, we have tried to avoid repeating
similar arguments from [I0] and only write new arguments in detail. Here are some highlights
of the new techniques compared to the unramified case.

The key identity between relative traces takes the form

(%)” <a%)T (@ N5 T(f 51, 59)) = (27, 1+ 2" (©))

where f € A and f' € C.(G(A)) is a “matching function”. In the unramified case, we
simply took f' = f. At places x € 3, the corresponding factors of f’ are not surprising: they
are essentially characteristic functions of the Iwahori. However, it is not obvious what to put at
places z € R (where R is the ramification locus of F/F'). This is one of the main difficulties of
this work.

In §2.4.70] we give a somewhat surprising formula for the test function hE to be put at x € R
in f’. The discovery of the function hE was guided by the geometric interpretation of orbital
integrals. We wanted a moduli space Ny which looked like the counterpart of M (see Definition
BI) for a split quadratic extension F' x F but somehow remembers the ramification locus R.

s1=82=0 Shtg(E,g)
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Once we realized the correct candidate for Ny (see Definition B1)), the formula for hY) fell
out quite naturally as counting points on Ny. From the spectral calculation, we get another
characterization of hE (see §2.4.2), which justifies its canonicity from a different perspective.
The idea should be applicable to other situations of relative trace formulas where one needs
explicit ramified test functions. We hope to return to this topic in the future.

The presence of Iwahori structures makes the geometry of the horocycles in Shtf(3; Xoo)
much more complicated than in the unramified case, which explains the length of §3.4 The
study of the horocycles is needed in order to establish a cohomological spectral decomposition.
Also, the proof of the key finiteness results leading to the cohomological spectral decomposition
in §3.5] uses a new strategy: we introduce “almost isomorphisms” between ind-perverse sheaves
(i.e., we work with a quotient category of ind-perverse sheaves). Compared to our approach in
[10], this strategy is more robust in showing qualitative results for spaces of infinite type, and
should work for the cohomological spectral decomposition for higher rank groups.

1.3. Potential arithmetic applications.

1.3.1. Determinant of the Frobenius eigenspace. Let m be a cuspidal automorphic representation
of G(A) as in Theorem By the global Langlands correspondence proved by Drinfeld [3],
there is a rank two irreducible Q,-local system p, attached to 7 over an open subset of X. Our
convention is that det(p,) = Q,(—1); in particular, p, is pure of weight 1. Let ji.p, be the
middle extension of p, to the complete curve X. The base change mp/ corresponds to the local
system v*p, on an open subset of X', and we denote by ji,v*p, its middle extension to X’. Let

W =H"X'QF, jl,v px).

This is a Q-vector space with the geometric Frobenius automorphism Fr of weight 2. The
L-function L(7p-, s) is related to v*p, by

L(rpr,s — %) =det (1—¢ °Fr|Wy).

Let II7,: Shti,(X) — X" x G4 be the projection map. It is expected that under the J#3-
action, the Ar-isotypical component of the complex RIIy, ,Q, on X" X &, takes the form

(RIIG,Qe)x = 7 @ (fuapa 18 -+ Bjupa[ 1] ) ® (Boen, ol ) (19)

r times

where K = Hzgz G(Oz) X [[yex Iwse, and pr . is the restriction of pr to Spec F, and I, <
Gal(FzeP/F,) is the inertial group at xz. Pulling back to X" ® &, (L) implies that the
generalized eigenspace V'(§)r := V'(§)ker(n,) in (L2) should take the form

V/(§>7r ~ 7TK ® W7:.®T ® gﬂ',f

where (, ¢ is the geometric stalk of @zezxpfr’fx at €. Note that 7% is one-dimensional since 7 is
an unramified twist of the Steinberg representation at x € X.

Then the cohomology class of the Heegner—Drinfeld cycle gives rise to an element in Z* (&) €
T @ W!®" @ £, ¢. Tt can be shown that Z#(¢) is an eigenvector for the operator id ® Fr®” ®id,
with eigenvalue ¢”. Our main result (Theorem [[L2]) together with the super-positivity proved in
[10, Theorem B.2] shows that Z¥(£) does not vanish when r > ord,—; /5 L(7p/, s), provided that
L(mp,s) is not a constant (i.e., 2(4g —4 + N + p) > 0).

Partly motivated the standard conjecture about Frobenius semi-simplicity, we propose

Conjecture 1.6. Let r = ords—q/o L(7pr,s) and p € T, 5. Then the class Z}(&) belongs to
K & AT (W) @ € .

In particular, for the eigenvalue q, the generalized eigenspace of the Fr-action on W/ coincides
with the eigenspace, and Z2(€) gives a basis of the line T @ A" (W;Fr:q) @ lre.

In a forthcoming work, the authors plan to prove (assuming that (L9) holds):

(i) If ro > 0 is the smallest integer r such that Z* # 0 for some p € {41}", then dim W/¥=4 =
and the class ZF(£) gives a basis of the line 7 @ A" (W F=9) @ ¢, .
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ii) ordg—q /o L(mpr, s) = 1 if and only if dim W/'¥*=9 = 1. In particular, if ord,_, /o L(7ps,s) = 3,
/ w /
then dim W/F=4 = 3.

1.3.2. Elliptic curves. Let E be a non-isotrivial semi-stable elliptic curve over F'. Attached to E
is a cuspidal automorphic representation m of G(Ar) such that p, = Vy(E)* as representations of
Gal(F*?/F). In particular, L(E, s) = L(m,s—%), and L(Ep+, s) = L(mp+, s—3). Moreover, after
choosing a semistable model £’ over X', we may identify W/ with a subquotient of H*(£’ ® &, Q,),
and think of it as the ¢-adic Selmer group of E. The function-field analogue of the conjecture of
Birch and Swinnerton-Dyer, as formulated by Artin and Tate [7], predicts that the g-eigenspace
of Fr on W/ is the same as the generalized eigenspace, and is spanned by classes of sections of £’.
The expected result (ii) above would imply that if ords—1 L(EF/,s) = 3, then the g-eigenspace
of Fr on W/ is the same as the generalized eigenspace.

While it is difficult to construct algebraic cycles on £ spanning W.¥=4 it may be easier
to construct a basis of the line A”(W_.F=4). Conjecture proposes a candidate generator for
AT (W!Fr=4) namely the cycle Z£(€). Tt is not clear though how to relate the ambient space of
ZP(€), namely Sht/(3;€), to powers of £'.

1.4. Notations.

1.4.1. Function field notation. Throughout this paper, we fix a finite field £ = F; of characteristic
p # 2. We fix a smooth, projective and geometrically connected curve X over k. Let F = k(X)
be the function field of X. Let | X| denote the set of closed points of X.

For x € | X/|, let O, (resp. F,) denote the completed local ring of X at x (resp. the fraction
field of O,). Let m, C O, be the maximal ideal and we typically denote a uniformizer of O, by
@, Let Ap denote the ring of adeles of F, and let O =[], ¢, x| Ox- Let k(z) denote the residue
field of O, and let

dy = [k(z) 1 k], qo=q% = #k(x).
Let vy : FX — Z be the valuation normalized by v, (w,) = 1.

We will also consider a double covering v : X’ — X where X’ is also a smooth, projective
and geometrically connected curve X over k. The function field of X’ is denoted by F’. Other
notations for X extends to their counterparts for X’.

1.4.2. Group-theoretic notation. The letter G always denotes the algebraic group PGLsy over k.
For z € | X|, the standard Iwahori subgroup Iw, of G(Fy) is the image of the following subgroup

of GLy(0,)
cE mm} .

1.4.3. Algebro-geometric notation. For any stack S over k, Frg : S — S denotes the k-linear
Frobenius which raises functions to the g-th power.

For an S-point z : S — X, we denote by I', C X x S the graph of z, which is a Cartier
divisor of X x S.

We fix a prime ¢ different from p, and an algebraic closure Q, of Q,. The étale cohomology
groups in this paper are with Q, or Q, coefficients.

~ a b
Iw, = {|: c d :| S GLQ(Om)
For an algebraic group H over F', we denote
[H] := H(F)\H(A).

Acknowledgement. The authors would like to thank Benedict Gross for useful discussions and
encouragement.

2. THE ANALYTIC SIDE: RELATIVE TRACE FORMULA

We extend the results in [10, §2, §4] on Jacquet’s RTF [5] to our current setting. Since most
arguments in loc. cit. extend without any difficulty, we will not repeat them, but simply indicate
the necessary changes.

A new phenomenon is that we need to choose a new test function at the places where F'/F
is ramified. This is done in §2.41 and is the most non-obvious point of the analytic part of this

paper.
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By convention, the automorphic representations we consider in this section are on C-vector
spaces.

2.1. Jacquet’s RTF. For f € C°(G(A)), we consider the automorphic kernel function

Ki(g,92) = > flor'792), 91,92 € G(A), (2.1)
YEG(F)

and we define a distribution given by a regularized integral, for (si, s2) € C2

reg
J(f,sl,SQ) = / Kf(hl,h2)|h1|51+52|h2|sl_8277(h2)dhl dhg (22)
[A]x[A]

Here the measure on [A] = A(F)\A(A) is induced from the Haar measure on A(A) such that
vol(A(Q)) = 1.

The regularization is the same as in [I0, §2.2-§2.5], i.e., as the limit of the integral over a
certain sequence of increasing bounded subsets that cover [A] x [A]. Moreover, we define a
two-variable orbital integral

(v, £, 51, 82) = / (0T )l ol b f sl (k) iy .
A(A) X A(A)

Recall the function inv : G(F) — PY(F) — {1} defined in [I0, (2.1)]. When u = inv(y) €
PY(F)\{0, 1,00}, the integral J(v, f, s1, s2) is absolutely convergent. When u = inv(y) € {0, 00},
the integral defining J(v, f, s1, s2) requires regularization as in [10, §2.5], and the proof in loc.
cit. goes through in our two-variable setting.

Now J(f, s1,52) and J(7, f, s1, 52) are in C[gF*1, ¢*52], i.e., each of them is a finite sum of the
form

n1s1+n2s2
g Uny s 4 y Qnyng € C.
(n1,m2)€Z?

We have an expansion of J(f, s1, s2) into a sum of orbital integrals
J(fa'slvs?): Z J(’}/,f751752>, (23)
YEA(F)\G(F)/A(F)
We also define
J(uﬂ fﬂ 51552) = Z J(77f751552)7 UE]P)l(F)i{l} (24)

YEA(FO\G(F)/A(F), inv(y)=u

2.2. The Eisenstein ideal. For z € |X|, let 74, = C.(G(O,)\G(F,)/G(O )) be the spherical
Hecke algebra of G(F}). For a finite set S of closed points of X , define S5 = Que|X|-5Ha-
In [10, §4.1] we defined the Eisenstein ideal Zgiys C 55 for the full spherical Hecke algebra
HG = Qye| x|z, as the kernel of the composition of ring homomorphisms

agis: g 2 QIDiv(X)] - Q[Picx (k).
Here the first map Sat is the tensor product of Satake transforms 5, — Q|t.,t;!]. We restrict
the homomorphism to the subalgebra

aie: HE % QIDIV(X — 8)] — Q[Picx (k)]

and define

It = Ker (agy, : H#E — Q[Picx (k)]) .

Recall from [I0), 4.1.2] that the image of ag;s, hence that of agy, lies in the Q[Picy (k)] for
an involution tpic on Q[Picx (k)]. We have the following analogue of [10, Lemma 4.2] with the
same proof, which is not essential for the rest of the paper.

Lemma 2.1. The map a8y, : #77 — Q[Picy (k)]*Pic is surjective.

We have a generalization of [10, Theorem 4.3].
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Theorem 2.2. Let f° € I, and let fs € C(G(Ag)) be left invariant under the Iwahori
Iwg =[I,e5IWa. Then for f = fs® f% € CX(G(A)) we have
Ky =Kreusp + Kysp-

Here Ky ousp (resp. Kjgp) is the projection of Ky to the cuspidal spectrum (resp. residual
spectrum, i.e., one-dimensional representations), see [10] §4.2].

Proof. We indicate how to the modify the proof of [I0, Theorem 4.3]. Let K° = [L¢s G(Oa),
and let K = Kg - K* be a compact open subgroup of G(A) such that Kg C Iwg and that f is
bi-K-invariant. The analogue of equation [I0 (4.9)] now reads

2mi

1ogq 10@@ e R
Ksualo) = 521 3 / (Pra(F)bas 85) E(@, 60 VB0 w0 du, (25

27

where {¢, } is an orthonormal basis of V.X. Since f is left invariant under the Iwahori Iwg x K%,
(Pxu(f)Pa, dp) = 0 unless the Iwg x K 9-average of ¢ is nonzero; i.e., (py.u(f)da,Ps) = 0 unless

I K . . . . . .
VWsx B 2 0 which happens if and only if x is everywhere unramified. When x is everywhere
unramified, we have

(Pxcu(F)Pas 08) = Xur1/2(ais (7)) (Pxu(fs @ Lics)das 05).

In particular, if f° lies in the Eisenstein ideal, then ag, (f%) = 0, and hence the integrand in
(23) vanishes. This completes the proof. O

2.3. The spherical character: global and local.

2.3.1. Global spherical characters and period integral. We first recall from [10, §4.3] the global
spherical character. Let 7 be a cuspidal automorphic representation of G(A), endowed with the
natural Hermitian form given by the Petersson inner product: (¢, ¢’) for ¢, ¢’ € .

For a character x : F*\A* — C*, the (A, x)—period integral for ¢ € 7 is defined as

/ o(h)x(h)|h| dh. (2.6)

We simply write & (¢, s) if x = 1 is trivial. The global spherical character (relative to (A x
A,1 xn)) associated to 7 is a distribution on G(A) defined by

3n(f, s1,89) = ; S +<¢¢)>>gz(¢ —2) jeor@m). @)
¢

where the sum runs over an orthogonal basis {¢} of m. This expression is independent of the

choice of the measure on G(A) as long as we use the same measure to define the operator 7(f)

and the Petersson inner product. The function J.(f, s1,s2) defines an element in Clg**, ¢*52].
Using Theorem 22 the same argument of [I0, Lemma 4.4] proves the following Lemma.

Lemma 2.3. Let f be the same as in Theorem[22A Then
I(f.51,82) Z Jn(f: 51, 82),

where the sum runs over all cuspidal automorphic representations © of G(A) and the summand
J=(f,s) is zero for all but finitely many .

2.3.2. Local spherical characters. We now recall the factorization of the global spherical character
@70 into a product of local spherical characters. For unexplained notation and convention we
refer to the proof of [I0, Prop. 4.5].

Let ¥ : F\A — C* be a nontrivial character, and let ¢, be its restriction to F,. For the
discussion of the local spherical characters, we will use Tamagawa measures on various groups,
which differ from our earlier convention. Strictly speaking, as in loc. cit., the measure on
A(A) = A% is not the Tamagawa measure, but an unnormalized (decomposable) one [ |, €| x| d*t,

where d*t, = g“z(l)i?—;l for the self-dual measure dt, (with respect to ¢, ). In particular, we have
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vol(O) = 1 when 1), is unramified (i.e., the conductor of ¢, is O,). Similar remark applies to
the measure G(A), cf. [10, p.804].

We consider the Whittaker model of 7, with respect to the character v, denoted by Wy, ().
For ¢ = Qu¢ x| €T = ®;€‘X|ﬂ'z, the 1-Whittaker coefficient W, decomposes as a product
®@qge|x|We, where W, € Wy, (7). We define a normalized linear functional

1 [ a
)\h xy Tz = T x de .
(Wi ) L(w%sﬂ/m/ﬁw < 1 Dn (@)lal* d*a

We define a local (invariant) inner product 6% on the Whittaker model Wy, (7,)

R LA

Now we define the local spherical character as

Ny (0 (o) Wi, Loy 51 + 52) M (Wi, 0, 51 —
T (furs1,50) 1= 3 22lTelfe) 95;1W82V>Vz( e, 51— 52)
(Wi} = (Wi, Wi)

. (2.8)

where the sum runs over an orthogonal basis {W;} of Wy, (7). By the product decomposition
of the period integrals ([2.6]) and the Petersson inner product (cf. the proof of [10, Prop. 4.5]),
the global spherical character decomposes into a product of local ones (cf. [10, (4.16)]):
L L(m,s1 + 8o+ HL(mr®@n, 81 — 59+ 2)
1 ’ 2 ’ 2
w\J»51, = e \Jxy 51, . 2.9
Tx(f, s1,82) = |wx| L Ad 1) [T 3= (fz.51,52) (2.9)

z€|X|

We note that the factor |wx|~! is due to the fact that in our earlier definition [Z2) of J(f, s1, s2),
the measure on A(A) gives vol(A(Q)) = 1, while the (unnormalized) Tamagawa measure gives
vol(A(0)) = |wx |2

2.4. Local test functions. Out test function f € C2°(G(A)) will be a pure tensor f = ®,¢| x| fo
where f, € J# is in the spherical Hecke algebra for ¢ ¥ U R. Below we define the local

components f, for r € R (in §ZLINZAD) and for € ¥ (in §243).

For any place z € |X]|, let p, : GLa(F,) — G(F,) be the projection. The fibers of p, are
torsors under F,¢ and are equipped with F*-invariant measures such that any O-orbit has
volume 1. Let py . : C°(GLo(Fy)) — C°(G(Fy)) be the map defined by integration along the
fibers of p, with the above-defined measure.

2.4.1. The function hY. For a € O,, we denote @ its image in k(z). For any n € Z, let
Mata (O ), (det)y=n be the set of 2-by-2 matrices M with entries in O, such that v, (det(M)) = n.

At z € R, the character 7] ox factors through the unique nontrivial character 7, : k(z)* —
{£1}. We also denote by 7, : k(z) — {0,£1} its extension by zero to the whole k(z).

When z € R, let hY € C>(GLy(F,)) be the function supported on Mata (O ), (det)=1 given
by
1 = (= :
EE((GU‘)) _J2 Hi,je{Lz}(l ‘tni(aij)) aij € Of: (2.10)
Hi,je{lﬂ} (1 +7,(a;)) otherwise.
Define _
he = p..hS € C(G(F)).

We give an interpretation of the formula [ZI0) as counting the number of certain “square-
roots” of (as;). Let Z, be the set of pairs of matrices (g Gi2], [as! as2]) € Mata(Oy) X
Mato(k(x)) such that
(1) for 1 <4,j <2, af; =y, the image of a;; in k(x);

(2) det(aij) =0 3
(3) vz(det(as;)) = 1.

Lemma 2.4. Let p, : =, — Mato(Og) be the projection to the first factor (ai;). We have
[T (2.11)
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Proof. Let (a;j) € Mata(Og )y, (det)=1 be such that all a;; are squares. Then its preimage in Zp
consists of (a;;) € Mata(k(x)) where «y; is a square root of @;;, such that det(c;;) = 0. If all
a;j are units, among the [], ;(1 +7,(@;;)) = 2% = 16 choices of («;;), only half of them satisfy
det(cv;;) = 0. Hence the preimage of such (a;;) in Z, consists of 8 elements. If at least one of a;;
is non-unit, then the condition v, (det(a;;)) = 1 implies det(a;;) = 0. Therefore, the preimage
of such (a;;) € Mat2(Oyz)y, (dety=1 in Ey has cardinality given by [], ;(147,(a@;;)), as desired by

). O

2.4.2. The function fE. We introduce another test function, closely related to h%', which will
be useful in the calculation of its action on representations.
For x € R, let fE be the function supported on Mata(Oy )., (det)=1 given by the formula

M, (@11a12) if a11,a12 € OF;
J?E((aij)) = { T, (A1a22) if as1,a20 € OF;
0 otherwise.

Note that the first two cases above are not mutually exclusive, but when all a;; € O} we have
7,(@11012) = T, (G21G22) because the rank of (a;;) € Mats(k(x)) is one.
We then define

fE:pz*fEECSO(G(Fz))

Lemma 2.5. The function fE is characterized up to a scalar by the following three properties:

(1) Its support is contained in Mata(Og )y, (det)=1/

(2) It is left invariant under GLo(O,);

(3) Under the action of the diagonal torus Z(Oz) by right multiplication, it is an eigenfunction
with eigencharacter diag(a,d) — 7,(a/d).

Furthermore, we have

FP= 20 M) Lo v ] (2.12)

u€k(z)x W

Proof. Let F be the space C-valued functions satisfying the above conditions. The coset space
GL2(O)\Mata(Oy )., (det)—1 has representatives given by

We have a bijection GL2(0;)\Mata (O )y, (dety=1 = P (k(z)) = k(z)U{oc} by sending [ % 9] to
oo and [§ 2 | to u. The right multiplication of A(O,) on GLy (O0)\Matz(Oz )y, (det)=1 factors
through A(0,) — A(k(z)), and diag(a, d) acts as u — (d/a) - u (u € P'(k(z))). Therefore F is
isomorphic to the 77, -eigenspace of A(k(z)) on C(P!(k(z))) under right translation. The latter
space is one-dimensional and is spanned by f;, : u — 7, (u) for v € k(z)* and zero for u =0 or
oo. Hence dim¢ F = 1.

The RHS of the expression (ZI2) is the function in F corresponding to f,, therefore it is a
constant multiple of fl:' But both sides take value 1 at [(1) wlz ], they must be equal. This proves
the lemma.

O
We compare the test functions kL) and f5.

Lemma 2.6. The difference hE — fE s a sum of two functions, one is invariant under the right
translation by A(O.), and the other is n-eigen under the left translation by A(O,).

Proof. The function E? can be written as

~ 1
hy = o — S @1,
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where both @ and ®; are supported on Mata(Oy )., (det)=1:
Oo((a) = [ (1 +7.(@)
i,7€{1,2}
and

I, (1+7,(a@;)) aj €0F 1<i,j<2;
‘1’1((%)){ E ’ ’

0 otherwise.

For any subset S C {(1,1),(1,2),(2,1),(2,2)}, define the following functions supported on
Mat2(oz)vm(det):1:

dos((ai) = = [I 7@y),

(i,5)€S
i ) HujesMe(@y), aij €07 1<d,j <2
1,5((aij)) @ = .
0 otherwise.

Then

Do = Zgo,s, Py = Z&,s,

S S

hence

he = Zgo,s - %Z&,S- (2.13)
5 5

On the other hand, let S1,. = {(1,1),(1,2)} (entries in the first row) and So. = {(2,1),(2,2)}
(entries in the second row). From the definition of f 9. we have

~ ~ 1 /~ ~
fxtl = 50,51* + 50,52* - 5 (51751* + 51,52*) . (214)

In fact, the only non-obvious part of the equality is when all four entries are units, in which
cases all four functions 50 Sias 50 Saus O1 s,, and & 5, take the same value. Comparing (213
and ([ZId), we see that kY — fZ is a linear combination of 0o g and &, g for S in one of the three
cases

(1) |S] is odd;
(2) S is either a column, or contains every entry;
(3) S is one of the two diagonals.

Therefore h? - fE is a linear combination of dp g = pz*go,s and 01,9 = pm*gl,s for S in one of
the above three cases.

In case (1), do,s and d1 s are eigenfunctions under the translation by scalar matrices in O
with nontrivial eigenvalue 7, therefore 6y s = 91,5 = 0.

In case (2), 50 s and 5115 are right invariant under Z(Oz) Therefore 6y s and ;1 g are right
invariant under A(Oy).

In case (3), (50 s and 51 s are eigen under the left translation by A((’)z) with respect to the
character diag(a,d) — ni(a/ d), and hence 09 ¢ and d1 g are ng-eigen under the left translation
by A(Oy).

Combining these calculations, we have proved the lemma. ([

2.4.3. We fix a decomposition
Y=Y, UX_. (2.15)

Let Ny = degXy. Later such a decomposition will come from a pair u,p' € T, 5 (see (ZG),

E1)).
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For each x € 3, we define a subset J, C G(O;) by

{gGG(OzﬂgE ; * mod mm} = Tw,, ifexex,,
ES
J, = ) ) (2.16)
* *
{gGG(OI)|g 0 mod mz}lwz~w, ifreX_.
*

Here w = [_1 1] is the Weyl element. The local component f, of our test function f at x € &
will be the characteristic function of J.

2.5. Calculations of local spherical characters. In this subsection we compute the local
distributions J, (fz, 1, s2) for certain pairs (7, f,). We always assume that the additive char-
acter v, is unramified. Tt follows that our measure d*t, = (. (1)%= on A(F,) = F) gives

vol(0X) = 1. .
2.5.1. The case x € R and w, unramified. We consider the test function introduced in §2.4.2]
=10 f= 1
We need an equivalent expression of the local spherical character ([2.8]):
MW, 1,81 + s2)\E (W, Nay S1 — 32)
03 (Wi, W)

Jﬂ'x(fibvslaSQ) = Z I (217)

{Wi}

where

£(9): = falg™).
Similar definition applies to the test function f, on GLo(F;). By (ZI2), we have
~ B
fo = Z nm(u)-l[l v ] GLa(0,)"
u€k(z)* “a

Lemma 2.7. Let m, be unramified and K, = G(O,). Let Wy € Wy, (m,)5= be the unique
element such that Wo(12) = 1. Then

7(f)Wo ([ “ . D _ {Vol(Kz)nz(a)~qi/26(nx,1/2,¢x), va(a) = —1,

0, otherwise.

Here the local e-factor for the quadratic character n, is given by

(e, 1/2,00) = q; % > nad'u)ipa(a’n)

u€k(z)x
where o/ € F* is any element with v, (a’) = —1.

Proof. Let [a g} € SLo(C) (i.e., B = 1) be the Satake parameter of m. By Casselman—Shalika

formula, we have
on e i AR}
Wo T — a—f
1 0, n < 0.

T e e )
[N Yoo

It follows that

WMW%Qalbmma Z7MWAW>%QM%1D-

u€k(z)X
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By the support of Wy, the second factor in the RHS vanishes if v,(a) < —2. Since 1, is
unramified, the first factor in the RHS vanishes if v, (a) > 0. When v, (a) = —1, we have

([0 ]) =t | 2 mtwnt-an

u€k(x)X

=vol(Kq)nz(—a) Z Ne (—au) Y (—au)

uek(z)
= vol(Ky)ne(—a) - q3/*e(ne, 1/2, ).
This completes the proof. (I
Proposition 2.8. Let 7, be unramified, and F./F, ramified. Then
Jra(hgss1,52) = I, (£ 51, 52) = VOUG(O0))Go(2) - i (—1)e(0has 1/2,0) - 3 ~*2H1/2.

Proof. We use the formula (ZI7) for the local spherical character evaluated at f, = f-. Now
we note that f) is right invariant under K, = G(O,). Therefore we may simplify the sum into
one term involving only the spherical vector Wy € Wy, ()%= (normalized so that Wy(12) = 1):

/\EC(W(% 1,81+ 52)/\55 (W(f\/)WOa Nz, S1 — 52)

Ty (fuy81,82) = (2.18)
0% (Wo, Wo)
Since 7, is unramified, we have
M (Wo,1,8) = 1. (2.19)
The quadratic character 7, is ramified and hence
L(ry ® 1)z, 8) = 1.
Using this and Lemma 2.7, we get
X (7 (R Wos ey ) = vl e (~1)a 2e(ne, 1/2,02) - 43 (2.20)
Again since 7, is unramified (and v, unramified), we have
0L (Wo, Wo) =1 —q;2 = Cu(2) 7. (2.21)

Plugging 219), 220) and @21)) into [ZIF), we get the desired formula for I, (f5, 51, s2).
To show J,, (Y, 51, 50) = I, (f, 51, 52), by Lemmal[Z@] it suffices to show that J,, (f, s1,52) =
0 when f is either

(1) invariant under right translation by A(O,), or
(2) mg-eigen under left translation by A(O,).

In the first case, fV is invariant under the left translation by A(O.). The desired vanishing
follows from the formula (2I7), and the fact that the linear functional Ai(—,7.,s) of 7, is
ng-eigen under A(Q,). In the second case, the desired vanishing follows from the formula (Z.8]),
and the fact that the linear functional \i(—,1,s) of 7, is invariant under A(O,). O

2.5.2. The case x € ¥ and 7, a twisted Steinberg. Let St be the Steinberg representation of
G(F,).

Proposition 2.9. Let m, = St, = St®x be an unramified twist of Steinberg representation,
where x s an unramified quadratic character of F)*. Then we have

Jr,(Itw, s 51,82) = vol(G(O:))(2) - g, (2.22)
T, (Wi, 0y 81,82) = vOl(G(O02))Ca(2) - €(mp @ N, 1/2, 005 ) g5 5271, (2.23)
Proof. We first prove (222). By (23], the local spherical character evaluated at f = 1y,
simplifies into one term
MW, 1,51 + 82) AL (Wo, 1., 51 — 89)
0% (Wo, Wo)

Jr, (ltw, , 81, $2) = vol(Iw,,) (2.24)

)
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where Wy is any nonzero element in the line Wy, (Sty)!¥=. We normalized Wy so that Wy (12) = 1,

then we have explicitly
w ([0 ]) - el =0
1 0, vy (a) < 0.

For any unramified character x’ : F,* — C*, we have
AE&(WOaX/aS) =1 (225)
We compute the inner product 6% (Wy, Wy). First we note

Y S S

For m, = St,, the local L-factor
L(my X Tz, 8) = (1 — q_l_s)_l(l - ‘Zz_s)_l-

It follows that the normalized inner product
Hi(Wo,Wo) =1- qz_l.

Finally we note

vol(Iw,) = (1 + g.) " vol(G(Oy)).
Hence

vol(Iw, )03 (Wo, Wo) ™% = vol(G(0,)) ¢ (2)g; . (2.26)
Plugging ([2.25)), [2.26) into [2.24), we get ([2.22).
Now we prove (Z.23). By definition, we have
)\h 2 (Mw, w Wi;]-a )‘h Wia ) -
Jﬂ'z(hwm'wwSleQ) = Z I(ﬂ. ( = ) h81 i 82) - ( Lo 82)

Mo (s (Lt )70 () Wi, L, 51+ 52) M (T (), (@)W 51— 52)
0% (0 (w) Wy, 700 (w) W)

{W:}
Note that {m(w)W;} is another orthogonal basis for W, (St ), therefore we may rename it by
{W;} and rewrite the above as

AL (7 (Trw, Wi, 1, 51+ 82) A8 (Wz(w)Wia%,& - 82)
ei(WhWi)

Jﬂ'm (1Iwsza S1, 52) -
{Wi}

which again simplifies into one single term corresponding to the unique Wy € Wy, (St )™= with
Wo(l2) =1

M (Wo, 1,81+ s2)A2 (Wx(w)Wo, Ny S1 — 82)

Jr, (iw, w, S1, 82) = vol(Iw) , (2.27)
03 (Wo, Wo)
We have an explicit formula
-1
a a —qz x(a)lal, va(a) = -1
= (W)W, =W =
moma ([* ) =we ([ )=
Using this we can calculate
)\i(ﬂz(W)Womz, 8) = —(XN2)(@2) 4 (2.28)
Plugging (2:26)), (2.28) and (2:2]) into 227, we get
Jr, (Liw,w, 81, 82) = = vol(G(Oz))(a (2)(X771)(wm)q;1_82_1- (2.29)

Finally recall the e-factor for the twisted Steinberg 7, ® 1, = St ® 1, and the unramified v, is
the Atkin—Lehner eigenvalue

6(771 & Ne, 1/2,1%) = E(St XNz, 1/2awl) = _(an)(wl)'
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Using this we can rewrite (Z29) in the form of (Z23).

2.6. The global spherical character for our test functions.

2.6.1. Assumptions on w. Let m = ®;E|X‘7TI be a cuspidal automorphic representation of G(A)
which is ramified exactly at the set ¥. Assume that 7, is isomorphic to an unramified twist of
the Steinberg representation at each z € 3.

Recall that R C |X]| is the ramification locus of the double cover v : X’ — X. Assume
YNR=0. Let ¥ = Xy Xy be the decomposition determined by the conditions (I4) and

@3).

The degrees of the L-functions L(7, s) and L(w ® 7, s) as a polynomials of ¢~° are
deg L(m,s) =4g9g—4+ N, degL(m®mn,s)=4g—4+2p+ N.
We set
Lriyp(T, 81, 82)

(92N D o2 (29240 N/2) (51 —s0) LT 51 4 52 + ) LT @51 — 52+ 5)
L(m,Ad, 1)
L(ms1+ s+ 3)L(r @m,51 — 52 + 3)
L(m,Ad, 1) '

51752)qN51

= Jwx| g

Then we have
gp//p(ﬂ, S1, 52) = (71)#E°°$F//F(7T, —S1, 752).
Indeed, the sign that appears above is the root number of the base change L-function L(7g, s),
which is the parity of the number of places in F’ at which the base change of 7, is the Steinberg
representation. If z € X, x is split in F”, its contribution to the root number is always +1; if
T € Yo, x is inert in F’, the base change of 7, is always the Steinberg representation, hence it
contributes —1 to the root number.
Recall that in (ZI0) we have a decomposition ¥ = 3 LI ¥_ (right now arbitrary). We set

e_(m@n): = H (7 @ Ny, 1/2).

Note that this is the Atkin—Lehner eigenvalue at the set of places > _.
For each f € #:"Y%, we define

P =fe (@ hE) ® (@ 1JI> € CX(G(A)). (2.30)

rER TEYD

Proposition 2.10. Let m be a cuspidal automorphic representation of G(A) satisfying the con-
ditions in 2.6.1. Let \x : H#"E — C be the homomorphism associated to w. Then for
[ € AR, we have

) ) 1 _
g VN (R 51, 80) = 5/\7r(f) ce_(m@n) - lwx|g”? N Ly p(n, s, 52).

Proof. We choose a nontrivial ¢ : F\A — C*. Such a ¢ comes from a rational differential form
c on X, so that the conductor of ¢, is mzz(‘” where v;(c) is the order of ¢ at . We choose such
a ¢ so that ¢ has no zeros or poles at X U R, so that ¢, is unramified at x € ¥ U R.

When x ¢ ¥ U R, f, is in the spherical Hecke algebra ., therefore
)‘i(WOa 1) s$1+ SQ)AE(WOa Ny S1 — 32)
0 (Wo, Wo)

for Wy € Wy, (7,)¢(©=) normalized by Wy(12) = 1. By the same proof as [I0, Lemma 4.6], we
obtain

Jﬂ'z (f:va S1, 52) = )‘ﬂ'm (fiv) VOl(G(Ow))

M (Wo, 1, 81+ 82)AL(Wo, 1, 51— S2)
0% (Wo, Wo)

=Nz (C)|C|;251+1/2Cz (2).
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Therefore
Jr, (fz, 51, 82) = vol(G(O4))((2) - nl(c)|c|;281+1/2)\m (fa)- (2.31)

Now we use the calculation of local spherical characters at € ¥ U R given in Prop. and
together with (Z31)), and plug them into ([Z.9]) to obtain

Jo(fF%, 51, 52) (2.32)
_ L(m, 51+ 824+ 2)L(T ®@1,51 — 52+ %)
_ 1 ’ 2 ) P}
= |wx| CvwCoCs, Cs_Cr 3 L(m, A1)
where
Coot = ] vol(G(O)Ga(2) = vol(G(@))¢r (2) = |wx[*/?,
z€|X|
CVO = )\ﬂ'(f) H 771(0)|C|91c/2_281 = )‘ﬂ'(f)|wx|1/2_281 H nm(c)a (233)
¢ RUS ¢ RUS
Co, = [[a'=a™,
TEX L
Os. = I etme ®@ne,1/2,90)g5 727 = e (r @ n)g™- 177N
rEX_
Cr = H 7796(71)6(7796, 1/277/)I)Qi1_52+1/2 = qp(51_52)+p/2 H 6(7717 1/2; 7/}1> (2'34)
TzER rER

Here, in ([233)) we used that c is a differential form with no zeros or poles along ¥ U R; in (Z34))
we have used [[,cp7:(—1) = n(—1) = 1 since 7, (—1) is trivial for x ¢ R. Taking the product
and using (2.32]) we get

Jﬂ—(fzi,sl,SQ) (235)
1
= SAe(Dlwxle- (T @n) - Oy - x| g7 72 t/2g= NN (1 02)

(Lmsidsa+ 5)L(m@n 51— 52+ 3)
L(m,Ad, 1)

where
Cop =[] €tar1/2,%2) T nalo).
z€ER ¢ RUS
We claim that C,, = 1. In fact, for ¢ R we have

(e, 1/2,¥2) = na(c).
It follows that
Cyp = e(n,1/2,9).
Recall that €(n,s) = €(n,s,¢) = [],¢x| €(1s,5,%s) is the e-factor in the functional equation
L(n,s) = e(n,s)L(n,1 — s). Tt follows from the expression L(n,s) = Ser() that e(n,1/2) = 1.

Cr(s)
This proves C;, = 1. Comparing the other terms in (Z.33]) and in the definition of Zp//p (7, 51, 52),

we get

1
5)\7r(f)5— (m® 77)|WX|qp/27NqN7(51752)7N51$F'/F(7T, 51,582).

Multiplying both sides by ¢™V+1+N-52 the proposition follows. ([

Jﬂ'(fziaslaSQ) =

3. SHTUKAS WITH IWAHORI LEVEL STRUCTURES

In this section we will define various moduli stacks of Shtukas with Iwahori level structure
and “supersingular legs” at co. We study the geometric properties of such moduli stacks, and
establish the spectral decomposition of their cohomology under the action of the Hecke algebra.
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3.1. Bundles with Iwahori level structures. Let n be a positive integer. Let G = PGL,.
Let ¥ C | X| be finite set of closed points of X.

Definition 3.1. Let Bun,(X) be the moduli stack whose S-points is the groupoid of

et = (5, {5(—%1‘)}1§j§n—1,z62)

where
e £ is a rank n vector bundle over X xj S;

e For each z € %, {E(f%z)}lggn,l form a chain of coherent subsheaves of £ such that

1 2 -1
EDE(-—a) DE(-2w) DD (-2

z) D E(—x) = € ®ox Ox(—x)

and that the quotient S(f%z)/ﬁ(f%z) is scheme theoretically supported at {z} x; S =
Spec k(x) xj S and is locally free of rank one on {z} xj S.

The Picard stack Picx acts on Bun,(X) by tensoring on both & and the 5(—%3@)’5. We define
Bung(X) := Bun,(X2)/Picx .

3.1.1. Fractional twists. Let &1 = (£;{€(—22)},ex) € Bun,(X)(S). For any rational divisor

D:Zcz~z

satisfying
1
¢y € —Z for x € ¥; ¢, € Z otherwise, (3.1)
n
we may define a vector bundle £(D) in the following way. There is a unique way to write
D = Dy — Dy where Dy € Div(X) and Dy = ) .y, = for integers 0 < i, <n — 1. We define
E(—D1) C & to be the kernel of the sum of projections
i
E— E/E(—2x).
% [E(=—x)

Then we define £(D) = £(—D1) ®x Ox(Dy). It is easy to check that £(D 4+ D) = (£(D))(D")
whenever both D and D’ satisfy (B1]).

3.1.2. Variant of fractional twists. Now suppose X is decomposed into a disjoint union of two
subsets

2 =3 [[ 2 (3.2)

Let
G = H Speck(x) (product over k).
TEX o

We now consider the base change

Bun, (X) x .

An S-point of G, is a collection {2}, s where (V) : S — Speck(z) < X, for each

z € Yoo. It will be convenient to introduce z(?) for all integers 4 inductively such that

i i T 21 .
2@ = 20D oFrg: § 25 g = Speck(x) — X, i€Z. (3.3)

Clearly we have 2() = z(i+4) where d, = [k(z) : k].
For each x € ¥, we have a canonical point

x &, — Speck(z) — X

given by projection to the z-factor. We define x(*) as in (B3] with S replaced by &... Then the
graph I', iy of x(¥ is a divisor in X x &.; moreover we have a decomposition

d(l?
{z} X1 Goo = Speck(z) X Goo = [ Txto-
1=1
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Now let {z(l)}zegw be an S-point of &, then the graphs of z(*) (x € Yoo, 1 < i< dy) are
divisors in X x S pulled back from the divisors Fxm on X X G For &7 € Bun, (X)(9), the

quotient 5/5(——3@) then sphts as a direct sum 69 1Q where Ql(.j) is supported on I' ;) (with
rank i). We define S(f—x )) to be the kernel

5(—1350)) := ker (5 — 5/5(—%x) s QEJ’)) .

n

In other words, {€(—£z())}1<i<,—1 give an Iwahori level structure of £ at z(). With these
definitions, for €7 € Bun, (X)(S), the construction in §3.I.1] then allows us to make sense of
E(D) where D is a divisor on X X G4 of the form

D= Z x4 Z Cak (3.4)
T€800,1<j<ds €| X| oo

where

. 1
) e 2z, forx € ¥, 1 < j < dy;
n

x

1

¢z € —Z, forxze Xy
n

¢ € 7, otherwise.

More precisely, we write D = Dy — D, Where Dy € Div(X X 64) and D; is supported on

{x}pes 1<j<d, and ¥ with coefficients (for z € Xo) and L= (for z € Bf), both between
L and 2=1. We define £(—D1) to be the kernel of the sum of the projections

()
£—> ) E/S(J%zm PP ere f—x

TETe,1<j<d, zesy
Finally let £(D) := £(=D1) ®0x 6. Oxx6. (D).

Definition 3.2. Let D be a Q-divisor of X x &, satisfying the conditions as in ([B4]). The
Atkin—Lehner automorphisms for Bun, (X) and Bung(X) are maps

AL(D) : Bun, (X) x 64 — Bun,(¥),
AL(D) : Bung(¥) x 6o — Bung(X)
sending £ = (&; {5(7%56)}162; {zM}exn ) to

£1(0) = (D) {eD - La)),ex)
which makes sense by the discussion in §3.1.21

The maps Xi(D) and AL(D) are analogous to the Atkin—Lehner automorphisms on the
modular curves, hence their name. From the definition we see that AL(Dy,) depends only on
Dy, mod Z.

3.1.3. Let r > 0 be an integer and p = (p1, ..., ur) € {#£1}". We define the Hecke stack with
Iwahori level structures.

Definition 3.3. Let Hkﬁ( ¥) be the stack whose S-points is the groupoid of the following data:
e A sequence of S-points ET (Ei;{&i(—=27)}rex) € Bun, (X)(5);

e Morphisms z; : S = X fori=1,...,r, With graphs I'y, C X x S

e Isomorphisms of vector bundles
fi :5i71|X><57FIi 45i|X><SfFIi, i:172a"'7T7 (35)
These data are required to satisfy the following conditions

(1) If u; = 1, then f; extends to an injective map &1 — & whose cokernel is an invertible sheaf
on the graph T',,,. Moreover, f; sends Ei_l(——ac) to&i(—Zx)forallz € Yand 1 <j<n-—1.
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(2) If u; = —1, then fi_1 extends to an injective map & — &;_1 whose cokernel is an invertible
sheaf on the graph T';,. Moreover, f; ! sends & (—Zx) to &_1(—Lx) for all z € ¥ and
1<j<n-1.

We have a morphism w%k : Hk%(E) — X" recording the points x1,...,z, in the above
definition. For 0 <1 < r, let
pi - Hkq(2) — Bun, (%)
be the morphism recording the i-th point EZ € Bun, (%).
There is an action of Picx on Hk%(E) by tensoring. We form the quotient

HKZ (2) = Hki(2)/ Picx
with maps recording SZ
pi : Hkg(2) — Bung(%), i=0,...,r

Proposition 3.4. (1) For 0 < i < r, the morphism p; : HK5(X) — Bun,(X) is smooth of
relative dimension .

(2) For 0 < i < r, the morphism (ﬁi,ﬂ%k> . HK4(2) — Bun, (%) x X7 is smooth of relative
dimension r(n — 1) when restricted to Bun,(X) x (X — X)".

(3) For0 < i <r, the morphism (i, 75,.) : Hki (%) — Bun, () x X7 is flat of relative dimension
r(n—1).

(4) The statements of (1)-(8) hold when Hky () is replaced with Hk%(z) and Bun, (X) is re-
placed with Bung(X).

Proof. We first make some reductions. Once (1)-(3) are proved, (4) follows by dividing out by
Picx. By the iterative nature of Hk%(Z), it is enough to treat the case r = 1. We consider the
case j4 = 1 and 7 = 1; the other cases can be treated similarly. We also base change the situation
to k without changing notation (i.e., X now means X%, ¥ means Y(k), etc). Moreover, if z € X
and X% = ¥ — {z}, we observe that over X — %% there is an isomorphism Hka(X)|x_x= =
(HKs ({2}) | x—x+) X Bun, ({z}) Bun, (X) such that the projection p; is the projection to the second
factor. Therefore to show the statements over X — 37, it suffices to show the same statements
for ¥ = {z}. Since the X — 3% cover X as z runs over X, we reduce to the case where ¥ is a
singleton {z}. In other words, we are concerned with the map

p1 : Hk! ({z}) — Bun, ({z}) x X.
(2) Since Hk}l({z})|x_{z} & (Hk,11|X_{I}) XBun,, Bun,({z}), we have a Cartesian diagram

Pilx—{z

HK, ({2})x {2} —— Bun,, ({z}) x (X — {z})

L

Hk! b Bun,, x X

Since the bottom horizontal map Hk,ll — Bun,, x X is the projectivization of the universal bundle
over Bun,, x X, it is smooth of relative dimension n — 1. Therefore the same is true for the top
horizontal map.

(1) and (3). Let S = Spec R where R is a local k-algebra. Let £ € Bun,, ({x})(S). The fiber
Py H(ET) classifies FT € Bun, ({z}) such that F(—<xz) C £(—Lz) with length-one quotient. Such
F(—Lz) is classified by the projectivization P(€(—<z)) over X x S. The fiber p; ' (£7) is then
a closed subscheme of

P(£) X xxs P(ﬁ(f%z)) X xns % PE(—

n—1

We will write down defining equations of this closed subscheme. Let U, C X be an open affine
neighborhood of z, and let ¢ € O(U,) be a coordinate at x. Shrinking U, we may assume t
only vanishes at x. Since we know (2) already, to show (1) and (3), it is enough to show the
corresponding statements over U, .
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After étale localizing S, we may assume that ' is trivialized on U, x S. Thus we fix a
trivialization ¢ : €|y, x5 = OF , g so that

)
L(g(_5$)|Um><S) = tOUmxS D---D tOUmxS S OUmXS b---D OUmXS (3.6)

where the first ¢ summands are tOy, xs aI_ld the last n — ¢ are Oy, «xs. Using the decomposition
(B0), we may canonically identify P(€(—%2))|v, xs = P"! x U, x S. Let S’ = Spec R" where
R’ is a local R-algebra. Then an R’ point in p~1(E1)|y, xs may be expressed using homogeneous

coordinates a® = [a{”,...,al") ] € P"=1(R') for i = 0,...,n — 1 (which gives F(—1z)) and a
point y € U, (R). The superscrlpts and subscripts of a( ) are understood as elements in Z/nZ,
SO a§0) = agn) etc..

The condition F(—+z) C F(—=1z) means that the following diagram can be completed into

a commutative diagram by a choice of A € R’

evy a®

£(—La) R™ R
|

J/A J‘ri1:—diag(1,~»,t(y),m,1) DY

evy oi—1) +

£(~i=La) R R

where the middle vertical map 7;_; is the diagonal matrix With t(y) € R on the (i,7)-entry

and 1 elsewhere on the diagonal (so 7;_1(a®~) multiplies a ) by t(y) and leaves the other
coordinates unchanged). This gives the closed condition

7i-1(a=1) is in the line spanned by a(®. (3.7)
We study the special fiber of p; over (T, ). Fix a k-point of Ff € p;*(£T) over y = 2 with
coordinates a(?) = [a((f), . ,a,(z) 1,1 € Z/nZ. Let [e;] € P"~! be the coordinate line where only

the i-th coordinate can be nonzero. Define
I={icZ/nZla®) = [e;]}.

It is easy to see from the condition (B7)) that I # &. The points in I cut the cyclically ordered
set Z/nZ into intervals (think about the n-th roots of unity on the unit circle). For neighboring
i1,i2 € I, we have an interval (i1,4s] (excluding ¢; and containing i» and not containing any
other elements in I). When I is a singleton i1, we understand (i1,41] to be the whole Z/nZ.
These intervals give a partition of Z/nZ. By [B.1), the homogeneous coordinates [agZ b ,agz 1]
for F(—<x) satisfy

If ¢ is in the interval (41,142, then ag-i)

Moreover, by the definition of I, agi)

= 0 unless j € [i,42].

is nonzero when i € I. The relation (371) implies that

whenever ¢ € (i1, 2], where 41,492 € I are neighbors, a§2) is nonzero.

Now we give equations defining p; *(E") near the point FT. Let o) = [a((f), cee 7(;) 11,0 <
i < n — 1 be the coordinates of such an R’-valued point that specializes to F!. For an interval
(41,42] and i € (41, 12], since a( 9 # 0, a( " is interval in R/, therefore we may assume a( D=1
for i € (i1,i2). We now use the followmg affine coordinates: for any interval (iy, 2] formed by
neighboring elements 71,42 € I, we consider

al(.ffil), - ,aE:H_ll), and a(“) (3.8)

There are n such variables. The condition (B:ZI) unphes that
[T i) =ty (3.9)
el

where 77 runs over I and 79 is its immediate successor. It turns out that the other coordinates
can be uniquely determined by the ones in (B8] using the condition 1), and that (B3] is the
only relation implied by (3.7). From this description we conclude that étale locally near FT,
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P (EN)|y, is isomorphic to A% with the map p;*(E)|v, — Us x S 5N A} corresponding to

A% — A} given by the product of a subset of coordinates. Therefore (1) and (3) follow. O
3.2. Shtukas with Iwahori level structures.

3.2.1. Moduli of rank n Shtukas with Twahori level structures. Let p € {£1}". Fix a divisor D
on X X G supported at Yo, X G of the form

. . . 1
Do= > x0 ez (3.10)
€3 o0,1<i<dy "
We assume that p satisfies the following condition
Z,ui = Z nel?) = ndeg Do . (3.11)
i=1 €00, 1<i<d,

Definition 3.5. We define the stack Shty(X; Do) by the Cartesian diagram

Shts (2; Do) HK5 (2) X Goo (3.12)

l l(ﬁo,&(Dw)o(ﬁrxide))
(id,Fr)
Bun, (%) Bun, () x Bun, (%)

Concretely, for a k-scheme S, an S-point of Sht%(Z; Do) consists of the following data:
e For each 0 <i <, a point & = (&; {&i(—L2)}sex) € Bun, (2)(S);
e For each z € ¥, a morphism z(") : § — Spec k(z);
e For each 1 < ¢ <r, a morphism z; : § — X
e Maps f1,..., fr as in the definition of Hk%(E);

e An isomorphism ¢ : & = (") (Do) (first pullback by Frobenius, then fractional twist by
D) respecting the Iwahori level structures at all € X.

By definition, we have a morphism recording z; and {#(")},cx_ in the definition above
I, Shth (5 Dag) — X' x 6. (3.13)

Lemma 3.6. Let D, be a divisor of the form BI0). Then the isomorphism type of Sht! (3; Do)
depends only on the sum > ;o4 P for each x € Y. In other words, Shth(3; Ds) only
depends on the image of D in Div(Es) ®z %Z.

Proof. Let Doy = > v (D 1<ica, c(zi))x(l). It suffices to give a canonical isomorphism « :
Sht” (2; Do) = Sht (35 D). Let (&5 245 {z(};1) be an S-point of Sht"(%; Dy). For 0 < ¢ <
r, let

Fl=gl| - Z 2

2<7<j'<dx

One checks that ¢ induces an isomorphism ¢/ : Ff = T]-'g(Dgo). Define OZ(SZ;SCZ';{SCO)};L) =
(}“j; x4; {z(M}; 1)), which is easily seen to be an isomorphism. O

3.2.2. The caser = 0. When 7 = 0, Sht” (¥; ¥ is zero dimensional. We describe the groupoid
of k-points of Sht?(¥;X.,). For any ¢ : &, — k (which amounts to choosing a k-point (1)
over each = € ¥,), let Sht? (2;€) be the fiber of Sht? (¥;¥.) over &.

Let B be the central simple algebra over F of dimension n?, which is split at points away from
Yoo, and has Hasse invariant inv,,(B) = El<i<dr ¢y for © € Xoo. Let B* denote the algebraic
group over F of the multiplicative group of units in B. For 2 € %, let K, C B*(F;) be a
minimal parahoric subgroup (so for z € ¥, K, is an Iwahori subgroup of B*(F,) = GL,,(Fy)).
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For x € | X — X, let K, be a maximal parahoric of B*(F,) = GL, (F;) such that almost all of
them come from an integral model of B over X. Then we have an isomorphism of groupoids

She? (%:)(F) = B*(F\B* (hr)/ [] Ke.

z€|X|
3.2.3. The case r =1 and Drinfeld modules. We consider the special case where r =1, u = —1,
Yoo comnsists of a single point oo, and Dy, = —%oo(l). In this case the stack Shtf(X; Do) is

closely related to the moduli stack DrMod,, (X ¢) of Drinfeld A = I'(X — {o0}, Ox)-modules with
Iwahori level structure at . In fact, in [l Theorem 3.1.4] it is shown that DrMod,,(Xy) can be

identified with the open and closed substack of Sht} (3; Do )| x o0} consisting of those (53; cl)
where & has degree n(g — 1) + 1. This implies an isomorphism over X — {oo}:

DrMod,, (2)/ Pick (k) 2 Sht/(2; Doo)| x— (oo} -

3.2.4. Relation with the usual Shtukas. We explain how Shti (3; Do) is related to the Shtukas
in the sense of [§]. Let Xoo = {y1,...,¥s}, and d; = [k(y;) : k]. Let v/ =r+ > _;_, d;. For each
cE€ %Z we have a unique coweight u(c) = (a1,...,a,) € Z" of GL,, such that >, a; = nc and
an <ap-1<...<a; <a,+1 (in other words u(c) is a minuscule coweight). Let Do, take the

form (3I0). Let
fo= (e e (D), (), (e, p(el)), (e, p(el))).

This is an r/-tuple of minuscule dominant coweights of GL,,. We consider the stack Shty (2) of
rank n Shtukas with modification types given by p' and Iwahori level structure at X: it is given
by the Cartesian diagram

Sht (%) — S HKY (%)

l J(ﬁm@/)
(id,Fr)

Bun, (¥) —— Bun, () x Bun,(X)

where Hky; (¥) is defined similarly as Hky(X). There is a natural map 7 : Shty () — X7
We have a map

!’
ex. X" X G — X"

given by Sending (-Tl,-- "‘rTaygl)a' aygl)) to (‘Tla-' -axTaygl)a' -'7y§d1)ay§1)a-. .,ygdS)).

Lemma 3.7. There is a canonical closed embedding € : Shts(X; Do) — Shty (X) making the
following diagram commutative

Sht’(S: Do) — s Sht? (%)

© ’
J{Hn,Dw Lrﬁ

eoc ’
X" X Gy ——22 s X7

Proof. The map ¢ is defined by sending (EZ-T, fist) € Shth(2; Dog) over (21, . . ., 2y, yil), .. ,ygl)) €

X" X G to the following point }“-T, 'V over ex_ (x1,. .. ,xr,y(l), e ,ygl) . We define
g 3 2 oo 1
&l 0<i<n
("ED(Doc — Céll)ygl) - 01(,21)_y§2) - Céjll)ygjl)) o i=r+j1,1 <ji <d;
Fl = (ng)(Doo - 2?11:1 Cz(/jll)yih) - nglz)yél) e 01(1]22)y§]2)) i=r+di+J2,1 < jo < dy;

"

(TEN (YTt g )y (1)) i=r4di et dey + s, 1< js < do.
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The map f is & = (TES)(DOO) --» (TSS)(DOO - céll)yl), and the other maps f/,/ are the
obvious ones. The above equation for ]-'iT gives a closed condition on Shti (X) without changing

automorphisms, realizing Sht4(3; Do) as a closed substack of Shtk (X). O

3.2.5. Sht%(Z;Doo) and its geometric properties. The groupoid Picx (k) acts on Shty(3; Dog)
by tensoring. We define the quotient (see [I0l 5.2.1] for the explanation why the quotient makes
sense as a stack)

Shtf(3; Do) := Shtw(3; Do)/ Picx (k).

We have a Cartesian diagram

Shtfs(3; Dog) ————— HKG(2) X Guo (3.14)

lwo l(l’oyAL(Dw)O(prxide))
(id,Fr)
BunG(E) _— Bung(Z) X BHHG(E)

The map H% p.. in B.13) induces a map

g = (76 TG.00) : ShtG (D Dog) — X7 X G (3.15)

Since the action AL(Ds) on Bung(X) depends only on Dy, mod Z, combined with Lemma
we conclude that

Lemma 3.8. The moduli stack Sht%(E; Do) depends only on the image of Doo in Div(Es) ®z
(+2/Z).

Proposition 3.9. (1) The stack Shtg(3; Do) is a smooth DM stack of dimension rn.

(2) The morphism H% p.. 15 separated, and is smooth of relative dimension r(n —1) over (X —

Y)" X G

Proof. To show the smoothness statements in (1) and (2), we adapt the argument of [6, Prop.
2.11] and apply [6] Lemme 2.13] to the diagram (BI4). Without giving all the details, the same
argument of [6) Prop. 2.11] shows that after an étale base change, the fibration p, : Hk%(E) —
Bung(X) can be trivialized. Therefore the same is true for ¢, := AL(—Dw) o (p, X idg_,) :
Hk%(E) X G — Bung(X) because AL(—Dy) is étale. Then [6l Lemme 2.13] applied to the
diagram (B.I4) implies that Sht%(E;Doo) is étale locally isomorphic to a fiber of g.. More
precisely, for a fixed choice of £ € Bung(X)(k) (for example the trivial bundle with any Iwahori
level structure at ), there exists an étale covering {U;} of Shtis(3; Do) together with étale
maps U; — ¢, 1(ET) over X7 x G-

Since p, is smooth of relative dimension rn by Prop. B.4(1), so is ¢ and hence ¢ ' (E) is
smooth over k of dimension rn. This implies that Sht%(E; D) is smooth of dimension rn.

By Prop. B4(2), p; ' (ET)|(x—x)- is smooth of relative of dimension r(n — 1) over (X — X)".
Therefore the same is true for q,?l(ET)|(X,E)TX@w. By the discussion in the first paragraph,
this implies that Sht% (3; Doo)|(x—x)rx&... is smooth over (X —X)" x & of relative dimension
r(n—1).

We now show tha}t Sht% (3; Do) is DM. By/ Lemma B:ZI,/ Sht% (3; Do) is a closed substack
of Shtg () := Shty /Picx (k). The map Sht (2;) — Shtf, (forgetting the, level structure) is

clearly representable. By [8, Prop. 2.16(a)], Sht% is DM, hence so are Shté (X) and its closed
substack Sht% (3; D).

Finally we show that H%, p.. 1s separated. The map Shtg — X" s separated, as can be
seen from the same argument following [10, Theorem 5.4]. This implies that w%/ : Sht%/(Z) —
X" X G is also separated as Shtg(E) — Shtg is proper. Since Sht%(Z;Doo) is a closed
substack of Shtg(E), H%, p.. is also separated. O
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3.2.6. The base-change situation. Now let X’ be another smooth, projective curve over k with
amap v: X' — X satisfying

The map v is unramified over X. (3.16)
Let
&, = H Spec k().
z'erv—H(E)

Then we have a natural map induced by v
VT XTx 6L — X" X G (3.17)
Define the base change of Sht% (3; Do)
7,
Sht 5 (2; Do) = Shts(2; Deo) X (xrxe.) (X x &L).

Proposition 3.10. Under the assumption (B3.10), the stack Sht/g(E; Dy) is a smooth DM stack
of dimension rn.

Proof. Only the smoothness of Shtg(z; D) requires an argument. Let Hk/g(E) = Hk% (X) x xr
X'". As in the proof of Prop. B9(1), we reduce to showing that p.. : Hklg(g) — Bung(X) is
smooth of relative dimension rn. As in the proof of Prop. B4}, it suffices to treat the case r = 1
and p = 1.

Let R’ be the ramification locus of v. Then Hkg(Z)b@,R/ — Hk%(E) is étale, hence by
Prop. B4(1), p} : Hklg(E) — Bung(X) is smooth of relative dimension n when restricted to
HK% (5)|x—gr. On the other hand, let ¥/ = »=1(X). By Prop. BA(2), (p1, 74,) : HKE(S)|x 5 —
Bung(X) x (X —X) is smooth of relative dimension n—1. Base change along v|x/_ss : X' = %' —
X — X, we see that Hk% (2)|x/—xr — Bung(X) x (X' —%') is smooth of relative dimension n—1,

hence p) is smooth of relative dimension n when restricted to Hk/g(E)| x/—yr. By assumption
BI8), ¥ NnY = @ hence X' — ¥ and X' — R’ cover X', we conclude that p] is smooth of
relative dimension n, which finishes the proof. (I

3.2.7. Atkin—Lehner for Sht% (3; D). For z € X, fractional twisting by %x gives an automor-
phism of Bun,,(2) and Hkj;(2). By the diagram (3I2), we have an induced automorphism on
Shty: (3; Do)

ALgpt.» : Shta(S; Do) —> Shth(X: Doo)
sending (EZ-T, Ziy...) to (53(—%:1:), Z;,...). This also induces an automorphism on Sht%(Z; Do)

ALgpt o : Sht (2; Doo) — Shtg(%; Doo).

3.2.8. The case n = 2 and a specific choice of D,. For the rest of the paper G denotes PGLs.
Let P be the set of %Z—Valued divisors on X x &, supported on the points x(9 for z € X

and 1 <4 < d;. Then Sht%(E;DOO) is defined for Do, € P, satisfying BII) for n = 2. As
in [10, Lemma 5.5], one can show that Hk% (X) is canonically independent of p. In this case we
denote HK%(X) by HkL,(%). This implies

Lemma 3.11. For fived r and Do € PDuo, and any two p,p' € {£1}" satisfying the same
condition (BII), there is a canonical isomorphism of stacks Shtg(%; Do) & Sht%/(Z; Do) over
X,

Lemma [38 implies that Sht%(E; Do) depends only on the image of Do in Div(2e) ® 7/ Z.
We consider the following specific choice of Dy,

o= ¥ Lo

TEX o
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Definition 3.12. Assume r satisfies the parity condition
r=#Yo mod 2. (3.18)
Let pp = (p1,...,pr) € {£1}". For any Do, € Zuo such that

Dy = Dfxlj) mod 29,,, and Zui = 2deg D, (3.19)
i=1
we define
Shtf (3 Xoo) = Shts(%; Doy ).
By Lemma [3.17] and Lemma [3.8 this is independent of the choice of u and D, satisfying the
condition [FI9), justifying the notation.

We remark that the parity condition (3.I8) guarantees that for any u € {+1}", the Do € Zo

satisfying (BI9) exists.
We denote AL(fDC(xlD)) simply by

ALg oo == AL(—=DY)) : Bung(2) x 6o — Bung (). (3.20)
Then the diagram (BI4]) becomes
Sht(2; Xeo) — > Hk(2) X G (3.21)
lwo l(p()aALG,oco(pTXid(ﬁao))

(id,Fr)

Bung(X) Bung(X) x Bung(X)

For Do, satisfying (3.19), we denote the morphism H% p. in BI5) by
g = (76, TG ,00) + St (2 Xoe) —> X7 X G-

3.2.9. Notation. For the rest of the paper, we will use G to denote PGLy. We will focus on the
the stack Shtg (X; X ) for r and Y satisfying the parity condition ([B.I8).

3.3. Hecke symmetry.

3.3.1. Hecke correspondence. For x € | X — X| let 2, be the spherical Hecke algebra
Let A7 = ®ue|x-»| . Then #F has a Q-basis {hp} indexed by effective divisors D €
DivT (X — X)), where hp is defined in [I0, §3.1].

Let D be an effective divisor on X —¥. For g € {£1}" and Doo = >, 5 coxM as in
Definition B.12] we define a stack Shtg(Z; Doo; hp) whose S-points classify the data
e Two objects (£, fi,1,...) and (€7, f1,/,...) of Sht5(2; Doy )(S) which map to the same S-

point of (z1,..., 2., {zMW}) € (X7 x 6)(9);
e For each i = 0,1,...,r, an embedding of coherent sheaves ¢; : & — &/ compatible with the
Iwahori level structures, such that det(y;) : det(&;) — det(E)) has divisor D x S € X x S,

and such that the following diagram is commutative

go_ﬁ_>gl_£2_>..._& +& —— (&) (Doo) (3.22)
llpo lcm Jw l*w
E =TS - T — T g s (€ (Da)

Let Sht},(2; Soo; hp) = Sht5(2; Doo; hp)/ Picx (k), which is independent of the choice of (1, Doo)
as it is for Shtn(3;Xo). Then Sht(X;Xo; hp) can be viewed as a self-correspondence of
Sht (3; X)) over X7 X Goo

o
Sht? (55 Bog) 2 ShtZs (5 Boos hp) —— Shits (5: Eoc)
where the maps p and P record the first and the second row of ([3.22).
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Lemma 3.13. Let D be an effective divisor on X — X.

(1) The two maps .7 Sht (2; Yoo hp) — Sht:(3; Xo) are representable and proper.
(2) The restrictions of p and T over (X — D)" are finite étale.

(3) The fibers of IIg,(hp) : Sht(X; ¥oc; hp) = X7 X & all have dimension r.

Proof. (1) For a rank two vector bundle £ over X x S, let Quotgxs/s(ﬁ) be the S-scheme
classifying quotients Epxs — Q, flat over S and with divisor D (namely for every geometric
point s € S, Q| is a torsion sheaf on X x s with length n, at x x s for any « € | X|, where n,
is the coefficient of z in D). Then Quotgxs/s(é’) is a closed subscheme of the Quot-scheme of
&, hence projective over S. The fiber of T over any point (£/,z;, f1,1) € Shtr(5; Xuo )(S) is a
closed subscheme of Quotgxs/s(é'{) X SQuotgxs/S(Eé) X oo stuotgxs/S(&), hence projective
over S. This shows that ? are representable and proper. The argument for <§ is similar.

(2) When (Sj,xi,fi,L) € Sht;(2;X)(S) and x; are disjoint from D (which is assumed
to be disjoint from X), the restriction £|pxs carries a Frobenius structure t|pxs : |pxs —
"E|pxs, and hence descends to a Gp-torsor Ep over S, with Gp = ReskOD G the Well restriction.
Recording this G p-torsor defines a map

wp : Shtg(E, Eoo)|(X_D)T — BGp.

Let ZD be the moduli stack whose S-points are triples (Fp, Fp,¢p) where Fp, Fp, are lisse
sheaves over S that are locally free O p-modules of rank two, and ¢p : Fp — Fp is an Op-linear
map whose cokernel at each geometric point of S has divisor D (i.e., if D = dim, n,z, then the
cokernel as an Op-module has length n, when localized at x). Let Lp = ED/IB%OE where BOJ
acts by simultaneously tensoring. The stack Lp itself is the quotient of a finite discrete scheme
over k by a finite group, hence is finite étale over k, and it has two maps to BGp recording Fp
and F7,

T 7
BGD — LD —)BGD

which are also finite étale.
There is a natural map

(TJD : Shtg(E, Eoo;hD)|(X—D)T — Lp.

In fact, each point (Sj,xi, e ,cif, .oy 0i) € Sht(X; ¥eo; hp)(S) gives a pair of G p-torsors Ep
and £, over S. If we lift & and & to rank two vector bundles on X x §, €p and & have
associated O%Q—torsors Fp and F}, over S, well-defined up to simultaneous twisting by O}-
torsors on S. The ¢; then induces an Op-linear map ¢p : Ep — &, whose cokernel has divisor
D.

When the points x; are disjoint from D, knowing the top row (or the bottom row) of (3:22))
and any of the vertical arrows recovers the whole diagram. Any vertical arrow ¢; : & — &/ is in
turn determined by &; (or &) together with its image in Lp. Therefore, the whole diagram is
uniquely determined by the top row (or the bottom row) and its image in Lp. Moreover, since
D is disjoint from X, the level structures of the top row determines that of the bottom row, and
vice versa. This shows the two squares below are Cartesian

r 12 r 7 .

L

IBGD IB3GD

This implies that both <§ and ? are finite étale, because the maps 7 and 7 are.

(3) The argument is similar to that of [10, Lemma 5.9], so we only give a sketch.

Fix a geometric point = (z1,...,2,) € X", and we will show that the fiber Sht;(2; Xoo; Ap)s
has dimension 7. We introduce the moduli stack Hp(X) classifying (€T, &'f, ¢) up to the action
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of Picx, where £F,&T € Buny(¥) and ¢ : £ — & is an injective map with divisor D. Let
Hky p(X) classify diagrams

60—é—>61—£1—>---—f—r—>6} (3.23)
L@o l@l LPT
E{Jféﬁﬁifé»mjz»ﬁ;

satisfying the same conditions as the diagram ([B.22)) without the last column, modulo simulta-
neous tensoring by Picy. We have a Cartesian diagram

Sht;(X; X0 hp)y ——— Hk’}{’D(Z)E

l l(?o \Pr)
(id,AL 1,00 0Fr)
e 4

HD(Z)XGOO HD(E)XHD(E)

Here ALy o @ Hp(Z) x 65 — Hp() is given by applying ALg o to both £ and £'T. The
stacks Hp(X) and Hk 5 (X) will turn out to be fibers of the stacks Hq(¥) and HkY 4(X) over
D € Xy, to be introduced in §5.2.71

We introduce the analog HE,(Z) of the Hp p introduced in [I0, 6.4.4], which is an open
substack of Hp(X) where ¢ does not land in £'(—z) for any x € D. We claim that the map
HE)(E) — Bung(X) sending (T, €T, ) to €T is smooth. Indeed, its fiber over £'T € Bung(X)(S)
is Res5 % (Ppxs(Ely 5)), the restriction of scalars of the projectivization of the rank two bundle
Enyg over D x S (the Y-level structure on £T is automatically inherited from &£f, since D is
disjoint from X). In particular, HE)(E) is smooth over k.

Similarly we introduce the open substack Hk;,b p(E)z C Hk}y p(X), by requiring each column
of B23)) to be in H;)(E). We define the open substack Shtgb(E; Yooihp)z C Shte(3; X0 hp)a
to fit into a Cartesian diagram

Shtg (3 Seo; hp)y ——— HK 5 (8),

l l(po,pr)

id, AL, 00 oFr
HE(S) x Gop ——22=0 1t (57) % HE(X)

As in [10] 6.4.4], it suffices to show that dim Shtgh(E; Yoo;hp)z = 7. Asin the case without level
structures, p; : Hk;{h p(X)e — H]h:, (3) is an étale locally trivial fibration. Using a slight variant
of [6, Lemme 2.13], Shtgh(E; Yoo; D)y is étale locally isomorphic to a fiber of p,. It remains
to show that the geometric fibers of p, have dimension r. The iterative nature of Hk;}h pE)z
allows us to reduce to the case r = 1. 7

First consider the case z1 ¢ D. Then the diagram ([B.23)) is determined by its top row and the
last column, which means that the fibers of p; are the same as the fibers of p; : Hk(2),, —
Bung(X), which are 1-dimensional by Prop. B4(3).

Next consider the case x1 € D. Since X is disjoint from D, the Iwahori level structures along
Y of & and & uniquely determine the Iwahori level structures along ¥ of all bundles in the
diagram ([B.:23). Thus the fibers of p; are the same as the fibers of p; : Hk}nyx — Hlb) (the
version without level structure); this latter map was denoted Hk}j, pz — Hp.p in [10, 6.4.4]

and in the last paragraph of [10, 6.4.4] it was shown that its fibers are 1-dimensional. We are
done. O

3.3.2. Hecke symmetry on the Chow group. Using the dimension calculation in Lemma B.13] the
same argument as in [I0] Prop 5.10] proves the following result.

Proposition 3.14. The assignment

hp — (0 X )« [Sht5(2; Boos hp)]
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extends linearly to a ring homomorphism
A —  Chy,(Sht( (25 Beo) x Sht( (25 Beo))g-
In particular, we get an action of #z on the Chow group of proper cycles Che . (Shtg(2; Soo))g-

3.3.3. Hecke symmetry on cohomology. We shall define an action of 73 on H(Sht(,(X; Yeo) @ k, Q¢)
following the strategy in [I0, 7.1.4]. For this we need a presentation of Shtg(X; ¥ ) as an in-
creasing union of open substacks of finite type. Here we are satisfied with a minimal version of
such a presentation, and we postpone a more refined version to §3.4l For N > 0 we define <V Sht

to be the open substack of Sht’,(; X) consisting of those (£];...) where inst(£y) < N. Since
the forgetful map Shty,(2; X4 ) — Bung recording & is of finite type, SV Sht is of finite type
over k. As N increases, Sht(X; Xo) is the union of the increasing sequence of open substacks
<NSht.

With the finite-type open substacks <V Sht, we can copy the construction of [I0, 7.1.4] by first
defining the action of hp as a map Rr<n 1Q; — Rr<n/1Qp (where m<y : SNGht — X7 x Gw)
for N/ — N > deg D, and then pass to cohomology and pass to inductive limits. Using the
dimension calculation in Lemma B.I3|(3), the same argument as in [I0, Prop. 7.1] shows

Proposition 3.15. The assignment hp — C(hp), extended linearly, defines an action of%GE@)
Q¢ on HL(Shty(3; X)) ®@ k, Qy) for each i € Z.

The following two results are analogues of [I0, Lemma 5.12, Lemma 7.2, and Lemma 7.3],
with the same proofs.

Lemma 3.16. Let f € 7. Then the action of f on the Chow group Che .(Shts(; X))o
(resp. on the cohomology H2" (Sht(3; Xao) @ k, Q) (r)) is self-adjoint with respect to the inter-
section pairing (resp. cup product pairing).

Lemma 3.17. The cycle class map
cl: Che i (Shtf (35X 00))g — He 2 (Shtf(3; Boo) @ K, Q) (2 — 1)
is equivariant under the Ay -actions for all i.
3.3.4. The base-change situation. Consider another curve X' as in §3.2.61 Let
Shtf (% Tae) = Shtf (55 Tao) X (xrxe) (X7 x &L0).

We may define the Hecke correspondence Sht (3; Xoo; hp) for Shti(32; 2o ) as the base change of
Shty,(2; L) from X7 x S to X7 x & . The smoothness of Sht(:(%; ¥y, ) proved in Prop.
allows to apply the formalism of correspondences acting on Chow groups, see [10, A.1.6]. The
same argument as in [0, Prop. 5.10] gives an analogue of Prop. B.I4 there is an action of 3
on the Chow group of proper cycles Ch, .(Shtf(X; X ))g, where hp acts via the fundamental
class of Shtf(X; Xeo; hip).

Similarly, with the smoothness of Sht{:(3; ¥4 ) proved in Prop. B.I0, analogues of Prop. [B.15]
Lemma and Lemma [3.I7 make sense and continue to hold true for ShtZ(2; $4) in place of
Shte (2; Xeo).

Remark 3.18. Besides the action of %GE, the Atkin-Lehner involutions ALgp ., for x € 3 (see
§3.2.7) also act on Shtg(3;Y.) and Shtf(3; X ). Therefore they induce involutions on the
Chow groups and cohomology groups of Shtg,(3;¥o,) and Shté:(3; Yo,), which we still denote
by ALght,». These involutions commute with the action of %”GE.

3.4. Horocycles. This subsection studies the geometry of Shtg(¥;¥s) “near infinity”. It
serves as technical preparation for the proof of the spectral decomposition in the next subsection.
To alleviate notation, in this subsection, we abbreviate Shtg (2; X, ) simply by Sht.

3.4.1. Index of instability. Let us first introduce the notion of instability for points in Buny(X).
For a rank two bundle £ on X, inst(€) € Z is defined as in [10, §7.1.1]. For a geometric point
ET = (£,{&(-32)}sex) € Bunay(E)(K), we have a bundle £(3D) for any divisor D C Xg
supported in X(K). We call £ purely unstable if inst(£(3D)) > 0 for all D < X(K). Note that
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the condition inst(£(3D)) > 0 depends only on the class of D modulo 2, i.e., we may think of
D as an element in Z/2Z[X(K)]|, the free Z/2Z-module with basis given by 3(K). Define

inst(£7) := min {inst(é‘(%D)); De Z/QZ[E(K)]} .

Both the notion of pure instability and the number inst(£') depends only on the image of £F in
Bung(X%).

Suppose F € Bung(K) is unstable, with maximal line bundle £ and quotient M := F /L. For
any effective divisor D’, we denote by F.p/ the resulting rank two bundle by pushing out the
exact sequence 0 — L — F — M — 0 along £ < £(D’). Similarly let " p/F be the pullback
of the same exact sequence along M(—D’) — M. Note that we have a canonical isomorphism
Fap = (TpF)(D'), which means that Fup and " p/F have the same image in Bung.

Lemma 3.19. Under the above notation, we have:

(1) If &7 € Bung(X)(K) is purely unstable, there is a unique D € 7/27[%(K)] such that
inst(T) = inst(E(1D)). (Note that E(3D) is a well-defined point of Bung(X) when D €
Z/2Z[%(K)).)

(2) The point EY is uniquely determined by 5(%D) in the following way: for any effective divisor
D' supported on £(K), E(3D+1D") = E(3D)pr.

(8) For any D' € Z/27Z[%(K)], we have

inst(E(%D’)) = inst(ET) + |D — D/ (3.24)

where, for a divisor D" =3, oy €2t € Z/2L[E(K)], we define |D"| = ##{zx € X(K)|e, #

0}.
Proof. We prove all statements simultaneously. Let D € Z/2Z[X(K)] be some divisor such that
inst(€T) = inst(£(3D)) (we do not assume D is unique for now). Write F = £(3D). For any
z € X(K), we have inst(F(3z)) = inst(F) £ 1. Since F achieves the minimal index of instability,
we must have inst(F(3z)) = inst(F) + 1. This means that F(3z) = F,. For any effective
D' supported on X(K) and multiplicity-free, F(3D') is the union of F(3z) for z € D', we get
F(3D') = Fop/. This implies (2) and also shows that

inst(}“(%D’)) = inst(F) + deg D’ = inst(F) + |D’ mod 2|. (3.25)

Since the set of points {F($D’)} pr<x(k), as points of Bung(X), is exactly {£(3D")} pr<x(x)
we see that inst(£(3D’)) achieves its minimum exactly when D’ = D and nowhere else.
The equality (3.24)) follows from (B.20]). O

By the above lemma, for a purely unstable £ € Bung(X)(K), we may define an invariant
w(ET) = (D, inst(EN) € Z/2Z[S(K)] x Zo.
where D € Z/2Z[S(K)] is the unique element such that inst(€T) = inst(E(3D)).

3.4.2. Strata in Bung(X). For N > 0, we also denote by Y Bung the locally closed substack of
Bung whose geometric points are exactly those € with inst(€) = N.

For any field K containing k, we have a canonical bijection ¥(k) = X(K). For x €
7.)27[%(K)] x Zso, there is a locally closed substack *Bung(¥) C Bung(X) ® k whose geo-
metric points are exactly those geometric points £ with x(£T) = k.

We define a partial order on Z/2Z[¥(k)] x Z by saying that x = (D,N) < &’ = (D', N’) if
and only if

N'—-N>|D-D

Let <*Bung(X) C Bung(X) ® k be the open substack consisting of £F such that for any D’ €
Z/2Z[%(k)], inst(E(3D')) < N + |D' — D|. We see that “"Bung(X) C <+'Bung(X) if and only
if k < k’. Moreover, "Bung(X) is closed in =*Bung(X), with open complement denoted by
<%Bung(X).
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Corollary 3.20 (of Lemma BI9). For k = (D, N) € Z/2Z[%(k)] x Zso, the map £ — E(3D)
gives an isomorphism of k-stacks

"Bung(X) — NBung @ k.

3.4.3. Elementary modifications. Next we study how the invariant x changes under an elemen-
tary modification of bundles. Recall the stack Hké (2) classifying (T, F1,y, ¢) modulo tensoring
with line bundles, where £, FT € Buny(X) and ¢ : €& < F is an injective map compatible with
Iwahori structures whose cokernel is an invertible sheaf on the graph of y : S — X. Recording
y gives a map mf, : Hkg(X) — X.

For two elements x = (D, N),x' = (D', N') € Z/2Z[%(k)] x Z~o we define

|:‘€—I€/| = |D—DI| + |N—NI| GZZO
with |D — D’'| defined in Lemma [319(3).

Lemma 3.21. Suppose (€T, Ft,y,¢) € Hké(E)(K) (where K is an algebraically closed field,
EY FT are lifted to Bung(X)(K), ¢ : £ < F and y is the support of coker(yp)), and £ and F'
are both purely unstable. Write k(E) = (D, N), x(F') = (D', N').

(1) |w(ET) — w(FN| = 1.

(2) If N = N’, then D and D' differ at a unique point x € X(K), and we have y = x. The

points ET and FT are uniquely determined by the triple (£(1D), F(1D’), ) where o is an
isomorphism of G-bundles

o 5(—D)Jz = (—D/)Jz.

(3) If N = N'—1, then D = D', and E' and F' are determined by the single bundle E(1D)
in the following way: £V is determined by 5(2 ) as in Lemma[TT9(2); .7(2 ) = 5(%D)
and FT is determined by f(l ) again by LemmalZ19(2).

(4) If N=N'+1, then D= D', and " and F' are determined by the single bundle f(%D) in
the following way: F' is determined by f(2 ) as in Lemma[TT9(2); (2 )= (]:(%D))
and ET is determined by E(3D) again by Lemma[3.19(2).

Proof. For any D" € Z,/2Z[%(k)], we have inst(£(3D")) = inst(F(3D"))£1, therefore N— N’ €
{0,1,-1}.

When N — N’ = —1, £(3D) achieves the minimal index of instability among all the bun-
dles {£(3D"), F(3D")} prezjazsrcy- Since inst(F(3D)) = inst(£(5D)) & 1, we must have
inst(F($D)) = N +1, therefore inst(F(3D)) = N’ and D’ = D. The same argument as Lemma
B.I9(2) shows that F(3D) is determined by £(3D). This proves (3).

The analysis of the case N — N’/ =1 is similar, which takes care of (4).

Finally consider the case N = N’. Since inst(F(3D)) = inst(£(3D)) + 1 and inst(F(3D)) >
N’ = N = inst(£(3D)), we must have inst(F(3D)) = N + 1. On the other hand, we have
inst(F(3D’)) = N’ = N by definition. By Lemma BI9(3), we have [D—D'| = (N +1)— N =1,
i.e.,, D’ and D differ by one point 2 € X(K). We show that y must be equal to z. Suppose not,
consider the bundle G = F(3D) (represented by a rank two bundle on Xx) with subsheaves
G(—1y) = &£(3D) and G(—32) = F(3D — 3x). Then G' := (G,G(—1y),G(—3z)) defines
a point in Buns({z,y})(K). Note that inst(G(—1y)) = N by definition and inst(G(—3z)) =
inst(F(AD — 1)) = inst(F(1D’)) = N; also inst(G) = N + 1 and inst(G(—1z — —y)) =

inst(£(3D — 4z)) = N + 1. It follows that G' is purely unstable. This contradicts Lemma

BI9(1) because both G(—3z) and G(—1y) achieve the minimal index of instability. This con-
tradiction proves y = z. The isomorphism « comes from the fact that g(f%y)% =G =
G(—%2)1,. The triple (5(—D),]—'(%D'),a) first determines £ and FT by Lemma [B.19(2). Now
we represent D and D’ by multiplicity-free effective divisors on X (K). When D' = D + z,

the map « then determines the injective map ¢ : E(—4+D) < F(—3D’)1, which then gives
p:E=E-LD)p LN F(=iD"opyp = F(=4D")ap, = F. When D' = D — z, the map «
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gives the injective map v : 5(7%D)JI — }“(f%D’) which then gives ¢ : £ = 5(*%D)JD =

(E(=3D)g)apr LN F(=iD')p = F. Part (2) is proved.
All three cases above satisfy |k(ET) — k(FT)| = 1, which verifies (1). O

For = (D,N) and &' = (D', N') in Z/2Z[%(F)] x Zso, let "~ Hk{, (%) be the locally closed
substack of Hkg, (X)) ®k whose geometric points are exactly those (£, FT,y, ) such that (£T) =
k and k(FT) = '

Corollary 3.22 (of Lemma B2T). (1) The stack ®" Hk}(X) is empty unless |k — r'| = 1.
(2) When N = N’ and D and D' differ only at v € X(k), the map T Mmaps ”’”/Hké(E) to a
single point x, and there is an isomorphism

~

©RHKL (D) =5 (VBung X ntipun, Y Bung) @ k
where with both maps ¥ Bung — YN T1Bung given by (—)J.. The above isomorphism is given
by (ET, F1,z,¢0) — (£(3D), F(3D'),) as in Lemma[ZZ1(2).
(8) When N =N’ —1 and D = D’, we have an isomorphism
“F HkG (8) = (VBung x X) @k
given by (T, F1y,¢) — (5(%D),y).
(4) When N = N'+1 and D = D’, we have an isomorphism

©RHKG(E) =5 (YBung x X) © k
given by (EY, F1y, @) — (‘F(%D/)vy)‘

Definition 3.23. Let k£ = (ko, K1, ..., k) be a sequence of elements in Z/2Z[X(k)] X Zso.

(1) The horocycle of type k of Sht @k is the locally closed substack £Sht C Shtz whose geometric
points are exactly those (EJ; ...) € Sht such that each Eg is purely unstable with K(EJ) = Ki,
fori=0,1,...,r.

(2) The truncation up to k of Sht ® k is the open substack of Sht ® k consisting of (EZ-T; ...) such
that £ € <FBung(%) for all 0 < i < r.

Then £Sht is closed in <£Sht and we denote its open complement by <£Sht.

3.4.4. The index set for horocycles. Above we defined horocycles for any r-tuple of elements r
in Z/2Z[%(k)] X Z~o. However, for many such x, £Sht turns out to be empty.

Lemma 3.24. Let & = (Ko, K1, - - -, kr) be a sequence of elements in Z/2Z[%(k)] X Zsq. If £Sht

is non-empty, then

(1) For eachi=1,...,r, |ki-1 — Kki| = 1;

(2) If we write k; = (D;, N;), then Nog = N,., and Fr(Dy) (applying the arithmetic Frobenius to
each point appearing Dy) and D, differ at exactly one k-point above each place of Yoo and
nowhere else.

Proof. Suppose (€] ,...) € £Sht is a geometric point over {z(0},ex. € G, then ki1 — ;| =
1 by Corollary B22(1). The isomorphism & = ("&)(3 Y ,cx_ V) implies Ny = N, and
Fr(Do) + > ,cx @Y = D, mod 2, which implies the second condition. O

Definition 3.25. Let &, be the set of k = (Ko, k1, ..., k), Where each x; € Z/2Z[X(k)] x Z,
satisfying the two conditions in Lemma

From the definition and Lemma we see that
Sht@k= | J =#Sht.

KER,

The partial order on Z/2Z[3(k)] X Z extends to one on &,: we say that (ko,...,kr) < (Kb, ..., k)
if and only if k; < &} for all 0 < ¢ < r. Then it is easy to check that, for k, £’ € K,, £Sht C <t'Ght
if and only if k < K'.
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For k € R, and N € Z, we write k > N if N;(k) > N for all 0 < i < r (N;(k) denotes the
Z-part of the i-th component of k).

Remark 3.26. If r < #X, then the set £, is empty, and hence all horocycles in Sht ® k are
empty. In fact, if & = (ko, ..., Kkr) € &, then the first condition implies |D, — Do| < r (D; is the
divisor part of k;), while the second condition implies that for each z € X, Dy and D, must
differ at a geometric point above x, hence |D, — Dg| > #3.
3.4.5. I(k) and X (k). For k = (Ko, ..., kr) € Ry, we define the subset I (k) C {1,2,...,7} as
I(ﬁ) = {1 S ) S T|Ni—1 7& Nz}

For i € {1,2,...,7} — I(k), there is a unique point x € X(k) such that D; ; and D; differ at
x. We denote this point by z;(x). Also, by the second condition on £ above, the difference
between D, and Fr(Djy) consists of a k-point 2(1) (k) over each 2 € Y.

For i € I(k) we have N; = N;_; + 1. Since N, = Ny, we see that #I(k) is even.

We define X (k) C (X" x 6o ) ® k to be the coordinate subspace

X&) = {(z1, ..., 2r, {2V }oen )|z = x4(g) for all i ¢ I(g); 2 = 2 (k) for all z € T}
The projection to the I(k)-coordinates gives an isomorphism

X(k) = X0 o F,
Viewing Z/27Z[¥] as a subgroup of Z/2Z[%(k)] by £ > x — > _si(F)smsa T there is an action

of Z/2Z[X] on Z/2Z[%(k)] by translation. This induces a diagonal action of Z/2Z[%] on K, by
acting only on the divisor parts of each k;. For k,x" € &, we say k ~ £’ if the divisor parts of
k& and k' are in the same Z/27Z[¥]-orbit. This defines an equivalence relation on &,. Let [&],] be
the quotient

(8] = R/ ~ .

The following lemma is a direct calculation.

Lemma 3.27. The map
X(): R — {subschemes of (X" x &) @k}
£ — X(g)
factors through [R,], and induces an injective map
X () : [R] = {subschemes of (X" x Gu) ® k}.
By the above lemma, for o € [&,], we may write
X(o), I(o0)

for X (k) and I(k), where k is any element in the orbit o.

Corollary 3.28 (of Lemma B2l and Corollary B.22)). For k € &, and k > 0, the restriction of
the map TI7, : Sht — X" x S to £Sht has image in X (k). We denote the resulting map by

Ty © “Sht — X (k).
3.4.6. Geometry of horocycles. For any N > 0, we have a map
A : ¥Bung — Pic¥

sending € to the line bundle A(€) = L ® M~! of degree N on X, where £ C £ is the maximal
line subbundle and M = E&/L.

Now if kK € R and & > 0, for (53; ...) € £Sht, we have a sequence of line bundles A; :=
A(&;(3D;)) by the above construction applied to &(3D;) € YBung (recall k; = (D;, N;), so
&i(1D;) has the smallest index of instability among all fractional twists of &;). By Lemma 321
these line bundles are related by canonical isomorphisms

AV if Ny = N;_1;
A=A 1 (x) if Ny =N;_1+1;
Aifl(fl'i) if Nz = Ni,1 —1.
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Finally A, = 7"Ay. Therefore A = (Ay,...,A,) together with the above isomorphisms give a
point in Sht™®) | the moduli of rank one Shtukas (Lo, L1, ...,L,) over X with deg(£;) = N;
(when N;_; = N; we have an isomorphism £;_; =+ £;). This gives a morphism

gx : “Sht — St ® ® F.
through which the canonical map II%, : £Sht{, (35 o) — X (k) =2 X1 @ k factors.

Lemma 3.29. Suppose k € &, and k > max{2g — 2,0}. Then the map q, is smooth of relative

dimension r — #I(k)/2. The geometric fibers of q., are isomorphic to [sz#l(ﬁ)/Q/Z] for some

Z—#I(ﬁ)/Q Z—#I(ﬁ)/Q'

finite étale group scheme Z acting on G via a homomorphism Z — G

Proof. The argument is similar to [I0, Lemma 7.5], so we only sketch the difference with the
situation without level structures. We define £Hkf,(X) C Hk;(X) ® k to be the locally closed
substack where K(EZ-T) = k; for 0 < ¢ < r. Then £Hk((X) is the iterated fiber product of
ri-1ri k1 (%), By definition, we have a Cartesian diagram

EShtT, (3 Xog ) ———— EHKL(E) (3.26)
lpo l(p()aALG,ocopT)
(id,Fr 1) d
#0Bung(X) —— " Bung () x 50 Bung ()

where the map Fr g : *Bung(X) — Fr(r0)Bung () is the restriction of the k-linear Frobenius
Fr xidy; : Bung(2) ® k — Bung(Z) ® k to the stratum "“°Bung(¥). Using Corollary .20, we
may replace the bottom row by (id, Fr xidg) : YBung ® k — (M Bung ® k) x7 (Y Bung ® k).
The diagram (3.20) now reads

5ShtY, (3 Loo) SHKL () (3.27)

lho l(hmhr)

—  (id,Fr xidy - -
NoBung ® k ( Xidp) (MBung ® k) x5 (NoBung ® k)

where h; : £Hk(X) — ViBung ® k is the composition of p; with the isomorphism *Bung(%) =
NiBung ® k in Corollary
Let S be a k-algebra. Fix an S-point y = (y1,...,y,) € X(&), denote £Hkg,(X), the fiber
over y. Let NBunGVS be the base change of VBung from Speck to S.
Fo;lgigr, let
Mi = min{Ni,l, Nz} + 1.

Then using the description of “i*h“iné (X) in Corollary B.22] we get an isomorphism

~ N N- N- N,
inE(E)E = "°Bung,s X M1 Bung,s 'Bung,s X M2 Bung. s *Bung,g X - -+ X MrBung,s Bung,s
(3.28)

MiBungﬁs and N’iBunQS — MiBungﬁg are either the identity

where the maps NileunQS —
map or the pushout ;.

There is a map Apk,y @ “Hkg(2), — Picé\([?s X Pic)]\([js, which is induced by the map A :
NiBung — Pic%i on each factor in B28). Now we fix an S-point A = (Ag,Ay,...,A,) €
Shtf[(ﬁ)(S) over y, namely degA; = N; and A; = A;_1((Ny — Ni_1)y;) for 1 < i < r. Let
E; C NiBungs be the preimage of A; € Picy'(S) under A (so E; is an S-stack). Since
N; > max{2g—2,0}, we have E; = BH, is the classifying space of the vector bundle H; = pg.A;
over S (where ps : X x S — S). Similarly, we let C; C MBung s be the preimage of the
following line bundle under A

if Ny = N;_1+1,

Ai(y;) if Ny = Ny,
JAVERY if N;j=N;_1 — 1.
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We have C; = BJ; for the vector bundle J; = pg.A} over S. The canonical embeddings
A;i_1,A; — Al induce embeddings H;,—; — J; and H; — J;, hence maps F;,_; — C; and
E; — C; for 1 <i <r. By (B:28)), the preimage of A under AHkvE is

Eo xc, B1 Xey - Xe, B
which is isomorphic to the stack over .S

H,_

H, H> r—1
HQ\Jl X J2 X e X JT/HT

which is the quotient of J; x ---J, (product over S) by the action of Hy on Jy, the diagonal
action of H; on J; and Js,..., the diagonal action of H; on J; and J;41,..., and the action of H,

on J,.
Using the Cartesian diagram [B.27)), we get

1 Hy Hy Hy
qﬁ (é)g(Jl X JQ X oo X JT)/HO

where the action of Hy is by translation on J; and on J,, via composing with the relative
Frobenius Fry,,s : Hy — H, and the H,-translation on J.. This presentation shows that
¢z 1 (A) is smooth over S. Hence g, is smooth.

~ To calculate the relative dimension of gy, we take S = Spec K to be a geometric point, and

T r—1
dimg; ' (A) =Y dimJ; — Y dim H,.
=1 =0

Since

1 if N;=Ni_j or Ny = Ni_q — 1,
dim J;—dim H;_; = dim HO(X i, A})—dim H(X i, Aj_1) = ! Lor L
0 i N; =Ny +1,

we see that
dimg"(A) =r — #{1 <i <7r|N; =Ny — 1} =r — #I(5)/2.

This proves the dimension part of the statement. The rest of the argument is the same as the

last part of the proof of [I0, Lemma 7.5], using the fact that the translation of Hy on J; induces
H H. Hy 1
a free action on the vector space J; X Jo X% gy O

Corollary 3.30 (of Lemma [B29). Suppose £ € R, and £ > max{2g — 2,0}. Let W{V(ﬁ) :
Shtf[(ﬁ) ®@k — X (k) be the projection. Then we have a canonical isomorphism
Ry 1Qp 2 Ry Qo[ —2r + #1(5)](—r + #I(5)/2).
In particular, R, 1Qy is a local system shifted in degree 2r — #I(k), and
P, := R, 1Qu[27])(r) € D*(X (), Qr) (3.29)
is a perverse sheaf on X (k) with full support and pure of weight 0.

3.5. Cohomological spectral decomposition. In this subsection, we use the abbreviations
Sht, £Sht as in 3.4l Let

V = H2"(Sht @ k, Q¢)(r).
Since Sht ® k is the union of open substacks <£Sht for k € &,, we have by definition

V= lig H(5#Sht,Q)(r).
KER,,k>0

For k € &, > 0, let m<, : SESht — (X7 X G4) @ % be the restriction of II7,. Let
K<y = Rae, 1Qu2r](r) € D((X" x 6o0) @ k, Q).
For 0 < k < k' € R,, the open inclusion S£Sht — <£'Sht induces a map

e P K<w — K<y
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3.5.1. Ind-perverse sheaves. The perverse sheaves {PH' K<, }.cq, form an inductive system in-
dexed by the directed set R.. Consider the inductive limit

PH'K :=lim"H'K <, € indPerv((X" x &) @ k, Qo).
Here the right side is the category of ind-objects in the abelian category Perv((X" x Go.) @k, Qy)
of perverse (in particular constructible) sheaves on (X" X G,) ® k, which is again an abelian

category. Note that the notation PH'K comes as a whole, as we are not defining K as the
inductive limit of K<, but only defining the ind-perverse sheaves PH' K.

Definition 3.31. Let ¢ : P — P’ be a morphism in indPerv((X" x &) ® k, Q).

(1) We say ¢ is an mc-isomorphism (mc for modulo constructibles), if the kernel and cokernel
of ¢ are in the essential image of the natural embedding Perv((X" x ) ® k,Q,) —
indPerv((X" x 6) ® k, Qp).

(2) We say (p is me-zero if its image is in the essential image of the natural embedding Perv((X" x
C) ®k,Qr) = indPerv((X” X G) ® k, Qy).

Likewise we have the notion of an mc-commutative square of ind-perverse sheaves, i.e., the
appropriate difference of the compositions is mc-zero. Concatenation of me-commutative squares
is still mc-commutative.

Lemma 3.32. Let 0 < k < k' € R,. Then the map v, v on the perverse cohomology sheaves
PH e o i PH K<)y — PH K<

is injective for i = 0, surjective for i =1 and an isomorphism for i # 0, 1. _ _
In particular, "H'K is eventually stable when i # 0 (i.e., the natural map PH'K<,, - "H'K
is an isomorphism for sufficiently large k).

Proof. Let (=#'1Sht = <5"Sht — <5Sht, which is a union of horocycles £ Sht for " < x’ but " £
& The horocycles form a stratification of <& Sht — <£Sht. Let (s, - (55"1Sht — (X" xGs)®k
be the projection. Then K, .| := R x1,1Qe[27](r) is the cone of 14 ., and it is a successive
extension of P (see [3:29)), viewed as a complex on (X" x G4,) ® k. By Corollary B30, Py
is a perverse sheaf, therefore so is K, /. The long exact sequence for the perverse cohomology
sheaves attached to the triangle K<, — K<, — K — K<gx[l] then gives the desired
statements. O

3.5.2. Hecke symmetry on ind-perverse sheaves. A variant of the construction in §3.3.3 gives
an ¢ -action on PH'K for any i € Z. Namely, for each effective divisor D on X — ¥, the
fundamental cycle of the Hecke correspondence Sht (X; Xo; hp) (as a cohomological correspon-
dence between constant sheaves on truncated Shtg (¥; X)) induces a map K<, — K<, for
k' — Kk > d. Passing to perverse cohomology sheaves and passing to inductive limits, we get a
map in indPerv((X” x &) @ k, Qy)

PH'(hp) : P"H'K — PH'K.

The same argument as [10, Prop. 7.1], using the dimension calculation in Lemma[3.13{(3), shows
that the assignment hp — PH'(hp), extended linearly, gives an action of 7 on PH'K.

3.5.3. The constant term map. Let
& = {k€ R |e>max{29—2,0}}
iSht = U, g Sht.

Then *Sht consists of (53; ...) where all inst(EiT) > max{2g — 2,0}, therefore it is a closed
substack. Let "Sht = Sht ® k — Sht be its open complement.

Lemma 3.33. The substack "Sht is of finite type.
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Proof. Let (EZ-T; ...) be a geometric point of *Sht. Then for some i, inst(é';fo) < max{2g — 2,0},
hence inst(&;,) < max{2g — 2,0} + degX. Since & is related to &;, by at most r steps of
elementary modifications, we have inst(&y) < r + max{2g — 2,0} 4+ degX =: ¢ for any i. Then
®Sht is contained in the preimage of =“Bung under the map Py Sht — Bung (recording only

&o). Since p, is of finite type and =¢Bung is of finite type over k, so is *Sht. O

Let m, : "Sht — (X" x &) ® k and K, = R, 1Q¢[27](r) € D((X" x Guo) @ k, Qo).

We have a stratification of *Sht by locally closed substacks £Sht. Therefore we may similarly
define PH'K; as the inductive limit of the perverse sheaves PH'K; <, as k runs over £, where
Ky <, is the direct image complex of ¥Sht N S£Sht — (X" x G) @ k.

Lemma 3.34. (1) The restriction map associated to the closed inclusion *Sht < Sht induces
an mc-isomorphism of ind-perverse sheaves
PH'K — PH°K;.
(2) We have pHiKﬁ =0 for all i # 0. Moreover, there is a canonical isomorphism of perverse
sheaves on (X7 x Go) @ k
PHOKy = @, gt Pe.

Proof. (1) Since "Sht is of finite type, for £ large enough, we have *Sht C <£Sht whose comple-
reqt K,<Hﬁ/ Sht. This gives a distinguished triangle K, — K<, — Kj <, —. The long
exact sequence of perverse cohomology sheaves gives

"HK, — PH°K <, — PH°K; <, — PH'K,,.

ment is U,

Taking inductive limit we get an exact sequence
"H°K, — PH°K — PHK; — PH'K,,.

Since K, is constructible, the middle map is an mc-isomorphism.
To show (2), it suffices to give a canonical isomorphism (again k is large enough so that
"Sht C <~Sht)
Ky<x = Py

compatible with the transition maps when s grows. Since Kj <, is a successive extension of Py

69&’ /b v <k

for k' € &% and k' < K, we have a canonical decomposition according support

Ky <n = Doelr,) (K.<n)o
where we recall from Lemma[B.27 that the support of P, is determined by the image of £ in [R;],
and different classes in [8&,] give different supports. Each (K} <x)o is then a successive extension
of those P,y where k' € 8. N and £’ < k. Hence (K <,), is a local system on X (o) shifted in
degree — dim X (o) = —#I(0). Let 1, be a geometric generic point of X (o). It suffices to give
a canonical decomposition of the stalks at 7,:

(Kt<x)oln, = @Elgﬁﬁmg,ﬁ/gﬁpﬁ’ho- (3.30)

Now Ky <ylp, = HZ~#1(9)(4Sht, N <aSht,, ,Q,)(r), and *Sht, N <ESht, = U<, Sht,, .
If #'Sht,, # @, we must have X (x') D X (o), hence dim®'Sht, =r — #I(x')/2 <7 — #I(0)/2
with equality if and only if ' € . Hence dim*Sht, N S£Sht, < r — #I(0)/2, with top-
dimensional components given by i/Shtnd for those k' € &% N0 and £’ < k. This implies a
canonical isomorphism

Hir*#l(a) (ﬁShtng N SEShtnU , Qé)(r) o~ @n/eﬁg«ﬁa K/<HH3T7#I(U) (E,Shtng 7 @4)(7")7
which is exactly (3.30). O

Combining the two maps in the above lemma, we get a canonical map of ind-perverse sheaves
which is an mc-isomorphism
v:PH'K — @, o P (3.31)

This can be called the cohomological constant term operator.
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Remark 3.35. Compared to the treatment in [I0, §7.3.1], we do not need the generic fibers
of the horocycles to be closed in Sht. In fact the horocycle £Sht is not necessarily closed when
restricted to the generic point of X (k): for example this fails when X (k) is a point.

3.5.4. Constant term intertwines with Satake. Recall from Corollary B30 that whenever x € 8%,
we have an isomorphism

Py = Ry (P Qu[~#1(6)) (—#1 (k) /2)

The map 7 @ : ShtV® @ & — X (k) is a Pic% (k)-torsor.
Now for any k € R, the stack Shtiv(ﬁ) is always defined, and W{V(ﬁ) : Shtf[(ﬁ) ®k — X(k) is
a Picx (k)-torsor. Moreover, the union

IT suy™) ok — X(x)
K €R+Z

is a Picx (k)-torsor, extending the Pic% (k)-torsor structure on each component of the LHS. Here
we write k + Z for Z-orbit of k in K,, and Z acts by translating the degree parts of &k € R,
simultaneously (note that X (k) is unchanged under the Z-action). The Picx (k)-action then
gives an action on the ind-perverse sheaf

O entz RN Q[ —#1 () (—#1(5)/2).

Summing over all Z-orbits of &, we get a canonical Picx (k)-action on

Bues, RO Qu[~#1(6))(~#1(£)/2).

For any u € Picx (k), restricting the source to @, _ 4+ P and projecting the target to &, _ s Py,
the u-action gives a map

a(u) : @ﬁeﬁﬁpi — @ﬁeﬁipi'

However, this no longer gives an action of Picx (k). Instead, it is an mc-action: for u, v € Picx (k),
the endomorphism a(uv) —a(u)a(v) of ®, ¢ o P is zero on Py for k large enough, hence a me-zero
map. This mc-action extends to an me-action of Q¢[Picx (k)] on &, 4 P, which we also denote
by a.

Recall the ring homomorphism

agis : AL 25 A = Q[Div(X — X)] — Q[Picx (k).
Lemma 3.36. For any f € J7, we have an mc-commutative diagram

PHOK %’”HOK

a(amis(f))

_—
@EG.QEPE @ﬁe.ﬂﬁpi

In particular, if f € Tis, then the action PHO(f) : PH'K — PHK is mc-zero.

Proof. Since {hy},e|x—x| generate #Z as an algebra, it suffices to check the lemma for f = h,
(we are also using the fact that u — «(u) is an mec-action of Qg[PicX (k)] on @, g Pr). Let
dy = [k(y) : k]. We will show that y o "H’(f) and a(agis(f)) oy : PH'K — @, Py agree
on the factors P, whenever k£ > max{2g — 2,0} + d,,. Since we are Checkmg Whether two maps
PHOK — P, agree, and P, is a perverse sheaf all of whose simple constituents have full support
on X (k), it suffices to check at a geometric generic point 7 of X (k).

Since agis(hy) = logy) + g 1p(—y), we see that agis(hy)Px has Pc-component only when
£ > max{2g — 2,0} and £’ € K+ Z. In particular, &’ € &%. Therefore, we only need to check
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that the following diagram is commutative
hy —
HZ=#1(8)(Sht,) HZ~#1(5)(Sht,)) (3.32)

lﬁ’n l’Ymﬁ

4 apis(hy))s K
HO(Sht{' =) (i (hy) H(Shty )

@E/G.ﬂg«yﬁ/GEJrZ

Here the £’ component of v, is the composition (where the first one is induced by the closed
embedding of the closure of & Sht,))

S HiT_#I(ﬁ)(Shtn) N Hir—#l(ﬁ) (—“—'Shtn) ~ ng—#l(i) (E/Shtn) o~ Hg(Shtf{éﬁ/)).

The proof of ([832) is similar to that of [I0, Lemma 7.8]. The key point is: if we restrict the
Hecke correspondence Sht(hy),,

Sht, <2 Sht(hy )y —2" Sht,

over the horocycle £5ht,, via <577a it decomposes into two pieces, one mapping isomorphically to
E—dy Sht,, via ?n and the other one is a finite étale cover of £ Sht,, of degree q% via ?n' We
omit details. O

3.5.5. Key finiteness results. For i € Z, let
Vei =l H (X" % 6o) @ k, PTeiK<y).

K

Then we have natural maps
= Ve — Vg — Vg — - — VL

which are not necessarily injective. Since the action of f comes from a cohomological correspon-
dence, the same cohomological correspondence also acts on each V<; making the above maps
equivariant under the action of 7. We also have an #¥-module map

Vei — H (X" x Go) @k, PH'K).
Lemma 3.37. (1) The kernel and the cokernel of V<o — V are finite-dimensional.
(2) The kernel and the cokernel of V<o — HY((X" x o) @ k,PHK) are finite-dimensional.
Proof. (1) Since PH'K = 0 for i large, V<; — V for i sufficiently large. Similarly, V; = 0 for
i sufficiently small. Therefore it suffices to show that V<;/V<;_1 (namely modulo the image of
V<;i—1) is finite-dimensional for ¢ # 0. _
The triangle P7<;_1 K<, — P7<; K<, — PH"K<,[—i] — 0 induces an injective map
H(P7<i K<) [HY (Prei1 K<) = HT' (X7 X 6oc) @ &, P"H' K <)

Taking inductive limit over k, we have an injection

Vei/Veiot = ImHT (X7 % 6o) @k, PH' K<) = H/((X" x 60) @ k,’H'K).  (3.33)

(we use that lim  commutes with taking cokernel). By Lemma [332 the right side stabilizes as
{PH'K <, } stabilizes for i # 0, hence is finite-dimensional. Therefore, for i # 0, Ve;/V<;_; is
finite-dimensional. In particular, V<_; is finite-dimensional.
(2) The injection (B33) is still valid for ¢ = 0, and it can be extended to an exact sequence
0 — Veo/Very — H (X" x Go) @ k,PH°K) — H_r}nHl((XT X Guoo) @k, P1<_1K,,).

K

By Lemma[3.32] P7<_1 K is eventually stable (in fact a constant inductive system), hence the last
term above is finite-dimensional. Since V<_; is also finite-dimensional, Vg — H((X" x &) @ k,’HK)
has finite-dimensional kernel and the cokernel. O

Corollary 3.38 (of Lemma B30 and B3T). If f € Tgis, then the image of f- (=) :V =V is
finite-dimensional.
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Proof. By Lemma B37(1), it suffices to show that the f-action on V<g has finite rank. By
Lemma [3.37(2), it suffices to show that PHO(f) : PH°K — PH°K induces a finite-rank map after
applying H’((X” x &) ® k, —). However, by Lemma [3.36] H°(f) is mc-zero since agis(f) = 0,
and the conclusion follows. O
Proposition 3.39. For any place y € | X| — 3, V is a finitely generated €, ® Qg-module.

Proof. By Lemma 337, it suffices to show that HY((X x &) ® k,PH°K) is a finitely generated
Hy @ Qp-module.

The ind-perverse sheaf PH° K has an increasing filtration given by PH’K<,, (by Lemma 3:32)
with associated graded P,. Let F<y(PH°K) C PHK be the sum of "H’K<, for € & and
£ < Nd,. Then {F<y(*H°K)} gives an increasing filtration on PH°K. The map ~ in (331
induces

GYZ('Y) : Grﬁ(pHOK) — @ﬁeﬁi,ﬁgNdy,ﬁg(N—l)dyPﬁ
which is an isomorphism for large N, by Lemma [3.341

Now h, sends F<y(PH°K) to F<ny1(PH°K). By Lemma 336, for N large enough, the

induced map
Crk (hy) : G (PH°K) — Gr§+1(pHOK)
is the same as the action of 1p(,) € Picx (k)

1o : @ﬁeﬁﬁ,ﬁgNdy@;{(Nfl)dyPi — @ﬁeﬁﬁ,ﬁg(NJrl)dy,ﬁ;{NdyPi' (3.34)

Since 1p(,) maps Py isomorphically to P44, , 3.34) is an isomorphism. Therefore, Grk (hy) is
an isomorphism for large N. B
Next we apply H((X” x 6o) @k, —) to F<y(PH’K) and PH°K, which we abbreviate as
H°(F<n(PH°K)) and H*(PH°K). Note that each F< y(PH°K) has a Weil structure, H’(F< xPHK)
is a Frobenius module and we can talk about its weight. We have an exact sequence
H(Gry (PHK)) — H'(F<n_1(PH°K)) — H'(F<n (PHK)) — H'(Cry(PH°K)) (3.35)
Since Grh (PH°K) is a sum of Py, it is pure of weight 0 by Corollary3:30l Therefore H°(Gri (PH°K))
is pure of weight 0 and H'(Gry (PH°K)) is pure of weight 1. Then (338 implies the weight < 0
part W<oH' (F<n (PH°K)) is eventually stable for N large. The same long exact sequence gives
HO(F<y_1(PHOK)) — HY(F<y (PHK)) — HO(Gry (PHOK)) —
— WeoH (F<y_1(PH°K)) — WeoH' (F<n (PH°K)) — 0
Therefore the top row above is exact on the right for N large. As Grk (hy) is an isomorphism
for large N, it induces an isomorphism H®(Grk (PHYK)) = HO(Gr§+1(pHOK)) for large N.
This implies that for large N, the image of H’(F<x(PHK)) in H?(PHK) generates it as an
Hy @ Qp-module. O

Let %ZZ be the image of the ring homomorphism
HE © Qp — Endg, (V) x Qu[Picy (k)]

given by the product of the action map on V and af,..

Corollary 3.40 (of Prop. B39). (1) %? is a finitely generated Qq-algebra of Krull dimension
one.

(2) V is finitely generated as a %ez-module.

Proof. (2) is an obvious consequence of Prop. B39 The proof of part (1) is the same as
[10, Lemma 7.13(2)]. O

Theorem 3.41 (Cohomological spectral decomposition). (1) There is a decomposition of the

—s
reduced scheme of Spec 7, into a disjoint union
—> T
Spec(H, ) = Zgis g, H nge

where Zgis,o, = Spec Qu[Picx (k)]"*c and Z, consists of a finite set of closed points.
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(2) There is a unique decomposition
V =Vo @ Vgis

mnto %GE ® Qg-submodules, such that Supp(Vais) C Zris,g,, and Supp(Vp) = ZOEJ.
(3) The subspace Vy is finite dimensional over Q.

Proof. (1) By Lemma 1] af,, induces a closed embedding Zgis g, < Spec %ZZ. We are going
to show that the complement of Zg;s g, in Spec %? is a finite set of closed points.
Let Zgis be the image of Zgis in %ZZ, then by Corollary [3.40] %? is noetherian and hence

Tgis is finitely generated, say by fi,..., fn. By Corollary [3.38, each f; -V is finite-dimensional,
therefore 50 is Zgis - V = f1-V + -+ fn - V. Now let Z} C Spec(,>)*¢ be the support of

the finite-dimensional %?—module Tris - V. Hence 7|, is a finite set of closed points. The same
argument as that of [10, Theorem 7.14] shows that Spec(.%,>)™¢ is the union of Zgis g, and ZJ).

red

Finally we let Z3, be the complement of Zg;s g, in Spec(%f)
The argument for (2) and (3) is the same as that of [10, Theorem 7.14]. O

3.5.6. The base-change situation. Consider the situation as in §3.2.61 We argue that the analogue
of Theorem B.AT] holds for Sht:(3; X ) in place of Shty, (3;Xo). Let

V' = H¥ (Sht}h(Z; X0) @ k, Qo) (7).

Then V' is also a %g—module, see the discussion in §3.3.4l The results in this subsection for the
%Gz—module V have obvious analogues for V', because most of these results are consequences
of finiteness results on PH'K and similar results formally hold for its pullback to X" x &_.
There is one place in the proof of Prop. where we used purity argument for the cohomology
H*((X" x G) @k, P,), which continues to hold for H*((X'" x &'_) ® k,v'™*P,). Therefore all
results in this subsection hold for V’ in place of V. In particular, Theorem [[.1] holds.

4. THE HEEGNER—DRINFELD CYCLES

In this section we define Heegner—Drinfeld cycles in the ramified case. All the notation
appearing on the geometric side of our main Theorem will be explained in this section.

4.1. T-Shtukas.

4.1.1. The double cover. Let X’ be another smooth, projective and geometrically connected
curve over k and v : X’ — X be a finite morphism of degree 2. Let R’ C X’ be the (reduced)
ramification locus of v, and let R C X be its image under v. Then v induces an isomorphism
R' 5 R. Let 0 : X’ — X' be the nontrivial involution over X.

We always assume that the conditions ([4) and (I3 hold. In particular, they imply that

RNY=0.

Let
Y, =v T (Ew) C X

Then v : X/ — ¥ is a bijection. For z € Yo, we denote its preimage in X/ by 2’. Set

&, = H Spec k(z').

el

An S-point of &, is {z'M}yex, , where 2’ : S — Speck(z’) — X’. We introduce the
notation 2/ for all i € Z as before.
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4.1.2. Hecke stack for T-bundles. Let
BunT = PiCX/ /PiCX .

As a special case of [10, Definition 5.1], for 4 € {£1}", we have the Hecke stack Hk%x, classifying
a chain of r + 1 line bundles on X’

f1 f3 fr
Lo—= Ly —Z5 =T 5L,

with modification type of f/ given by p;. Then Hk%x, = Picx: x X' where the projection to

Picy+ records Ly, and the projection to X" records the locus of modification of f; : £;_1 --+ L;.
We define

k7 == Hky .,/ Picx

together with maps recording £;

p%i : Hk% — Bunp, 1=0,...,r
4.1.3. T-Shtukas. For 2’ € ¥/ and ¢ € Z, we have a map

x') &' — Speck(a') LI Speck(z') — X', 1<i<dy = 2d,.

where the first map is the projection to the z’-factor, and the last one is the natural embedding.
Let 27 be the set of divisors on X’ x &/ of the form

Dl = Z Dy ez (4.1)
z'ex!_1<i<d,,
For any D/ € 9! as above, we have morphisms
IE,(DQO) : Picx: x&., — Picy,
AL(DL)) : Bunr x &, — Bunr
(LA DYwen ) +— L0 Y ).

o €x 1<i<d,
Suppose p € {£1}" and D, € 2. satisfy
T
Z w; = deg DL = Z cc(;/). (4.2)
i=1 @ ex 1<i<d,

We then apply the definition of Sht%(Eoo; D) to the case n = 1, the curve being X’ and ¥ and
Y are both replaced by 3/_. Denote the resulting moduli stack by Sht%x, (D).

The groupoid Picy (k) acts on Sht%X,(D’OO) by tensoring all the line bundles in the data with
the pullback of K € Picx (k) to X'. We define

Shtr(D.,) = Shty v, (D%.)/ Picx (k).
We have a morphism
1% 5, : Shti(DL,) — X' x &L
From the definition we have a Cartesian diagram
Sht (D’ ) — HkF x & (4.3)
me l(p;YO,AL(—DZX))o(p;W><id6/00))
(id,Fr)
Buny ———— Bungy x Bunyp
From the diagram we get the following statement.

Lemma 4.1. The moduli stack Sht%(Dgo) depends only on the image of D' in D! /Jv* D .

The following alternative description of Sht%(Df,o) follows easily from the definitions.



SHTUKAS AND THE TAYLOR EXPANSION (II) 43

Lemma 4.2. We have a Cartesian diagram

Shts (D7) —% Buny

e
T,wal u lA
(XD,

X' x &, —— Bunr

where X\ : L+~ L1 ® 7L is the Lang map for Bung; a%éo sends (21, ..., 20 {a’W}pess ) to the
image of the line bundle

Ox/ iuirxg — Z cii,)FI/<i)
=1

@' €x,,1<i<d,
in Bunrp.
Corollary 4.3 (of Lemma [2). The morphism H%D,w is a torsor under the (finite discrete)

groupoid Bunr (k). In particular, Sht% (D) is a smooth and proper DM stack over k of dimen-
sion 1.

4.1.4. Specific choice of D'. For each 1o = (piz)zex., € {£1}7>, define the following element
in 7/
Poo * Dby 1= Z pex'V e 7.
TEY o
Definition 4.4. Fix r satisfying the parity condition BI). Let p € {£1}", ioc € {£1}7>.
For any D! € 9! satisfying D’ = jioo - ., mod v* P and [{2)), define
Sht’ (peo - X ) := Shti (D).
The notation is justified because the right side above depends only on pe, by Lemma LIl We
denote the projection H% p. for such D by

7, Shtf(pee - Th) — X7 x &,

Remark 4.5. Whenever 7 satisfies the parity condition [BI8), for any (u,pe) € {£1}" x
{£1}¥= the divisor D’ € . satisfying the conditions in Definition [L.4] always exists. There-

fore, Sht% (oo - X1) is always defined (and non-empty).

5)
The following lemma is a direct consequence of the diagram (43]).

Lemma 4.6. The following diagram is Cartesian

Sht’ (oo - 2 ) —————— HkZ x &/ (4.4)

l l(p%,oxidggo,AL“T’uwo(p%’rxingo))
(id,Fr)

Buny x 6., —— (Buny x &) x (Bunp x &.)

where ALﬁT,uoo is the map
ALE = (AL(—pio - ), Fre,) : Bung x &, — Bung x &/, (4.5)

4.1.5. Relation to T-Shtukas in [10]. For (u, peo) € {£1}" x {£1}¥ >, let 1 = (4, —ptoo). Then
Shtg is defined as in [10, §5.4] (the loc. cit. also applies to a ramified cover X’/X), with a
map 74 : Shtf. — X' x X'=. Let &, < X'®= be the product of the natural embeddings
Speck(x’) — X’ for each x € Y. From the definitions, we see that Sht%(uoo - X!) fits into a
Cartesian diagram

Sht4 (oo - X, ) ——— Sht?,

" _
lHT,uoo lﬂ'l;‘

X' X G e X" x X"
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4.2. The Heegner—Drinfeld cycles. In this subsection we will define a map from Sht%(ﬂoo .
) to Sht(3; X ) depending on an auxiliary choice.

Recall that the condition (L4) is assumed. Let ¥} = v~!(Xy). Let Sect(¥’/y) be the set
of sections of the two-to-one map X — ¥y. Then Sect(X;/Xy) is a torsor under {£1}*s. The
auxiliary choice we need is an element iy € Sect(X/X¢).

4.2.1. The map 053, Let s = (pif, floo) € Sect(X/35) x {£1}¥>. We define a map

Bun-

s
9Bun

: PiCXV XGSQO — Ehlng(Ej)

To an S-point (L, {x’(l)}yegfw) of Picx: x&/_, we assign the following S-point of Bung(X)

1
£ = (6 AE(~ 52 bacn)
where
o £=vg. L, wherevg =v xidg: X' xS = X x S.
e For z € Xy, denote the value of yuy at @ by py € v~ (z). Then E(—1x) = vg . (L(—pa)).
e For x € ¥,

5(_11_ _ Vs,*(ﬁ(—l—‘z/u) —Toe — = Fz/(dm))) Uy = 1;
2 Vs« (L(=T praptty — Dprtapray — - — Dprean)))  po = —1.

Note here that for z € ¥, the divisors I' ;a) + T2y + -+ + Tpraey and Upran vy + Uprianro) +
-+« 4 D'ys(2a,) in the above formulas are “half” of the divisor {#’'} x S C X’ x S.

Dividing by Picx we get a morphism

05> : Bunp x & — Bung(X).

The next lemma is a direct calculation.

Lemma 4.7. Let us; = (U5, too). The following diagram is commutative

AL#
Bung x & ——"*  Bung x &
unr ) unr oo

i) |

ALG, o0
Bung(X) x 6 e Bung(X)

where Vo : 6L — S is the map induced from v.
4.2.2. Heegner—Drinfeld cycle. We define
Try = {£1}" x Sect(X}/Sf) x {£1}7=.
For p1 = (, puf, o) € Trz, we have a map
ot : Hi: x 6., — HEL(3)

by applying 0> (where ps; = (pf, o)) to each member of the chain {£;}o<i<, classified by
Hk%. By construction we have p; o 055, = 05> o (p%l x ider_) Hk% x 6., — Bung(X) for
1< <.

Now compare the Cartesian diagrams (€.4) and 3.2I)). Each corner of the diagram ([@4) except
the upper left corner maps to the corresponding corner of B2I)) by Opun and 6%, ; Lemma A7

says that the corresponding maps in the two diagrams are intertwined. Therefore we get a
morphism between the upper left corners since both diagrams are Cartesian

0" Sht'r (fioo - B1) — Shtf(2; Boo).

We have a commutative diagram
Sht’ (1100 - B1) 2 Shtl, (3 So0)

[ |
y

v Voo)

X7 x @&, — T X7 X Gy
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which induces a morphism
0" ShtfF (fhoo - B) — Sht/ (2 2oo) := Sht (3 Boo) X xrxe. (X7 x &L).

Since Sht%(,uOO X! ) is proper over k of dimension r by Corollary[d3] its image in Shtg (2; Xoo)
defines an element in the Chow group of proper cycles.

Definition 4.8. The Heegner—Drinfeld cycle of type = (p, fif, o) € Trx is the class
2t 1= 0 [Shtp (oo - Boo)] € Che,r(ShtG(5; Sec) o
Definition 4.9. Let u, ¢/ € T, 5. Define a linear functional I*+" on HE by
-1

T (f) = H dyr (21, f = Z“/>smg(z;zw) €Q. fer.

e/ exl,
Here we are using the J#--action on Ch, ,(Sht¢:(X; o0 ))@ defined in §3.3.4

4.3. Symmetry among Heegner—Drinfeld cycles. Let pu = (p, pif, pioo) € T x. We study
how Z*# changes when we vary pu.

4.3.1. Changing p. As in [I0, §5.4.6], for two choices p, i’ € {£1}", there is a canonical isomor-
phism ¢y, . Sht%(ﬂoo ‘X)) = Sht% (foo - B%) preserving the T-bundle £; and the projection

’
/ ot =] ol
to &,. However, ¢, v does not preserve the projections Il Yoo and Il fro* Instead, we have a
commutative diagram

’

e(ppn”) !
Shtf: (j1oc - £y) ——— b Sht] (p1oc - L)

n w
lHT,uao lHT,uoo

a(ﬁ,ﬂ/) xid

X" x 6L, X' x 6
where the involution o(u, ') : X'™ — X'" sends a point (2,...,z;) to the point (z7,...,z]),
where, for 1 <i <r,
2 = x; if py = pi;
CT o) i g

Letting p' = (1/, pu, phoo ), it is easy to check that ¢(u, ') intertwines the map 0 and oH".

4.3.2. Changing pg. Let p’y = {p} tren, € Sect(X}/Xy) be another element. Consider the
following divisor on X’

D(pp,py) = Y. Ha

TEX [, o F 1,
We have an automorphism

W ) = S (proo - Be) — Sht (oo - o)

sending (Lg; x5 {a'D}) to (Li(=D (s, i) ws; {z'M}). Letting ' = (b, iy, pioo), direct calcu-
lation shows that the following diagram is commutative

t(pyp,ply)
Shith (j1oe, - 32 ) ——

|-

Sht?, (3 Boo)

Sht% (oo - X0)

J/G‘L/

ALgsne (pg 1)
T Sht?, (% Do)

where ALgsnhe(p1f, ;) is the composition of ALgnt,. (see §3.2.7) for x € 3¢ such that p, # p,.
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4.3.3. Changing jis. Let p’ € {£1}¥> be another element. Consider the following divisor on
X' x 6
D(,U/ooauéo) _ Z (X/(l) 4t X/(dI)) + Z (X/(dIJrl) 4t X/(2dx))_
He=1,pp=—1 He=—1,pul,=1
where both sums are over x € 3. Define an isomorphism
U(fhoos 1) = SIHT (oo - Th) — ShtF(pl, - )

sending (L;;zi; {z'W}) to (Li(—D(poo, pho)); zis {z'M}). Letting g/ = (u, iy, ply ), direct cal-
culation shows that the following diagram is commutative

R Stk (- )

leu/

s Sht% (5 00

St (poc - 21,)

|-

Sht (3; Yoo

ALgnt (HoosHbg

where ALgh (ftoo, Hho) is the composition of ALgp . for € Yo such that pg, # ul.

4.3.4. The action of A, x. We observe that T, 5 is a torsor under the group 2, 5y := (Z/27) {1271,
We denote the action of @ € 2,5 on T, 5 by a- (—).

We also have an action of 2, 5; on Sht’GT(E; Yoo) defined as follows. The factor of Z/27Z indexed
by 1 <4 < r acts on the ith factor of X’ by Galois involution over X. For x € X, the nontrivial
element in the factor of Z/2Z indexed by z acts by the involution ALgp . defined in §3.2.7 on
the Sht(X; Yoo )-factor and identity on X' x &’ _. We denote this action by

anz; > at—— ALSht’,a-
The following lemma summarizes the calculations in §4.3.1] §4.3.2] and §4.3.3]

Lemma 4.10. For any pn € T, 5 and a € A, 5, the following diagram is commutative

Shtf (foe - 0) — s Shtf (0 poc) - £1)

E Jo=

L t/,a r
Sht (s (3 Yoo ) = Sht (s (3 Yoo )

Here the upper horizontal arrow is the composition of t(p, '), t(pug, ) and t(peo, pts) defined
in §4.3.1, §4.3.9 and §4.53.3 In particular, we have

ZF = ALgpy o(Z2°"), VneTrzn,a €Uy,

Let u = (H’ Bfs fhoo )y = (ﬁ',//f,ugo) € %, 5. Let

Alp ) = AL < i <rfpi # piks
Eo(pp) = {z€XB|us # ppt C % (4.6)
Si(pp) = Az €|y = ppt =¥ — S (u, 1) (4.7)

Corollary 4.11 (of LemmalI0). Let i, ji' € T,5. Then T depends only on the sets A(u, ji')
and X (p, p').

Proof. Let a(p, 1) € A, x be the unique element such that a(p, p') - u = p'. Then A(u, ') and
Y_(u, pt') determines a(u, ;') and vice versa. Therefore we only need to show that I depends
only on a(u, 1').

Suppose j, i’ and i, i’ satisfy a(u, 1/) = a(fi, i), we will show that I+ = IA#" | Since )
is a torsor under 2, x, there is a unique b € A, 5 such that g =0-p, @’ =b- /. Since ALgpy
commutes with the action of any f € %ﬂGE, we have

(24, f * Z“,> = <AL§ht’,b(Z#)’AL§ht’,b(f * Zﬂ/)) = <AL§ht',b(Z“)a f* ALght’,b(Z#/»'
By Lemma .10, we have

ALgye o (Z7) = 21, ALy 4(Z27) = 27



SHTUKAS AND THE TAYLOR EXPANSION (II) 47

Therefore we get
(2P, f 27) = (2", fx 2¥).
ie., M (f) = TPH'(f) for all f € 5. O

We will see later (in Theorem [.8) that in fact I** only depends on X_(u, ') and the
cardinality of A, u').

4.3.5. Heegner-Drinfeld cycles over k. Fix a k-point ¢ € &’_(k). Concretely this means a
collection of field embeddings

E=(&)wes, & k() =k

Then ¢ also determines a k-point of G, by the projection &’ — &, which we still denote by
¢. We denote

Shtg (%;8) = Shtg(X;Eee) X &
Sht&(2;€) = Sht{(3;Xe) X €2 Sht(X;6) xxr X5
Sht7 (fhoo - €) Sht (1o - 0) X e, &-

Then we have maps

Sht4 (oo - €)

1z Iz
9& 9&

Sht¢; (%5 €) Sht (35€)

Definition 4.12. The Heegner-Drinfeld cycle of type = (p, fiy, phoo) € Trxs over £ is the class
Z1(€) = 01, [Sht7 (oo - €)] € Che,r (ShtG(5;€))o-

By definition, the pullback of Z* to Sht{s(¥; X0 ) @k is the disjoint union of Z#(€) for various
£e & (k).
Corollary 4.13 (of Lemma B.10). For = (p, 5, fisc) € Ty and a € A, 5, we have

ZM(§) = ALgpy o(Z297(S))-
Lemma 4.14. For any & € &' (k), any p, i’ € T and any f € K, we have an identity
IR (f) = (Z1(8), f * 2" (§))shey (i) - (4.8)

In particular, by Corollary [{-11}, the right side depends only on the sets Ay, p') and X_(u, p1').
Proof. Since Sht¢;(X; Yoo ) ® k is the disjoint union of Sht¢(3;€) for [, cs, do different choices
of &, it suffices to show that the right side of (L8] is independent of the choice of §. To compare
a general & to &, we may reduce to the case where &’ € &/ (k) is obtained by changing &,/ to

Fr(&,) for a unique 2’ € ¥/, and keeping the other coordinates.
Consider the isomorphism

Jz’ : Sht%(ﬂoo : E£>o) — Sht%(lu’oo : E£>o)
sending (L5 25 2’ {y'D}yesr_yrsar) to (Li(—paa’D); 2l 2’ {y'DY ey yrs00). Direct cal-

culation shows that the following diagram is commutative
Sht4 (proo - X)) ———— Sht& (oo - ) (4.9)
o o
ALY
Shtd(3; ¥oo) ———————— Sht (2 Xeo)

where ALY sends (€] 2;2/W, {yD}yexr_yrpar) to (E](—3aM);a8; 2@, [y D} yresy ypar)
(here 2V is the image of 2/(!)). The diagram (@3] implies that

(ALU) 2 (¢') = Z1(¢).
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Therefore, using that AL(;,) commutes with the s -action, we have
(ZM(€), [ # 2" (D)snerzey = ((ALL)(2"(€)), f * (ALD)* 2 (€))snrr(ze)
= ((ALD)*(2(€)), (ALL)* (f * 2 (€))smezs (zie)
= (2", f* 2" (€ snz(zen-

5. THE MODULI STACK M4 AND INTERSECTION NUMBERS

The goal of this subsection is to give a Lefschetz-type formula for the intersection number
Hﬁ*‘,(hp), see Theorem 5.6l This is parallel to [I0, §6] in the unramified case.
Recall that ¥’ and R’ are the preimages of ¥ and R under v. We introduce the notation
U = X-Y—-R,
U = X' -Y-R
Our construction below will rely on variants of the Picard stack with an extra choice of a square
root along the divisor R, which naturally appears in the geometric class field theory of X with

ramification along R. We refer to our Appendix [Al for the definitions and properties of such
variants of the Picard stack.

5.1. Definition of M, and statement of the formula. Let d be an integer. We shall define
an analog of the moduli stacks My and Ay in [10, §6.1], for the possibly ramified double cover
v: X' — X.

5.1.1. The stack M. For any divisor D of X disjoint from R, Ox(D) has a canonical lift

Ox(D)* = (Ox(D),0g,1) € Pic)‘éﬁ(kz), and a canonical lift Ox(D) = (Ox(D),0g,1,1) €
PicVE ().

Suppose we are given a decomposition
Y=Y UXx_.
Let
p=degR=degR'; N =deg); Ni=degXy.

Definition 5.1. Let My = My(X1) be the moduli stack whose S-points consist of tuples
(Iv ja a, /35]) where
e T is a line bundle on X’ x S with fiber-wise degree d + p — N_, and « is a section of Z.
e 7 is a line bundle on X’ x S with fiber-wise degree d + p — N4, and (8 is a section of 7.
e jis an isomorphism Nm\/ﬁ(I)Q@OX(Z_)h = Nm‘/ﬁ(j)ééox(ZJF)h as S-points of Plc‘/_ ate,
Concretely, 7 is a collection of isomorphisms
Nm  Nm(Z) ® Ox(E_) — Nm(J) ® Ox(X4), (5.1)
]z:I|z’><SL>j|z’><S; Ve e R

such that the following diagram is commutative for all x € R

I®2|z’><S = >j®2|z’><5 (5.2)
J m‘IX
Nm(I)|I><S a ° Nm(j)|zxs

Here the vertical maps are the tautological isomorphisms.
These data are required to satisfy the following conditions
(1) CY|V71(Z+)><S is nowhere vanishing.

(2) Blu-1(z_)xs is nowhere vanishing.
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(3) For each x € R, we have
]z(a|x’><5) = ﬂ|x’><5-
Moreover, Nm(a) — Nm() vanishes only to the first order along R x S.
(4) This condition is non-void only when ¥ = @ and R = @: for each geometric point s € S,

the restriction (Nm(a) — Nm(f8))|x xs is not identically zero.
From the definition we have an open embedding
ld : Md — Xél“rp*N, XPiC)\{E§\/ﬁ,d+P Xé+P7N+ (53)

where the fiber product is taken over
B Xj\/ﬁ;\/ﬁ .
> AN dtp-N_ . VRVR,d4+p—N_ ®0x(E-) 4. VE;
Vo : Xgyp-N_ RN Xc}iﬁpfjv, E— PIC)\(’\F’ te = Plcﬁ’\/ﬁ’dﬂ’

and
—~VEVE

N “VE o~ Jatp-nN . Ox (=
. v VR +o-Ni o VRWVR,d+p—Ni ®0x(E4) . VRVR,d+p
Vﬂ'Xd+pr+—>Xd+pr+ Picy ———— Picy

—~VRVR
Here the Abel-Jacobi maps AJ;, , . are defined in §JA.TH

Remark 5.2. When ¥ = @ and R = o, there is a slight difference between the current definition
of My and the one in [I0]. In [10], we only require that «|x/xs and S|x:xs are not both zero
for any geometric point s € S; here we impose a stronger open condition that Nm(«) — Nm(/3)
is nonzero on X X s for any geometric point s € S. Therefore the current version of My is the
one denoted by Mg in [I0]. A similar remark applies to the space A4 to be defined below.

5.1.2. The base Ayq.

Definition 5.3. Let Ay = A4(X+) be the moduli stack whose S-points consist of tuples
(A,OR,t,a,b,9R)

where

e (A,Op,1) € Pic%ﬁ"”p(S). Namely, A is a line bundle on X x S of fiber-wise degree d + p,
Or a line bundle over R x S and ¢ an isomorphism @%2 >~ Alrxs-

e ¢ and b are sections of A.

e Jp is a section of Op.

These data are required to satisfy the following conditions.

(1) als_xs =0, and a|s, xs is nowhere vanishing.

(2) bls, xs =0, and b|s_xs is nowhere vanishing.

(3) alrxs = L(95?) = b|rxs. Moreover, a — b vanishes only to the first order along R x S.

(4) This condition is only non-void when ¥ = & and R = &: for every geometric point s of S,

(a—Db)|xxs #0.
The assignment (A, Og,t,a,b,95) — (A(=X_),0Og, t,a,9r) gives a map

Ad — )?(X',-R;)—N,'

Similarly, the assignment (A, Og,t,a,b,9r) — (A(=%4),0Or,t,b,0r) gives a map

TVR
Aq — Xd+pr+-

Combining these maps, we get an open embedding
wat Aa— XY\ X ey PRy XYE . (5.4)
where the the fiber product is formed using the Abel-Jacobi maps
yVERiVR

AJ :
SVER dtp—N_ . VR;VR,d4+p—N_ ®Ox(2_) 4. VRWVR,d+p
: ey .
Vg Xd+p_N7 Picy —— Picy
Ay Ve

XVR

d+p—N . VRVR,d4p—Ny ®0x(S . !
- + Plcf\ﬁ +p— Ny (Z4) Plcm,ﬁ,der.
d+p—N X — Fcy

Uy .
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5.1.3. The base AZ. Later we will need to use another base space AZ.

Definition 5.4. Let A% = A’(X.) be the moduli stack whose S-points consist of tuples (A, a, b)
where

e A is a line bundle on X x S of fiber-wise degree d + p,
e ¢ and b are sections of A,
such that the same conditions ([)-() hold as in Definition 5.3

Similar to the case of A4, we have an open embedding
wz : .AZ — Xd+pr, XPic?f” AXder,NJr (5.5)

By [10, §3.2.3], AZ is a scheme over k. Later it will be technically more convenient to apply the
Lefschetz trace formula to the base scheme AZ instead of the stack Ajy.
There is a forgetful map
Q: .Ad — AZ

which corresponds to the forgetful maps )A(C}ﬁk Ny )?der_ ~.. under the embeddings (5.4) and
3.

We have a morphism

0: AZ — Uy

sending (A, a,b) to the divisor of a — b as a nonzero section of A(—R), the latter having degree
d. The conditions (), () and (@) in Definition £.3limply that the divisor of a — b does not meet
Y or R.

For D be an effective divisor on U of degree d, let

A% =67Y(D) c A (5.6)
5.1.4. Geometric properties of Mg. We have a morphism
fd Mg — Ay

defined by applying VR to both )A(éH_p_]\L and )A((’H_p_]\u. In other words, we have a commuta-
tive diagram

N v/ o

Ma Xarp-n_ X e PicTVTodto Xitp-nN, (5.7)
VR ~VE

J/fd lyd+PN><V'i+pN+

X\/ﬁ
PicyFVRdtr 1 dtp— Ny

A LRYE

Va
We denote by f; the composition
£ Mg 25 A S A
The following is a generalization of [I0, Prop 6.1] to the ramified situation.

Proposition 5.5. (1) Whend > 29’ — 14+ N =49 —3+ p+ N, the stack Mg is a smooth DM
stack pure of dimension m =2d+p— N —g+ 1.

(2) The diagram BT is Cartesian.

(3) The morphisms fq and ffl are proper.

(4) When d > 3g — 2+ N, the morphism fq is small: it is generically finite and for any n > 0,
{a € Ag|dim f;'(a) > n} has codimension > 2n + 1 in Ag.

(5) The stack My admits a finite flat presentation in the sense of [10, Definition A.1].

Proof. () To show that M, is smooth DM, it suffices to show that both of following stacks

S, ,

Xivp-N_ X, pioyEvRate , Xarp-N, (5.8)
/ !

Xitp-N_ X%,Picﬁ“/ﬁ'd*p,uﬂ Xayp—N, (5.9)

are smooth DM.
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Let Q. be the moduli stack of pairs (£, 9x/) where £ € Picx: and 95 is a section of £/| g/
Then Q¥, = Picx/ X picy® Picxﬁ;ﬁ. In particular, the norm map Q¥, — Pic;ﬁ;ﬁ is smooth
and relative DM.

For any geometric point s and line bundle £ on X’ x s of degree n > 2¢’ 4+ p— 1, the restriction
map HY (X' x s, L) — HY(R' x 5, L|rrxs) is surjective with kernel dimension n — g’ + 1 — p. This
implies )A(,’Z — Qﬁl, is a vector bundle of rank n — ¢’ + 1 — p, whenever n > 2¢’ — 1 + p, in which
case )A(,’L itself is also smooth.

Ifd>2g —14+N >2g —1+ Ny, then d+p— Ny >2¢ — 1+ p, the map vg : X
QF, — picy VR

/
dtp—N,.

is then smooth and relative DM by the above discussion, therefore the fiber
product (59) is smooth over its first factor X[ PN Since X}, ,—n_ is a scheme smooth over
k, the fiber product (9] is smooth DM over k. The argument for (58] is the same.

For the dimension, we have

dimM; = dimX},, y +dimX},, y, —dimPicy™VE

= (d+p=N_)+(d+p—Ny)—(9-1+p)
= 2d+p—N—-g+1

@) follows directly by comparing the four conditions in Definition [5.]] and in Definition

@) Since Q is proper, it suffices to show that fg is proper. By (@), it suffices to show that
ﬁ,\l/ﬁ X — X,;/ﬁ is proper for any n > 0. We consider the factorization of the usual norm map

o VR o oVE
D X D XYR 2 X

The same argument of [I0, Prop. 6.1(4)] shows that 7, is proper. On the other hand, &Y % is sep-
arated because it is obtained by base change from the separated map [2] : [Resff A'/ Resy G,,] —
[Rest® Al/ Resf G (see the diagram (A)). Therefore, 7Y is proper.

n

@) Over Ag = (Xc}iﬁpr, ><Pic\/@\/ﬁwdﬂ)X(}ffFN+ )NAg, fqis finite. The complement Adeg
X

is the disjoint union of A%~ and A%=° corresponding to the locus a = 0 or b = 0. Note A2~ = &
unless ¥4 = @; A0 = & unless ©_ = @.

We first analyze the fibers over A%=" when ¥_ = @. The coarse moduli space of A5=0 is
Ua (by taking div(a) — R, note that ¥ = ¥,). Hence dim A%=" = d, and codim 4,(A%°) =
d—g+1+4+ p— N. The restriction of fy to AZ:O is, up to passing to coarse moduli spaces, given
by the norm map with respect to the double cover U’ — U

’ . d+p7N+
Ud xPicﬁ’dﬂ) PICX, — Ud.

From this we see that the fiber dimension of f; over AZZO is the same as that of the norm map

Picx: — Pic}éﬁ, which is ¢’ — g.
Similar argument shows that when ¥, = &, codimy,(A%%) =d —g+ 1+ p— N and the

fiber dimension of fq over A4= is still ¢’ — g. In either case, since d > 3g — 2+ N, we have
d—g+1+p-—N>2g—1+p=2(g —g)+1

which checks the smallness of fg.

) We need to show that there is a finite flat map Y — M, from an algebraic space Y of
finite type over k. As in [I0] proof of Prop. 6.1(1)], by introducing a rigidification at some closed
point y € U/, we may define a schematic map

Mg — J}i;p x Prymy/ x

where Jf;,rp is the Picard scheme of X" of degree d+p, and Prymy,, x = ker(NmﬁX : Pic%, —
Pic%ﬁ’o). Since J;l;,rp is a scheme and Prymy, , x is a global finite quotient of an abelian variety,

J}i;,rp X Prymy,,x admits a finite flat presentation, therefore the same is true for Mg. O
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5.1.5. The incidence correspondences. To state the formula for T## (hp), we need to introduce
two self-correspondences of M,. We define Hy to be the substack of Mg x X’ consisting of
those (Z,J,«, 3,7,2') such that 8 vanishes on I',,. We have the natural projection

<7+ : H+ — Md
recording (Z, J, a, B3, 7). We also have another projection

7_;,_ . H+ — Md
sending (Z, 7, «, 8,3,2") to (Z,T (Lo —T2), @, B, 7). This makes sense since twisting by Ox/ (T 5 —
T';/) does not affect the image under Nm\/ﬁ, and that 8 can be viewed as a section of J (T —T'2/)

since it vanishes along I';.. Via (<7+, 7+), we view Hy as a self-correspondence of M, We
have a commutative diagram

Hy (5.10)
PN
Mgy M
N
Aqg
Similarly, we define H_ to be the substack of My x X’ consisting of those (Z,J,a, 8,7, 2’)
such that « vanishes on I'y,. We view H_ as a self-correspondence of My over Ay

(5.11)

ot

H_
N
My My
N
Aqg
where <7—(Ia \73 aaﬁa]) ‘rl) = (Ia \73 aaﬁa]) and 7—(15 \73 aaﬁa]a :EI) = (I(FUZ’ _Fm’)a ‘-7) «, 6)])

Let Ad<> = (Xﬁ_lt X i VRV Xﬁ)_N+) N Ay be the locus where a, b # 00 Let /\/ld<> c My
1Cx
be the preimage of Ado. Let ’Hﬁ and H® be the restriction of H, and H_ to Ag.

Consider the incidence correspondence

Lip-n, (5.12)

!/ !
Xd+pr+ Xd+pr+

— —
Here I, , y, ={(D,2') € X§,, n, xX'|z" € D}, i (D,2') = Dand i (D,2") = D+o(a')—2a'".

+o-Ny DY
p—Ny
applying Xj,, n_ X pioy AR (—) and then restricting to Ag. Similarly, %% is obtained from

By definition, over Mg, /Hﬁ is obtained from the incidence correspondence I}

the incidence correspondence Ij, »—nN_ by applying (=) XPicﬁ"‘/ﬁ Xi. o—n, and then restricting

to AS (c.f. [10, Lemma 6.3]).
From this description, we see that dim /Hi = dim /\/lfl> =2d+p—N—g+1. Let ﬂi be the
closure of HY and let [ﬁi] denote its cycle class as an element in Hg(l\z/[der,N,gH)(Hi). Then

[ﬁi] is a cohomological correspondence between the constant sheaf on M, and itself, which
then induces an endomorphism of R fq1Q;

fd,!mi] :Rfa1Qr — Rfq,Qy.

2The definition of .Ad<> is different from the one in [10].
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Taking direct image under Q : Az — A’, we get an endomorphism

FialHS) R Qe — RS Q
For a € A’(k), let (fgy![gi])a be the action of ffl’![gi] on the geometric stalk (Rf4,1Q¢)q-
5.1.6. The formula. For the rest of the section, we fix a pair

1= (s s proo)s 1 = (' 1y, 1) € T
We set
Ypo= (), Yo=Y _(u,p)
be defined as in (£0) and 7). Thus My = M4(X1) is defined. We also let

re ={l<i<rlp=pl o ={1<i<rlp # pd (5.13)
The following is the main theorem of this section, parallel to [I0, Theorem 6.5].

Theorem 5.6. Suppose D is an effective divisor on U of degree d > max{2¢’ — 1+ N,2g}.
Under the above notation, we have

P (o) = 30 T (LD o (D o Fra, (RAG,Q0.)  (5.14)

a€ A% (k)
where Fr, is the geometric Frobenius at a.

5.1.7. Outline of the proof. The rest of the section is devoted to the proof of Theorem 5.6l The
proof consists of three steps

’

I. Introduce a moduli stack Mg(us, p5;) and a Hecke correspondence HK/(y'; for Ma(ps, pf;).

This step is done in §5.21 We also introduce certain auxiliary spaces which form the

“master diagram” (5.18). Later we will apply the octahedron lemma [I0, Theorem A.10] to
this diagram.

II. Relate Mg(us, p%) and Myg; relate Hk“M“:i and a composition of H.
This is done in §5.31 This step is significantly more complicated than the unramified case
treated in [I0]. It amounts to showing that M, is a descent of Mg(us, put) from &7 to
Speck.

III. Show that Ir#' (hp) can be expressed as the intersection number of a cycle class supported
on Hk/\{'; and the graph of Frobenius of Mg(us, p15;), and rewrite this intersection number
into a trace as in the right hand side of (EI4)).

This step is done in §5.4 The argument is quite similar to the proof of [I0, Theorem 6.6],
together with a standard application of a version of the Lefschetz trace formula reviewed in

[10, Prop A.12].
5.2. Auxiliary moduli stacks.
5.2.1. The stack Hq(X).

Definition 5.7. (1) Let Hy(2) be the moduli stack whose S-points consist of triples (ET, £, ¢)
where
o & = (&;{&(—1x)}) and &' = (&';{€'(—$x)}) are S-points of Buny () such that deg(&'|x xs)—
deg(€|xxs) = d for all geometric points s € S.

e p: & — & is amap of coherent sheaves which is injective when restricted to X x s for all
geometric points s € S, and mapping £(—1z) to &'(—3x) for all z € .

e The restriction |zupr)x s is an isomorphism.
(2) We define
Hd(E) = Hd(Z)/PiCX

where Picy acts by tensoring on £ and £'f simultaneously.
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We have a map
i = (bm,pr) : Ha(E) — Bung(%)?

recording £ and £'f. We also have a map
S Hd(Z]) — Ud (515)

recording the vanishing divisor of det(p) as a section of det(€)~! @ det(&’).
We also have an Atkin—Lehner operator

ALp oo : Hy(S) X Sog — Hy(S) (5.16)

defined by applying ALg o (see (B:20)) to both £ and &', and keeping ¢.

5.2.2. The Hecke correspondence for Hy(%).
Definition 5.8. Let p € {£+1}".
(1) Let ﬁi{%ﬁd(E) H be the moduli stack of ({5}}09—9, {5?}051'9, {zi}1<i<r) together with a

diagram
50_]2951_]2%..._]2_“5 (5.17)
Pl T
507]2%517]12%”-*{%5/

where

e Each &; and &/ are underlying rank two vector bundles of points EZ-T , SQT of Buny ().
e The upper and lower rows form objects in Hkj (%) with modifications at {z;}1<i<, € X"
e The vertical maps ¢; are such that (5:,51 i) € Hy(%).
(2) Let
HKG; o(8) = Hkjy (%)/ Picx

where Picy acts on ﬁf{%yd(E) by simultaneously tensoring on all SZ and EZ{T.

The notation for Hk}; 4(¥) is justified because one can check, as in the case of Hk5(2), that

ﬁf{%ﬁd(Z) / Picx is canonically independent of .
We have projections

pa,i Hkpy (X)) — Ha(¥), i=0,...,7

recording the i-th column of the diagram (B.I7). We also have projections recording the upper
and lower rows of the diagram E&10)

(7.7) - Hkjy 4(8) — Hkg(2)?
Let
Hkgd@) = Hky 4(2) xxr X7,
Hk{ (D) := Hkp (2) xxr X
The maps pp,; and ? induce maps

PH,i

P ¢+ HKf4(2) — Hkjy 4(8) = Ha(E), i=0,...,7
T =TT HK(E) — HKE(R)

3In [10], the analogue of ﬁi(%yd(Z) was denoted by I:I\I(%’d.
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5.2.3. The master diagram. Recall p = (p, ps), 1’ = (¢, ps;) € Trx. We consider the following
diagram in which each square is commutative

’
JTNTEN R AT
0H’k deG,co degl

’ q
HKS x HK, x &/ Hk(; (8)? x &L, +—————=—— Hk}; 4(3) x &,
l(p%oxp'}ioxidefx,aﬂ l(?'c?,oﬂc) (P}z,oﬂH)l
won’ o gron’ boxbn

(BunZ x &) x (BunZ x &) —=2 2" 4 Bung(D)? x Bung (5)? Hy(S) x Hy(X)

(id,Fr)T (id,Fr)T (id,Fr)T
oron’ 7

Bun? x &' e Bung(X)?2 Hy(%)
(5.18)
The map 9%’5}/ : Bun x 6/ — Bung(X)? is given by 047 x 9;%11, using a common copy of &'_;
gl HI x Hkb x &' — HKE(S)? is similarly defined using 6/, and 612, .
Let us explain the three maps ar,ag and oy that appear as the second components of the
vertical maps connecting the first and the second rows.

e The map ar is the composition

’
RS
P XPp . Xider

’ AL ’
H M / 2 / Throo bog 2 /
I Iz

Hk7 x Hky x & Bun} x 6, ——— = Bung x 6

where ALr . is defined as

ALz o g (L1, L2, {2/ DY) = (cm— S ') Lo~ Y u;x“”»{x@}). (5.19)

€T oo €T o0
Hence on the &/ _-factor, ar is the Frobenius morphism.
e The map ag is the composition
P2 Xv ALY
HKZ(2)? x 6/, 2275 Bung(2)? X 600 ——= Bung(%)?
where ALg?OO is AL o0 on both copies of Bung(X) using a common copy of G-
e The map ay is the composition

/
PH,»XVoo

HI 4(5) x & 22 Fy(8) % Sa 22 Hy(3).

5.2.4. We define Sht}; ;(2;¥s) to be the fiber product of the third column of (E.I8), i.e., the
following diagram is Cartesian

Sht7) 4(5; Seo) —— HK 4(%) x &L (5.20)

l l(piq,oaaH)

Hy(2) — L f(5) x Ha()

Then the fiber product of the three columns are

St (J100 - $10) Xr Shtts (1 - 30"~ Shtf5 (5 Do) X Sht(5s Soo) —— Shtf 4(5; Too)
(5.21)
Recall the map s : Hq(X) — Ug from (EI5). The Hecke correspondence Hk7; 4(X) preserves
the map s while the Frobenius map on Hy(X) covers the Frobenius map of Uy. Therefore, from
the definition of Sht}}ﬁ 4(Z;X), we get canonical decomposition of it indexed by k-points of Uy,
i.e., effective divisors of degree d on U. As in [10, Lemma 6.12], one shows that the piece indexed
by D € Uy(k) is exactly the Hecke correspondence Sht:(3; Xo; hp) for Shtdi(3; ¥o.). In other
words, we have a decomposition

Shtfy 4(Zi%e) = []  ShtG(Z: Saci hp). (5.22)
DeUgy(k)



56 ZHIWEI YUN AND WEI ZHANG

5.2.5. The stack Mg(us, p%) and its Hecke correspondence. Now we consider the fiber product
of the three rows of the master diagram (G.I8)).

Definition 5.9. Let Mg(us, %) be the fiber product of the bottom row of (5I8), i.e., we have
the following Cartesian diagram

Ma(ps, prsy) ——— Ha(%) (5.23)

| g

Bun? x &’ 2 Bung(%)?

Our notation suggests that Mg(us, p%;) depends only on us; and pf,. This is indeed the case,

because 65" depends only on us and pf..

From the definition of My(us, pf;), the Atkin—Lehner automorphisms ALg o (see (3.20)),
ALp o (see (5I8)) and ALz, . (see (EI9)) together with Lemma A7 induce an Atkin—
Lehner automorphism for Mg(ps, pk)

AL 00 : Malps, py) — Ma(ps, prs).

Definition 5.10. Let Hk‘f\;{f; be the fiber product of the top row of (5.IR). Equivalently, we
have the following Cartesian diagram

HKAY HK}, 4(2) (5.24)
l l‘?
o ' / ngu/ s 2
HKY x HKy x &, —— = 5 HK/ ()

Comparing the diagrams (5.23) and (E24), we get projections
pM,i:Hkuj\;ﬁdHMd(MEa:u’/E)a ’L'ZO,...,T
as the fiber product of p%i X p%:i x idg/_ and p}{’i over p’GQl We also let

am = AL oo © pra,r s HIO ) — Ma(ps, i)

The fiber products of the three rows of (B.I8]) now read

HI (5.25)

l(PM,(hO(M)

Ma(ps, ps) X Ma(ps, i)

(id,Fr)T

Ma(ps, ps;)

5.2.6. The stack Sht”j\;l’fd.

Definition 5.11. Let Sht’j\;l’f; be the fiber product of the maps in (528, i.e., we have a Cartesian
diagram

Shtts, HKAY, (5.26)

l l(FM,o,aM)
(id,Fr)

Ma(ps, 1) —— Ma(ps, ps) X Ma(ps, 15)
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By the diagram (5.I8]), Sht’f\;{f ;l is also the fiber product of the maps in (.21, i.e., the following
diagram is also Cartesian

Shtf', Sht/] (5 Soc) (5.27)

l ]

! S
Shtf (1o - £l ) X1 Shtfy (il - B0 ) — Sht((2; Xoo) X 7. Shtes(; Xoo)
According to the decomposition (5.22), we get a corresponding decomposition of Sht/y(" ;l

shtioty = [ Shtht'p (5.28)
DeUy(k)

where Sh’c’j\}{f;j is the preimage of Shtg;(3; Xoo; hp) C Sht' 4(3; Xoc) under the upper horizontal
map in ([27)). We have a Cartesian diagram

Sht'f'p Sht: (3 Xeo; hp) (5.29)

| Jor

’ m !
Sht (1o - $1.) xer. Shtl: (uly - 3 ) 25 St/ (5 $oo) xer. Shts (5 Do)
5.3. Relation between My and M (us, p%). In this subsection, we relate Mg(us, p%) to

the moduli stack My which was defined earlier. For this, we first give an alternative description
of My(ux, p%) in the style of the definition of My in [10 §6.1.1].

5.3.1. Some preparation. Let S be any scheme, and £ and £’ two line bundles over X’ x S. We
denote by Hg/ (L, L") be the set of pairs («, 8) where

a : L—L(R):=L®o,, Ox/(R) (5.30)
B oL — L(R) (5.31)

such that their restrictions to R’ x S satisfy
a|rxs = Blrxs- (5.32)

Note that £ and o*L are the same when restricted to R’ x S, hence the above equality makes

sense.
Recall vg = v xidg: X' xS = X x S.

Lemma 5.12. There is a canonical bijection
Homy xs(vs«L,vs L) — Hp/ (L, L)
such that, if ¢ : vs L — vs L' corresponds to (a, B) under this bijection, we have
det(¢) = Nm(a)) — Nm(p) (5.33)
as sections of det(vs L)1 @ det(vg L") = Nm(L)™! @ Nm(L').
Proof. By adjunction a map ¢ : vg L — vg L' is equivalent to a map vivs L — L. Note that
vsvs L =2 Ox @oyx L= (0Ox ®ox Ox1) ®o,, L, whose Ox/-module structure is given by the

first factor of Ox.
We have an injective map 3 : Ox'®o, Ox» = Ox ®Ox- sending a®b — ab+ao(b). By alocal

calculation at points in R’ we see that the image of 7 is Oxs ®r Ox: :=ker(Ox' & Ox: )
Or/) (the difference of two restriction maps i* : Oxs — Op/). Therefore vivg.L = (Ox: @ rs

Ox/)®oy, L=LOr 0" L=ker(L D o*L M) Lrxs). Hence the map ¢ is equivalent to a
map
V: LPOp o" L —> L.
Since L(—R') ® 0*L(—R') C L &g o*L, the map 1) restricts to a map
L(-RY® o L(-R) — L
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or
Loo L — L(R).

We then define the two components of above map to be o and —f3. The condition ([E32)) is
equivalent to that the map a ® (—f) : LB o*L — L'(R’), when restricted to L &g 0*L, lands
in L.

If ¢ corresponds to («, 3), we may pullback ¢ to X’ so it becomes the map £ ®&r o*L —
L' ®r o*L' given by the matrix

a  —p
[ —o*B o*a ] ’

Therefore det(¢) = Nm(a) — Nm(8). O
5.3.2. Alternative description of Mg(us, p%). We define Md(uz, p%) by the Cartesian diagram
Maps, ply) ——————— Ha(%)

pH
§u,u'

Bun

Picx/ x Picxs x6&,, — Bunz(2) x Buna(X)

~ , ~ ~ 7
Here 05" is given by 057 x 057,

B9 we have

using a common copy of &’ _. Comparing with the Definition

Malpis, 1) = Malps, i)/ Picx .
For 2/ € ¥/ and '™ : S — Speck(z’) LN X', recall we inductively defined 2/() using
2'0) = 2/U=1 o Frg for j > 2. We have a morphism
©+ : Ggo — X§V+

which sends {2/} ,ex € &L (S) to the following divisor of X’ x S of degree N,

D, ({z'MY) = Z iwx S+ Z Ly + Ty + -+ + Ty ), if g =1
TEX NI ZED NS4 (Fx’(dm+1) + Fz/(dm+2) + -+ Fz’(Qdm)), if Mlz = —1.

Similarly, we define
D_:6, — Xy
by sending {2’V },exs € &4, (S) to the following divisor of X’ x S of degree N_

@_({xl(l)}) = Z MI x S+ Z (Fz’(l) + Fm’(Z) +oo 4+ Fm’(dm))a if Mlz =1
ves,ns. el (le(dm+1) + ety + - + FI/(de)), if ;L/I = —1.

Now we can state the alternative description of Mg(us, p%).

Lemma 5.13. For a scheme S, ./T/l/d(uz,u’z)(S) is canonically equivalent to the groupoid of

tuples (L, L', o, B, {.T/(l)}m/ezgo) where

o L and L are line bundles on X' x S such that deg(L'|xxs)—deg(L|x'xs) = d for all geometric

points s € S;

e a:L—=L'(R), B:0"L— LI(R).

These data are required to satisfy the following conditions.

(1) als_(wwy) =0, and a|,-1(s,)xs is an isomorphism.

(2) Blo, (fzrmy) =0, and Bl,-1(s_yxs is an isomorphism.

(3) a|lrixs = Blrxs. Moreover, Nm(a) — Nm(B), viewed as a section of Nm(£)™! @ Nm(L'),
is mowhere vanishing along R x S.

(4) This is non-void only when ¥ = & and R = &: for every geometric point s of S, Nm(a) —
Nm(B) is not identically zero on X X s.

Proof. By definition, S-points of Md(ﬂg, ) consist of tuples (£, L', ¢, {x’(l)}yeg/w) where
e L and L are line bundles on X’ x S such that deg(L'|xxs) — deg(L|xxs) = d for all geometric
points s € S.
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o v :vg. L — vs, L' is an injective map when restricted to X x s for every geometric point
s € 8. Moreover, ¢ is an isomorphism along (X U R) x S.

e For each 2/ € ¥/, 2/ : S — Speck(x') 2 x,
These data are required to satisfy the following condition. We have two S-points of Buna(X):

€ = 07 (L e VY oreny),
5/1' = ag%n(ﬁl,{xl(l)}zlezloo)'

Then ¢ : & =vg L — & = vg L should respect the level structures of ET and &1,

By Lemma 512 the map ¢ : vs.L — vs L' becomes a pair a : L — L'(R’) and 8 : o*L —
L'(R') satisfying a|r xs = B|lr'xs. Since ¢|rxs is an isomorphism, the formula (533) implies
that Nm(«) — Nm(f) is nowhere vanishing along R x S, hence condition (3) in the statement of
the lemma is verified. Condition (4) also follows from (5.33]) and the condition on ¢ above.

Since ¢ respects the Iwahori level structures of vg.L and vg . L', it sends vg . (L(—pz)) to
vs (L' (—pl)) for all x € Ly (recall py is the value of py at ). A local calculation shows that «
should vanish along p/, x S for those x € Xy such that u, # pl,, and 5 should vanish along p/, x S
for those x € Xy such that u, = pl,. A similar local calculation at x € X implies the vanishing
of @ and B along the corresponding parts of ©_ and D .. For example, if p, = ), = 1, then ¢
should send vs .« (L(—T ) — - —Tprtan)) to vs (L' (=T pay — -+ =T piasy ), which implies that
B vanishes along I' /a1y + "2y + -+ - + I'pian) . These verify the vanishing parts of the conditions
(1)(2).

Finally, since ¢|nxs is an isomorphism, det(y) = Nm(a) — Nm(S) is nowhere vanishing
on ¥ x S. Since Nm(a)|s_xs = 0 and Nm(5)|s, xs = 0 by the vanishing parts of (1)(2),
Nm(a)|s, xs and Nm(f)|s_ x5 are nowhere vanishing. These verify the nonvanishing parts of the
conditions (1)(2). We have verified all the desired conditions for (£, L', «, 5, {:L'/(l)}zlez/x). O

Using the description of Mg(us, p%;) given in Lemma [5.13] we can describe its Atkin-Lehner
automorphism ALy o as follows.

Lemma 5.14. Let (£, L', a, B, {z'M} e ) be an S-point of Ma(ps, ps;) as described in Lemma
[273, and we use the same notation to denote its image in Mg(us, ps,). Then

ALM,OO(Ka £Ia «, 6) {wl(l)}m’ezgo)

= [’(7 Z :LLIFm’(l))v ‘C/(i Z MIFI/(I) - Z uirz/(dﬂ:*l))a O/a ﬂla {zl(2)}x/62’w

TEY 0o TEX NIy TE o NE_

Here, o is induced from « using the fact that alo_ = 0; 8 is induced from B using the fact that
Blo, =0.

The proof is by tracking the definitions and we omit it.
The next result clarifies the relation between Mg and My(ps, 1%).

Proposition 5.15. There is a canonical isomorphism over &'
Em : Ma x & = Ma(us, ps) (5.34)

such that:

(1) The automorphism id x Fre:_ on the left corresponds to the automorphism AL g0 on the
right.

(2) The following diagram is commutative

Fr xid

Mg x & Mg x &

ZlEM Z\LEM
AL oFr

Ma(ps, ps) ————— Ma(ps, 1)
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Proof. We first define a map
1 s Malps, i) — Ma x &l C (X, v X pioy Tt Xip-n,) % Sl
Using the description of points of Md(ug, p%) in Lemma [5.13] we have a morphism
to s Ma(ps, 1) — Xy, n

sending (£, L', a, B,{z'M}4ex ) to the line bundle £71 @ £/(R' — D_({2’(V})) and its section

given by «. Similarly we have a morphism
15 - Ma(ps, pis) — Xgip- N,

sending (£, L', v, B, {a’M}prexs_) to the line bundle o* L1 ®@ L/ (R — D ({2'M})) and its section
given by . We have a canonical isomorphism v, 0 14 = vg 015 using a|g = B|r/. The map 14
is given by (ia,2s) and the natural projection to & . It is easy to see that the image of 14 lies
in the open substack My x &/_.

Next we construct the desired map Z ¢ as in (5.34). Start with a point (Z, J, a, 8,7) € Ma(9),
and {2'M}ycar € G4(S). Let Dy = D4 ({z'W}) (a divisor of degree N1 on X’ x S with
image ¥y x S'in X x S), and Z/ = Z(D_) and J' := J(D4). The isomorphism j then gives
an NmY? (T') = NmYF () € PicY™ (), or a trivialization of NmYF  (T'®' © J') as

an S-point of Pic@’dﬂ) . The exact sequence (A6 then implies, upon localizing S in the étale
topology, there exists a line bundle £ € Picx-(S) together with an isomorphism 7 : L7 ® 0% L =2
T'® J'~1, and such a pair (£, 7) is unique up to tensoring with Picx (S) (upon further localizing
S). Let L' = L ® T'(—R’), then a can be viewed as a section of L7! @ L/(R'), or a map
L — L'(R") which vanishes along D_. Since J' 2 7' ® LR o*L71 = o*L71 @ L/(R'), B can
be viewed as a section of o*£L7! ® L'(R'), or a map o*£ — L'(R’) which vanishes along D
Moreover, the equality a|r/xs = B|r xs is built into the definition of M. This way we get an

S-point (£, L', a, B, {'M}) of My(ps, i) using the description of Md(ug, pk) given in Lemma

It is easy to see that =4 is inverse to 14. Therefore =5 is an isomorphism. This finishes the
construction of the isomorphism = .

Now property (1) follows from Lemma [5.14] by a direct calculation.

To check property (2), observe that the total Frobenius morphisms Fr x Fr on My x &7 and
Fr on Mg(us, %) correspond to each other under Epq. On the other hand, by (1), id x Fr on
Mg x &' corresponds to AL on Mg(us, p%). Therefore, Fr xid = (id x Fr~') o (Fr x Fr)
on Mg x & corresponds to ALXA{OO o Fr on Mg(us, k). O

5.3.3. Comparison of Hecke correspondences for Ma(us,ps) and for My. We have already
defined two self-correspondences H and H_ of My in §5.T.5 For A = (A\q,..., ) € {£1}", let

HA,L — H+7
H_, =1

Let Wi, 71- : Hy, — Mg be the two projections. Then define 7 to be the composition of Hy,
as follows

Hy = Ha, X1 Ma, 52 H, XF oMy, 5s X F e Ma T Ha, -

We apply this construction to A = pup' = (ppl, ..., prpy.). Then we have (r + 1) projections
Vit Hpw —> Ma, 1=0,1,...,7
Proposition 5.16. There is a canonical isomorphism over &'

S Hywr % Gl — HKL (5.35)
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such that the following diagram is commutative for i =0,1,...,r

(1

’ H o
Hppw x &, ——— HK)\(

’YiXid@gcl lp/\/m

My x &, —= Ma(ps, 1)
Proof. By the iterative nature of Hk/\{* ;, it suffices to prove the case r = 1 (at this point we may
drop the assumption r = #3,, mod 2 because everything makes sense without this condition,
before passing to Shtukas). We distinguish two cases.
Case 1. u1 = py. We treat only the case u3 = p) = 1 and the other case is similar. In this

case, Hk/\(" ;(S ) classifies the following data up to the action of Picx:
e A map ) : S — X' with graph T,

e For each 2/ € ¥/, an S-point ') : § — Speck(z’) L+ X'

e Line bundles £y and £{, on X’ x S such that deg(L{|xxs) — deg(Lo|xxs) = d for all geometric
points s € S. Let

L1 = Eo(rzfl), /1 = ACIO(FZII)

e A map ¢; : vg L1 — vs L] that restricts to a map o : vg Lo — vg.L). Moreover, for
i =0 and 1, we require the tuple (L;, £}, i, {2'M1) to give a point of Mg(us, p4). In other
words, ¢; preserves the level structures of vg.L; and vg . L} given in §L2T} ¢, is injective
when restricted to X x s for every geometric point s € S; and ¢;|(sur)x s is an isomorphism.

Using Lemma[5.13] we may replace the data ¢; above by a pair of maps (a4, 8;) where o; : £; —

LIR), Bi: 0L — L(R') satisfying certain conditions. Let Dy = ® 4 ({2/M}), then oyi|p_ =0

and fB;|p+ = 0. Denote by

ol L; — LY(R —D_)
BY:o*L; — Li(R — D)

the maps induced by «a; and S;.
The relation between g and ¢; implies that the following two diagrams are commutative

.
Ly(R = D_)—— LY(R' = D_) == L{(R' = D_ +T4)
O'*[,OC—> 0" L] —7= (J*ﬁo)(ra(ma)) (5.37)
lﬁf} J{BE
Ly(R' — Dy)— L4(R' — Dy) =—— Ly(R' — Dy +Tyr)

The diagram ([@.30) simply says that ozi is determined by aho (no condition on ag, hence no
condition on «p). The diagram (E.37]) imposes a nontrivial condition on 68, as claimed below.

Claim. ﬂg vanishes along L' ().

Proof of Claim. The argument for this claim is more complicated than the argument in [I0]
Lemma 6.3] because of the ramification of v. To prove the Claim, it suffices to argue for the
similar statement for the restriction of 68 to (X’ — R') x S and to the formal completions
Spec O, XS for each 2’ € R'.

Computing the divisors of the maps in the first square of (5.37), we get

div(B5) + Tar = div(B)) + Lo ar)- (5.38)
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Restricting both sides to (X’ — R') x S, and observing that 'y, and I'5(,/) are disjoint when
restricted to (X' — R') x S, we see that I'y(,) N (X' — R’) x S) is contained in div(ﬂg) N((X" —
R') x S).

Now we consider the restriction of the diagram (5.37) to the formal completion Spec O,/ xS
at any 2/ € R’. Since D is disjoint from R’, after restricting to Spec O,/ xS we may identify
B; and ﬁf. We may assume S is affine, and by extending k we may assume k(2’') = k. Choose a
uniformizer @ at 2’ such that o(w) = —w, then Spec O, XS = Spec Og[[w]]. After trivializing
L, LL(R') near 2’ x S, we may assume fi = f{ = w — a for some a € Og, oy = a1 € Og[[w]],
The diagram (5.37) implies the equation in Og[[w]]

fi-Bo=0"fi- P,
where By, 81 € Os|[w]]. This equation is the same as
(@ —a)fo(w) = (—@ — a)Bi(w). (5.39)

Recall we also have the condition B;|r xs = ai|rxs for i = 0,1, which implies that £y(0) =
ap(0) = a1(0) = B1(0), or f1(w) = wy(w) + Bo(w) for some v € Og[[w]]. Combining this with
E39) we get

2wf(w) = (—w — a)wy(w).

Since w is not a zero divisor, we conclude that Sy(w) = —(w + a)y(w)/2, hence w + a divides
Bo(w). This implies that I's(,) N (Spec 0, %8) is contained in div(fy) N (Spec Oy xS) =
div(ﬂg) N (Spec O X S). The proof of the claim is complete. O

On the other hand, the condition that ﬁg vanishes along I';(,) is sufficient for the existence of

£1 making (5.37) commutative. Therefore, in this case, Hk/{* "is the incidence correspondence for
the divisor of 3% in My(us, p%;) under the description of Lemmal5.I3l This gives the isomorphism
Eot : Hpr X S = HKLH

Case 2. 1 # p). Let us consider only the case p1 = 1, = —1. We only indicate
the modifications from the previous case. In this case, £1 = Lo(T'y;) but £ = Li(—Ty).
We may change £ to £4(I'5(,r)) (which has the same image as Li(—T',,) in Bunz) so that
deg £} — deg £1 = d still holds. The diagrams (5.36]) and (5.37) now become

Lo 1, Lo(Ty) (5.40)
L
bR — D_)——s L5(R = D_) —— Ly(R' — D_ +T4(uy))
O'*[,OC—) oL —— (J*ﬁo)(ra(mllﬂ (541)
T
Lo(R = Dy )Y L4(R = Ds) =—— LH(R' = Ds + Toiay)

Now (B4T)) imposes no condition on Sy, but (£.40) gives
diV(Oz(h)) + Fa(m’l) = le(Ozi) + mel
An analog of the Claim in Case 1 says that ozg must vanish along I';;. Therefore, in this case,

Hk/of" " is the incidence correspondence for the divisor of af in Mgy(us, %) under the description
of Lemma (.13l This gives the isomorphism Z4. O

5.4. Proof of Theorem
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5.4.1. Geometric facts. We first collect some geometric facts about the stacks involved in the
constructions in §5.21

Proposition 5.17. (1) The stack Bung(X) is smooth of pure dimension 3(g —1) + N.
(2) The stack Hkg(X) is smooth of pure dimension 3(g — 1) + N + 2r.
(3) The stack Buny is smooth, DM and proper over k of pure dimension ¢ —g=g¢g—1+ %p.

(4) The stack Hk% is smooth, DM and proper over k of pure dimension g — 1+ %p +r.

(5) The morphisms b A H,(X) — Bung(X) are representable and smooth of pure relative
dimension 2d. In particular, Hq(X) is a smooth algebraic stack over k of pure dimension
2d+3(g—1)+ N.

(6) The stack Hky; 4(3) has dimension 2d 4+ 2r +3(g — 1) + N.

(7) Ford > 2g" — 1+ N, Mg(ps, us) is a smooth and separated DM stack pure of dimension
m=2d+p—N—-g+1.

(8) Let D be an effective divisor on U. The stack Sht‘;\;[“;j is proper over k.

Proof. ), @) and (@) are standard facts. () follows from Prop. B4(4).

() Recall the stack Hy defined in [10] §6.3.2], with two maps 0, 7 to Bung. We have an open
embedding Hg(¥) — Bung(X) X pgyy,,, & Ha because once the X-level structure of £ is chosen, it
induces a unique X-level structure on £ via ¢ (which is assumed to be an isomorphism near ¥).
Since § : Hy — Bung is smooth of relative dimension 2d by [10, Lemma 6.8(1)], so is its base
change pg. Similar argument works for pg.

@) As in [10, §6.3.4], we have a map Hkj; 4(X) — Bung(X) x Ug x X" (the first factor records
5(];, second records the divisor of det(pp) and the third records x;). The same argument as
[10, Lemma 6.10] shows that all geometric fibers of this map have dimension d+r (note that the
horizontal maps are allowed to vanish at points in 3, but this does not complicate the argument
because the vertical maps do not vanish at %). Therefore dimHkyy 4(¥) = d +r+d + 1+
dimBung(X) =2d+2r+3(g—1)+ N.

(@ By Prop. BEI5 Mg(us, ps) = Mg x & . Therefore, the required geometric properties
of My(ux, p%) follow from those of My proved in Prop. B5(1).

([®) Consider the Cartesian diagram (5.29). Since Sht(2; X4) is separated over &’ by Prop.
Bdand o7 : Sht(2; Xao; hp) — Shth (35 ¥0) is proper by Lemma [BI3(1), the map (?’, ?’) :
Sht & (%; Xoo; hp) — Shté (3 Yoo) X e, Sht(%; Yoo ) is proper. This implies Sht”M’fID — Sht%(,uoo-

¥) Xer, Sht (ul, - X..) is proper. Since Sht7(jin - 3) and Shtf (1l - ¥..) are proper over
k by Corollary @3} so is Sht/y(' . O

Proposition 5.18. Suppose D is an effective divisor on U of degree d > max{2¢’ — 1+ N, 2g}.
Then the diagram (BI8) satisfies all the conditions for applying the Octahedron Lemma [10]
Theorem A.10].

Proof. We refer to [10, Theorem A.10] for the statement of the conditions.
Condition (1): we need to show the smoothness of all members in the diagram (5.18) except
for Hk; 4(3). This is done in Prop. 517

Condition (2): we need to check that Ma(pus, (i), Ma(is:, p )2, Sht (s S0 ) X o1 Shtf: (ulh -
¥7.) and Sht(3;Xa) X e Sht(3; Xa0) are smooth of the expected dimensions. These facts
follow from Prop. BIT([T), Corollary 3] and Prop. B.9l

Condition (3): we need to show that the diagrams ([5.24]) and (G.20) satisfy either the condi-
tions in [10, §A.2.8], or the conditions in [I0, §A.2.10].

We first show that (0.24]) satisfies the conditions in [I0, §A.2.8]. We claim that Hk“/\;{f;l is a
DM stack that admits a finite flat presentation. By Prop. B8] My(us, pf) =& Mg x 6. . By
Prop. BH[E), Mg is DM and admits a finite flat presentation, therefore the same is true for
Ma(ps, p%). Since the map paq : Hk‘f\;{f; — My(ps, k) is schematic, the same is true for

Ma(ps, ps). It remains to check that 9ﬁf, can be factored into a regular local immersion and
a smooth relative DM map. It suffices to show the same thing for 6, : Hk% x &L, — Hk&(X)
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(and the same result applies to ' as well). The argument is similar to that in [I0, Lemma
6.11(1)], and we only give a sketch here. We may enlarge the set ¥ to ¥ C |X — R| such that
deg Y > p/2. By enlarging the base field k, we may assume that all points in v~ !(X) are defined
over k. Choose a section of v~ () — ¥ extending the existing section g s, and call this section
Y. Using X’ we have a map 6l : Hk% — HkZ(X). Since the projection Hk{:(3) — HkZE(X) is
smooth and schematic, it suffices to show that 6%, : Hk7 = Buny x X'" — HK/(Z) is a regular
local embedding. To check this, we calculate the tangent map of 0%, at a geometric point
b= (L,z},...,2.) € Bunp(K) x X'"(K). Or rather we calculate the relative tangent map with
respect to the projections to X'”. We base change to K without changing notation. The relative
tangent complex of Hk% at bis H (X, Ox//Ox)[1]. The relative tangent complex of Hk () at
o1 (b) is H* (X, AdZ" (1, £))[1], where AdZ"> (1, L) = End® > (1..L)/Ox, and End®> (1, L) is
the endomorphism sheaf of the chain v, L — v, (L(x})) — - -+ preserving the level structures at
5. The tangent map of 0%, is induced by a natural embedding e : 1,Ox//Ox AT (1,L0).
A calculation similar to Lemma gives
EndZE (1, L) € v (Ox(R) ®p vi(0* L7 & L(R — 3"))
where 3" = o(3'). Therefore we have
A, L) € (1 (Ox/(R))/Ox) @ vi(0* L7 @ L(R — 5))

under which e corresponds to the embedding of v.Ox//Ox into the first factor. One checks the
projection coker(e) — v (c* L7 @ L(R'—X")) is injective, the latter having degree p/2—deg <
0, we have HO(X ,coker(e)) = 0, which implies that the tangent map of 04, is injective.

Next we show that (5.20)) satisfies the conditions in [10, §A.2.10]. The argument is similar to
that of [10, Lemma 6.14(1)], using the smoothness of H4(X) proved in Prop. BI7(HI).

Condition (4): we need to show that (5.26) and (5.27) both satisfy the conditions in [10]

§A.2.8]. Again the argument is completely similar to the corresponding argument in the proof
of [I0, Theorem 6.6]. We omit details here. O

5.4.2. The cycle . Using the dimension calculations in Prop. BI7(6) @) and [@]), we have
dim Hk}; 4() + dim(Hky x Hk% x 64) — 2dimHKE(E) =m=2d+p— N — g+ 1.
Therefore the Cartesian diagram (5.24) defines a cycle
¢ = (0 )'[HK 4(3)] € Chy (HKL ). (5.42)

Lemma 5.19. Assume d > max{2¢’ — 1+ N,2g + N}. Let ¢* € Chu(Hyw x &) be the
pullback of ¢ under the isomorphism Z4. Then when restricted over Ag, C¥ coincides with the

fundamental class of Hyw x &

Proof. We have a map Hky 4(¥) — Ug x X" similar to the one defined in [10, §6.3.4]. Let
(Ug x X7)° be the open subset consisting of (D, z1,...,x,) such that each z; is disjoint from

the support of D. Let Hk’;}’;(E) be the preimage of (Uy x X")°. Similarly, let Hk“/\;{f:i’o be the
preimage of (Ug x X")° in Hk’jvl“ ;l, which corresponds under =, to an open subset of the form
Hyppo < 6L

“We have a map HkY 4(3) — Hkg(E) XBung(z) Ha(X) by considering the top row and left

column of the diagram (&IT). When restricted to (Uy x X")°, this map is an isomorphism.
Therefore Hk;fd(E), hence Hk};’;(Z) is smooth of dimension 3(g — 1) + N + 2r + 2d. Restricting

the diagram (5.24) to (Ug x X")°, Hk”j\;ﬁ;’o is the intersection of smooth stacks with the expected
dimension dim Hk};%(3) + dim(Hk: x Hky x &) — dimHk5(X) = m, therefore, ¢ is the
fundamental class when restricted to Hk/(f';® = My % 6.
; ; <& ; <& <& <& <&
It remains to show that dnn(’Hﬂ, - ’Hfﬂ,) < dim?#;,,. The map HJ, — M7 — Aj are
finite surjective. On the other hand, as in [I0, §6.4.3], the image of /H/?u/ - My, in Ag lies
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in the closed substack C consisting of those (A,ORg,t,a,b,9r) where div(a) and div(b) (both
are divisors of degree d + p on X) have one point in common which lies in U. Therefore it

suffices to show that dimCy < dimA; = m. Now (4 is contained in the image of a map
VR VR vR VR :
Ux(Xder N1 Xpic)\{ﬁ;\/ﬁXd+p7N+71)—>Xd+p N X C)\éﬁ;\/ﬁXd+p7N+. Using d > 2g + N

we may calculate the dimension of Xﬁ_ N_—1 X piVEVE Xﬁ)_ Ni—1 by Riemann-Roch, from

X
which we conclude again that dimC4y < m — 1. This completes the proof. (I

5.4.3. Consider the cycle
(id, Fer(uz,ug))!C € ChO(ShtHMP,Ld)-

This is well-defined because Mg(us;, %) is smooth DM by Prop. BIT(T), hence (id, Fr) is a
regular local immersion. Let

((lda Fer(MEvMQ:))!C)D € ChO(Shtl/CllfD)

be its D-component. Since Sht/yf o '\i.p is proper by Prop. BI7(E), it makes sense to take degrees
of O-cycles on it. Hence we define

(¢,r (Fer (s, #g))>D = deg((id’Fer(#z#lz))!C)D € Q.

Theorem 5.20. Suppose D is an effective divisor on U of degree d > max{2¢’ — 1+ N,2g}.
We have

H Ay ]IHH hD) <C F(Fr/\/ld(#z #Z))>D (543)
€T

Proof. From the definition of Heegner—Drinfeld cycles, it is easy to see using the diagram (5.29])
that

[1 do | -1# (hp) = deg ((9’# % 0" ) [Sht; (% oo hD)]) . (5.44)

z'eX/

On the other hand, applying the Octahedron Lemma [I0, Theorem A.10] to (EI]), we get
that

(6 x 0 )} (i, Frpg, ) [HK}; (S) x 6]
= (id’Fer(#E#lz))-(ellfI,lf X ldgrao)'[Hk?}’d(E) X Gf)o]
= (id, Fr g, (i pig,))'C € Cho(Sht/yf',). (5.45)
If we can show that
(i, Frpr, ) [HK 4(5) x &) = [Sht o(%: Boc)] (5.46)

then extracting the D-components of (5.45) and (5.46) identifies [(8* x 6% ) [Sht/5(5; Soo; hp)]
with the cycle ((id,Fer(#Ey%))!C)D. Taking degrees then identifies the right side of (5.44)
with the right side of (43), and we are done. Therefore it remains to show ([546]). The
argument is similar to [I0, Lemma 6.14(2)]. Let Sht};’f;(E;Eoo) C Shtfy 4(X;Xs) be the
preimage of (Ug x X™)°. By (G.22)), Sht’;}’;(Z;EOO) is the disjoint union over D € Uy(k) of
(Shtg(X; X hp)|(x—Dyr xx+ X'". By Lemma B.I3(2), Shty(3;Ye; hp)|(x—p)- is smooth
of dimension 2r, which is the expected dimension from the diagram (E20). Therefore, the
restriction of (id, Fry,(x))'[Hk}; 4(3) x &S] to Sht};’f;(E;Zoo) is the fundamental class. By
Lemma BI3(3), Shtr(X;¥e;hp) has the same dimension as its restriction over (X — D),
hence dim Sht};f;(i] Yeo) = Sht} 4(3;¥), therefore (5.46) holds as cycles on the whole of
Sht's 4(3; Xo0). This finishes the proof. O
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5.4.4. Proof of Theorem[26l. Now we can deduce Theorem from Theorem .20
Consider the diagram (0.26). Moving the Atkin-Lehner automorphism of Mg(ps, %) from
the vertical arrow to the horizontal arrow, we get another Cartesian diagram

Sht“/\;{f d Hk/of" (5.47)
J l(pM,prM,r)
, (id,AL}{  oFr) , ,
Ma(ps, py) ————— Ma(ps, ps) x Ma(ps, ps)
From this we get
(id, Fr o, (uss pig))'¢ = (id, ALRf o 0 Fr)'C € Cho(Sht/f")). (5.48)
Define Sy,r by the Cartesian diagram

Sy ——— My (5.49)

J l(zm,omn,r)
(id,Fr)

d—)MdXMd

Using the isomorphisms = and =y, established in Prop. .15 and B16, (5247]) is isomorphic
to the Cartesian diagram

Sy X 6 Hypr < &L (5.50)

l l(?n,oxidelwmn,rxidegc)
, (id,Fraq, ><id6/°o) , ,
Mgx B ————F (Mg x G ) x (Mgx6&L)

Here we are using Prop. BI5(2) to identify AL/_\/%’oo o Fr on Mg(us, p5) with Fra, xide, on
Mg x &, . In particular, we get an isomorphism

~ !
s ¢ S X 6y 5 Shthlh.

Recall that ¢* € Ch,, (Hp x 6L) is the transport of ¢ under the isomorphism Zy, then we
have o

(id, AL}y o 0 Fr)'¢ = (id, Fraq, xider,)'¢* € Cho(Suur x Sh). (5.51)

By Lemma 519, ¢* is the fundamental cycle of H,,, x &, when restricted to Ag. By Prop.
BE5HE), the complement of Mff X A% Mff in Mg x4, Mg has dimension strictly smaller than
dim My (the condition d > 2¢’ — 14+ N =4g—3+ p+ N implies d > 3g— 2+ N). Therefore, we
may replace ¢* with the fundamental cycle of the closure of Hyuw | A X &/ and the intersection

number on the right hand side of (E5]]) does not change. We denote the latter by ﬁ,?“, x GL.

Combining (548) and (B51) we get

(id, Fr v, xide,_)'¢?
. : 77<
= (ld,Fer deG’w)![Huu

Fx 6]
= ((d, Fran,) ) % [61] € Cho(Spw x &L

Taking the degree of the D-component, we get

(¢ D(Frpt s i) 0 = eg(SL) - (], T(Fran,)) -
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Using Theorem [(.20] we get

-1

4 (hp) = | I ] (GTFMyqusig)) o
/€D
-1

[T dor| dea(®L) ((Hy) T(Frae,))o

r'eX

([ ] T(Fra,)) .

It remains to calculate ([H,?H,], T'(Fra,))p-
Note that H,, is a self-correspondence of M, over Ay. By the discussion in [10, §A.4.5], the

b
map Sy — Ma f—d> AZ lands in the rational points AZ(I@), hence we have a decomposition

S = [ Suw(a).

a€ A’ (k)

Under the isomorphism Z a4, this gives a refinement of the decomposition (B.28]), namely
) ! Es
ShtHMP,LD A — HaeA;(k) Spp (a) x &

The fundamental cycle [ﬂﬁul] gives a cohomological correspondence between the constant
sheaf on My and itself. It induces an endomorphism of the complex R fa,1 Qe

fd,![ﬂfuf] :Rfa1Qr — Rfq,)Qy.

Taking direct image under €2, we also get an endomorphism of R f;,@e

fou ) RE, Qe — R Q.

Applying the Lefschetz trace formula [10, Prop. A.12] to the diagram (5.49) (which is stated for
S being a scheme, so we apply it to the map fg rather than f;), we get that

(] TFpm = > To(f5, Fpp] 0 Fra, (RF5,Q0)a) (5.52)
ac A% (k)

Since H,, is the composition of r4 times H; and r_ times H_, the cohomological corre-

spondence [HEM] is equal to the composition of r4 times [ﬁi] and r_ times [ﬂ?] over AS. By

Prop. B.3H), the complement of ./\/ld<> X 40 ./\/lfi> in Mg X 4, Mg has dimension strictly smaller
d

than dim My, therefore [/Hf;,

the same endomorphism on_fd,g(@g . This implies

fd,!mﬁw] = (fd,![ﬁi])” o (fd,!m?])“ € End(Rf4,Qp).

] and the composition of r times [ﬁi] and r_ times [ﬂ?] induce

Taking direct image under €2, we get
27 77 T 727 r_
Fos o) = (LD ™ o (£3,[HZ])™ € End(Rf},Qu).
This combined with (G.52) gives (5.14)). The proof of Theorem [5.6]is now complete.

6. THE MODULI STACK ANy AND ORBITAL INTEGRALS

In this section we introduce another moduli stack Ny, similar to M. The point-counting
on Ny is closely related to orbital integrals appearing in Jacquet’s RTF we set up in §2] for our
specific test functions.

6.1. Definition of Nj.
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6.1.1.  Our moduli space Ny depends on the ramification set R with degree p, a fixed finite set
Y. and a decomposition

Y=%Y,UX_, Ni=degXy.
In our application, such a decomposition comes from a pair p,u’ € %, 5, for which we take
Y1 =%4(p, ) as in ([@0) and (L1). We are also assuming that XN R = &.

Let d > 0 be an integer. Let Q4 be the set of quadruples d = (di1,d12,ds1,d22) € Zéo
satisfying d11 + d22 = d12 + dgl =d + pP.

Definition 6.1. Let d € Qg. Let /\71 = Ni(Ei) be the stack whose S-points consist of
(Ehlﬂ Ega Ellha £/2ha ®, Q/JR)
where

e Fori=1,2, EE = (L, Ki Rr,t;) and E;h = (L}, K} g, ;) € PicXm(S), such that for any geometric

K2

point s € S, deg(Lf|xxs) — deg(Lj|xxs) = dij for i,j € {1,2}.
e ¢ is an Oxxg-linear map L1 @ Lo — L) & L,,. We write it as a matrix

| P11 P12
4 [5021 9022]

where ¢;; : L; — L.

o Y is an Oryg-linear map K1 g & Ko g = K| 5 @ K}, ;. Again we write ¢ as a matrix

g = { V1,r Y12,R }
Vo1,R  Yo2,R
with v r : Kjr = K g
These data are required to satisfy the following conditions.
(0) The following diagram is commutative for 1 <i,5 <2

®2
Yii R

Koy 0 K (6.1

L ’
J Ly

pijlrRxs

Lilrxs Ll rxs

(1) pa2|s_xs =0; @11]x, xs and @225, xs are nowhere vanishing.
(2) @a1]z;xs = 0; p12]s_xs and @a1|s_ x5 are nowhere vanishing.

(3) det(¢)r) = 0. Moreover, det(¢) vanishes only to the first order along R x S (by (61) and
det(¢r) = 0, det(¢) does vanish along R x 5).

(4) This condition is only non-void when ¥ = @ and R = @: det(yp) is not identically zero on
X x s for any geometric point s of S.

(5) For each geometric point s € S the following conditions hold. If di; < daa — N_, then
©11]xxs # 0; if di1 > dog — N_, then @as|xxs # 0. If d12 < d21 — N4 then p12|xxs # 0; if
dy2 > da1 — Ny then pa1|xxs # 0.

There is an action of Pic}éﬁ on /\Nfi by twisting each EE and Egh simultaneously (i = 1,2). Let

Ny be the quotient
Ny = Ny/ PicYR.
Let Ny be the disjoint union
No= T N

d€Qq
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6.1.2. Next we give an alternative description of A in the style of [10, §3], which makes its
similarity with My more transparent.

Let (L3, L3, L7, LY, ¢, ¥r) € Ny(S). For i,j € {1,2}, define £, = L2* " @ L = (L5 @
L IC®R ® Kirity ' ® ). We have L',Ej € Plc){(S). By the diagram (610, (£ U,(p”,i/)” R)
defines a point in X&{:(S).

For (i,j) = (1 1) or (1,2), we thus have a morphism 7;; : Ny — )A(ﬁ sending the data
(L5, £5, L7, L5, 0,0r) € Nu(S) to (L, 1, vi,m) € XYT(S).

The cond1t10n @21|x, xs = 0 allows us to view @g; as a section of Lo1(—X ), which has degree
da1 — Ny and extends to a point £3, () € Pic}éﬁ(S) using the original Ko gp = K7 ® K
and ;' @ i, (because Xy N R = &). We then define a morphism jo1 : Ny — )A(C}/ﬁiN sending
(L8, L5, L% L o, 0R) to (L3 (—4), ©21,%21,r). Similarly we can define 720 : Ny — Xc}g: N
We have constructed a morphism

]i = (]ij)i,jE{l,Q} Ni — X&{; X X\/: N_ X XC}{: X X&é? Ny*
In the above construction, we have canonical isomorphisms £11 ® L22 = L2 ® L21 and
Ki1,r ® Koz, g = Ki2,r ® Ko1,r, which give a canonical isomorphism
LY oL, =L e Ll e Pic{ R (s). (6.2)

Moreover, the condition that det(yr) = 0 implies that ¥11,gtb22,r = V12,R%21,r- Therefore, the
isomorphism (6.2)) extends to an isomorphism

(ﬁil ® Eg?’ Y11,R22,R) = (512 ® £21a Y12, RY21,R) € P1c\/_ R;VR, d+P(S)

Therefore 74 lifts to a morphism

g0 Ny — (XYFx YR ) X ey vty (XY % X{[{{M). (6.3)

Here the fiber product is formed using the following maps

SVE L ovR  AITTATIY) S RRdn e VEVRodaa—N_
XYR« XYE picy VR o picYRVE,
11 22—

1d,®(9 2.) . . . . It . :
( x( PlCﬁ’ﬁ’dn % Plcﬁy\/ﬁadm mu Plc)\éﬁy\/ﬁﬂi'ﬂ)

(where mult is the multiplication map for PIC\F ‘F) and

VR RYF ATy VAT VAT s VRV RNy
X, ><Xd21 Ny Pic x Pic

id,®0x(24)) . . It . .
( X\=+ PIC)\éﬁ’\/ﬁ’dlszC\F\de mu lc%ﬁ’ﬁ’der.

6.1.3. We have a morphism to the base (cf. §5.1.2))
gd : Na — Ag = Aq(X+)

sending (L8, L5, L LI o, R) to (A, Or,1,a,b,0) where A = L2 '@ L2 @ L, @ L)), Op =
IC% IC?R ® K] R®IC27R, tg is the obvious product of ¢11 and ¢ i, a = p11¢22, b = Y1291,
Yr = Y11,RV22,R = Y12,RY21,r- We also have the composition

Q
QQZQOgdingi).Ad-)AZ.

Proposition 6.2. Let d € ¥4. Then
(1) The morphism jq in (63) is an open embedding, and Ny is geometrically connected.
(2) Ifd>49—3+ p+ N, Ny is a smooth DM stack of dimension 2d+p—g—N+1=m
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(3) The following diagram is commutative

I vVR . vVR vVR . ¥VR
Ni (an x Xd22*N—) XPic)‘{E"‘/ﬁ’dﬂ’ (Xdlz X Xd217N+) (64)
lgd lmﬁxadﬁﬁ
Wd v VR YVR
(G N
Aa Xitp-N_ X picyRivVRod+o Xdtp-Ny

(4) The morphisms gq and gg are proper.

Proof. The proofs of (1) and (3) are similar to their counterparts in [10, Prop 3.1].

(2) We first show that Ny is a DM stack. By conditions (@) and (&) of Definition [6.1], at most
one of ¢;; can be identically zero, so Ny is covered by four open substacks U;;, 4,7 € {1,2}, in
which only ¢;; is allowed to be zero (in fact two of these will be empty by condition (@l)). We
will show that Uy is a DM stack, and the argument for other U;; is similar. Since Uy is open
in

Vir = (XY R XYF ) omem (XY E < XYR )
X

d21-N,

it suffices to show Vi1 is DM. The projection Vi1 — X&;ﬁ—z\/, X Xdl\/_f X Xdz\/_i

By Lemma [A4](2), XT;/E is DM for any n, therefore V41, hence Uy is also DM.
We now prove the smoothness of Ni in the case di; < do2 — N_ and dj2 < d21 — Ny; the
other cases are similar. In this case the image of j4 lies in the open substack

is schematic.
Ny

(X‘/ﬁ x XYR

vR ., vVR
di1 d22—N—) xPngE“/E (Xd12 x X )

d21-N,
Since dig2+ (d21 — N) = d+p—N > 2(2g— 1+ p) — 1 by assumption on d, and d13 < da; — Ny, we
have do1 — Nt > 29— 1+ p. Similarly, we have dos — N_ > 2g — 1+ p. Therefore the Abel-Jacobi

maps )A(C}gij\L — Pic)\éﬁ;\/ﬁ’dﬂ_N’ and )?C}éi]h — Pic}éﬁ;\/ﬁ’dm_]v+ are affine space bundles
by Riemann-Roch, hence smooth. It therefore suffices to show the smoothness of
. VR;VR,da2—N_ . VR;VR,d21—N
Q:= (X)F x Picy TN Xy (X7 x Picy 2Ny (6.5)

We have the evaluation maps (by recording the square root line along R and its section)
ch\z/ijﬁ : Xc}{jﬁ — [Resff A'/ Rest G,
evp\/i_f : Pic%ﬁ;\/ﬁ — [Restt A/ Rest G,,]
which are both smooth, by Lemma [A.4l To simplify notation, we write
[Restt A'/ Rest G, = [AY/G g
Then the fiber product of these maps give a smooth map
vgT : Q — (1A' /Cunlr X [A/Grnlr) X (4 /G1n (A /Gl  [A/Con ).

Let Cr := Resy A2 X Resft Al Resjt A2 with the two maps Resyf A2 — Resit A' both given by
VR
Q —
is the subtorus of G#, consisting of (u,wv,s,t) such that uv = st. Base change to k, we have
Cry = HzeR(E) Cy, where Cy C A% is the cone defined by uv — st = 0. Note that C; =

C, — {(0,0,0,0)} is smooth over k. The product erR(E) C? defines a smooth open subset

C% C Cr. We claim that the image of evg lies in [C%/ Resy G2,]. For otherwise, there would
be a point (L;,...,p,1%r) € Ng(k) and some z € R(k) such that 1;; r (hence ¢;;) vanishes at
x for all 4, € {1,2}, implying that det(y) vanished twice at x and contradicting the condition
@). Therefore the image of evgﬁ lies in the smooth locus of [Cr/Resf G3 ], showing that Q
is itself smooth over k. This implies that Ny is smooth over k. The dimension calculation is
similar to Prop. 5[ for dim Mg and we omit it here.

(u,v) — uv. Then the target of evT can be written as [Cr/Resy G3,] where the torus G3,
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(4) Since Q is proper, it suffices to show that ggq is proper. As in the proof of [I0, Prop.

3.1(3)], it suffices to show that the restriction of add,, 4,

XYRx XYR 5 X7 (6.6)

is proper for any dy,ds > 0. Smce X\F — X, is finite (hence proper), the properness of (G.0)

follows from the properness of adddl,d2 Xa, % Xd2 — Xd1+d27 which was shown in the proof of
[10, Prop. 3.1(3)]. O

6.2. Relation with orbital integrals.

6.2.1. The rank one local system. Recall the double cover v : X' — X from §LTIl Let o :
X’ — X' be the nontrivial involution over X. The direct image sheaf v.Q, has a decomposition
v.Q¢ = Qe® Lx//x into o eigenspaces of eigenvalue 1 and —1. Then Lx/,x|x—r is a local system
of rank one with geometric monodromy of order 2 around each k-point of the ramification locus

R.
Starting with L = Lx//x, in JA.3.2 we construct a rank one local system L on Pic}?R whose
corresponding trace function is the quadratic idele class character 7 = ng /g (Prop. [AT2). Via

VR ~ ~ .
pullback along AJ,; : Xc}/ﬁ — Picﬁ’d, it gives a rank one local system Ly on Xc}/ﬁ for each

d € Z extending the local system L4 on XG}/E defined in Lemma [A7]
For d € Qg, we define a local system Ly on Ny by

L E(Ldn X @Z X Ldlz X Qé)

6.2.2. Recall that, for each f € #2Y, we have defined by ([2.30)

fFr=f- <® hE) <® 1y, ) € C>(G(A)).

zER TEXD

Let D be an effective divisor on U = X — ¥ — R of degree d. In [10, §3.1] we have defined a
spherical Hecke function hp € Y%, Therefore the element hlE)i € C°(G(A)) is defined.
For u € PY(F) — {1} and h € C(G(A)), let

J(U,]’L, 51552) = Z J('}’, h751752>' (67)
YEA(F)\G(F)/A(F),inv(y)=u

Note that when u ¢ {0, 1, 00}, the RHS of (6.7) has only one term; when u = 0 or oo, the RHS
of ([G.7) has three terms (cf. [10, 3.3.2]).
Recall the space A%, defined in (5.6). Then we have a map

invp : Al (k) — PH(F) — {1}
sending (A, a, b) to the rational function b/a € P*(F). As in [10} 3.3.2], the map invp is injective.
Theorem 6.3. Let D be an effective divisor on U = X — Y — R of degree d. Letu € P1(F)—{1}.
(1) If u is not in the image of invp : A5 (k) — PY(F) — {1}, then J(U,hgi,51,52) =0.
(2) If u ¢ {0,1,00} and u = invp(a) for a € A% (k) (which is then unique), then

J(u, hgi,sl, S2) = Z q<2du_d_p)sl"'(2‘111_‘7l_”)s2 Tr(Frg, (Rg&ﬁ!Li)g). (6.8)
deQq

(8) Assumed>4g—3+p+ N. Ifu=0 or oo, and u = invp(a) for a € A% (k) (which is then
unique), then (G8) still holds.

The proof of this Prop. will occupy the rest of this subsection. From now on, we fix an
effective divisor D on U of degree d.
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6.2.3. The set Xp 5. Recall from §AT.0] the definition of (O)XR, which maps to O* and hence

acts on A* by translation. Define a groupoid
- VR — AX /)X
DivV*(X)=A /(O)\/ﬁ
There are natural maps
AJVE(R) + DivYR(X) — FX\AX /0 = PicY (k),
w : DivVE(X) — AX/O* = Div(X).

We denote an element in Div‘/R(X) by EY, and denote its image in Div(X) by E. We denote

the multiplication in Div‘/R(X) by +. For E% ¢ Div\/E(X), the line bundle Ox(—FE), when
restricted to R, carries a canonical square root which we denote by Ox (—FE?) R (an invertible

Or-module). The character = np//p on Pic)‘éﬁ(k) can also be viewed as a character on

DivVE(X) by pullback.
Let 7 € GLy(F). Let Xp 5 be the groupoid of (Ei, Eg, E{h, Eéh,wR) where
o B E € DivVE(X), for i = 1,2.
° Yp: OX(—EE)\/R@OX(—EE)\/E — OX(—Eih)\/R@(’)X(—EQ)\/E is an Opg-linear map. Write
P11,R ¢12,R]

Y21,R Y22,R
These data are required to satisfy the following conditions.

1R as a matrix [

(0) The rational map 7 : O% --+ O% given by the matrix ¥ induces an everywhere defined map

0:0x(—E) ®Ox(—Ey) — Ox(—E;) ® Ox(—E}).
We write ¢ as a matrix [ 23} 82 ]. Moreover, ¢ p = @ij|r for 1 <i,j < 2.

(1) a2 vanishes along ¥ _.

(2) @21 vanishes along 3.

(3) det(y) has divisor D + R.

Define the groupoid
Xps = Xp5/DivVE(X)
with the action of Divﬁ(X ) given by simultaneous translation on EE and E;h. We may identify

Xp 5 with the sub groupoid of X D5 Where Eéh is equal to the identity element in Div\/ﬁ(X ).

Lemma 6.4. We have
J(’Yah?)iaslaSQ) (69)
_ 3 ! — deg(By—Ba+ B{~Ef)s1 = dea(~ By + o B ~Ef)say ([ _ gt

q q
Aut(A
A:(Ei,“‘,E;”,wmexD,;# @)

Proof. Let AcC GL5 be the diagonal torus, and Z C GLy be the center. Let

R - (@ zg) o (@ 131> |
TER HASHY
Here hp € 41, is as defined in [10, proof of Prop 3.2], and J, C GLy(O,) is defined by the
same formulae as J, (see (2.16)), with G replaced by GLy. Then we have hgi = p*hlzji where
Py 1 C°(GLg) — C°(G(A)) is the tensor product of p, .. This allows us to convert the integral

J(v, hgi,sl, s2) into an integral on GLao, i.e.,

Iy, hpE, 51, 82) = / T Alaalt) |at) fat) = n(a(t)) dtdt
A(Z(A)\(A(A)x A(A))
(6.10)
Here o : A — G,, is the positive root [tol tg} — t1/t2, and the measure on A* is such that
vol(0*) = 1.

For z € |X|, define a set Zp , as follows:
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e For z € R, let Ep , = E; defined in §Z4.T}

eforzeX Zp, = jm;

e Forx € |[X| - R— X, Ep, = Mata(Oyz)y, (det)=n, » Where n, is the coefficient of  in D.
LetZp = Hz&lX\ Ep,z, then there is a projection map p : Ep — Mata(Q)qiv(det)=p+r- We have

ot = s, (6.11)

In fact, this can be checked place by place. The assertion is trivial when x ¢ R, and follows from
Lemma 2.4 when = € R.

By (611), we may rewrite (G.I0) as

S5 ssa) = [ {m € Eplu(m) = 75} ()| a(¢) /o) n(a(o)duar
(t,t')
(6.12)
where the integral is again over (¢,t') € A(Z(A))\(A(A) x A(A)).

Note that the integrand in (GI2) is invariant under translating ¢t = [, ] and ¢’ = [tl " ]
by (O)Xﬁ’ which also has volume 1. Therefore, we may turn J (W,hgi,sl, $2) into a sum over
Divm(X)4 modulo simultaneous translation by Divm(X). We denote the images of 1, t2, ]
and t} in Divﬁ(X) by EE, Eg, E{h and Eéh. One checks that the set {m € Ep|u(m) = t'~15t}
is in natural bijection with the fiber of .%D5 — Div‘/E(X)4 over (Ef, Eg, Eih, Eéh) Moreover,
we have

jat)] = [t t2] = g~ VEEED, Ja(t)] = [t /15] = g~ EE D,
Combining these facts we get ([6.9]). O

6.2.4. Proof of Theorem [6.3 for u ¢ {0,1,00}. For u ¢ {0,1,00}, let F(u) = H 11‘], which
represents the unique A(F) double coset in GLy(F) with invariant u. We define a map
A :{D,Ty(u) — Nd(/{?)
(E{, B3, BY B on) — (L5, L5, L, L5, 0, 0n)

where LE (resp. Elih) is the image of —EE (resp. —Egh) under AJ\/R(k) : Div‘/R(X) — Pic%ﬁ(k);
the definition of ¢ is contained in the definition of %Dﬁ. If A is in the image of A, then
a = g)(A) € A (k) and invp(a) = u. In particular, if u is not in the image of invp, Xp 5(,) = @
hence J(u, hgi,sl, s2) = 0 by Lemma [6.41

Now we assume u = invp(a) for some (unique) a € A% (k). Let Ny, = gZ’fl(a) and Ny, =
[l4eq, Na,a- Then we can write -

A %Dﬁ(u) — Nd,a(k?)-

Let us define an inverse to A. Let (Ehl, ceey L',/Qh, ©,¥Rr) € Nyq(k). Since the (Ehl, ceey [,/Qh) are up to
simultaneous tensoring with Pic}éﬁ(k), we may fix E’Qh to be Oy, the identity object in Pic}éﬁ(k:).
Since invp(a) = u # 0, 00, the maps ;; are all nonzero. Then ¢21 : £1 — Ox = L} allows us
to write £1 = Ox(—E1) for an effective divisor F7. The lifting KE of L1 gives a canonical lifting
E € Div\/ﬁ(X) of Ey, so that AJ‘/R(k:)(—Ei) ~ [ canonically. Similarly, using @2 we get
Eg € Divm(X) whose inverse represents Eg. Using 11 and EE, we further get E{h € Divﬁ(X)

whose inverse represents L',’lh. Then (EE,Eg,Eib,O,z/)R) (0 denotes the identity in Divm(X))
gives an element in Xp 5(,). It is easy to check that this assignment is inverse to A, hence A is
an isomorphism of groupoids.

Under A, we have

— deg(E1 — EQ + Ei — Eé) = d12 - d21 = 2d12 —d— P, (613)
— deg(—E1 + E2 + Ei — Eé) = d11 — d22 = 2d11 —d— P, (614)
(B~ E5) = n(Li)n(Li) = n(L5)n(Ls,), (6.15)
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where Egj = EE’®71 ® L and deg L;; = d;;. Therefore we may rewrite (63 as

J(’}/(U), hgiaslv 52)
1

_ (2d12—d—p)s1+(2d11—d—p)s2 b b
Z 7# Aut(A)q n(L11)n(Lis)-
A=(LY, L5 0¥ R)EN U0 (k)

By Prop. [A 12 the trace function given by LFi¢ is the character 1 on Pic%ﬁ(k). The formula
(6.8) then follows from the Lefschetz trace formula for Frobenius:

1
Z #Twn(ﬁhll>n(£h12> = Tr(Fr,, (Rg} La)a).
A:(Lia”‘ 7£,2h 1‘PawR)€Ni,a(/€)

6.2.5. Proof of Theorem[6.3 for w = 0. There are three A(F') double cosets with invariant 0:

1o (11 10
“lo 1| ™ o 1| ™71 1"

We first consider the case when ¥_ = @. Then ag = (Ox(D + R),1,0) € A% (k) is the
unique point satisfying invp(ag) = 0 = u. Let Qq C Z* be the set defined similarly as Qg
except we drop the condition that d;; > 0. For any d € @4, we define Ni in the same way as
N except that we drop the condition (B in Definition [6.I] but requiring at most one of ¢;; is
zero. We still have a map §3 : Ng — Ag — AZ, and we denote the fiber over ag by Ny 4,. Let
Ni,ay = Hdeéd Ng.ay- We have a decomposition Ny ., = ch_ao I_INCZGO, where /\/‘C;'Ta0 consists of
those (Ehl, e 75/;7 ©,¥r) such that o1 =0, 12 # 0; Nd_,ao consists of those ([,E, e 75/;, 0, UR)
SuCh that Y12 = 0, Y21 7& 0

The same argument as in §6.2.4 gives canonical isomorphisms of groupoids Ay : Xp . —

ﬁfao(k). Using the isomorphism Ay, [@I3), (6I4) and ([G.I5), Lemma [6.4] implies

J(ny, hp*, s1,52) (6.16)
1
_ (2d12—d—p)s1+(2d11—d—p)s2 ﬁh ﬁh
Z . 7#Aut(A)q n(Li1)n(Li2)
A=(LY - L5 bR)ENT , (K)
1
_ (2d12—d—p)s1+(2d11 —d—p)s2 S B
Z q Z R #Aut(A)n( 11)n(Li2)
deQa A=(L] L5 o pR)ENS ,  (K)
Similarly,
J(n_,hh[),31,52) (6.17)
1
_ (2d12—d—p)s1+(2d11—d—p)s2 - h i
Z q Z R #Aut(A)U(Em)??(Em)-
deQyq A=(LY, LYo r)EN , (K)

On the other hand, by the Lefschetz trace formula for Frobenius, we have

S gt Ty(Fry,, Ry, Laao)

deQa
1
_ (2d12—d—p)s1+(2d11—d—p)ss L B
Z q Z #Aut(A)n( 11)n(£12)
deQq A=(LY,+)EN g a0 (k)
1 1
— (2d12—d—p)s1+(2d11—d—p)s2 - - Kh ﬁh _ Kh Kh
Z q Z #Aut(A)n( 1)n(L1s) + Z #Aut(A)n( 21)1(£2;)
deQua AENS (k) AENG 0y (F)
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Here N, is defined as ./\A/'j[ao NNg,ae- By the condition (B) in Definition 6.1} we have N, = &
if dig < do1 — N; Ngl—i,_ao = @ if d12 > d21 — N. Therefore, the above formula equals

1
(2d12—d—p)s1+(2d11—d—p)s2 R h
2 q 2 #Aut(A)n([’ll)U(['u) (6.18)

d€Qa,d12<d21—N AEN 4 ()
—d—p)s —d—p)s 1
n Z q2d1z—d=p)si+(2dn—d—p)s2 Z mn(ﬁgl)n(ﬁgz). (6.19)
d€Qq,d12>d21—N AEN 4 (F)

Comparing the RHS of (614, (6€IT) and (GI8]), the only difference is the range of d in the
summation; however, many d’s do not contribute as the following lemma shows.

Lemma 6.5. Let d € @d-
1
S S— £5) =0.
Z R #Aut(A)n( 10n(£2)
A=(L, L5 o br)ENS ,  (F)
(2) Ifdgl — N+ Z 2g— 1 +p then

1
R b by —
Z R #Aut(/\)n(['m)n([??) 0.
A=(L, L5 0n) €N, (F)

J<|: 3) (i) ],hgi751,52) =0.

Proof. (1) Let (XC}{IE X Xc}éf)DJrR be the fiber over D + R of the map

(3) We have

VE o R add'E g @ff,
an X Xd22 Xd+P Xd+p'

We have an isomorphism

Va3
Ndﬂo
by recording (Eij, ©ij, Yij.r) for (i,7) = (1,1),(2,2) and (1,2) (then Egl is determined uniquely
and 21 = 0). Using this isomorphism we can write
1

S (XYE X XYE  per x XYR (6.20)

> Ty ") o
A:(Cif" 11;’2”,&,0,11112)6](7;&0(16)
1 1
_ > ryerr U KA VD DI vy LT
A=(LY )E(ngxc;/gffNi)DJrR(k) AT=(LY,, )exg(k)

Since d1s > 2g — 1 + p, the fibers of the map AJﬁ(kz) : Xdl‘ﬁf(k:) — Pic%ﬁ’d12 (k) have the same

cardinality. Since the character 7 is nontrivial on Pic%ﬁ’d12 (k), the last sum in (G.2I]) vanishes.

The proof of (2) is similar to (1), using the isomorphism N‘gljao = (Xﬁ X Xc}fifN,)D-i-R X

Xc}fi N, instead of (6.20).
(3) The restriction of the character (¢,t") — |tt'|° |t/ /t|*>n(t) on the stabilizer of 1 under

A(A) x A(A) (the diagonal A(A)) is nontrivial, therefore the integral vanishes. O
By Lemma [6.5)3), we have
J(0, hgi,sl, s2) =J(n4, hgi,sl, s2) +J(n—, hgi,sl, 52), (6.22)

which is calculated in (6.I6]) and (GI7). Using Lemma [E.5(1), we may restrict the summation
in the RHS of (618 to those d € Qg such that 0 < dyj2 < 29 — 2+ p (di2 > 0 for otherwise

~

N = g@). Since d > 49 — 3+ N + p, we have di2 + (d2; — N1) > 2(29 — 2+ p) + 1. Therefore

d,ao

we may alternatively restrict the summation in the RHS of (GI6) to those d € Qg such that
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dy2 < d21 — Ny. Therefore, the RHS of (GI6) matches the first term in the RHS of ([GIF]).
Similarly, the RHS of (GI7) matches the second term in the RHS of ([G.I8). We thus get (6.8)

by combining (6.22), (6.10), (617) and (6I3).

Finally, we consider the case ¥_ # @. Then u is not in the image of invp. In this case,
Xpn. = @, hence J(ny, hgi,sl, s2) = 0 by Lemma Together with Lemma [65(3), we get
Xy
J(O, hD 5 S1, 82) =0.

6.2.6. Proof of Theorem[6.3 for w = co. There are three A(F') double cosets with invariant co:

0 1 11 0 1
Wo=1q o ™W=1 1 o ™WT |1 1|

The argument is the same as in the case v = 0, which we do not repeat.

7. PROOF OF THE MAIN THEOREM
7.1. Comparison of sheaves.

7.1.1. The perverse sheaf K4. Let d > 0 be an integer and consider the direct image complex
Vﬁ@g under VC\I/E (X — XC}/R defined in (AZ5). Let X3 C X4 be the open locus of multiplicity-

free divisors, and let XC}/E’O (resp. XJ) be its preimage in Xc}/ﬁ (resp. X}). Restricting ydﬁ

to XC}/E’O we get a finite étale Galois cover X/ — XC}/R’O with Galois group 'y = (Z/2Z)% x S,
(Vﬂ is still étale when the multiplicity-free divisor meets R, as X' — X f/ﬁ is étale). As in
[10, §8.1.1], for 0 < ¢ < d, we consider the following representation pg; = Indgj(i) (X:) of T'y,
where T'y(i) = (Z/2Z)% x (S; x S4—;), xi is the character on (Z/2Z)? which is nontrivial on
the first ¢ factors and trivial on the rest, and X; is the extension of x; to T'g(i) which is trivial
on S; X S4—;. As we noted towards the end of the proof of [10, Prop 8.2], there is a canonical
isomorphism of I'4-representations.

d
Ind5! (1) = @ pa.i- (7.1)
=0

Then p; gives rise to a local system L(pg;) on XC}/R’O (which is smooth over k). Let jg :

XC}/R’O — )?dﬁ be the inclusion. Let
Ka,i = ja«(L(pa,i)|d])[—d]

be the middle extension perverse sheaf on )A(C}/E.

We first study the direct image complex of fy : My — Ay. By Prop. B8 ford > 29’ —1+ N,
dim Md =m = Ad-
Proposition 7.1. Letd >2g' — 1+ N.
(1) The complex R fq1Qe[m] is a perverse sheaf on Aq, and it is the middle extension of its

restriction to any non-empty open subset of Ag.
(2) We have a canonical isomorphism
d+p—N_ d+p—N4

RfQ= B D Karp-ni®Earp-n,j)las (7.2)
i=0 j=0

~

Here we are identifying Ag with an open substack of )?ﬁ_lt xpic){g;\/ﬁ,ﬁp X&ﬁ-ﬁp—N+ using
E4).
Proof. (1) We observe that the base Ay is irreducible (because both maps v, and v}, are vector
bundles when d > 2g — 1+ N). By Prop. BEH(), Mg is smooth and equidimensional. By Prop.
BEA@E) ), fa is proper and small. Therefore, RfnQe[m] is a middle extension perverse sheaf

from any non-empty open subset of Ay.
(2) In fact this part holds under a weaker condition d > 3g—2+ N. By Prop. E5|[2), we have

RfaQ, = (Rﬁl}?p—z\/,,!(@é X Raﬁ—N+,!@l)|Ad-
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Therefore it suffices to show that for d’ > 2¢' —g = 3g —2+p (note that d+p— Ny > 3g—2+p),
RoYFQ, = EB K.

We claim that ﬁd,m X b= )?d/ﬁ is small when d’ > 2¢’—g. In fact, the only positive dimensional

fibers are over the zero section Plc‘/_ LRI XC},F, which has codimension d’ — g + 1 (provided

that d’ > g—1). The restriction of VC}{_ over PIC\/_ R.d" is the norm map Pch, — P1c\/_ Rd , whose
fibers have dimension ¢’ — g. Since d’ > 2¢' — g, we have d' —g+1 > 2(¢' —g) + 1, wh1ch implies
that ﬁﬁ is small.

Since the source of ﬁc}{ﬁ is smooth and geometrically connected of dimension d’, and u‘,ﬁ

proper, Rﬁﬁ@g[d] is a middle extension perverse sheaf from its restriction to XC}{R’O. The rest
of the argument is the same as [I0, Prop. 8.2], using (Z.1J). O

Recall from §5.1.5] that we have endomorphisms fq[H ] and fq.[H _] of Rfq.1Qp.

Proposition 7.2. Suppose d > 29’ — 1+ N. Then the action of fdy![g_‘_] (resp. fd,![ﬁ?] ) pre-
serves each direct summand in the decomposition (L2), and acts on the summand (Kq4p—n_ ;K
Kayp-n, . j)la, by the scalar d+p — Ny —2j (resp. d+p— N_ —2i).

Proof. By Prop. [[I(1), any endomorphism of the middle extension perverse sheaf R fnQ, (up
to a shift) is determined by its restriction to any non-empty open subset of A;. Therefore it
suffices to prove the same statements over Ag, over which /Hﬁ (resp. H?) is the pullback of the
incidence correspondence Iy, , n, (vesp. I, , n ), see §5. 1.0 The rest of the argument is the
same as [10, Prop. 8.3]. O

Now we turn to the direct image complex of gq : Ny — Aq4. By Prop. [6.2] whend > 2¢'—1+N
and Ny # @, dim Ny = dim Ag = m
Proposition 7.3. Letd >2¢' — 1+ N and d € Qq.
(1) The complex Rgq1Lglm] is a perverse sheaf on Aq, and it is the middle extension of its
restriction to any non-empty open subset of Ag.

(2) We have a canonical isomorphism
RgaiLa = (Katp-N_ i W Karp-N,diz) As- (7:3)

Proof. (1) As in the proof of [I0, Prop. 8.5], g4 is not small; however, by Prop. G2(2) @), we
know that Rgg,La[m] is Verdier self-dual. Since gq is finite over AY, RgayLa[m] is a middle
extension perverse sheaf on Ag. To prove Rgg1L4[m] is a middle extension perverse sheaf on
the whole A4, we only need to show that the restriction Rgg1L4[m]|s.a, lies in strictly negative
perverse degrees, where 0Aq = Ag — A<>

We have Ag = A%=° 11 A0 (see notation in the proof of Prop. B.5H)). Below we will show
that Rgg1Lg[m]| 4o-0 lies in negative perverse degrees, and the argument for A3=0 is similar.

When djs < d21 — N4, we have a Cartesian diagram

—1/ 4b=0 VR VR VR VR,da1—Ny
9qg (AG°) — (Xd11 XXd22 N_ )xpic)\{ﬁn/ﬁ,dw (Xd x Picy )
\gd laddﬁ,dzzj\, xh
b=0 VR VR,d+p—Ny
Ad Xder N_ >< \ﬁ\ﬁd+pP1C

where the map h is the composition

vV R .
AJ xid
VR \/ ,da1—N. d RV . VR,do1—Ny mult . VR,d+p—N
Xd12 x Pic S RN PchR’d12 x Picy 77 RN Picy ™ TNt

We have
RgaLal qp-0 = (Raddt}/l?,dm—N,,!(Ldu X Q) KRy (La,, ¥ @e)) |ap=o-
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The first factor Raddc‘l/l?d227N77! (Lay, ®Qp) is concentrated in degree 0 since addc\l/f’deri is fi-

nite. The second factor is the constant sheaf on Pic)\éﬁ’d“ Nt with geometric stalk isomorphic to

H*(XYF @, Lay,). By LemmalA6, H* (XY ® @ F, La,, ) lies in degrees < dim HA (XY R @ &, L) =
dimHL((X — R)®k, L) = 2g— 2+ p. Therefore, Rga,1 La| gp=0 lies in degrees < 2g—2+ p. Since
codim 4, (AY%) =d+p— Np —g+1 (see the proof of Prop. E5(H)), which is > (29 —2+ p) + 1
(for this we only need the weaker condition d > 3g —2+ N), we conclude that Rgg,1Lg[m]| 4s-0
lies in cohomological degrees strictly less than — dim AZZO, hence in strictly negative perverse
degrees.
When dis > do; — N4, the argument is similar. The role of the map h is now played by
idx AJYE

. g1 —N . . VR,da1—N It . VR,d+p—N
K P1(‘,Xﬁ’d12 ><Xglz‘/_?_]\,+ — = P1(‘,Xﬁ’d12 X Plc)\( R AN Plc)\( o= Nt

Using the isomorphism

. VR,d R ~ 5. VR,d+p—N R
v = (I, pry) : Picy "' ><X0}£1__N+ = Picy, TN ><X0}£1__N+

the map h'y~! becomes the projection to the first factor of Pi(tXm’derfN+ XXJ;E_N+. By Prop.

[AT11 mult*LdekaN+ =~ [h°K LS;?7N+. Therefore we have (y~1)*(Lg,, X Q) = LdPJiGCfN+ X

L;2117N+ = LdPJiGCfz\r+ X L4,,—n, , and hence
h(La,, R Q) = Ly, n, ® H*(Xif_m ®F, Lay, - ,)-

Then we use Lemma [AJ6 again to conclude that Rga,1 La[m)]| Av=o lies in strictly negative perverse
degrees.

(2) By (1), we only need to check ([Z3)) over the open subset Ag. By Prop. [62@3]), the diagram
(€34) is Cartesian over Ag, we have

Rga Lal 45 = (addyT o,y oLy, BQ0) RaddyR oy, (L B Q) -

Here addi‘,/jﬁ is the addition map ([(A2]). Therefore it suffices to show that for any 7,5 > 0, there

VR

is a canonical isomorphism over X~

addiﬁ(Li X Q) = Ki+j,z‘|X_¢+ﬁ_- (7.4)

Now both sides are middle extension perverse sheaves (because addﬁ is finite surjective with
smooth irreducible source). The isomorphism (74]) then follows from the same isomorphism
between the restrictions of both sides to (X — R)7,;, and the latter was proved in [10, Prop.
8.5]. O

7.2. Comparison of traces. For u,p € %, 5, recall the definition of ri from (EI3). For
[ € A%, with f¥* defined in (Z30), let

) a T4 8 T_
() = (a_> (a_) R ()

Theorem 7.4. Suppose D is an effective divisor on U of degree d > max{2g’' — 1+ N, 2g}, then

51282:0

(—logq) "I (hp) = I (hp). (7.5)
Proof. By Theorem [6.3] we have
qNJrSlJrN’SZJ(h%i,Sl, 82) _ Z q(2d12*d*P+N+)51+(2d11*d*P+N—)S2
d€Qua

> Tr(Fra, (Rgy La)a)
ac Al (k)
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Using Rg&ﬁ!Ld = RORygq,1 L4, we have

1

§ Tr(Fra, (Rg) La)a) = § e Tr(Frz, (Rga1La)z)-
- < _ # Aut(a)

ac Al (k) acAp(k)

Here Ap C A is the preimage of A},. Using Prop. [[3] we can rewrite the above as

1
Z FAw() Tr(Fra, (Katp-nN_,di X Kdtp-N, dis)a)-

Therefore we get

d+p—N_ d+p—N4

qN+s1+N752J(h%i,31,82) = Z Z q(2j_d_p+N+)51+(2i—d_p+N7)82
i=0 §=0
1
B Z #Tt(a)’fr(Fra, (Katp-N_,i X Kqip_nN, j)a)-
acAp (k)

Taking derivatives, we get

d+p—N_ d+p—N4

(logq) "0 (hp) = 3 Y (2j—d—p+ N+ (2i—d—p+N_)~
i=0 j=0
1
) > #Tt(a)Tr(FrEv(KderfN,,iﬁKd+pr+1j)6>- (7.6)
aceAp (k)
On the other hand, by Theorem we have
Tom (hp)
72701\ 270\
= Y T (D o (DL o Fro, (RF7,Q0). )
a€ A (k)
1 O O
~€Az:(k) FAui@) Tr ((fd,![HJr]){ o(fa[HI])z oFrg, (Rfd,!@e)a)

By Prop. [C1l and Prop. [T.2] for @ € A4(k) we have

Tr ((fd,!mﬁ]){ o (fd,![ﬁ?])»:{ o Frg, (Rfd,!@e)a)
d+p—N_ d+p—N4
= Y > (d+p—Ny—2j)H(d+p— N_—2i)-
1=0 7=0

Tr (Fra, (Kd+p_1v,,i X Kd+p—N+7j)'d) :
Therefore

d4+p—N_ d4+p—N4
¥ (hp) = Y. Y. (d+p—Ny—2j)"+(d+p— N_ —2i)~ (7.7)
i=0 j=0

1
Z ZAut(a) Tr (Fra, (Katp-n_,i ® Katp—n, j)a) -
Comparing (7.6) and (T.7), we get (Z.5). The extra sign (—1)" in (TH) comes from the fact that
(d+p— Ny —2§)+(d+p—N_ —2)~ = (=1)"(2j —d—p+ N )+ (2i—d—p+N_)y-. O

7.2.1. Fix ¢ € & (k). Let V'(€) = H2(Sht(%;€) @ k, Q) (r). By the discussion in §3.5.6, the
finiteness results proved in §3.5.5] for the cohomology of Sht;(X; X)) as a #2-module are also
valid for V’, hence for its summand V’(§).

Let
K =[] 6(0:) x [] tw..

z¢¥ €Y
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Denote by A(K) the space of compactly supported, Q-valued functions on the double coset
G(F)\G(A)/K. The moduli stack Sht%(X) is exactly the discrete groupoid G(F)\G(A)/K,
therefore, A(K)® Qy is identified with H2(Sht2(X) @ k, Qy). Corollary B0 implies that the im-
age of the action map # — End(A(K)) is a finitely generated Q-algebra with Krull dimension
one. Theorem BA] allows us to write

A(K) ©Qp = A(K)mis ® Qp @ (B iy @) AK ) r)-

Here ITx(Q,) is the set of cuspidal automorphic representations (with Q,-coefficients) of G(A)

with level K. Each 7 determines a character A\, : #3 — Q,. By strong multiplicity one for G,

the character A, determined 7. Therefore we may identify IIs(Q,) as a subset of Spec 7% ® Q.
Let

HE = In(HE © Q — Endg, (V' (€)) x Endg, (A(K) ® Q¢) x Qe[Picx (k)™*)
Then by Corollary [3.40] fi\{z is again a finitely generated QQg-algebra with Krull dimension one.
Theorem 7.5. Let yu, 1/ € {£1}". Then for all f € H#, we have the identity
(—logq) "I (f) = T (f).

The proof is the same as that of [I0, Theorem 9.2], using the finiteness property of fi\ﬂ; and
[10, Lemma 9.1].

7.3. Conclusion of the proofs.

7.3.1. Proof of Theorem[I2. Both I*** (h) and J** (h) depend only on the image of h in %EJE.
Let Y = Spec #>. By Theorem [.41] we have a decomposition

yed = Zpis Hyo

where ) is a finite set of closed points. Under this decomposition, we have a corresponding
decomposition of "

%Z = %?Eis X f%’?(:) (7.8)
such that Spec %SE’ir:d = Zmis,@, and Spec j%%’red = )y. We have a decomposition

V(&) @Q =V'(€)ris ® Qe @ (Brrey,@,V (E)m)

where Supp(V'(€)gis) C Zris,0, and V'(€)n is the generalized eigenspace of V'(£) ® Q, under

the character m of #”. Under this decomposition, let Zk () be the projection of Z* (&) € V'(£)
(the cycle class of is [Sht%(ﬂoo -9 to the direct summand V'(m.

Let h € %, viewed as (0,h) € #; under the decomposition (Z8). Since the . -action
on V'(§) is self-adjoint with respect to the cup product pairing, we have

I ()= Y (Zh(),h+Z4 (€)). (7.9)
meVo(Qy)
On the other hand, we have

, a T4+ a T
mells(Q,)

By the discussion in §7.2.11 IIx(Q,) can be viewed as a subset of V(Q,). Now let 7 be as
in the statement of Theorem Let h = e, be the idempotent in %,Zo ® Q, corresponding to

7 € x(Q,) € Yo(Qp). In (ZI) and [I0) we plug in h = er, we get
14+ (e (ZE(6), Z1 ()

N[N Nisi+N_sa o
() () @m0 )

(7.10)

s1=s82=0

Jrr (ex)

s1=52=0
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Applying Theorem to e,

(—logq)~" <ai) (;) (Vo1 N-52 ] (W55 51, 55)) = (2(8), 22(9)).

s1=52=0
By Prop. 2I0] the left side above is the left side of (7). The proof of Theorem [[2]is complete.

7.3.2. Proof of Theorem [ Make a change of variables t; = s1 + s2, t2 = s1 — S2, we have
ONT (N Lo 0N (o 9N
oty Oty o 0s1 089 0s1 0so

I 4T
- Loy cppmemee 9 9N\
27 0s1 089

I1c{1,2,---,r}
Therefore,
1
£, 5) 2w o, 3)
d T 1 1

B (a_) <at2> (Z(Tr,tl * §)$(ﬂ®n,t2 i 5)) t1=t2=0

1 o \N"H s g \#
_ = _1\#UIN{ri+1,e 0} [ 2 —
o 27 Z ( 1) <681> <882> XF,/F(W751,S2) 51252:0.

I1c{1,2,---,r}

For I C {1,2,...,r}, let oy € {£1}" be the element which is —1 on the i-th coordinate if ¢ € I
and 1 elsewhere. We may view or as an element in 2, 5. Let p € T, 5. By Theorem [[.2]

o r—#1 o #1I
(8_51) (8_52) L yp(m, 51, 82)

where the second equality follows from Lemma [£I0 Therefore

1 1
Z(Tl)(ﬁv 5)"5’0(7“_7‘1)(7( ® , 5)

= o Y (~np#UInELe D (Z06), op - Z8(E))

Ic{1,2,+r}

= (Z7(8), Z7"(8)) = (27 (&), 01 - Z7(£)) -

51282:0

1 ey
= |z© 5 X ez

I1c{1,2,---,r}

= (zo TI52 T 52 220 | = (2802 - 226

Since &,, is an idempotent in Q[(Z/2Z)"] which is self-adjoint with respect to the intersection
pairing on Sht(3;€), we have (Z£(€),e,, - ZE(€)) = (e, - ZH(€),&r, - ZH(€)). The theorem is
proved.

APPENDIX A. PICARD STACK WITH RAMIFICATIONS

In this appendix we record some constructions in the geometric class field theory with ram-
ifications of order two, which will be used in the descriptions of the moduli spaces in §5l and

g6

A.1. The Picard stack and Abel-Jacobi map with ramifications. Let R C X be areduced
finite subscheme.

Definition A.1. Let PicXm be the functor on k-schemes whose S-valued points is the groupoid
of triples £ = (£, Kg,t) where

e [ is a line bundle over X x S;

e g is a line bundle over R x S}

L IC%2 5 L|rxs is an isomorphism of line bundles over R x S.
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We have a decomposition PicXm = Ugez Picxm’d, where Pic;ﬁ’d is the subfunctor defined by
imposing that deg(L,) = d for each geometric point s € S.
A.1.1. We present Pic%ﬁ as a quotient stack. Let Picx, r be the moduli stack classifying (£, )
where L is a line bundle over X and + is a trivialization of Lr. The Weil restriction Resg (@

acts on Picx r by changing the trivialization «y, whose quotient is naturally isomorphic to Picx.

From the definition of Pic}?ﬁ we see there is a natural isomorphism of stacks

Pic}™ = [Picx g /g Resf Gy

Here the quotient is obtained by making Resg Gy, act on Picx r via the square of the usual
action, and the notation /[ is to emphasize the square action. When R = &, Resfj G,, = Speck
by convention, and the above discussion is still valid.

The forgetful map (£,Kgr,t) — L gives a morphism of stacks

PicY® — Picy

which is a ReskR la-gerbe.

A.1.2. Variant of Pic%ﬁ. We shall also need the following variant of Pic)‘éﬁ. Let PicXm;ﬁ be

the stack whose S-points consist of (£,Kg,t,ar), where (L,Kg,t) € Pic}?ﬁ(S) and ap is a

section of K. Then we have

: [2],Rest G,
PiCﬁ’ﬁ = PiCX,R Xk ReskP” Al

Here the action of ReskR Gy, on Picx g is the square action and its action on ReskR Al is by
dilation.

Definition A.2. For each integer d > 0, let )A(C}/ﬁ be the k-stack whose S-points is the groupoid
of tuples (£%, a,ar) where

o L' =(L,Kr,1) € Pic}éﬁ’d(S); in particular, ¢ is an isomorphism IC%%2 5 Lg.

e a is a global section of L;

e ap is a section of Kg such that L(@%Q) = ap, where ap is the restriction of ar to R x S.

We let Xdﬁ - )A(C}/ﬁ be the open substack defined by requiring that a is nonzero along the
geometric fiber X x {s}, for all geometric points s € S.

A.1.3. Forgetting the square roots (Kg,t,ar) we get a morphism to the stack )A(d defined in
[10, §3.2.1]

Wyt
Over a geometric point (£,a € T'(Xg, L)) € Xq(K), the fiber of @dﬁ is a product [, cps) Pa,
where P, = SpecK if a(z) # 0, and P, = [Spec K/uo k| if a(x) = 0. In particular, the
restriction of @ﬁ to X&/ﬁ
wl}/ﬁ : X&/E — X4.
realizes X4 as the coarse moduli scheme of Xdﬁ. When d = 1, Xl‘/ﬁ is the DM curve with
coarse moduli space X and automorphic group po along R.

Definition A.3. For an open subset U C X, we define Udﬁ to be the subset of Xc}/ﬁ which is
the preimage of U; under the map wl\i/ﬁ.

We have another description of )A(C}/R as follows. Evaluating a section of a line bundle along
R gives a morphism

evl i Xq —> [Rest A'/ Resl G,).
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From the construction of )A(C}/ﬁ we get a Cartesian diagram

VR

)A(C}/E L BN [Resff A'/ Rest G, (A1)
laﬁ l[Z]
R

evd

Xg——2— [Resl A/ ResE G,
Here the vertical map [2] is the square map on both Rest A' and Rest G,»,.

Lemma A.4. (1) The map ev} is smooth when restricted to X .
(2) XC}/R is a smooth DM stack over k.

Proof. (1) We may argue by base changing to k. We have [ReskR‘ At/ ReskR Gnlg = HzeR(%) [Al/G,,],
and the map ev t Xgw = Heerm [A'/G,,] is the product of the evaluation maps ev, for

r € R(k). The followmg general statement follows from an easy calculation of tangent spaces.
Claim. Let Z be a smooth and irreducible k-scheme and fi : Z — [A'/G,,] be a collection
of morphisms, 1 < i < n. Assume the image of each f; does not lie entirely in [{0}/G,],
so the scheme-theoretic preimage of [{0}/G.,] under f; is a divisor D; C Z. Let f : Z —
[T, [AY/Gy) = [A™ /G2 be the fiber product of the f;’s. Then f is a smooth morphism if and

only if the divisors D1,..., Dy, are smooth and intersect transversely.
We apply this claim to Z = X ;7 and the maps ev, for z € R(E) The divisor D, in this
case is the locus in X, ; classifying those degree d divisors D of X containing z. For a subset

I C R(k), the intersection D; = N e D, is the locus classifying those degree d divisors D of X
containing all points in I. This is non-empty only if #I < d. When this is the case, we have an
isomorphism X447 = Dy given by D+ D+ 3 _; « (the fact that this is an isomorphism can
be checked by an étale local calculation, reducing to the case X is Al). In particular, D; C X 4k
is smooth of codimension #/. This shows that the divisors {Dy}, R(%) Intersect transversely.

By the Claim above, the map evRE is smooth when restricted to X, 7.
(2) Since ev¥|x, is smooth by part (1), so is evdﬁ|x\/§ by the Cartesian diagram (A.J]).
d

Therefore Xl}/_ is a smooth algebraic stack over k. Since the square map [Resy A'/ Resy G,,] —
[Resft A'/ Rest G,,] is relative DM and X is a scheme, we see that Xc}/ﬁ is a DM stack again

from (AJ). O

A.1.4. The addition map. Suppose di,ds € Z>(, then we have a map

— VR
addy, 4, : X% x XYF — XY%

sending (Ehl,al,aRﬁl,[,g,ag,aR 2) to (L', ® £2,a1 ® az,ap1 @ apr2). It restricts to a map

addy R, XYRx XY — xYT (A.2)

In particular, applying this construction iteratively, we get a map (for d > 0)
py " (YR — X YR, (A.3)
which is Sg-invariant with respect to the permutation action on the source.
A.1.5. The Abel-Jacobi map. Forgetting the sections a we get a morphism

_VEVE ~
Al TRy YRVERA,

— Picy
We also get a map

XY pieyRd

: —~VE;VR —~VR
by further forgetting ar. Let AJ (}F’f and AJ f be the restrictions of AJ, and AJ; to
XC}/E. When R = &, AJC}/R reduces to the usual Abel-Jacobi map.
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A.1.6. Presentation of Pic%ﬁ(kz). For z € R, let

Oz = Oz Xi(a) k(x), (D\X/E =0 X k() % k(x)*
where the second projections k(x) — k(z) and k(x)* — k(z)* are the square maps. Let
07z = loer Oz ¥1lue|x—r O - We have a homomorphism @\X/ﬁ = 0% =L x OF = Ak
Lemma A.5. There is a canonical isomorphism of Picard groupoids
FX\A /02 = PicY" (k) (A.4)
sending wy ! (where w, is a uniformizer at x € | X — R|) to the point Ox (z)? € Picﬁ(k) (the
canonical lift of Ox(x)).
Proof. Consider the groupoid Ij;cxﬁ(k) classifying (£, 7, {7z }ae|x|s KR, t, 1R = {t2}2er), Where
(L,Kr,t) € Pic%ﬁ(k), Tp : Llspecr = F is a trivialization of £ at the generic point, and

7o ¢ Llspeco, = O, is a trivialization of £ in the formal neighborhood of z, t, : K; = k(z) is a
trivialization of IC, for every x € R, such that the following diagram is commutative

L
N

ltgz me

k(2)9? == k(z)

Similarly, we define PAch(k) to classify part of the data (£, 7, {7z }z¢|x|) as above. The forgetful

map lgl\cxﬁ(k:) — Picx (k) is an equivalence: the choices of the extra data (Kg, 1, Tr) are unique
up to a unique isomorphism. .

We have an isomorphism Picy (k) = A} sending (£, 7y, {72 }ze|x|) to (72 © 7y Daelx) € A
Therefore we get a canonical isomorphism

~ =VR
a:An — Picy (k).

It is easy to see that for x € | X — R|, a(w; ') has image Ox(x)? in PicXm(k:).
—~ VR
There is an action of F* on Picy (k) by changing 7,,. For € |X — R|, there is an action
—~ VR
of OF on Picy (k) by changing 7,. For x € R, there is an action of (O\X/E = OF Xp(a)x k(x)*
—~ VR
on Picy (k) by changing 7, and ¢, compatibly. Therefore we get an action of F* X @\X/E

—~ VR
on Picy (k). The isomorphism « is equivariant with respect to these actions. The forgetful

—~ VR
map Picy (k) — Picxﬁ(k) is a torsor for the action of F'* X @Xﬁ. Therefore o induces the

equivalence (A4). O

A.2. Ramified double cover. Let v : X’ — X be a double cover with ramification locus
R C X, where X' is also a smooth projective and geometrically connected curve over k. Let
o : X' — X' be the nontrivial involution over X. Let R’ C X’ be the reduced preimage of R,
then v induces an isomorphism R’ = R.

A.2.1. The norm map on Picard. Let ig : R — X be the inclusion. We consider the étale sheaf
Gm,r on R as an étale sheaf on X via ig . There is a restriction map G,,, x — G, ,gr. Consider
the following étale sheaf on X

Gfx = Gm,X X n,[2) Gm,R

where the map G,, g = Gy, g is the square map. By construction, Picxﬁ is the moduli stack of

Gfx-torsors over X.
We have the sheaf homomorphism induced by the norm map Nm : v,G,, x = G, x and the

restriction map rr : v.Gpy x+ = VG rr = Gy g. Computing with local coordinates at R, we
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see that the composition v, G, x- Nm, Gm,x RELN Gm,r (the latter rg is given by restriction) is
the square of the restriction map rg.. Therefore (Nm,rg/) induces a sheaf homomorphism

N_mﬁx : V*Gm,X’ — Gmf{zx

which is easily seen to be surjective by local calculation at R. The map N_mﬁ ¢ on sheaves
induces a morphism of Picard stacks

NmY 7 : Picxs — PicY®

which lifts the usual norm map Nmx/,x : Picx, — Picx.

A.2.2. The norm map on symmetric powers. There is also a natural lifting of the norm map
f/\d : Xél — Xd

YR Xy — XYR (A.5)
In fact, for (£',a) € XQ(S), where £ is a line bundle over X’ x S and a’ a global section of £/,
L = Nm(L’) is a line bundle over X x S, and ¢ = Nm(a’) is a section of £. We have a canonical
isomorphism ¢ : (£'|p/x5)®? 2 (L' @ 0*L')|rrxs = L|rxs. Under ¢, a’'|rxs gives a square root
of the restriction a|grxs. We then send (£',a’) to (L, L |r'xs,t,a,0 |rxs) € )A(dﬁ(S)

A.2.3. Descent of line bundles. A local calculation shows that the image of 1 — o : v,G,,, x» —

VG, x is equal to the kernel of Nm)‘é,ﬁ/ - Therefore we have an exact sequence of étale sheaves
on X:

1-o Nm T VE
1 — Gp,x — iGpx — Gy xr ——— Gy — 1.

Taking the corresponding Picard stacks we get an exact sequence of Picard stacks

* Nm‘/,E
1 — Picx 5 Picxs % Picx, —5 PicY® —» 1. (A.6)

A.3. Geometric class field theory. In this subsection, we fix L to be a rank one local system

on X f/ﬁ . Since X f/ﬁ is a smooth DM curve with coarse moduli space X and automorphic group
e along R, such a local system is the same datum as a rank one local system on X — R with
monodromy of order at most 2 at the z € R.

A.3.1. The local system Lg. Starting from L, we will give a canonical construction of local
systems L4 on Xdﬁ for d > 0 and show that it descends to Picxm’d. In the case R = &, such a
construction goes back to Deligne.

ﬁLEd is a middle extension

Consider the Sy-invariant map pﬁ in (A3). The complex p
perverse sheaf on XG}/E (i.e., it is the middle extension of a local system from a dense open

subset of Xc}/ﬁ) because pc‘l/ﬁ is a finite map from a smooth and geometrically connected DM
stack. Therefore the Sg-invariant part

Ly := (p;j/,gﬁLgd)Sd

is also a middle extension perverse sheaf on XC}/R.
From the construction of Ly we immediately get
Lemma A.6. Suppose the local system L is geometrically nontrivial. Then
. _ M (HXYR @R L) i=d,
Hz(de@)k,Ld): ( 1 )
0 i #d.

Lemma A.7. The perverse sheaf Lq is a local system of rank one on Xc}/ﬁ.
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Proof. Since L, is a middle extension perverse sheaf on Xdﬁ, to show it is a local system of
rank one, it suffices to check the stalks of L4 at any geometric point of XC}/E is one-dimensional.
Consider a geometric point (£%,a,ag) € Xdﬁ with div(a) = D. By factorizing the situation
according to the points in D, we reduce to show that for € R(k), Ly has one-dimensional stalk
at the geometric point dx € XC}/E(E). The point dx has automorphism po, and the restriction

of pc‘l/ﬁ to the preimage of this orbifold point is

Pda : [Pt/ p2]® — [pt/p2]

induced by the multiplication map m : ud — p2. The restriction of L to x = [pt/us] € Xl‘/ﬁ is
given by the sign representation of g on Q. Therefore pg, L2 is the Kq = ker(m : ug — p2)-
coinvariants on L2 which is L¥ itself since K4 acts trivially on it. Therefore, the stalk of Ly
at dz is one-dimensional. O

Lemma A.8. For dy,ds > 0 there is a canonical isomorphism of local systems on X&{E X Xf

R,* ~

Qdydy - a'ddc\l/l,_dz Ld1+d2 = Ld1 X Ldg'

which is commutative and associative in the obvious sense.

Proof. Let d = dy + do. Since both add;l/lﬁd’:Ld and Lg, X Ly, are local systems, it suffices to

give such an isomorphism over a dense open substack of X&{E X Xf. Let U = X — R. Let
U; C Xdﬁ be the open subscheme consisting of multiplicity-free divisors on U. Let (Ug, X
Ug,)® C X&{ﬁ X X&éﬁ be the preimage of U3 under addﬁiz.
The monodromy representation of the local system L]y is given by a homomorphism
x:m(U) — {£1}.
For any n € Zx>, there is a canonical homomorphism
on :m(Uy) — m(U)" xSy,

given by the branched S,-cover U" — U,.
The monodromy representation of the local system Lg, X Lg, |(Ud1 xUgy)e 18 glven by

T (Uay % Ugy)®) 2220 0 (U9) x my(US,) 222522, (g (U)h %1 S4,) x (w0 (U)% % Say)
= (U) % (Say x Sg) X2 rgqy (A7)

The last map is x on all the 71 (U)-factors and trivial on Sy, X Sg,.
On the other hand, the local system add217d2Ld|U5 is given by the character

11 (U, x Ugy)°) 2995 0 (U2) 22y (U)4 30 S LomXX gy, (A.8)

Observe that (A7) and (A.8) are the same homomorphisms. This gives the desired isomorphism
o, d,- We leave the verification of the commutativity and associativity properties of oy, 4, as
an exercise. g

Lemma A.9. Ford > p+max{2g—1,1}, the local system Lq on XJ/E descends to Pic;ﬁ’d via

the map AJdm.

Proof. The case R = @ is well-known; we treat only the case R # &.

When d > 2g—1+p, by Riemann-Roch, AJ dﬁ is a locally trivial fibration, therefore it suffices
to show that the restriction of Ly to geometric fibers of AJC‘I/E are trivial.
Fix a geometric point £ = (£, Kg,t) € Pic;ﬁ’d(K) for some algebraically closed field K. We

base change the situation from & to K without changing notation. The fiber of AJ ﬁ over L7 is
M =H(X,L)° xyop,cp) H' (R, Kg)

where H(X, £)° = H*(X, £)° — {0}, and the map H(R,Kr) — H°(R, Lg) is the square map
via . The torus G,, acts on M by weight 2 on H°(X, £) and weight 1 on H’(R, ). Then the
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map M — de factors through the quotient [M/G,,]. The triviality of Lq|[ar/c,,) follows from
the Claim below.

Claim. [M/G,,] is simply-connected.

It remains to prove the Claim. Choosing a basis for H'(R, £z) and extending it to H(X, £),
we may identify M with a punctured affine space A™ — {0} and the action of G,,, has weights 2
(on the first n — p coordinates) and 1 (on the last p coordinates). Sincen=d —g+1> p+1,
the weight 2 appears at least once.

Suppose Y — [M/G,,] is a finite étale map with Y connected. Consider the map 7 : P*~1 —
[M/Gy,] given by [z1,...,Zn—p,Y1,---,Yp) — [3,... ,x%fp,yl, ..»Yp). Then 7 is a branched
Galois cover with Galois group u5 . Since P"~1 is simply-connected, 7 lifts to 7 : P"~1 — Y.
Therefore the function field K(Y) C K(P"~!) corresponds to a subgroup I' C uy ” so that YV
is the normalization of [M/G,,] in Spec K(Y'). We consider the open subset M° where the last
coordinate y, # 0, then M°/G,, = A""'. Let Y° be the preimage of M°/G,, in Y, and let
(Pn=1)° = A"~1 be the preimage in P*"~1. Then Y° is the GIT quotient of (P"~1)° by I'. If
I' # py ", then there is a non-empty subset I C {1,...,n — p} such that T is contained in the
kernel of €] : p5 ™" — po given by ej(e;) = ¢; if i € I and 1is ¢ ¢ I. In this case, z; = [[;c; 2
is fixed by I hence z; € O(Y°). However, 1 ¢ O(M°/G,,) (only 2% € O(M°/G,,)). This
implies that Y° — M°/G,, is ramified along the divisor ; = 0 in Y°, contradiction. Therefore
F'=py P and Y = [M/G,,). O

A.3.2. Construction of LY for all d € Z. Let L™ be the descent of Ly to Pic;ﬁ’d when

d > p+ max{2g — 1,1}. Next we extend the local systems {L%°} to all components of Pic}éﬁ.

Fix any integer d. For any divisor D = 7 . x_p/ne -« € Div(X — R) of degree d’, we
have a canonical line Lp = @ L&"=. Tensoring with Ox (D)h (the canonical lift of Ox (D) to
Pic%ﬁ) defines an isomorphism tp : Pic)‘éﬁ’d — Picﬁ’d"'d/. If d +d > max{2g — 1,1} + p,
Ly, is already defined, and we define L} to be the local system 5, L5, ® L% ' on Picﬁ’d.
We claim that Lgic thus defined is canonically independent of the choice of D, as long as the
degreed’ of D satisfies d’ > max{2g — 1,1} + p — d. To show this, it suffices to show that for
any n,n’ > max{2g — 1,1} + p (so that LY and LFi¢ are both defined as the descent of L,, and
L,/) and any D € Div”u”(X — R), there is a canonical isomorphism t LFic = LPic @ L as
local systems on Picxﬁ’”. It is easy to reduce to the case D effective. Since AJ ﬁ has connected
geometric fibers, it is enough to give such an isomorphism after pulling back to Xnﬁ, i.e., we

need to give a canonical isomorphism of local systems on X}l/ﬁ
THLy = L, ® Lp (A.9)
where Tp : XT;/E — Xﬁ is the addition by D. Such an isomorphism is given by Lemma [A.§
by taking restricting o, n/—rn to Xnﬁ x {D}.
We have therefore defined a canonical local system L% on Picl‘i/ﬁ for each d € Z. Let LFic

be the local system on PicXm whose restriction to Piczl/ﬁ is LY.

Lemma A.10. For d > 0, we have a canonical isomorphism of local systems on Xc}/ﬁ
AYBrpRe~ L,
Proof. Let D be a divisor on X — R of degree d’ > max{2¢g—1, 1}+p—d. By construction we have
Lhie = ¢, LFie, @ L% ", Pulling back both sides to X}'®, and noting AJYE, o Tp = tp o AJYE,
we get
AT LRe = AT R Lhe, @ L5 = THAT S LEe, @ L9 = ThLayw ® LS.
which is canonically isomorphic to Lg by (A29). O

Proposition A.11. The local system LY is a character sheaf on Pic)‘éﬁ. More precisely, this

means the following
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VR

(1) There is a canonical trivialization ¢ : L¥i¢|, = Qy, where e is the origin of Pick"™.

VR VR

(2) There is a canonical isomorphism of local systems on PiCXR x Picy,
R mult*LPiC o~ LPiC X LPic

where mult : Pic%ﬁ X Pic%ﬁ — Pic)‘éﬁ

is the multiplication map.

(8) The isomorphism i is commutative and associative in the obvious sense, and its restrictions
to {e} x Picxﬁ and Pi(‘,xm x{e} are the identity maps on LT (after using v to trivialize
LPiC|e).

Proof. By construction, LYi¢|, = Lgic|o(D)u ® L%fl > Lalp ® L%fl for any effective divisor

D € Div(X — R) of large degree d (we are viewing D as a k-point of (X — R)4 C Xc}/ﬁ, so L4|p

means the stalk of Ly at this k-point D). If we write D = Zz€|X7R\ ng - x, then by construction

we have a canonical isomorphism Lg4|p = ®,¢|x—r| L®"= = Lp, which gives a trivialization

LD : Lpic|e =~ Q. We leave it as an exercise to check that ¢p is independent of the choice of D.

Now we construct the isomorphism g, i.e., a system of isomorphisms

. * Pic ~ 71 Pic Pic
Hdy,dy =00ty 5 Lg% g = Ly X Ly

for all dy,dy € Z. When dy,ds > p+max{2g—1,1}, ngc and LgliﬁrdQ come by descent from Lg,
and Lg, +q4,. Since AJ(}/E_dQ has connected geometric fibers, it suffices to give pq4, 4, after pulling

back both sides to Xﬁ d4,» i1 which case the desired isomorphism is given by aq, 4, constructed
in Lemma [A.8

For general dy,ds, let D1, Dy € Div(X — R) with degrees deg D; = n; such that n; + d; >
p+ max{2g — 1,1} for ¢ = 1,2. Then by construction,

Pi Pic ~v (4% Pi * Pi -1 -1
Ldlc IX LdQC = (tDlLdlinl & tDz Lin’nz) ® (L%I ® L%Q ) (Alo)
On the other hand, Lgliﬁrdz = th e p, Lditdatnitn, @ L%:ﬁDZ, hence

* Pi ~ * * -1
multy g, Lg%g, = multd 5,65 o p,Lditdatni+n: @ LH | p, (A.11)
* —1 —1
((tDl X tDz>*mlﬂtd1+n1,d2+n2Ld1+d2+n1+n2> ® (L%1 & L%Z )
Comparing the RHS of (A.10) and (A.11l), the desired isomorphism fq, 4, is induced from the
already-constructed ftd, +n,,do4+n.- Again we leave it as an exercise to check that fi4, 4, is inde-

pendent of the choices of Dy, D, and it satisfies commutativity, associativity, and compatibility
with ¢. (I

A.3.3. The function corresponding to L¥°. The local system L|x_x arises from a double cover
of X — R, which corresponds to a quadratic extension F’/F unramified away from R. By class
field theory, F'/F gives rise to an idele class character

For the notation (O)\X/ﬁ, see JAT.6

Proposition A.12. Under the sheaf-to-function correspondence, the function on Pic%ﬁ(k) given

by L* is the idele class character np. /g under the isomorphism (AZ).

Proof. Let fr, : Pic}?ﬁ(kz) — Q/ be the function attached to L. By Prop. [A11] f1, is a group
homomorphism. We know that 1y, is characterized by the property that for a uniformizer w,
at x € | X — R|,

_ 1,
Now x is split (resp. inert) in F’ if and only if Tr(Fr,, L;) = 1 (resp. Tr(Frp, L) = —1).
Therefore

if  is split in F”;

if = is inert in F”.

)

nep(wy ') = Tr(Fry, Ly).
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We only need to check that fr enjoys the same property as ng/,p. Since w, 1

O(z)t € Pic}éﬁ’d“ (k) under (A.4), we need to show
Tr(Fro(ys L7 o) = Tr(Fra, Ly), Vo € |X - R|.

corresponds to

Let d = d,. By Lemma [A.10] LSiC pulls back to Lg on X&/ﬁ; viewing x as a divisor of degree d

on X — R (and denoted [z]), it maps to O(x)? via AJC}/R, hence the left side above is equal to
Tr(Frg, Laliz]). Therefore it suffices to show

TI‘(FI‘k, thz]) = TI‘(FI‘I, LI) (A.12)

By the construction of L4, there is an isomorphism Ld|[m] = L?d such that the Frg-action on
Ld|[z] corresponds to the automorphism ¢1 @ o ®@ - R Ly — b ® -+ - @ L3 @ Fr, (£1) on L?d. This
shows (A12)) and finishes the proof of the lemma. O
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