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Abstract

This thesis presents a product management framework for the development of inno-
vative manufacturing automation solutions, and the application of this framework to
the development of automation for a continuous biomanufacturing platform at Am-
gen. A recently formed team at Amgen – Next Gen Automation (Drug Substance)
(NGA(DS)) – is working to develop innovative automation solutions that support
Amgen’s strategic initiatives. Being an innovation team, NGA(DS) faces uncertainty
regarding what aspects of the existing process are best suited to be improved using
automation and what the best automation solutions are to achieve these results. The
framework presented in this thesis provides NGA(DS) a methodology to develop use-
ful solutions in the presence of this uncertainty. Supporting automation development
for the continuous biomanufacturing platform is one of the work streams of NGA(DS),
and was used as a case study for the development of the product management frame-
work.

Several prominent innovation and product management frameworks were lever-
aged in the development of the framework for this project, including Lean Startup and
Disciplined Entrepreneurship. As recommended by the sources studied, this project
modelled innovation as a collaborative and iterative process of testing hypotheses
regarding the value of the product being developed. Specific tools and concepts were
applied from the source frameworks, as relevant to the teams’s needs. The frame-
work developed in this project consisted of two phases – Opportunity Analysis and
Solution Development – with multiple data collection and analysis activities in each
phase. Results from the activities were validated through reviews by the NGA(DS)
team leadership and other relevant Subject Matter Experts within Amgen. The
framework developed in this project is intended to guide future decision making for
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product development activities by NGA(DS).
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Chapter 1

Introduction

1.1 Executive Summary

This thesis presents a product management framework for the development of inno-

vative manufacturing automation solutions, and the application of this framework to

the development of automation for a continuous biomanufacturing platform at Am-

gen. Biomanufacturing capability is a strategic priority for Amgen and automation

is integral to Amgen’s manufacturing processes. A recently formed team at Amgen,

Next Gen Automation (Drug Substance) (NGA(DS)), is working to develop inno-

vative automation solutions that support Amgen’s strategic initiatives. Being an

innovation team, NGA(DS) faces uncertainty regarding what aspects of the existing

process are best suited to be improved using automation and what the best automa-

tion solutions are to achieve these results. Supporting automation development for

a continuous biomanufacturing platform, referred to in this thesis as Platform A, is

one of the work streams of NGA(DS). This work stream was used as a case study for

the development of the product management framework.

Section 1.2 of this thesis provides a literature review of the three fields relevant to

this project: biomanufacturing automation, continuous biomanufacturing, and prod-

uct management. Literature about biomanufacturing automation and continuous

bioprocessing provided information regarding the general state of the art, benefits,

and challenges of these technologies. Literature in the field of product management
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provided ideas for how a product management framework could be designed for the

NGA(DS) team. These ideas included both general principles and specific managerial

tools.

Figure 1-1: Product management framework for NGA(DS)

Section 1.3 presents the overall approach for the project and how a framework

was developed for NGA(DS) based on the product management sources covered in

the literature review. Based on the recommendations of theses sources, this project

emphasized collaboration, iterative development, and hypothesis testing. The frame-

work developed in the project is presented in Figure 1-1. The input to the framework

is a broad vision for the product(s) being pursued – in this case, automation solu-

tions to reduce the cost per gram for Platform A. The framework consists of two

phases of analyses – Opportunity Analysis followed by Solution Development. This

ordered structure of the framework is intended to keep the product development pro-

cess focused on addressing the most important business opportunities, rather than

developing any specific technological solution.

Chapter 2 provides background regarding the vision of the NGA(DS) team for
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Platform A. The vision is analyzed in terms of how it supports Amgen’s overall strat-

egy. Given that NGA(DS) team acts as an internal supplier of automation, first the

overall supply chain from automation suppliers to Amgen’s customers (i.e. patients)

is considered. Then the general strategic benefits and costs of insourcing automa-

tion (e.g., from NGA(DS)) as opposed to outsourcing are considered. The location of

NGA(DS) within the supply chain as an internal supplier of automation is considered.

The team’s customers and partners are identified. Finally, background information

is provided regarding the development of Platform A as a strategic initiative, and

the involvement of NGA(DS) in this initiative. The reduction of cost per gram for

Platform A is identified as a strategic goal for NGA(DS).

Chapter 3 presents the methods and results for the Opportunity Analysis phase.

This phase began with searching for all opportunities pertaining to the vision for the

product. In this project, the search was done through three activities: (i) mapping

the Platform A process, (ii) generating user profiles for potential internal customers

of NGA(DS), and (iii) analyzing the technology development landscape for other de-

velopment teams within Amgen. From these three activities, various opportunities

were documented that improved different kinds of performance metrics at different

parts of the process. The performance metrics included labor time, yield, throughput,

raw material utilization, footprint, and deviation rate. To prioritize these opportuni-

ties, they were all assessed in terms of their potential benefit and development risk.

Relative potential benefit was compared by calculating opportunity sizes. The op-

portunity size metric was adapted from the Total Addressable Market concept [1] to

internal products and was defined as the maximum cost savings possible from fully

exploiting an opportunity. Development risk was judged by adapting the criteria of

Technology Readiness Levels. Finally, an overall criteria was presented to the team

leadership that allowed them to prioritize projects based on the team’s risk-benefit

tradeoff and development capacity.

Chapter 4 presents the methods and results for the Solution Development phase.

Several solutions were being developed by the NGA(DS) team at the time of the

project, of which one – automated sampling – was chosen to be analyzed in this
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phase. The Solution Development phase started with the documentation of informa-

tion regarding the opportunity to be addressed by automated sampling in a Business

Requirement Document (BRD), based on the analysis in the Opportunity Analysis

phase. Three activities were performed to help generate ideas for possible solutions

for this opportunity: (i) mapping the process of sample collection and analysis, (ii)

generating personas for the scientists intended to be the lead users, and (iii) evalu-

ating existing solutions for the opportunity. Based on the information collected, a

roadmap of features was generated to guide the development of successive versions

of the solution. The roadmap was designed as a series of Minimum Viable Products

(MVPs) to sequentially test hypotheses regarding the value of the long-term solution

being built. Two additional activities were recommended to the NGA(DS) team to

be completed as part of the solution development phase, but could not be completed

within the time frame of the project: (i) calculation of the long-term Net Present

Value (NPV) for the product and (ii) documentation of the output from the Solution

Development phase in a Product Requirements Document (PRD).

Chapter 5 recapitulates the results of this project, recommends ways to use the

framework developed, and identifies areas of future growth for the framework.

1.2 Literature Review

1.2.1 Continuous Manufacturing

Continuous processing of biologics is a technology being developed widely in the

biomanufacturing industry and studied in academia. Konstantinov and Cooney [2]

define a continuous unit operation and a continuous process as:

“A unit operation is continuous if it is capable of processing a continuous flow input

for prolonged periods of time. A continuous unit operation has minimal internal hold

volume.”

“A process is continuous if it is composed of integrated (physically connected)

continuous unit operations with zero or minimal hold volume in between.”
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In a drug substance biomanufacturing process, these definitions have different

implications for the upstream process, consisting of cell culture and harvest, and the

downstream process, consisting of various purification steps.

For the upstream process, the difference in batch and continuous processing is

primarily in the operation of the harvest step. In a batch upstream process, product

is accumulated in the reactor during the cell culture and harvested at the end. In

a continuous upstream process, product is continuously harvested from the reactor

during cell culture, after an initial expansion of the cells. Perfusion, i.e. the continuous

addition of fresh media to and removal of waste products from the bioreactor, is

necessary for continuous harvest, but optional for batch cultures.

For the downstream process, batch operation involves processing an entire lot

through one purification unit operation before starting the next unit operation. Con-

tinuous operation, on the other hand, implies continuously feeding the outflow from

one unit operation to the next and minimizing the hold volume in between. Some

units, such as tangential flow filtration, can be operated truly continuously i.e. can

process a continuous flow input for prolonged periods of time, with hold volume

required only for variations in flow rate. Other units, such as bind-and-elute chro-

matography and UF/DF, have a cyclical operation and require product to be held

internally within each cycle. For these units, hold volumes can still be minimized by

using shorter cycles.

The potential benefits of continuous processing for biomanufacturing operations

have been documented in literature [2, 3, 4] and are summarized below. The magni-

tude of these benefits may vary among manufacturers and process designs, and there

may also be trade-offs for these benefits such as increased labor or increased raw

material costs. The potential benefits are:

1. Increased plant throughput: Before protein can be harvested from the pro-

duction bioreactor, cells undergo expansion through incrementally larger stages

of cultures and finally need to grow in the production bioreactor. This initial

expansion phase can be considered as “setup time”. In a continuous bioreac-

tor, each setup would be used for a longer time and to produce more protein
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than a single batch operated for a relatively shorter time period. Hence. the

throughput of a reactor of a given volume can be increased.

2. Pull scheduling: In a batch process, product is manufactured in increments of

predefined batch sizes. However, in a continuous process the amount manufac-

tured can be modulated by changing the duration of the run. Hence continuous

processes can be used to more closely match the pull from commercial demand.

In an Economic Order Quantity model, a shorter setup time would also allow

smaller batches and less inventory to achieve the same service levels.

3. Reduced capital expenditure from smaller footprint: Smaller hold vol-

umes within and between unit operations can allow continuous processes to

occupy a significantly smaller physical footprint than batch processes, which

reduces the capital expense required to add manufacturing capacity.

4. At-scale process development: While a new drug is being developed and

tested, there is also a concurrent lengthy and expensive process development

effort to be able to manufacture the drug at a commercial scale. Due to the

high cost of operating manufacturing scale equipment, much of the process is

designed using small-scale laboratory equipment and then the process parame-

ters are scaled up to manufacturing scale. Although these scale-up calculations

have been extensively studied by academics and professionals in the area of

Chemical Engineering, the calculations can be complex and not always fully

reliable. The predictive power of these scale-up models can be limited by dif-

ferences in geometry and configuration of large-scale manufacturing equipment

versus laboratory-scale development equipment.

Given the smaller footprint of continuous manufacturing processes, it is hypoth-

esized that relatively small laboratories may be able to house the manufacturing-

scale process, and hence develop the process “at scale”. Larger capacity may

then be achieved by “scaling out” (i.e., adding additional lines of the identical

process) rather than scaling up, or by just running the process for a longer time

period.
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Konstantinov and Cooney identify various challenges for the development of up-

stream and downstream continuous processes. Achieving higher and sustained biore-

actor productivity through media design, cell line development, and optimization of

bioreactor conditions is a major challenge for cell culture. Optimization and standard-

ization of equipment design is a major challenge for downstream unit. Supervisory

process control and automation needs to be developed to synchronize the opera-

tion between continuous unit operations. Process Analytical Technology (PAT) and

single-use technologies are also identified as having synergies with the development

of continuous processing [2]. Supervisory control, PAT, and single-use technology are

discussed further in section 1.2.2.

1.2.2 Biomanufacturing Automation

An article by the consulting firm, McKinsey & Company, on automation in manufac-

turing recommends that even though manufacturers may “view automation primarily

as labor-savings lever,” the benefits of automation often extend beyond this to reduce

costs in other ways including by “increasing throughput and productivity, eliminat-

ing variation and improving quality, improving agility and flexibility, and improving

safety and ergonomics” [5]. Reviews of innovation in biopharmaceutical manufactur-

ing automation reference a similar range of benefits [6, 7, 8].

The major technology drivers of automation innovation identified in these reviews

are (i) Process Analytical Technology (PAT), (ii) multivariate modelling, (iii) contin-

uous processing, and (iv) new designs for unit operations [6, 7, 8]. Biomanufacturing

automation may also be affected by disruptive innovation from the development of

the Internet of Things (IoT). All of these technology drivers are reviewed below.

PAT is defined by the FDA as “a system for designing, analyzing, and control-

ling manufacturing through timely measurements of critical quality and performance

attributes of raw and in-process materials and processes, with the goal of ensuring

final product quality” [9]. A review by Jiang et al. [7] identifies a range of new and

emerging sensor technologies that measure various critical quality attributes in the

manufacturing process. These measurements may be used to improve the monitor-
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ing or control of the process for better quality outcomes. The review also identifies

technologies in development that can automatically move sample material from the

process to standalone analyzer units.

Multivariate models of the process can improve monitoring and control of the pro-

cess as well. The reviews by Jiang et al. [7] and Hong et al. [8] discuss the construction

of multivariate models from first-principles, process data, or a combination of the two.

These models can allow setting and monitoring parameters for the process to achieve

better quality. Models that can predict critical quality attributes from existing data

may allow the removal of tests required to directly measure these attributes. Mod-

els may also help in developing advanced process control loops which can optimize

process performance and product quality in real time.

Continuous processing, being a major focus of this project, has been discussed in

Section 1.2.1 in terms of benefits and challenges. Many of the process or equipment

changes required for continuous processing will require automation updates to build

or maintain functionality. Additionally, Konstantinov and Cooney [2] identify that

the integration of multiple continuous unit operations requires a supervisory control

layer which provides “oversight functions” such as “coordination of flow rate, event-

based control, and exception handling.” The supervisory control layer may also be

used for a plant-wide implementation of real-time process optimization using model-

based feedback control [8]. This concept has been simulated for a small-molecule

pharmaceutical plant by Mesbah et al. [10], but is more challenging to apply to a

biomanufacturing plant due to greater complexity.

New designs for unit operations, which may be driven by a very wide range of

process innovations, frequently require changes in automation design. Some of the

current and potential future process innovations can be considered to illustrate the

range of changes that may be seen. A major recent trend in biopharmaceutical man-

ufacturing has been the shift from stainless steel-based reusable equipment to plastic

based single-use equipment. Automation systems have needed to be re-engineered

for single-use unit operations because these units have different processes, actuators

(pumps and valves) and sensors than their reusable equivalents [11, 12]. Hong et al.

20



[8] suggest that the development of novel bioseperation techniques may provide cost

benefits for downstream processing. These novel techniques include aqueous two-

phase extraction, precipitation, and crystallization. Crowell et al. [13] have demon-

strated the performance of a small-scale biologics manufacturing platform that uses

P. pastoris yeast cells, which may be cheaper to use as expression host instead of

the industry standard Chinese Hamster Ovary (CHO) cells. Further development

of the platform may allow the technology to be adopted for commercial biologics

manufacturing as well.

The Internet of Things (IoT) has some fundamental similarities with industrial

control systems. A comparison between the websites of a prominent IoT vendor

(Amazon Web Services) and a prominent industrial control system vendor (Emerson)

reveals that both technologies consist of similar components including sensors, ac-

tuators, controllers, computers, and communication. However, the actual hardware,

software, and communication protocols used in IoT and industrial controls systems

are often very different [14, 15]. IoT is often marketed for consumer applications

and uses technology stacks consisting of open software and communication protocols.

IoT, having entered at a low-end market with a cheaper product, may pose a risk

of disruption to industrial control systems if the capabilities of IoT can grow to be

sufficient for industrial automation [16].

1.2.3 Product Management

In developing a product management framework for the innovation team NGA(DS),

this project applied existing ideas about entrepreneurship and innovation manage-

ment described in Beyond the Idea by Govindrajan and Trimble (2013), Lean Startup

by Eric Reis (2011), Disciplined Entrepreneurship by Bill Aulet (2013), Double Dia-

mond framework by the UK Design Council, and anecdotal information from product

managers at leading technology companies. These sources emphasize similar princi-

ples for product innovation such as collaboration, iterative development, and hypoth-

esis testing, but provide different managerial tools based on their target audience.

Though entrepreneurship typically refers to founding or managing a startup com-
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pany, Lean Startup and Beyond the Idea suggest that internal innovation teams within

large companies face similar managerial requirements as startups – both seek to create

innovative solutions, face uncertainty regarding the value of their potential products,

and have relatively more flexibility than the core operations of a large company. Due

to such similarities, it is appropriate for an innovation team such as NGA(DS) to

shape its managerial practices based on entrepreneurship literature.

The sources reviewed in this section provide theory and recommendations devel-

oped within formal or informal networks of design, innovation, or product profession-

als. The usefulness of these frameworks is best judged by their degree of adoption,

as indicated by citations or internet engagement, or adoption at companies with a

successful track record of developing innovative digital products. Besides a small

number of case studies provided in the texts of the sources, raw data are generally

not available to independently validate if certain frameworks yield greater results.

This lack of data is likely because companies would generally keep information re-

garding their innovation and product development practices confidential, given the

competitive nature of these activities.

Beyond the Idea by Govindrajan and Trimble (2013)

Beyond the Idea deals with the question of “how to execute innovation in any orga-

nization”. This book is written based on 10 years of research by Govindrajan and

Trimble, consisting of case studies of innovation initiatives at a number of (mostly

large) companies. Beyond the Idea and previous related books by Govindrajan and

Trimble – The Other Side of Innovation and Ten Rules for Strategic Innovators –

have a combined total of close to 600 citations, per Google Scholar [17].

Beyond the Idea describes three models of innovation within companies:

1. Model S - Small: This refers to small, ongoing continuous improvement inno-

vation that all employees can participate in their slack time. In the terminology

of Lean Production, this model may be considered similar to the concept of

Kaizen [18].
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2. Model R - Repeatable: In this model, innovation is executed using a staged/gated

process which can be mapped and repeated to generate iterative generations of

a product. The process is treated as a “factory for innovation.” This model can

be optimized for efficiency but is limited in its flexibility.

3. Model C - Custom: This model is for all innovation that is too big for model

S and that requires more flexibility than Model R can offer.

Most of the rest of the book offers recommendations for how to build a team and

create a plan for Model C innovation. The book defines the term Performance Engine

(PE) as the core operations of a company that are optimized for stable and efficient

creation of value. Model C innovation, with its mandate for change and flexibility, is

expected to have some tensions with the PE, even though the results are intended to

eventually improve the PE. Model C requires collaboration between a dedicated team

outside of the PE and shared staff within the PE itself. Govindrajan and Trimble

recommend building the dedicated team “as though you are building a new company

from the ground up”. The dedicated team should have a structure and process that

break from the PE: they should be optimized for learning, as opposed to generating

stable profits. In this context, learning specifically refers to an ability to predict how

the PE can be improved, based on disciplined, scientific testing of hypotheses. The

book provides many finer recommendations regarding how the dedicated team, the

shared staff, and their collaboration should be managed [19].

Lean Startup by Eric Reis (2011)

The lean startup framework was developed by Eric Reis by combining principles

from Steve Blank’s Customer Development methodology and the lean manufacturing

methodology derived from the Toyota Production System [20]. Reis developed lean

startup at first based on his own experience as an entrepreneur and then in collabo-

ration with the community that developed around his writing. According to Google

Scholar, the original book by Reis, a follow up Harvard Business Review (HBR) ar-

ticle by Steve Blank, and a related Harvard Business School case have been cited a
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combined number of close to 6500 times [17]. The term “lean startup” was also pop-

ular on Google’s web search, as indicated by Google trends. Worldwide and in the

US, this term surpassed the terms “lean production” and “Toyota production system”,

and was about half as popular as “lean manufacturing” [21]. Lean startup emphasizes

five principles:

1. Entrepreneurs are everywhere: Reis defines a startup as “an institution

designed to create new products and services under conditions of extreme un-

certainty.” These startups can be independent companies or teams within larger

companies or organizations.

2. Entrepreneurship is management: Reis observes two likely failure modes

for startups. First, managers may try to use traditional management techniques,

developed for stability and predictability, for the uncertain work of innovation.

Alternatively, seeing the failure of this strategy, the managers may decide that

innovation cannot be managed and resort to a “Just Do It” approach. Lean

startup claims to offer a third way, by creating a management technique that

takes the uncertainty into account.

3. Validated learning: Lean thinking starts with the identification of value in

a process, and for lean startup it is validated learning. In this framework, the

startup is primarily a process of testing hypotheses regarding what value their

potential product provides and how it is expected to grow.

4. Build-Measure-Learn: This principle breaks down the three broad steps in

the cycle that produces validated learning. As part of this principle, the lean

startup framework emphasizes the need for Minimum Viable Products (MVPs),

which are intermediate constructs that can provide early and inexpensive vali-

dation of the startup’s long-term vision.

5. Innovation accounting: Reis suggests that in monitoring the progress of their

startup, entrepreneurs should use metrics that can directly prove or disprove
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their value and growth hypotheses. Traditional business metrics may not be

granular enough or may lag product changes too much to be actionable.

Disciplined Entrepreneurship by Bill Aulet (2013)

The Disciplined Entrepreneurship framework was developed by Bill Aulet at the Mas-

sachusetts Institute of Technology based on his experience as an entrepreneur and the

workshops he leads with other entrepreneurs [22]. The framework was developed to

bring together ideas from many different relevant sources (including Lean Startup by

Eric Reis) for innovation-driven entrepreneurs. Aulet found these sources to contain

concepts complementary to each other, and the book presents 24 steps that a startup

must take to add structure and discipline to the chaotic entrepreneurship process.

The steps are presented as an ordered, linear process, but the author acknowledges

that knowledge gained later in the process may require updating the earlier steps.

The book considers startups more narrowly than the Lean Startup, as those that are

their own companies. Appendix A considers the applicability of each step of the 24-

step process to internal innovation teams within large companies such as Amgen and

specifically to NGA(DS).

Double Diamond framework by the UK Design Council

Design Council is an organization based in the United Kingdom that provides con-

sultation, collaboration, and training in the field of design for various public and

private organizations. The Double Diamond is a methodology “at the heart of the

[Design Council’s] framework for innovation” [23]. The framework, as represented in

Figure 1-2, recommends subsequent divergent and convergent thinking to understand

the problem and provide a solution. The four phases of the framework involve: (i)

discovering the various needs of the end users, (ii) defining the problem statement

that will be addressed, (iii) developing various ideas for solutions, and (iv) deliv-

ering a solution that best addresses the problem identified. The framework also

identifies four design principles that guide the whole process: (i) “put people first,”

(ii) “communicate visually and inclusively,” (iii) “collaborate and co-create,” and (iv)
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“iterate, iterate, iterate.”

Figure 1-2: Design Council Double Diamond framework

Anecdotal information from product managers

Two additional sources were used, which helped to adapt common product manage-

ment frameworks to an “internal product” development setting: an interview with

an internal Product Manager at a major technology company and a LinkedIn article

“An Introduction to Internal Product Management” by David E. Weekly, who is the

Product Management lead for Google’s datacenter software team.

In the interview with the internal Product Manager, it was suggested that the

role of Product Manager for internal products is, in some ways, similar to that for

externally marketed products – both serve as the voice of the customer to the engi-

neering team, help to define and prioritize product features, and communicate about

the product. Some of the differences between the two roles are that: (i) internal

customers are more accessible and hence can be easier to talk to, and (ii) the internal

product manager would likely take on more work to drive adoption of their products,

since there is no support of formal sales and marketing teams as there is for external

products.

The article by David E. Weekly has the tagline “aka ‘Building Great First Party

Tools’ ”. Weekly provides the general workflow that he used in his role as an internal
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Product Manager. He worked with his end users, or their representative, to document

their needs in a Business Requirements Document (BRD). This document includes

information about current processes, problems faced, and the impact desired, but

does not specify the solution. Weekly emphasizes not taking the users’ requests

at face value but following up with questions to understand the root cause. Once

drafted, the BRD is circulated amongst various stakeholder groups to validate. Based

on the BRD, Weekly would develop solutions which were captured in a Product

Requirements Document (PRD). These solutions were verified by the user, before

being implemented by the engineering team. Weekly recommends being open to

changes based on feedback at any time during the development of the documents or

the build of the actual solution. After the build, Weekly would help with testing the

solution before release; and measuring its performance and impact after release [24].

1.3 Approach

As discussed in Sections 1.2.1 and 1.2.2, there is a wide variety of ways in which au-

tomation can help improve continuous biomanufacturing processes. In this situation,

NGA(DS) faces uncertainty regarding what aspects of Platform A are best suited to

be improved using automation and what the best automation solutions are to achieve

these results. This uncertainty stems from a variety of factors such as Amgen’s cost

structure, supply chain decisions, process design decisions by other groups, and the

technology available. All of these factors can change rapidly, especially for a process

that is not currently deployed and still under development. Fully resolving any one

source of uncertainty can be complex and expensive, since it may require extensive

analysis and/or testing.

However, the requirement to build impactful products in the presence of uncer-

tainty is not unique to NGA(DS). Innovation teams and startups generally face a

similar situation and the frameworks reviewed in Section 1.2.3 provide managerial

tools to maximize the chances of success in this situation. In general, these tools

are designed to focus the team’s work on maximizing validated learning about the

27



value of the product being developed. The tools emphasize collaboration, iterative

development, and hypothesis testing.

The product management framework developed for the NGA(DS) team in this

project applied relevant principles and tools from all of the sources reviewed in Section

1.2.3. At a high level, the development of automation solutions for Platform A would

be defined as a Model C innovation, per Beyond the Idea, with NGA(DS) being

a dedicated team. Both Beyond the Idea and Lean Startup would suggest that the

organizational processes of NGA(DS) need not conform entirely with Amgen’s existing

processes and should be constructed fit for purpose. Given that the purpose being

addressed here is to design new solutions, the Double Diamond framework was used

to model the high level structure of these processes. As shown in Figure 1-3, this

structure is also consistent with the Measure-Learn-Build cycle suggested by Lean

Startup.

The framework developed in the project starts with a vision for the product(s),

(presented in Chapter 2) and then consists of two phases of activities – Opportunity

Analysis (Chapter 3) and Solution Development (Chapter 4). Opportunity Analysis

involves searching for all opportunities relevant to the vision of the product and then

prioritizing them. Solution Development involves generating ideas for the solution

and then creating a roadmap that allows testing of key hypotheses regarding the

value of the product. This ordered structure of the framework is intended to keep

the product development process focused on addressing the most important business

opportunities, rather than developing any specific technological solution.

Activities done within each phase of the framework were adapted from Disciplined

Entrepreneurship, Lean Startup, and the anecdotal information from internal product

managers. The rationalization for each activity is included in the respective activity’s

methods section in Chapters 3 and 4. Disciplined Entrepreneurship, which provides

a detailed and specific list of activities, was applied systematically in the project.

Details regarding the application of Disciplined Entrepreneurship are tabulated in

Appendix A. Other source frameworks do not mandate a fixed set of activities and

hence activities recommended by these frameworks were used as needed for decision
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making. Additional types of activities that this framework could be expanded to

include in the future are briefly considered in Chapter 5.

Despite the commonalities between startups and internal innovation teams, NGA(DS)

is of course different, in some ways, from a true startup company. We found two spe-

cific differences that our framework needed to address:

1. The NGA team’s strategy must support Amgen’s overall strategy: As

opposed to startup companies, which can be expected to set a strategy to opti-

mize their own growth and sustainability, NGA(DS) must strive to support the

larger strategy of Amgen. Due to this, the analysis of the vision for NGA(DS)

solutions in Chapter 2 is based entirely on a consideration of Amgen’s overall

strategy and how it is supported by automation.

2. The NGA team primarily addresses cost, not revenue: Product typically

implies a solution that may be sold. Hence product development/management

often focuses on maximizing revenue. However, given the position that NGA

currently occupies (discussed in Chapter 2), their efforts focus primarily or

reducing cost of operations, rather than generating additional revenue. This

difference was factored into the methodology for the financial analyses presented

in Chapters 3 and 4.

The above requirements do not contradict the core principles of the sources cited, but

only require modifications to the specific analyses performed.

The analysis presented in this thesis was performed in close collaboration with

other members of the NGA(DS) team.
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Figure 1-3: Product Management Framework for NGA(DS)
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Chapter 2

Understanding the Vision –

Background and Strategic

Considerations

Key Takeaways:

1. Amgen sources automation for biomanufacturing from both internal and

external suppliers. This strategy allows Amgen to benefit from the dif-

ferent advantages of both kinds of suppliers.

2. NGA(DS) serves as an internal supplier of automation. It is differentiated

from other internal automation teams based on its capability to develop

novel automation products.

3. The development of Platform A is a major strategic initiative, which

involves many teams within Amgen, including NGA(DS). A major op-

portunity for NGA(DS) in this development program is to help reduce

the cost per gram for the platform.

The motivation for this project stems from the intersection of two strategic ini-

tiatives driven by Amgen’s commitment to advancing biomanufacturing. The first is

the advancement of manufacturing automation and the second is the development of
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a continuous biomanufacturing platform (referred to in this thesis as Platform A).

This chapter analyzes how these two initiatives support Amgen’s overall strategy.

This analysis provides insights regarding the vision of NGA(DS) for Platform A, such

as who the customers and partners of NGA(DS) are, what differentiates NGA(DS)

from other internal teams and external automation vendors, and how NGA(DS) can

prioritize various opportunities to improve Platform A.

Biomanufacturing capability is a strategic priority for Amgen. Most of Amgen’s

commercial portfolio consists of biologics (biological therapeutics): 16 out of a to-

tal of 21 products, as well as 6 of the 7 highest selling products are biologics [25]

[26]. Amgen’s strategy, as detailed on its website, consists of 7 pillars, with one

being “Next-Generation Biomanufacturing” [27]. Amgen’s 2018 annual report iden-

tifies their manufacturing capability as a “competitive advantage.” Amgen’s supply

of biologics is primarily provided by its internal manufacturing network, with third-

party contract manufacturing providing supplemental capacity [27]. An article on the

Amgen Science website indicates that advances in biomanufacturing improve Amgen’s

competitive position by (i) reducing costs, (ii) improving product differentiation based

on quality and reliability of supply, and (iii) supporting a “Biology first” modality-

independent research and development strategy [28].

2.1 Next Gen Automation (Drug Substance)

Amgen’s mission is “To Serve Patients” [29]. All of Amgen’s work, including the de-

velopment of automation by the NGA(DS) team, must be aligned with this mission.

Hence, in order to explain the role of NGA(DS) within Amgen, this section provides

context regarding the supply chain that delivers value from biomanufacturing automa-

tion and equipment suppliers to the patients. Amgen’s vertical integration strategy

in this supply chain is considered in order to understand the benefits and costs of

insourcing vs. outsourcing automation. Finally, the location of NGA(DS) within the

supply chain and the relationships of NGA(DS) to other teams are considered.
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2.1.1 Structure of the Automation Supply Chain

The flow of the biomanufacturing equipment and automation supply chain is broadly

depicted in Figure 2-1. The tiers of the supply chain are:

Figure 2-1: Supply chain from biomanufacturing automation and equipment suppliers
to patients

1. Customers – Patients through Payers and Providers: Amgen maintains

a singular focus on serving patients through its mission, values, and culture.

Insurance payers and healthcare providers can also be considered customers, are

critical partners in ensuring that patients are appropriately served by Amgen’s

products, and are mentioned significantly in the company’s Annual Reports

[26].

2. Tier 0 – Biotech and Pharmaceuticals: Companies in the biotech and phar-

maceuticals industry generally have the strategy of serving products strongly

differentiated by their patents and brands. The industry is marked by heavy

spending in research and development, in order to gain marketing exclusivity

through patents, and commercial (marketing and sales) operations, in order to

create a brand with healthcare providers and patients. 27% and 40% of Am-

gen’s total operating expenses in 2018 were for “research and development” and

“selling, general, and administrative” respectively [26]. Competitors of Amgen

in this industry include Pfizer, Merck, and Johnson & Johnson [30]. A related

industry of off-patent biosimilars, which Amgen also participates in, would be

expected to equally emphasize the commercial operations, but require less in-

vestment in research and development.
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3. Tier 1 – GMP Biomanufacturing: Tier 1 consists of Good Manufacturing

Practices (GMP) biomanufacturing companies, which are separate from tier 0

companies because the latter generally have the option of outsourcing the man-

ufacturing of their patented drugs. While Amgen’s strategy emphasizes its own

manufacturing capability, other tier 0 competitors such as AstraZeneca have

relied more heavily on their external supply network, especially for chemical

(as opposed to biological) manufacturing [31]. External suppliers are generally

referred to as Contract Manufacturing Organizations (CMOs) in this context,

and include WuXi Biologics, Fujifilm Diosynth Biotechnologies, and Boehringer

Ingelheim BioXcellence.

There are multiple stages of manufacturing within tier 1 (e.g., Drug Substance,

Drug Product, and Finished Drug Product). They are grouped together here

because the stakeholders at each stage are expected to have similar considera-

tions for manufacturing automation.

4. Tier 2 – Biomanufacturing Equipment and Automation: This tier can

be considered to produce the “tooling” for tier 1. Subcategories of tooling include

manufacturing equipment for various stages, process development laboratory

equipment, and analytical equipment. Each subcategory has various suppliers.

Suppliers may also provide solutions at different levels of integration – from

individual sensors and actuators, to full unit operations, to plant-wide systems.

Equipment and automation are considered together due to being closely linked

and depending on each other for functionality. On the other hand, equipment

and automation can be provided by the same or different vendors for a single

system. Some examples of major suppliers for Drug Substance manufacturing

systems are Pall Life Sciences (Danaher), Sartorius Stedim, and Repligen. Am-

gen’s vertical integration strategy into this tier is discussed in the next section.
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2.1.2 Amgen’s Backward Integration Strategy

This section examines Amgen’s vertical integration into tier 2 through a team such as

NGA(DS), and the potential benefits and costs associated with such an integration

strategy. As discussed earlier, Amgen is mostly, but not entirely, vertically integrated

into tier 1 – that strategy is not analyzed here. Amgen’s position in the supply chain

is shown in Figure 2-2.

Figure 2-2: Amgen’s position in the biomanufacturing automation and equipment
supply chain

In Competitive Strategy, Porter defines tapered integration as “partial integration

backward or forward” and quasi-integration as “the establishment of a relationship

between vertically related businesses that is somewhere between long-term contracts

and full ownership” [32]. Amgen already participates in tapered integration and quasi-

integration in tier 2 through various existing internal automation development teams

and has the opportunity to further formalize and strengthen this strategic position

through the establishment of the NGA(DS) team. An example of tapered integra-

tion, in this context, would be developing some automation software in-house, while

sourcing others from vendors. An example of quasi-integration would be collabora-

tively developing an automation solution with an external vendor, the IP for which

is subsequently shared by Amgen and the vendor.

Competitive Strategy provides a generic list of benefits from vertical integration.

The benefits that may apply to vertical integration into tier 2 are:

1. Buttressing tier 1 integration: Tier 2 integration can help ensure the suc-

cess of the tier 1 integration strategy. The innovation provided by internal
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automation and equipment development can help a company’s internal manu-

facturing maintain its differentiation and/or lower cost compared to contract

manufacturers, which ensures that the benefits of tier 1 integration continue to

be captured.

2. Economies of integration: Internally developing automation and equipment

can allow a company to more quickly address its needs when a market solution

is not immediately available. The solutions would be custom-made and fit to

conform within a desired manufacturing platform, thus enabling quicker integra-

tion. Needs can be communicated earlier and more freely with the development

group, without risk to intellectual property. A stable relationship between users

and developers may allow greater commitment to more ambitious projects.

All of these factors together can provide a tier 2 integrated company with cost

saving. These cost savings can then be fed back into bolstering the strategy of

differentiation using research & development and commercial operations.

These benefits are addressed well with tapered integration or quasi-integration,

because internal development teams can choose to work only on solutions which

would provide such economies.

3. Differentiation and revenue generation using process patents: In addi-

tion to product patents regarding the nature and use of their products, biotech

companies may also claim process patents around the manufacturing of the

products. Internal automation and equipment innovation groups can help in

developing these patents. These process patents can allow a company to fur-

ther differentiate its products, or collect royalties by licensing the patent [33].

Besides the benefits, Porter also provides the costs of integration. The relevant

costs, including how a team like NGA(DS) may keep them low, are as follows:

1. Cost of overcoming entry barriers: Several entry barriers apply to automa-

tion and equipment development. A tier 1 integrated company can keep its tier

2 barriers low (in some cases lower than for external players) in three ways.

36



(a) Capital is required for lab equipment and software development platforms.

A tier 1 company’s Process Development group may already have these

resources and internal teams can, as much as possible, try to work within

the slack capacity of existing assets.

(b) Products from external vendors are differentiated based on the vendor’s

experience and loyalty of its customers. Internal teams cannot provide

the same differentiation, but can instead differentiate themselves based on

flexibility, accessibility, and quick response rate.

(c) Customers within a tier 1 company who rely heavily on a single external

vendor for their automation and equipment may incur switching costs to

start using the internal vendor. These costs may be in the form of con-

figuration, external systems integration, or retraining. Internal teams can

lower these switching costs by being highly flexible and providing products

similar to what the customers already use.

2. Reduced flexibility to change partners: There can be a risk of internal

developers exploiting captive customer relationships to take on projects that

are more appropriate to be sourced externally. This risk is lower with tapered

integration than with full integration. The mandate of internal teams in tier

2 should be not only to develop solutions internally, but also to advise on and

partner in sourcing external products.

Given the nature of digital solutions, automation teams will always be building

on top of externally sourced platforms or products, whether open source or

proprietary. The design task, in this case, is to consider what combination of

externally sourced products along with internal customizations and integrations

fulfills the requirements while keeping overall costs low. A methodology for this

task is developed in Chapter 4.

3. Dulled incentives: If given captive customers, an internal team may have

weaker incentives than external vendors, whose survival may depend on selling

products. To mitigate this scenario, internal customers should be allowed to
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seek external vendors freely when vendors may provide better value than in-

ternal teams. Internal teams could also be encouraged to compete with each

other based on value provided to the company, for instance, by comparing per-

formance in reducing a cost metric.

4. Differing managerial requirements: As explored in Section 1.2, the work of

developing automation and equipment solutions differs significantly from oper-

ating these to manufacture drugs. The same organizational structures, controls,

incentives cannot be used for both tasks. Teams operating in tier 2 should model

themselves on others working on similar tasks, not necessarily on other teams

within their company. This thesis provides a framework for that recommenda-

tion.

2.1.3 Position of NGA(DS) in the Supply Chain

Figure 2-3: The position of the NGA(DS) team in the automation and equipment
supply chain. Solid lines show a supplier-customer relationship and dashed lines show
a partner relationship

Figure 2-3 provides more detail than Figure 2-2, to show the position and network

of the NGA(DS) team. The NGA(DS) team is primarily a product team working on

delivering innovative automation products to its customers shown in the figure: pro-

cess development labs, pilot plants, clinical manufacturing plants, and commercial
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manufacturing plants. In developing its products, NGA(DS) partners with several

internal groups and external vendors (shown with dashed arrows). While, NGA(DS)

collaborates closely with both its customers and partners, the expectations are dif-

ferent from each. The customers are primarily expected to share their needs, use

the products, and provide feedback. The partners, on the other hand, are expected

to provide technical resources during the development of NGA(DS) products. These

resources may be in the form of engineering time, use of equipment, experimental

data, or existing code base.

In the literature review, it was discussed that automation can reduce overall oper-

ations costs in many different ways, such as by improving quality, cycle time, through-

put, yield, labor efficiency, and safety. These are all possibilities for NGA(DS) prod-

ucts as well. In prioritizing its work, NGA(DS) is guided by Amgen’s overall existing

strategic initiatives (such as the development of Platform A). The team is informed

about such initiatives through its customers in tier 1 and tier 0 groups. On the

other hand, the team can use their internal and external partners, and the team’s

own research to stay current regarding the state of the art within automation tech-

nology. Based on this information, NGA(DS) expects to form hypotheses regarding

how automation may further Amgen’s strategic initiatives (Chapter 3) and then build

solutions to test these hypotheses (Chapter 4).

The ability to independently form and test hypotheses differentiates the role of

NGA(DS) as an innovation team within Amgen. This role is different from other

service-based automation teams at Amgen, which provide engineering development

for solutions that are generally well specified and support units deployed in production

environments.

2.2 Development of Platform A

In a review of biopharmaceutical manufacturing control, Hong et al. [8] identify that

manufacturing processes for biologics generally consist of similar sequences of unit

operations and shared critical quality attributes. Due to this similarity, Amgen has
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pursued a strategy of developing process platforms that can be used to manufacture

multiple products, as opposed to developing the process for each product from scratch.

Baldwin and Woodard [34] define platforms as “modularizations of complex systems

in which certain components (the platform itself) remain stable, while others (the

complements) are encouraged to vary in cross-section or over time.” The design of

Amgen’s process platforms comply with this definition. The modules are components

of equipment, automation, and raw materials. The platforms, defined based on strong

design principles, are expected to contain some modules that stay stable over time and

for different products. This stability allows faster development of processes for new

products and lower costs of inventory due to fewer SKUs. Other modules may vary

over time, to accommodate technological evolution, or by product, to allow product

specifications to be met.

At the time of the project, the development of Platform A was a large initiative

at Amgen, involving many of NGA(DS)’s customers and partners. Continuous pro-

cessing was a central design principle in the development of Platform A. Amgen had

already incorporated continuous processing technology in parts of previous process

platforms, but was hoping to develop the technology much further in Platform A. The

groups leading the development of the platform were the Process Development (PD)

group – for technology development – and the Operations Strategic Planning & Risk

(OSPR) team within the Supply Chain group – for business case development. One

iteration of the platform had already been implemented in clinical manufacturing,

but the technology of the platform was being developed further.

Leaders in PD and managers in OSPR had indicated that a major strategic focus

for Platform was to reduce its Cost Per Gram (CPG), which is the cost of manufactur-

ing per gram of product in the final DS lots. This cost model was being maintained

by OSPR. The model included costs of raw materials, labor (direct and indirect),

and depreciation. The cost model did not include any costs downstream of the DS

lots or any other allocations. Information regarding the costs had been sourced from

relevant engineering and operations groups within Amgen. Further details regarding

the costing methodology are considered in Chapter 3, as relevant.
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As discussed in Section 2.1.3, the differentiating capability of NGA(DS) is to de-

velop innovative products to support strategic initiatives. This capability positioned

NGA(DS) well to support the development of Platform A. Before this project started,

NGA(DS) had already been involved in developing solutions for Platform A and saw

many additional opportunities for the platform. While prioritizing these opportuni-

ties, the NGA(DS) team also set its own primary goal as the reduction of CPG, in

order to stay aligned with the broader strategy for the platform.

Chapter 3 details how qualitative and quantitative data was gathered regarding

the various opportunities, and then how the opportunities were compared based on

their CPG benefit and development risk.

41



THIS PAGE INTENTIONALLY LEFT BLANK

42



Chapter 3

Opportunity Analysis

Figure 3-1: Framework for the Opportunity Analysis phase
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Key Takeaways:

1. Diverge – Identifying Opportunities

(a) Within the scope of Platform A, NGA(DS) serves multiple inter-

nal customer teams and partners with other development teams.

The user profiles and technology development landscape map were

used to better understand these teams, and their relationship to

NGA(DS).

(b) NGA(DS) has developed ideas that may improve various cost met-

rics for different unit operations. These unit operations and metrics

(including labor time, equipment utilization, yield, and deviation

rate) were compiled in a Process Map.

(c) Based on these three tools, a list of opportunities was compiled,

with each opportunity expressed as a hypothesis that automation

may improve a specific metric for certain unit operations.

2. Converge – Prioritizing Opportunities

(a) The metrics from the process map were combined with a cost model

to calculate Opportunity Sizes. The Opportunity Size metric was

adapted from the Total Addressable Market concept to internal prod-

ucts and was defined as the maximum cost savings possible from fully

exploiting an opportunity.

(b) Development risk was judged by adapting the criteria of Technology

Readiness Levels.

(c) An overall criteria was developed to prioritize projects based on ben-

efit (Opportunity Size), risk (Technology Readiness Levels), and de-

velopment capacity.

This chapter provides the methods and results for the the Opportunity Analysis
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phase of the project. This phase was further divided into “Diverge” and “Converge”

sub-phases. As part of the Diverge sub-phase, the first step was to explore all the

opportunities that NGA(DS) could address as part of its vision for developing Plat-

form A. By generating user profiles, a process map, and a technology landscape map,

information was gathered on the current state of NGA(DS)’s customers and Platform

A. Using this information, hypotheses were formulated regarding the opportunities

available to the NGA(DS) team. These opportunities were subsequently evaluated in

the Converge sub-phase in terms of their opportunity sizes and technology readiness

levels.

The analysis presented in this chapter was performed in close collaboration with

other members of the NGA(DS) team.

3.1 Diverge – Identifying Opportunities

3.1.1 User Profiles

Method

User profiles were generated in order to gain a qualitative understanding of the cus-

tomers of NGA(DS). The set of potential customers had already been identified by

the NGA(DS) team before this project. Interviews were conducted as part of this

project with leaders within the customer groups to understand their requirements.

The user profiles were based on the Value Proposition Canvas method by Alexan-

der Osterwaler [35]. The method recommends considering three aspects of the cus-

tomer’s needs: customer jobs (i.e., what the customer wants to or needs to do), gains

(i.e., what helps or can help the customer do their jobs), and pains (i.e., what hinders

or can hinder the customer in doing their job). This method was used because it

provides multiple ways to question a customer regarding their needs. Questions used

in interviews with the customers were:

1. Customer Jobs:

(a) Could you walk me through the operations of this plant/lab?
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(b) Could you briefly explain the role of your group?

(c) Who are your group’s customers?

2. Gains:

(a) What are currently the biggest priorities for your group/this project?

(b) What is the next step for this project?

3. Pains:

(a) What are the biggest challenges your group/this project is facing right

now?

(b) Follow-up questions regarding unsolicited remarks such as “we are strug-

gling with this right now” or “that [operation]/[task] doesn’t usually work

too well.”

Jobs, pains, and gains are not mutually exclusive, but asking about all of them helps

to elicit more information from the customer.

Results and Discussion

Appendix B provides the response data collected in the interviews with the DS Pre-

Pivotal Development, DS Pivotal Development, and the DS Pilot Plants groups. The

appendix also includes my interpretation of each response in terms of its implication

for NGA(DS). Since the NGA(DS) team primarily works within the DS space (rather

than Drug Product (DP) or Finished Product (FP)), the customer groups are referred

to simply as Pre-Pivotal, Pivotal, and Pilot Plants groups.

Additional potential customers of the NGA(DS) group include the clinical and

commercial DS manufacturing plants. The user profiles for these groups have not yet

been generated, but it is recommended that the NGA(DS) team will generate the

user profile for each customer before the team develops a solution for the customer.

The data presented in Appendix B support five conclusions:
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1. Early versions of NGA(DS) solutions should be developed for the Pre-Pivotal

or Pilot Plant groups. The Pre-Pivotal group generates process definitions that

are transferred to the the Pilot and Clinical production facilities and eventually

to Pivotal Development group for commercial process development. The Pre-

Pivotal group can, if it is appropriate, include the use of NGA(DS) solutions

within process definitions before transferring them. The Pilot Plants, on the

other hand, can also transfer technology to the clinical and commercial plants,

especially if it does not significantly affect process definitions. NGA(DS) solu-

tions are unlikely to be implemented in the clinical or commercial plants without

first being tested in a Process Development group.

2. All of the interviewed groups support the development of Amgen’s pipeline

molecules towards commercialization. Any solutions introduced by NGA(DS)

should not disrupt this work and, if possible, should seek to improve it. In the

words of Beyond the Idea, commercialization of molecules is Amgen’s Perfor-

mance Engine, while NGA(DS) products are Model C change initiatives.

3. The Process Development labs and pilot plants are fairly large and expensive

operations in themselves, which can be optimized using automation. However,

the scale of their costs is still smaller than those of the clinical and commercial

manufacturing network. Hence, improvements to Process Development opera-

tions can be an indirect benefit of NGA(DS) products, but are not expected to

be the primary goal.

4. Safety is a primary concern for all groups interviewed. NGA(DS) solutions

should be built with utmost consideration for safety during install and use.

5. The customers interviewed already partner with other Amgen teams in de-

veloping process and automation technology. These partners include Attribute

Science, Digital Integration and Predictive Technologies, and Development Sup-

ply Chain Facilities & Engineering Automation. NGA(DS) should continue to

partner with these groups as well.
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3.1.2 Process Mapping

Methods

The process map was generated to show the flow of the Platform A process, from

one unit operation to the next. The process map also shows metrics that reflect the

performance of the unit operations. The metrics calculated and their data sources

were the following:

1. Total Direct Labor Time (hours/run) and Setup/Breakdown Labor

Time (hours/run): Total Direct Labor Time includes both operating labor

time and setup/breakdown labor time.

Data regarding the labor time required to setup, operate, and breakdown each

unit operation were collected via interviews with lead operators of a clinical

manufacturing plant who had run the Platform A process in the past. Direct

labor time only includes time when operators are expected to be physically

present at the unit, and not when the equipment is operating without in-person

supervision.

2. Total Equipment Utilization Time (hours/run), Processing Equip-

ment Utilization Time (hours/run), Capacity Utilized of Scheduled

(%), and Capacity Utilized of Total (%): Total Equipment Utilization

Time was defined as the setup, processing, and breakdown time required for

each unit operation for a run. Processing Equipment Utilization Time included

only the processing time, and not the setup and breakdown time. Data for

the equipment utilization times were collected via the interviews with the lead

operators of the clinical manufacturing plant.

Capacity utilization was calculated based on equipment utilization time, as-

sumed as being constant throughput over time.

Capacity Utilized of Scheduled was defined as the Total Equipment Utilization

Time divided by the total time for which the unit was scheduled for a Platform

A run. For instance, if a unit has a Total Equipment Utilization Time of 24
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hours/run and is scheduled for two days for a Platform A run, then its Capacity

Utilized of Scheduled is 24 hours
2 days×24 hours = 50%. Capacity Utilized of Scheduled

estimates true capacity utilization if the unit is scheduled for a Platform A run

every day. An example schedule for a Platform A run was obtained from a

manager in the clinical manufacturing plant.

Capacity Utilized of Total was defined as Process Equipment Utilization Time

divided by the total duration of a Platform A run. For instance, if a unit

operation has a Processing Equipment Utilization Time of 24 hours/run, and

a Platform A run takes 10 days (not actual data), then the Capacity Utilized

of Total is 24 hours
10 days×24 hours = 10%. Capacity Utilized of Total estimates capacity

utilization if the unit was operated continuously throughout the duration of a

Platform A run. Not all units in Platform A are setup for continuous use, but

this metric was calculated to demonstrate how much smaller the capacity of a

unit could be if operated continuously.

3. Yield (%), Cumulative Yield (%), and Throughput (g/day): Yield was

recorded for harvest and each unit operation downstream of it. The harvest

yield is the percentage of product in the bioreactor that is harvested. The

yield of each downstream purification unit is the percentage of product that is

recovered from the unit out of the product that goes into the unit.

Cumulative Yield at a unit is the yield from the bioreactor to the output of

that unit. The Cumulative Yield is obtained by multiplying all the unit yields

between the bioreactor and the output of the unit.

The throughput of each unit is the grams of product obtained in the output of

the unit normalized by the number of harvest days in a Platform A run.

The throughput data for harvest and yield data for all units were received for

three Platform A runs in the clinical manufacturing plant from a Process Devel-

opment engineer supporting the plant. The rest of the figures were calculated

using this data.
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4. Output Bag Size (L): The output bag size is the size of the bag used to hold

the output material from a unit operation, before the material is fed into the

subsequent unit operation. This metric was recorded as a measure of equipment

footprint.

Data for the bag sizes were collected via the interviews with the lead operators

of the clinical manufacturing plant.

5. Distribution of Deviations in Platform B: The relative occurrence of devi-

ations between various process areas (some process areas include multiple unit

operations) was calculated for a more mature process platform – Platform B.

A deviation, simply put, is an incident that deviates from normal qualified op-

erations and that must be recorded in Amgen’s quality management system.

Platform B was used as a proxy for Platform A because they both comprise

of similar unit operations and there is much more data for the older Platform

B. Deviation data was collected from Amgen’s quality management system for

three years of Platform B runs in Plant A.

The metrics were recorded in a table shown (but masked) in Figure 3-3. Some

of the metrics were color coded based on their value to generate a “heat map” of

potential opportunities. Relatively well performing units/areas were colored green,

while relatively low performing units/areas were colored red. The logic used for the

color coding is shown in Figure 3-2.

Results and Discussion

As shown in Figure 3-3, the Platform A process generally follows a typical drug sub-

stance biomanufacturing process flow [36]. Design details that differentiate Platform

A are not included here to protect proprietary technology. In addition to the main

process flow (from seed train to final filter), the raw material preparation (buffer and

media) and sampling operations were also considered.

The process map was discussed within the NGA team to understand the per-

formance of the Platform A. Several observations were made that allowed a deeper
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Figure 3-2: Color coding for process map metrics heat map

understanding of the process. Two observations which helped inform the next steps

for my project were:

1. Certain units have relatively high labor requirements. We hypothesized that

lowering the labor requirements for these units using automation may be an

opportunity for NGA(DS).

2. Certain units that are currently not operated continuously have a very low

Capacity Utilized of Total. We hypothesized that, if NGA(DS) could automate

these units to operate fully continuously, their footprint could be reduced leading

to lower capital costs.

These hypotheses were included in the analysis of the Converge sub-phase.

3.1.3 Internal Technology Development Landscape Mapping

Methods

The final activity performed to identify potential opportunities was the internal tech-

nology development landscape mapping. In this activity, current and previous tech-
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Figure 3-3: Process map for Platform A (data masked)
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nology development projects at Amgen relevant to Platform A were listed. The list

was compiled from multiple sources: project trackers maintained by other teams,

presentations that NGA(DS) had received, and ideas or projects that had been men-

tioned to NGA(DS) in meetings. For each project, the objective was to identify the

opportunity that could have motivated the project and then judged each opportunity

to have one of four statuses:

1. Not a significant opportunity (anymore): This status may be because the

opportunity had been successfully addressed or because the project had found

the opportunity to not be significant.

2. Owned by [group name]: This status was to indicate that the opportunity

was actively owned by another group and did not require additional collabora-

tion with NGA(DS).

3. Current NGA(DS) product: This status was to indicate that NGA(DS) was

currently developing a product to address this opportunity.

4. Potential opportunity for NGA(DS) (collaboration with [group name]):

This status was to indicate the opportunity could be taken up by NGA(DS),

either independently or in collaboration with another group.

The process of identifying opportunities and their statuses was performed internally

within NGA(DS). This process was possible because of the significant experience and

expertise the team had regarding Amgen’s technology development history in this

space. Where an opportunity or status was not clear, questions were recorded that

could be taken up with the project owner.

Results and Discussion

Opportunities associated with 18 recent or current projects were identified and ana-

lyzed. Out of these, three were found to be not significant, seven were found to be

owned by other groups, one had a current NGA(DS) product, five were found to be

potential opportunities for NGA(DS), and the remaining two could not be classified
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for lack of sufficient information. The potential opportunities identified for NGA(DS)

were included in the analysis in Section 3.1.4

3.1.4 Defining Opportunity Hypotheses

Based on the above three activities, hypotheses were formulated for opportunities

that NGA(DS) could address. These hypotheses are presented in Table 3.1 along

with the activities that helped to arrive at each hypothesis. The opportunities are

also named in bold for easy referencing.

While the NGA(DS) group was aware of the opportunities listed in the table in

general terms before this project, the preliminary data collected in the activities al-

lowed more specific phrasing of the hypotheses. The activities also provided greater

confidence that the opportunity space had been searched exhaustively and no impor-

tant opportunities had been missed.

Each opportunity is phrased in terms of reduction in CPG since that was con-

sidered the primary objective for this project, as explained in Section 2.2. The op-

portunity hypotheses were deliberately phrased only to consider the upside of cost

saving and not the downside of additional costs required to address the opportunity.

This was done so that underlying opportunities could be identified without having to

consider which specific solutions were currently available or could be developed. Such

formulation of opportunity hypotheses also supported the calculation of Opportunity

Sizes, as discussed in Section 3.2.1.

3.2 Converge – Prioritizing Opportunities

Once the set of potential opportunities for NGA(DS) were identified, the next step

was the Converge sub-phase whose objective was to prioritize the opportunities. The

prioritization was based on (i) the opportunity sizes, which were used to rank the

relative benefits from each opportunity, and (ii) technology readiness levels, which

were used to rank the relative risk and development time for each opportunity.
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Opportunity Hypothesis Identified Informed By Activi-
ties

1

Direct Labor: Additional automation may be de-
veloped for unit operations x, y, and z to reduce
their direct labor requirements, leading to a lower
cost of direct labor per gram.
Note: This would be considered a separate oppor-
tunity for each of the units x, y, and z, since the
solutions required for each unit operation would
be different. They are grouped together here for
brevity and because the methodology to calculate
the Opportunity Size for each is the same.

User Profile, Process
Map, Tech. Dev.
Landscape Map

2

Indirect Labor: Additional automation may be
developed to improve the reliability of process area
x, leading to a lower number of deviations. Hence
less indirect labor time would be required to pro-
cess those deviations, lowering cost of indirect la-
bor per gram.

Process Map, Tech.
Dev. Landscape Map

3

Yield Improvement: The addition of automated
equipment to unit operation x may increase its
yield and hence reduce the fixed costs per gram
for a run.

Process Map

4

Fully Continuous Operation: Providing auto-
mated fully continuous operation for units x, y,
and z would allow a reduction of footprint by using
smaller equipment and hold vessels. This would
reduce the cost of depreciation per gram.

Process Map, Tech.
Dev. Landscape Map

5

Fouling Reduction: Automation or equipment
design changes that reduce fouling of the harvest
filter would allow running the bioreactor at higher
cell densities, leading to higher throughput at the
bottleneck, and hence a reduced fixed cost per
gram.

Tech. Dev. Land-
scape Map

6

Dynamic Loading: While loading the chro-
matography column in unit operation x, variation
in the titer of the incoming material can lead to
under-loading, causing under-utilization of a col-
umn, or breakthrough, causing loss of product.
The former causes a higher raw material cost per
gram, and the latter causes higher fixed cost per
gram. Automated loading of the column based
on real-time titer measurements can reduce these
costs.

User Profile, Tech.
Dev. Landscape Map

Table 3.1: Opportunities identified for NGA(DS) relating to the development of Plat-
form A
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3.2.1 Opportunity Size

Methods

The concept of opportunity size adapts the commonly used concept of Total Address-

able Market (TAM) to internal products. A Credit Suisse report defines TAM as “the

revenue a company could realize if it had 100 percent share of a market” and mentions

that “The ability to calibrate the total addressable market (TAM) is a major part

of anticipating value creation. Assessing value creation requires understanding how

much a company can invest and the returns those investments will earn” [1].

In comparing various opportunities, a team like NGA(DS) can also benefit from

estimates of value creation and returns on investment. The value and returns come

not in the form of revenue, but rather costs savings as compared to the current state.

Hence, opportunity size is defined as the maximum possible cost savings that could be

achieved if a given opportunity was completely addressed. An opportunity size is the

segment of the current cost structure that can be attributed to a specific opportunity

statement. In this way, the opportunity cost can also be understood as the TAM of an

internal market. If, for instance, if the General Managers of Amgen’s manufacturing

plants were considered to be the internal market, the most that they would be willing

to pay to have a new automation solution is presumably how much they are spending

on solving the same problem currently.

Similar to TAM, the opportunity size does not (i) account for any additional costs

incurred to develop, install, or operate the solution, or (ii) provide an estimate of

how much of the opportunity size that any given solution could realistically capture.

Although an accounting of these two factors would eventually be needed to judge the

true value of a product, the opportunity size by itself is also a useful metric for teams

like NGA(DS) for several reasons:

1. Opportunity sizes can help set priorities: The opportunity size provides an

upper limit for the returns that Amgen can achieve by investing in an innovation

opportunity. Hence opportunity sizes can help in the initial comparison of

potential benefits from different kinds of opportunities (e.g., increasing yield vs.
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reducing labor). Considered along with risk (explored in Section 3.2.2), this

relative estimate of benefit can help a team focus its efforts. There may be a

risk-benefit tradeoff between opportunities, but if two opportunities have the

same level of risk, a team would be expected to pursue the opportunity with

the larger opportunity size.

Based on the experience in this project, the process of quantifying opportunity

sizes also necessitates a deeper qualitative understanding of the customer and

their processes. The opportunity size number builds on the hypothesis for how

the customer’s situation would improve if a solution was provided to them.

This assessment requires a holistic understanding of all the constraints that the

customer faces.

2. Opportunity sizes can be calculated quickly: Given that NGA(DS) works

on innovative products, the best (or maybe any) solution to a given opportunity

is not defined at the beginning. In this case, predicting the cost or performance

of a solution is a guessing game, at best. On the other hand, opportunity sizes

can be calculated fairly quickly because they are calculated based on current

costs. For this project, estimates for opportunity sizes were able to be generated

within a few weeks or a month, while fully developing and costing solutions

would be a matter of many months, if not years.

3. Opportunity size serves as a benchmark: As a team iteratively builds a

solution, the team will likely find ways to optimize its cost and performance.

In this process, the opportunity size serves as a benchmark. Realizable goals

for performance can be set as a percentage of the total opportunity size, and

the cost of the solution should be less than these realizable savings in order to

create value.

The opportunity size is a stable benchmark if, as mentioned in the previous

point, its calculation is with a full understanding of the customer’s needs and

constraints. The opportunity size does not depend on how the engineering team

evolves the solution. Factors that affect the calculation of the opportunity size
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are usually game changers and likely require the engineering team to step away

from the solution and re-examine their assumptions regarding what is needed.

For this project, opportunity sizes were calculated in terms of reduction in cost

per gram (CPG). This metric was used in order to stay aligned with Amgen’s larger

Platform A strategy (explored in Section 2.2). TAM is usually measured in dollars

per year, and opportunity sizes can be measured in the same way. CPG reduction

can be converted to annual savings by multiplying CPG reduction by the expected

grams of product produced using Platform A in a year. Annual savings would be

required to calculate Net Present Values (NPVs) and compare opportunities across

different platforms. However, since this project only considered opportunities within

Platform A, the CPG reduction values could be used.

The cost models for calculating opportunity sizes were built in three steps:

1. Build initial model based on the NGA(DS) teams internal understanding of the

opportunity.

2. Present model to Subject Matter Experts (SMEs) familiar with Platform A

to get feedback regarding methodology, assumptions, and data. Update the

models based on the feedback.

3. Present updated models to SMEs for final approvals. Ask SMEs to provide a

rating to each model (along with any comments): generally agree, agree with

reservations, or generally disagree.

The final step was performed primarily for the purpose of this thesis. In the NGA(DS)

team’s context, it would be appropriate to simply keep iterating step 2 and evolve

the models as additional feedback is received.

Four SMEs assisted with steps 2 and 3 – one each from the Pre-Pivotal DS De-

velopment, Pivotal DS Development, DS Technology & Engineering, and Operations

Strategic Planning & Risk groups.
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Results and Discussion

Appendix C presents the full methodology, assumptions, and data sources of the six

models developed by the end of step 2. During step 2, the feedback for four (out of

six) models included only minor adjustments, while the feedback for the other two

challenged the underlying assumptions of the model. Appendix C notes that the

latter two opportunities (#5 and #6) are “not currently viable”. and provide the

reasoning for this assessment.

Table 3.2 shows the results of step 3, i.e., the final reviews from the four SMEs.

The reviews were used to validate the methodology, assumptions, and data sources

for the opportunity size models. Two conclusions were drawn from the reviews:

1. The models for opportunities 1, 2, 3, 4, and 6 were accepted with ratings of

Generally Agree or Agree with Reservations from all reviewers. Comments pro-

vided can inform minor changes to the model or how its results are interpreted,

but do not substantively change the underlying assumptions.

2. The model for opportunity 5 received a Generally Disagree rating from SME

4, who questioned the underlying assumption that higher cell densities would

be constrained by the efficient tangential flow of cells through the filter. In

this case, further data would need to be sought in order to decide whether this

opportunity is viable.

The models for opportunities 1, 3, and 4 were able to be used to generate values for

opportunity sizes. The model for opportunity 2 was validated but the data required

for the model could not be retrieved within the time frame of the internship. Values

were not calculated for opportunities 5 and 6 because, as mentioned, they were found

to be “not currently viable” by the end of step 3. The values obtained from the models

cannot be shared in this thesis in order to protect proprietary technology. Figure 3-

4 is an illustrative graph to show how the final opportunity size values would be

presented.
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Figure 3-4: Illustrative results for opportunity size calculation (does not reflect real
data)
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3.2.2 Technology Readiness Levels

Methods

While estimating the opportunity sizes as the relative benefit, we also developed a

quick and rough way to compare relative risks of pursuing different opportunities. For

this purpose, we adapted the concept of Technology Readiness Levels (TRLs) which

is used by NASA [37] and the Department of Defence [38]. The definitions of levels

provided by the Department of Defense were interpreted into criteria that may be

used in an Amgen technology development context. These definitions are presented

in Table 3.3. (Note that these stages of technology development do not reflect the

processes or stages used by Amgen to develop the manufacturing processes of their

pipeline molecules.)

In an internal discussion within the NGA(DS) team, we identified the most promis-

ing solutions currently available for each of the opportunities listed in Table 3.1. The

TRL of an opportunity was defined as the highest TRL of any of its available solu-

tions.

Results and Discussion

The TRLs of opportunities were considered together with the opportunity sizes using

a graph similar to that shown in Figure 3-5. The graph shows the TRL on the X-axis

and the opportunity size of the Y-axis. In internal discussions with NGA managers,

Four zones were proposed on such a graph to prioritize NGA(DS) opportunities:

1. Support partners with exploration: NGA(DS) likely will not engage in

early scientific exploration by itself, but will rather rely on other groups inside

and outside Amgen for such insights.

2. Opportunities for NGA(DS) development: An opportunity can be taken

on by NGA(DS) if there is at least an idea formulated for an equipment or

automation solution to address the opportunity. Ideas with higher TRLs have

been validated and carry less risk. As discussed earlier, if there is a need to
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choose between two opportunities with the same TRL, the team would be ex-

pected to choose the opportunity with a bigger opportunity size.

3. Lower Priority Opportunities: These are generally opportunities with smaller

opportunity sizes. The exact shape and position of the boundary between zones

2 and 3 is affected by a team’s operating decisions.

The shape of the boundary is affected by the team’s risk-reward tradeoff expec-

tations. A sharper downward slope would indicate a more conservative approach

– in this case higher TRLs would be preferred over higher opportunity sizes.

On the other hand a flatter boundary would indicate a riskier approach.

The lateral position of the boundary is affected by the resources available within

the NGA(DS) team. With fewer resources, the boundary would move up until

the number of projects in zone 2 matched the engineering capacity available.

On the other hand, with more resources a bigger portfolio of solutions could be

developed.

4. Support GMP Automation with implementation: Once solutions are

well developed and have been vetted in laboratory and/or pilot plant settings,

NGA(DS) would be able to hand the solutions over to other automation groups

within Amgen which are able to build, qualify, and support automation for

GMP manufacturing settings.
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TRL DoD Description
Thesis Author’s Interpreta-
tion for Amgen Process De-
velopment

1 Basic principles observed
and reported

Basic biology, chemistry,
materials, and controls re-
search

2 Technology concept and/or
application formulated

Applications of basic re-
search to develop process
ideas

3

Analytical and experimen-
tal critical function and/or
characteristic proof of con-
cept

Proof of concept of new pro-
cess ideas

4
Component and/or bread-
board validation in a labo-
ratory environment

Testing of process ideas un-
der ideal conditions or with
ideal materials

5
Component and/or bread-
board validation in a rele-
vant environment

Testing of process ideas
with actual conditions and
actual materials

6
System/subsystem model or
prototype demonstration in
a relevant environment

Small scale qualification in
Pre-Pivotal/Pivotal

7
System prototype demon-
stration in an operational
environment

Engineering runs in Pilot
Plants or GMP Plants

8
Actual system completed
and qualified through test
and demonstration

IOQ at GMP Plants

9
Actual system proven
through successful mission
operations

GMP runs at GMP plants

Table 3.3: Department of Defense descriptions for Technology Readiness Levels and
the thesis author’s interpretations for Amgen Process Development
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Figure 3-5: Illustration of opportunity prioritization for NGA(DS) using TRLs and
opportunity sizes. (does not reflect real data)
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Chapter 4

Solution Development Case Study

Figure 4-1: Framework for the Solution Development phase
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Key Takeaways:

1. Diverge – Ideating

(a) Several solutions were being developed by the NGA(DS) team at the

time of the project, of which one – automated sampling – was chosen

to be analyzed in this project.

(b) Information regarding the users and the process were recorded in a

level of detail that would allow various solutions to be proposed for

the automated sampling opportunity. A process map and a persona

were used as tools to record and communicate this information.

(c) Existing solutions that could be used as starting points for develop-

ment were evaluated against a list of priorities for the customers of

the automated sampling end product.

2. Converge – Roadmapping

(a) A roadmap of features was generated to guide the development of

the automated sampling product. The roadmap was designed to test

hypotheses regarding the value of the solution, through a series of

Minimum Viable Products (MVPs).

(b) A business case was developed to analyze the viability of the first

Minimum Viable Product.

(c) The calculation of a long-term Net Present Value (NPV) for the au-

tomated sampling product solution was recommended to NGA(DS)

but not completed within the time frame of the project.

This chapter provides the methods and results for the Solution Development phase

of the project. At the time of the project, the NGA(DS) team had multiple solutions

in development. One of these solutions, an automated sampling system, was used as

a case study for the methodology developed in this chapter. Automated sampling
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addresses opportunities #1 and #2 from the Opportunity Analysis phase.

The solution development phase began with documenting our understanding of

the opportunity in the Business Requirements Document (BRD). The activities were

then divided into two sub-phases: Diverge and Converge. As part of the Diverge

sub-phase, a persona was established for the lead user, a current state process map

was documented, and existing solutions were evaluated as starting points. In the

Converge sub-phase, we documented an initial roadmap of features for the product

and performed a full cost analysis of the MVP. This chapter also discusses how a Net

Present Value (NPV) analysis of this solution should be performed, although that

analysis was not completed within the duration of the project. The outcome of the

Converge Solution Development phase is recommended to be documented in a PRD

(Product Requirements Document), which can then guide the build of the product.

The analysis presented in this chapter was performed in close collaboration with

other members of the NGA(DS) team.

4.1 Motivation – Business Requirements Document

Methods

Consistent with the recommendations of the article by the Google product manager

discussed in Section 1.2, the solution development process was started with a full

documentation of the opportunity that we were attempting to address. The purpose

of this document is to align the NGA(DS) team, its customers, partners, and leaders

in how they understand the opportunity. This alignment is a two-way process that

allows stakeholders to understand NGA(DS)’s plans but also to provide feedback.

The document can be revised based on this feedback. The document is intended to

be short (2 to 4 pages) with relatively simple and non-technical language, so that it

could be easily circulated to a wide audience.

The BRD was intended to document

1. A brief vision statement that summarizes the need for a solution.
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2. Detailed statement of motivation for why a solution should be pursued, in-

cluding who the solution is meant for, what solutions already exist, and why a

new solution is being pursued now.

3. A use scenario which briefly outlines how the solution would be used.

4. The opportunity sizes for the opportunities addressed by the solution, as

calculated in Section 3.2.1.

5. Adoption barriers, risks, and dependencies a solution might face.

While the BRD includes details that are relevant to developing a solution, it is

still only a definition of the opportunity, not the solution itself. The BRD is written

to be specific about the current state and opportunity, but as general as possible

regarding the solution.

Results and Discussion

The draft of the Business Requirement Document as developed by the end of the

project is included as Appendix D. The draft was reviewed with the broader NGA

group, the DS Pre-Pivotal Development group, and the Pilot Plant group. It is ex-

pected to be reviewed with other customers and stakeholders as product development

continues.

4.2 Diverge – Ideating

4.2.1 Persona

Methods

Software designer and programmer Alan Cooper is credited with originating the use

of personas for product development. In his article, “The Origin of Personas”, he

writes, “At the next group meeting, I presented my designs from the points of view

of [personas] Chuck, Cynthia, and Rob instead of from my own. The results were
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dramatic. ... the programmers could clearly see the sense in my designs because they

could identify with these hypothetical archetypes. ... engineers began to talk about

‘what Cynthia would do’ or ‘whether Chuck could understand’ some dialog box” [39].

Personas are abstract representations of the target customers that a development

team can relate to. Personas are meant to allow developers to take the user’s perspec-

tive when making design decisions for the solution. This purpose is different than for

user profiles, which help with decision making on a much broader level, i.e., regarding

what opportunities are pursued. Because of this difference in purpose, User Profiles

and Personas are also written differently. User profiles include general facts and data

about a group of users, while personas include specific details about a single hypo-

thetical person. “Generating a Persona” is step 5 of the Disciplined Entrepreneurship

framework [22].

Results and Discussion

For reasons discussed in the User Profiles section (Section 3.1.1), the lead customer

group of the automated sampling solution was chosen to be the DS Pre-Pivotal scien-

tists. Furthermore, as mentioned in the BRD, the bioreactor was chosen as the lead

use case because of the relatively higher frequency of sampling required. A persona

was developed for the DS Cell Culture Pre-Pivotal Scientist based on inter-

views with four scientists in this role and a walk-through of their lab. The data for

the personas were collected jointly with other members of the NGA(DS) team.

For simplicity, the persona is presented just as a list of traits, without any further

categorization or organization. Personas often use a made up name, but is not used

here to avoid confusion – in a setting where personas are not widely used and the

user base is very small (<10–20 individuals), a name may suggest that the persona

refers to a real person.

The persona traits should not be attributed to any particular interviewee since

the persona is based on the thesis author’s interpretation.

1. The scientist is deeply familiar with the cell culture process and has many years

of experience running experiments in this area.
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2. The scientist takes ownership of their experiments and is invested in the success

of the experiments. The scientist needs to take care of the cell culture and keep

the cells alive. Many things can kill cell cultures, e.g., a contamination or a

malfunctioning sensor.

3. The scientist works long hours, including frequently in the evening and on week-

ends. On some of the weekend days, the scientist comes to the lab only to collect

samples and analyze them.

4. In making decisions about a run, the scientist uses all the process data that

they have (critically including sample analysis), along with their experience

from past runs. Quick and easy access to relevant data can help them during

run time. For example, if the online pH sensor does not agree with the offline

pH measurement, the scientist may consider the trends of both values within

the run, the expected pH range in such a run, previous experience with accuracy

of the online and offline instruments etc. Based on this, the scientist will form

a hypothesis and act on that. This process is different from a manufacturing

run, where all procedures are pre-determined.

5. At the end of the run, the scientist needs to document the results of the experi-

ment in GLP validated databases. Here again, the scientist needs data, but the

priorities are different – completeness, reliability, and integrity instead of speed

and easy access.

6. The scientist is used to regularly evaluating and adopting new technologies.

The scientist would be open to a new automated sampling system if it helps,

but probably not if it creates more work than is saved.

4.2.2 Process Map

Methods

The process map, in this case, documented the flow of material and data for sampling.

As compared to the process map in Section 3.1.2, the process map here zooms into the
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process of collecting and processing samples. The process map was only documented

for the bioreactor samples, since that was the lead use case. This step was primarily

executed by another member of the NGA(DS) team. The map was documented as a

table containing information on:

1. The analytical instrument for which the sample was collected

2. Preparation required before introducing sample into analytical instrument

3. Frequency and timing of sample

4. Duration of processing the sample, from the time that the sample is drawn

from the bioreactor until the analytical results are retrieved

5. Types of measurement data retrieved from the instrument (e.g., cell counts,

metabolites)

6. Data storage systems for the measurement data

7. Reasons for collecting the data (e.g., re-calibrating sensors, monitoring cell

health, adjusting setpoints)

Results and Discussion

The process map cannot be shared here to protect confidential information. The pro-

cess map was used in the Converge sub-phase to generate ideas for how the sampling

workflows may be re-engineered when using an automated sampling system.

4.2.3 Existing Solutions

Methods

As discussed in Section 2.1.2, all automation solutions build on existing platforms,

whether proprietary or open-source. Hence, before developing a solution, the NGA(DS)

team must evaluate all the existing solutions that they can build on top of. Different

starting points may offer different capabilities. All existing solutions are expected to
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require at least some development before they can be used within Amgen’s processes,

but the amount of development required may vary from minimal integration and

customization, to full custom software development. The TRLs discussed in Section

3.2.2 can serve as a good scale to judge the relative amount of development required

from each starting point.

In addition to identifying existing solutions, we evaluated how these solutions

were expected to perform against an initial list of general requirements for the final

solution.

Analyzing existing solutions relates to step 11 of the Discipline Entrepreneurship

framework (“Chart Your Competitive Position”)[22]. While externally marketed prod-

ucts must compete against existing solutions, an internal product team can choose

to use and build on top of the existing solutions. The analysis, however, is similar in

both cases.

Results and Discussion

As mentioned in the BRD, three starting points were identified for the automated

sampling opportunity: (i) automated sampling system 1 by vendor A, (ii) automated

sampling system 2 by vendor B, and (iii) a Raman probe by vendor C. Automated

sampling systems 1 and 2 are both complex systems that are able to draw liquid

samples from vessels, dilute samples, store samples, and send samples to analytical

instruments. Both systems provide physical and digital integrations with many ana-

lytical instruments which are used in biomanufacturing. The third option, the Raman

probe, provides very different functionality, but addresses the same essential oppor-

tunity that is documented in the BRD. The probe provides in situ measurements of

the chemical composition of the bioreactor contents using Raman spectroscopy. In

this way the Raman probe can, presumably, provide much of the same data that are

currently measured by offline analytical instruments.

All three existing solutions would require additional integration by NGA(DS),

before the solutions could address the opportunity documented in the BRD. The

existing solutions would need to be integrated into the lab’s/plant’s process control
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system and into Amgen’s databases.

We compared the existing solutions based on their potential to fulfill the seven

general requirements:

1. Ability to provide all the measurements that are currently collected, as

documented in the sampling process map. For the automated sampling systems

1 and 2, this assessment implied being able to integrate with the analytical

instruments that could provide such measurements. At minimum, the final

solution should account for all the measurements required in some way, but

ideally the measurements collected would be as or more precise and accurate as

those measurements currently being collected by Amgen.

2. The solution should provide safe and clean handling of the sample, and not

affect the sterility of the process.

3. The existing solution should have been vetted by process development

teams within Amgen for the above two points before NGA(DS) develops inte-

grations with Amgen systems.

4. If all measurements are not currently available, the vendor should be willing to

co-develop future integrations with additional analytical instruments per

Amgen’s requirements.

5. The vendor should provide adequate support with installation and com-

missioning.

6. The final solution should provide data integrity and easy management of

measurement data.

7. The solution should physically fit within the limited space available in the

labs and plants.

The assessment of specific solutions to specific requirements is not provided here

to protect confidential information. Overall it was decided that existing solution (i)

– automated sampling system 1 by company A – was the most appropriate to use for
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initial development. Other existing solutions were not abandoned but rather kept in

active consideration for future versions of the NGA(DS) automated sampling product.

4.3 Converge – Roadmapping

Based on the information collected in the Diverge sub-phase, the objective of the

Converge sub-phase was to define an initial plan for the solution.

4.3.1 Roadmap and Features

Methods

In this step, the roadmap of the product was defined as a prioritized list of features.

As recommended by all sources in the Literature Review (Section 1.2), the priori-

ties were set to allow the sequential validation of key hypotheses regarding how the

solution creates value. The roadmap was split into three “versions” of the product:

v1 (Minimum Viable Product), vNext, and vLongTerm. Special attention was paid

to defining the Minimum Viable Product (MVP). Lean Startup describes the MVP

as “that version of the product that enables a full turn of the Build-Measure-Learn

loop with minimum amount of effort and least amount of development time” [20].

The MVP provides value by validating or invalidating a key hypothesis. vNext and

vLongTerm are documented to keep the MVP connected to the long-term goals of

the product, but we would expect these versions to evolve based on the learning from

the MVP. Lean Startup intends the entire development process to actually be a series

of MVPs.

For each version, a set of features were listed by a simple brainstorming exercise

within the NGA(DS) team. In this exercise, three members of the team developed a

list of all the features that had been thought of within the team, or been requested by

customers in interviews. Each feature was then sorted into the three versions based

on the following questions: is this feature needed to test the MVP hypothesis? If not,

is this feature needed to test the vNext hypothesis? If the feature was not needed for
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either but fulfilled an unmet need, we included the feature in vLongTerm.

Results and Discussion

v1 (MVP)

Hypothesis: An automated sampling solution can be built for the Pre-Pivotal

Development lab such that the scientists would avoid manual sampling at least on

weekends. This solution would provide net time savings for the scientists.

Features:

1. Integration with analytical instruments A and B to provide measurements C,

D, and E

2. Ability to draw cell-free samples using technology F

3. Integration with a fraction collection to hold samples for offline testing

4. Dilutions of up to a 1:x ratio.

5. Flow line cleaning to avoid cross-contamination

6. Scheduler for planned samples

7. Integration with DCS to display sample results and trends.

8. Safety assessment for the entire system and each feature

vNext

Hypothesis: An automated sampling solution can be built for clinical or commercial

manufacturing plants that would provide a net cost decrease. The cost savings would

be expected primarily from lower direct labor requirements and greater reliability.

Features:

1. Integration with manufacturing platform analyzers for all required measure-

ments
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2. Ability to trigger sampling commands from the DCS

3. DCS alarms based on sample results

4. Dilutions of up to a 1:y ratio

5. Reduced cycle time for each sample

6. Re-calibration of sensors based on offline results

7. Ability to draw cell-free samples using technology F

8. Integration with a fraction collection to hold samples for offline testing

9. Vendor commitment for parts supply

vLongTerm

Hypothesis: An automated sampling solution can be used to further optimize the

performance of the manufacturing plant and build new capabilities.

Features:

1. PAT and feedback loops based on sample results

2. Maintenance management and performance analytics for measurement instru-

ments

3. Custom sample scheduler interface for logic, time, or process condition based

sample plans

4. Potential integration with offline or online Raman probe

4.3.2 MVP Cost Analysis

Methods

A cost analysis was done to estimate the value of the MVP to its customers. This

cost analysis was not conducted with an expectation of a positive value, or to help
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decide whether the product should be pursued. As discussed, the major value of the

MVP to Amgen as a whole is in validating or invalidating hypotheses. The purpose

of the cost analysis was primarily to understand how various design decisions and

user behaviors drive cost and benefit.

Results and Discussion

The cost model for the MVP compared the benefit of saving the scientists’ time

against the cost of the MVP solution. The model was built to calculate an annual

net cost or benefit. Time value of money was not considered and capital costs were

simply amortized in a straight line. An NPV approach was avoided for simplicity.

The net time savings were calculated as the time for manual sampling that could

be avoided with the MVP minus the additional setup and operation time required

for the MVP. These time savings included commute time for when scientists may be

able to avoid coming to the lab only to take samples. We calculated the time savings

on an annual basis based on how many runs could be supported by one unit of the

MVP. We multiplied the time savings by a nominal hourly cost of labor to get the

monetary savings. As discussed later, the cost of labor is highly variable and hence

was subjected to sensitivity analysis.

In order to determine the cost of the MVP, two Bill of Materials (BOMs) were

generated and costed – one for the assembly of a unit of the MVP, and one for

operating the MVP for a single run. The BOMs were costed based on vendor quotes

and past invoices. From the assembly BOM, two levels of costs were calculated –

the cost of the full assembly BOM and the cost of the first build. The latter did not

include the cost of equipment that Amgen already owned and that could be used to

assemble the first MVP unit. The cost of assembly was amortized over the expected

useful life of the vendor equipment in a straight line. The operation BOM provided

a per-run cost, which was then multiplied by the expected number of runs the MVP

could support, to get the annual cost.

Multiple scenarios were tested in the model by altering assumptions regarding

design constraints, current costs, and product performance. In all likely scenarios,
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the MVP was found to have net negative, or close to net neutral financial value.

As mentioned, this did not affect the decision for whether the product was pursued.

Another output of the model was the amount of time saved for scientists, which was

found to be significant. This was valuable in a setting where scientists already had

many demands on their time – an automated sampling system could help even if it

slightly increased the cost of the labs.

Key performance parameters for the product that emerged from the model were

(i) the number of days in a week the scientists could use the MVP to avoid manual

sampling (e.g., all days or only weekends), (ii) the number of reactors a single MVP

unit could support within a single run, and (iii) the number of runs an MVP unit could

support in a year. The value of these parameters were not yet known, so the model

was tested with target and realistic values for each parameter. As mentioned earlier,

another uncertain input to the model was the hourly cost of labor. Measuring its value

is complicated by the fact that sampling is done primarily by salaried employees who

do not work at a fixed hourly wage. Additionally, the salary data were not available

and are expected to be highly variable given that scientists of different experience

levels all collect and analyze their own samples. In this case, our scenarios were

tested with the range of salaries that could realistically be expected in this context,

converted to an hourly wage for a standard forty-hour week.

It could be argued that the financial benefit from time savings that we have

calculated is not actually realizable since a single MVP unit may not save enough time

to actually reduce the number of scientists in a lab. In discussions within NGA(DS),

it was decided to include the benefit despite this argument. This decision was based

on the assumption that accounting for benefits in such a way incentivizes improving

process efficiency over the long run. Even if one version of one solution is not enough

for a step decrease in the cost, sustained innovation would provide savings eventually.

4.3.3 Future Work: Long-Term NPV

It is recommended that the NGA(DS) team perform a long-term NPV analysis for

their automated sampling product. As opposed to MVP cost analysis, which was
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concerned with costs in the lab context in which the MVP would be deployed, the

long-term NPV analysis would focus on the original opportunities for which this

product was pursued: increased reliability and decreased direct labor requirements

for clinical and commercial manufacturing plants. The NPV analysis could be car-

ried out on a per manufacturing line basis and would include similar cash flows as

the MVP business case: benefit of sampling time saved, ongoing costs of operating

the new solution, and capital expenses for assembling the product units. While the

opportunity size calculations in the Chapter 3 were limited to Platform A, this solu-

tion may be applicable to other platforms, and the NPV calculation could be done

for all platforms with the same methodology.

4.4 Future Work: Product Requirements Document

It is recommended that once the long-term NPV is calculated and all the analysis

of the Solution Development phase has been internally vetted, the NGA(DS) team

should create a Product Requirements Document. This document would repeat the

definition of the opportunity from the BRD, and add the information about the

planned product. Specifically it should add the roadmap, features, and the long-term

NPV (if already positive). Additional outcomes of the Solution Development phase,

including personas, process maps, existing solution analysis, and MVP cost analysis

could be included as appendices for readers who may wish to dive deeper into these

details. As with the BRD, the PRD would be a tool to align the expectations of

stakeholder and to seek feedback from them. The PRD should also be kept short and

easily readable.

83



THIS PAGE INTENTIONALLY LEFT BLANK

84



Chapter 5

Conclusion

During the course of this project, a product management framework was developed for

the NGA(DS) team. The framework was built up by applying relevant principles and

tools from existing prominent frameworks to the NGA(DS) team’s vision of providing

automation solutions for a continuous manufacturing process platform at Amgen.

The framework generated in this project helped the NGA(DS) team to (i) search for

opportunities in the current process, (ii) prioritize the opportunities identified, (iii)

develop multiple solution ideas for a single opportunity, and (iv) set a roadmap focused

on testing hypotheses regarding the opportunity and solution. A single iteration of

the framework methodology was completed within the time frame of the project

(discounting two activities that are detailed in this thesis but not completed during

the project). All results from the application of the framework methodology were

validated by reviews within the NGA(DS) team and some were validated by reviews

with other SMEs within Amgen as well.

This framework is expected to guide decision making for the NGA(DS) team in

the future, for making several types of decisions:

1. Once the Minimum Viable Product (MVP) has been released for the automated

sampling solution, the Solution Development phase can be repeated to decide

whether the NGA(DS) team should persist with the existing roadmap or pivot

their plans based on new learnings.
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2. If multiple opportunities are being pursued for Platform A, the Solution Devel-

opment phase can be executed for the additional opportunities.

3. If additional opportunities are discovered for Platform A or if there are major

changes in the current process, the Converge sub-phase of the Opportunity

Analysis phase can be repeated to re-prioritize opportunities.

4. The framework, including both phases, can be executed for other NGA(DS)

work streams, which include development of automation for other processes

and process platforms.

The framework itself is also expected to evolve over time. The specific methodol-

ogy and communication format for each activity may be different for each manager

using the framework, but the goals of each activity and the broader principles of the

framework are expected to be more stable. The framework can be expected to grow

to support additional activities of the NGA(DS) team. The areas of growth can be

hypothesized based on activities recommended by the source frameworks that were

not implemented in this project. For instance, the anecdotal information from prod-

uct managers indicated that product managers often also support engineering work-

flow management, for instance using Agile [40], and technical documentation for the

solutions [24]. Disciplined Entrepreneurship and Double Diamond recommend user

experience development activities such as wireframing and storyboarding [22, 23].

Disciplined Entrepreneurship and Lean Startup emphasize management of customer

acquisition and growth focused activities [22, 20]. These or other tools can be added

to the framework as needed to support product development within NGA(DS).
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Appendix A

Application of Disciplined

Entrepreneurship Framework to

Amgen Next Gen Automation

Table A.1 applies Bill Aulet’s Disciplined Entrepreneurship (DE) framework to teams

building internal products to improve operations. The table considers which steps are

applicable to such a setting and, where applicable, how the steps were executed in my

project. Of the 24 steps, 22 were found to be fully or partially applicable to internal

product team such as NGA(DS), while two were found to be generally not applicable

(steps 16 and 19). Adapting the framework to use in my project required three broad

modifications:

1. Analyzing internal customers and internal “markets” is somewhat differ-

ent than customers in an actual market. Many of the steps are affected by

this difference, but the modifications required are fairly straightforward and are

explained in the table.

2. The volume of units that NGA(DS) would expect to install for any one of its

products is smaller than most stand-alone companies would install. A finished

NGA(DS) product would only have a few units total – for instance, one in each

lab or plant within Amgen. This difference in volume from Aulet’s intended
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audience affects the steps focusing on customer acquisition. While companies

selling high-volume products would need to have a repeatable sales and mar-

keting operation cycle, NGA(DS) would likely manage each unit install as an

individual project.

The above is not necessarily the case for all internal products. For instance, if

a big company like Amgen intended to roll out a high-volume internal solution,

such as a smartphone application for each employee to use, then the customer

acquisition should be performed as Aulet recommends. For such high-volume

internal products, a repeatable process would likely be needed to “acquire” em-

ployees as users.

3. The framework developed in this project combines DE with other frame-

works discussed in Chapter 1. These frameworks generally tend to converge

two similar principles but provide different perspectives. As mentioned in the

table, all the applicable steps in DE were performed in my project or are rec-

ommended for the future. These steps were not necessarily performed in the

order that the DE framework identifies.

Step Interpretation for internal
teams Project execution/results

1 Market Segmen-
tation

This step is applicable to
internal product teams but
the set of potential cus-
tomers is likely already de-
fined fairly narrowly for a
team by the company’s or-
ganizational structure. For
internally focuses team, this
step should include analyzing
relevant internal and external
supply chains for the com-
pany.

Analysis presented in
Chapter 2
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2 Select a Beach-
head Market

The criteria provided to se-
lect the beachhead market ap-
plies well to internal markets.
The only caveat is for crite-
rion 2 – internal teams do not
have formal sales forces. How-
ever, teams should still con-
sider which customers would
be willing to even start talk-
ing about potentially accept-
ing and using their solutions.

For this project, the
NGA(DS) team had al-
ready arrived at Platform
A as a beachhead market.
This decision was outside
the scope of the project
but was made using sim-
ilar considerations as
prescribed by DE.

3 Build an End
User Profile

This step is fully applicable to
internal product teams. Value
stream/process maps can also
be useful in capturing infor-
mation relevant to this step
in manufacturing/operations
settings.

End user profiles and the
process map for Platform A
are documented in Chapter
3.

4

Calculate the
Total Address-
able Market
(TAM) Size for
the Beachhead
Market

This project adapted the con-
cept of TAM to internal so-
lutions as Opportunity Size.
The methodology for this
adaptation is discussed in Sec-
tion 3.2.1.

Opportunity sizes for vari-
ous potential opportunities
were calculated (methodol-
ogy documented in Section
3.2.1). Each opportunity
can be considered a sub-
segment of the beachhead
market.

5

Profile the Per-
sona for the
Beachhead Mar-
ket

This step is fully applicable to
internal product teams. In an
internal setting, the persona
would be expected to focus on
the professional, rather than
personal, life of the customer.

A persona was created for
the automated sampling
solution case study and is
presented in Chapter 4.
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6 Full Life Cycle
Use Case

The use case for the use of a
product is fully applicable to
internal products.
As defined by DE, a full life
cycle use case also includes the
process of acquiring customers
and delivering the product to
them. These processes should
be included in the use case
for high volume products, but
not for low volume products.
For the latter, these processes
can be executed as individ-
ual projects with the specific
needs for each installation ac-
counted for in real time.

A use case for the use
of the product was pre-
pared for the automated
sampling case study and is
presented in Chapter 4.

7 High-Level Prod-
uct Specification

This step is fully applicable to
internal product teams.

For the automated sam-
pling case study, a product
road-map was prepared as
the high-level specification
and is presented in Chap-
ter 4. Visual tools to com-
municate the specification,
as suggested by DE, are
recommended but were not
completed within the time-
frame of the project.

8 Quantify the
Value Proposition

This step is fully applicable to
internal product teams.

A business cases for the
MVP was developed in
the Solution Development
phase. A long term NPV
calculation was recom-
mended as part of the
project framework but
was not completed within
the timeframe of the
project. The methodolo-
gies for both activities are
presented in Chapter 4.
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9
Identify Your
Next 10 Cus-
tomers

The motivation of this step,
i.e. not losing focus on the
long-term vision of a prod-
uct while building the MVP,
is applicable to internal prod-
ucts. In the case of low vol-
ume products, there may not
be 10 customers even in the
long term. In that case, the
step can be framed as identify-
ing all the potential long term
users and stakeholders.

Within the time frame of
the project 5 additional po-
tential users of the long-
term product, beyond the
user presented in the ini-
tial persona, were inter-
viewed. Additional in-
terviews are recommended
and will likely occur as the
development progresses.
The results of the inter-
views are not presented in
this thesis..

10 Define Your Core

Internal teams should find
core capabilities that differen-
tiate them from both other in-
ternal teams and external ven-
dors.

This analysis is presented
in Chapter 2.
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11 Chart Your Com-
petitive Position

This step may be applicable
to internal teams, with a few
caveats:

1. An internal innovation
team does not have to
compete with existing
solutions, and has the
option of using them in-
stead. Hence for inter-
nal teams, this step can
be framed as finding the
best starting point in-
stead of evaluating com-
petitors. A decision to
build an internal prod-
uct from scratch where
a product already exists
in the market should be
justified in terms of the
overall cost and benefit
of both options.

2. For a high volume mar-
ket, it can be appro-
priate to judge com-
petitors using two ma-
jor customer priorities,
as the book suggests.
For a low volume mar-
ket, it is possible to
more reliably gather a
larger set of require-
ments from customers
and it can be informa-
tive to judge competi-
tor products against all
of these requirements.
The relative importance
of each requirement can
be also judged. We can
record this information
in a matrix format, as
shown in Chapter 4.

The performance of various
starting points available for
the automated sampling
solution was judged against
a set of a general require-
ments. This analysis is pre-
sented in Chapter 4.
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12

Determine the
Customer’s
Decision-Making
Unit

This step is fully applicable to
internal products.

This step was completed
for the automated sam-
pling product by analyz-
ing the formal and infor-
mal networks within the
company. The analysis is
not presented in the the-
sis to protect company in-
formation, and because the
methodology is expected to
be different for each com-
pany and team.

13
Map the Process
to Acquire a Pay-
ing Customer

This step is fully applicable to
internal product teams. Only
minor details may be differ-
ent for internal products e.g.
there may not be a formal
marketing group involved. For
low volume products, each ac-
quisition may need to cus-
tomized and run as a project
rather than relying on a pre-
determined process.

The NGA(DS) team was
developing the customer
acquisition plan for the au-
tomated sampling solution
during the project, but the
development of the plan
was not included in the
scope of the thesis. Since
this was a low volume
product, the plan was be-
ing developed specifically
for the MVP solution and
not to be generalized for
future versions and cus-
tomers.

14

Calculate the
Total Address-
able Market Size
for Follow-on
Markets

This step is fully applicable
to internal products. Follow-
on markets may be for other
steps in the same process or
similar steps in an other pro-
cess.

The initial set of oppor-
tunities analyzed in Chap-
ter 3 may be considered
follow-on markets. It is
also recommended to cal-
culate the opportunity size
for adopting the automated
sampling solution to other
process platforms besides
Platform A, but this cal-
culation was not performed
during this project.

15 Design a Business
Model

Teams building internal prod-
ucts do not need to design
a business model but rather
need to examine how their
work fits into their company’s
business model.

Amgen’s business model
and the roles of NGA(DS)
within Amgen is analyzed
in Chapter 2.
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16 Set Your Pricing
Framework

This step is not applicable to
internal product teams, unless
they are funded using an inter-
nal transfer pricing arrange-
ment.

Transfer pricing was not
considered as part of this
project.

17

Calculate the
Lifetime Value
of an Acquired
Customer

With a product that is both
developed and used internally,
the lifetime value is equiva-
lent to the Net Present Value
(NPV) of the product to the
company. The NPV should be
calculated.

It is recommended to cal-
culate the NPV, but the
full costing of the auto-
mated sampling case study
solution could not be com-
pleted to perform the NPV
calculation within the time
frame of the project.

18
Map the Sales
Process to Ac-
quire Customers

Internal product teams, es-
pecially smaller teams like
NGA(DS), are unlikely to
have a full-fledged sales force.
The teams can establish rough
numbers for the percentage of
overhead time that team man-
agers, products managers, and
engineers spend on communi-
cating with the internal cus-
tomers.

This step was not included
in the scope of the project.
Once the team’s processes
are stabilized, it is rec-
ommended that NGA(DS)
calculate rough numbers
for the amount of overhead
required for various team
members for external com-
munication.

19
Calculate the
Cost of Customer
Acquisition

This step is likely not appli-
cable if there is no dedicated
customer acquisition staff or
if the product is low volume.
For high volume products, if
adoption requires significant
internal “selling”, CoCA would
be an important metric to
track.

This step was not per-
formed for this project.

20 Identify Key As-
sumptions

This step is fully applicable to
internal products.

Key assumptions are iden-
tified in the calculation
of the opportunity size
(Chapter 3) and as risks in
the BRD (Chapter 3).

21 Test Key As-
sumptions

This step is fully applicable to
internal products. The doc-
umentation used to capture
agreements with internal cus-
tomers may vary based on the
customary processes within a
company.

The BRD (Chapter 3) and
PRD (Chapter 4) for the
automated sampling solu-
tion are recommended to
be used to validate assump-
tion with stakeholders and
to jointly agree on plans for
pilot implementations.
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22
Define the Mini-
mum Viable Busi-
ness Product

This step is fully applicable to
internal products.

A MVBP for automated
sampling was designed and
is presented in the solution
roadmap (Chapter 4).

23
Show that “The
Dogs Will Eat the
Dog Food”

This step is fully applicable to
internal products.

The MVBP designed in
step 22 was being devel-
oped, but was not com-
pleted within the project
timeline.

24 Develop a Prod-
uct Plan

This step is fully applicable to
internal product teams.

A product road-map for
automated sampling was
developed to include vNext
and vLongTerm versions,
and is presented in Chap-
ter 4. This road-map is ex-
pected to evolve based on
learnings from building and
testing the MVBP.

Table A.1: 24 Steps of the Disciplined Entrepreneurship
framework adapted to internal product teams and NGA(DS)
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Appendix B

User Profiles

The following tables provide the user profiles for the DS Pre-Pivotal Development,

DS Pivotal Development, and the DS Pilot Plants groups. Since the NGA(DS) team

primarily works within the DS space (rather than Drug Product (DP) or Finished

Product (FP)), the user groups are referred to simply as Pre-Pivotal, Pivotal, and

Pilot Plants groups. The methodology for gathering data for these user profiles is

explained in Section 3.1.1.

Only data points that were found to be relevant to this project are included

here. Full user profiles contain additional data collected in interviews, which may be

relevant to NGA(DS)’s other work-streams or for ideation.
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Table B.1: User profile for DS Pre-Pivotal Development group

Jobs To Be Done

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1
The Pre-Pivotal group develops the
process for early pipeline aka pre-
pivotal molecules.

This is the primary job of Pre-
Pivotal group. Any NGA(DS) prod-
uct introductions should cause min-
imal disruption to this job, and if
possible, should help to improve the
performance of the job.

2

The Pre-Pivotal group has to trans-
fer process definitions to the Pi-
lot and Clinical Production Facili-
ties Pivotal Development group and
eventually to Pivotal Development
group for commercial process devel-
opment.

NGA(DS) products intended for
clinical and commercial manufactur-
ing plants should first be provided to
the Pre-Pivotal groups, so that the
products can be incorporated into
the process definitions.

3

The Pre-Pivotal group advises the
engineering and manufacturing
groups regarding equipment and
automation technology. The pre-
pivotal group is building its own
automation capabilities to support
this function.

This functions aligns well with the
role of NGA(DS). The pre-pivotal
group can be expected to be a strong
partner for NGA(DS).

4

For their experiments, the Pre-
Pivotal group operates x # of biore-
actors using a, b, and c equip-
ment/automation platforms, and y
# of downstream lines using d, e,
and f equipment/automation plat-
forms.

The Pre-Pivotal labs are a fairly
large operation in themselves, which
can be optimized using automation.
The can be an indirect result of
NGA(DS) products. It will not be
the primary objective for the prod-
ucts, since the scale of clinical and
commercial manufacturing costs is
larger.

5
The Pre-Pivotal group intends to de-
velop Platform A, with a major cur-
rent goal being reduction of CPG.

NGA(DS) will be collaborating with
the Pre-Pivotal group to achieve
this.

6
The Pre-Pivotal group must main-
tain safe working conditions for ev-
eryone working in the labs.

NGA(DS) products should be safe
to use and install. The NGA(DS)
team can achieve this by a combina-
tion of organizational processes that
verify that the products are safe to
use, and software-based automated
fault detection which can detect and
prevent unsafe equipment conditions
in real-time.
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Gains

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1

Individuals with cross-functional
process and automation engineering
expertise have been able to develop
useful automation in the group’s
labs.

NGA(DS) should maintain a deep
familiarity with process engineering
concerns, in addition to their au-
tomation engineering expertise.

2

The Pre-Pivotal group has collab-
orated with Attribute Sciences and
Digital Integration and Predictive
Technologies groups to develop new
process and automation technolo-
gies.

The NGA(DS) team should also
continue to partner with the At-
tribute Sciences and Digital In-
tegration and Predictive Technolo-
gies during the development of
NGA(DS)’s products.

3

Early experiments with automated
sampling systems have shown
promising results and the group is
hoping to develop this technology
further.

NGA(DS) has take on automated
sampling as an opportunity. This
opportunity is considered in this
thesis for the solution development
case study in Chapter 4.

4

The group is evaluating dynamic
loading technology for chromatogra-
phy columns (i.e., automated load-
ing based on real-time titer measure-
ments).

This opportunity is evaluated for
NGA(DS) in Chapter 3.

5

The Pre-Pivotal group has devel-
oped automation internally with low
capital costs by using open source
tools a, b, and c.

NGA(DS) may consider using these
open source tools for development
in the future. However, this oppor-
tunity is not considered within the
scope of this thesis.

Pains

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1

Issues with communications within
automation systems have inter-
rupted Pre-Pivotal experiments in
the past.

NGA(DS) should consider commu-
nication issues as a risk for the prod-
ucts they develop, and mitigate the
risk as far as possible. This risk is
included in the BRD and PRD in
Chapter 4.
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2

Process technology transfers can be
especially complex and costly when
the process uses new technology pre-
viously not implemented by the re-
ceiving group.

While developing new solutions
with the Pre-Pivotal group, the
NGA(DS) team should keep the
intended eventual target users of
the solution informed. The target
user’s requirements should be con-
sidered and the technology should
be demonstrated to them early, in
preparation of the technology trans-
fer.
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Table B.2: User profile for DS Pivotal Development group

Jobs To Be Done

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1
The Pivotal group develops the pro-
cess for late pipeline aka pivotal
molecules.

This is the primary job of Pre-
Pivotal group. Any NGA(DS) prod-
uct introductions should cause min-
imal disruption to this job, and if
possible, should help to improve the
performance of the job.

2

The Pivotal group receives process
definitions from the Pre-Pivotal De-
velopment group and eventually, af-
ter further development, transfers
them to the clinical and commercial
manufacturing plants.

NGA(DS) products intended for
clinical and commercial manufactur-
ing plants should also be provided to
the Pivotal group, so that the prod-
ucts can be stay incorporated into
the process definitions.

3

For their experiments, the Piv-
otal group operates x # of biore-
actors using a, b, and c equip-
ment/automation platforms, and y
# of downstream lines using d, e,
and f equipment/automation plat-
forms.

The Pivotal labs are a fairly large
operation in themselves, which can
be optimized using automation.
The can be an indirect result of
NGA(DS) products. It will not be
the primary objective for the prod-
ucts, since the scale of clinical and
commercial manufacturing costs is
larger.

4
The Pivotal group intends to de-
velop Platform A, with a major cur-
rent goal being reduction of CPG.

NGA(DS) will be collaborating with
the Pivotal group to achieve this.

5
Amgen has a culture of safety, where
safety in the labs and workspaces is
high priority.

NGA(DS) products should be safe
to use and install. The NGA(DS)
team can achieve this by a combina-
tion of organizational processes that
verify that the products are safe to
use, and software-based automated
fault detection which can detect and
prevent unsafe equipment conditions
in real-time.

Gains

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1

A custom automation system devel-
oped internally in the Pre-Pivotal
group has been recently transferred
to the Pivotal group and has been
operated successfully.

NGA(DS) can model the process to
transfer their own products from the
Pre-Pivotal to Pivotal group, based
on the process followed for this sys-
tem.
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2

The Pivotal group mostly uses the
same equipment and has the same
scale of processes as the Pre-Pivotal
group. This simplified technology
transfers.

NGA(DS) products provided to the
Pre-Pivotal group may not require
major changes before the products
can be provided to the Pivotal group
as well.

Pains

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1

Issues with communications within
automation systems have inter-
rupted Pivotal experiments in the
past.

NGA(DS) should consider commu-
nication issues as a risk for the prod-
ucts they develop, and mitigate the
risk as far as possible. This risk is
included in the BRD and PRD in
Chapter 4.

2

Process technology transfers can be
especially complex and costly when
the process uses new technology pre-
viously not implemented by the re-
ceiving group.

While developing new solutions with
the Pivotal group, the NGA(DS)
team should keep the intended even-
tual target users of the solution in-
formed. The target user’s require-
ments should be considered and the
technology should be demonstrated
to them early, in preparation of the
technology transfer.

3

In performing JTBD #4 (i.e., reduc-
tion of CPG for Platform A), the
Pivotal group has found that cer-
tain segments of process cost struc-
ture, e.g., depreciation, cannot be
optimized based on process improve-
ments that the Pivotal group can
make at this point.

NGA(DS) also may not be able to
optimize these segments of the pro-
cess cost structure, as discussed in
Section 3.2.1
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Table B.3: User profile for DS Pilot Plant groups

Jobs To Be Done

User Profile Author Interpretation of Implica-
tion for NGA(DS)

1

The Pilot Plants run processes
on commercial manufacturing scale
equipment. The primary purpose of
this is to provide experimental data
to support the Pivotal, Pre-Pivotal,
and Commercial Process Develop-
ment groups. The secondary pur-
pose is to produce material for lab
studies (not for human use).

This is the primary job of Pilot
Plant groups. Any NGA(DS) prod-
uct introductions should cause min-
imal disruption to this job, and if
possible, should help to improve the
performance of the job.

2

The Pilot Plants, in collaboration
with DSC F&E Automation, de-
velop and test new equipment and
automation which is then imple-
mented in clinical and commercial
manufacturing plants.

This functions aligns well with the
role of NGA(DS). The Pilot Plants
and DSC F&E Automation can
be expected to be partners for
NGA(DS).

3

The Pilot Plants own and operate
a wide variety of process equipment
that reflects the capabilities of the
clinical and commercial manufactur-
ing network.

NGA(DS) products could be staged
in the Pilot Plants for development
and testing before they are intro-
duced in clinical and commercial
manufacturing plants.

4
The Pilot Plants run x upstream
batches and y downstream runs per
year.

The Pilot Plants are a fairly large
operation in themselves, which can
be optimized using automation.
The can be an indirect result of
NGA(DS) products. It will not be
the primary objective for the prod-
ucts, since the scale of clinical and
commercial manufacturing costs is
larger.

Gains

1

The Pilot Plant has been able to run
unit operations x and y in a “lights
out” manner, i.e., with no operator
at the unit operation and only re-
mote monitoring.

The Pilot Plants can help NGA(DS)
develop automation that can oper-
ate equipment in a lights out man-
ner. Such automation can help im-
prove quality and lower labor costs,
but needs to be highly reliable.
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2

The Pilot Plant process runs tend to
be more variable than clinical and
commercial runs, since they are ex-
periments. Pilot Plant operators
tend to be highly familiar with the
automation of their equipment, so
that they can operate it flexibly.

Pilot Plant operators can serve as
“power users” of NGA(DS) products,
providing informed ideas and feed-
back.

Pains

1 Pilot Plant runs are expensive cost-
ing $ x per run.

Optimization of operations through
automation would benefit overall
cost per run, as referenced in JTBD
#4.

2
Issues with communications within
automation systems have inter-
rupted Pilot Plant runs in the past.

NGA(DS) should consider commu-
nication issues as a risk for the prod-
ucts they develop, and mitigate the
risk as far as possible. This risk is
included in the BRD and PRD in
Chapters 3 and 4.
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Appendix C

Opportunity Size Models

This appendix provides the methodology, assumptions, and data sources for the mod-

els used to calculate opportunity sizes.

C.1 Direct Labor

C.1.1 Opportunity Hypothesis

Additional automation may be developed for unit operations x, y, and z to reduce

their direct labor requirements, leading to a lower cost of direct labor per gram.

Note: The opportunity would be considered separate for each of the units x, y,

and z, since the solutions required for each unit operation would be different. These

are grouped together here for brevity and because the methodology to calculate the

Opportunity Size for each is the same.

C.1.2 Status

This opportunity is currently considered viable.

C.1.3 Methodology, Assumptions, and Data Sources

The total cost per gram was broadly segmented into costs of raw material, deprecia-

tion, indirect labor, and direct labor, which is consistent with the OSPR cost model
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(Section 2.2):

cost per gram = $ RM/g + $ depreciation/g + $ indirect labor/g + $ direct labor/g

Only direct labor costs are considered to be affected in this opportunity. The max-

imum reduction in the direct labor cost per gram would be the cost of direct labor

required for the single unit x, y, or z. The total direct labor cost per gram is known

from the OSPR model, and is allocated to a specific unit operation based on the total

direct labor time required for that unit operation (including setup, operation, and

breakdown), as recorded in the process map:

max(∆(cost per gram)) = $ direct labor/g for unit x/y/z

= total $ direct labor/g × (unit operation floor time)current

total floor time

C.2 Indirect Labor

C.2.1 Opportunity Hypothesis

Additional automation may be developed to improve the reliability of process area

x, leading to a lower number of deviations. Hence less indirect labor time would be

required to process those deviations, lowering cost of indirect labor per gram.

C.2.2 Status

This opportunity is currently considered viable.

C.2.3 Methodology, Assumptions, and Data Sources

The total cost per gram was broadly segmented into into costs of raw material, de-

preciation, indirect labor, and direct labor, which is consistent with the OSPR cost
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model (Section 2.2):

cost per gram = $ RM/g + $ depreciation/g + $ indirect labor/g + $ direct labor/g

Only indirect labor costs are considered to be affected in this opportunity.

The maximum reduction in the indirect labor cost per gram would be the cost of

indirect labor required to process deviations from process area x:

max(∆(cost per gram)) = $ indirect labor/g for area x deviations

= total $ indirect labor/g · Mfg FTEs for devs + Quality FTEs for devs
Total Indirect FTEs

· % devs for sampling

The total indirect labor cost per gram is known from the OSPR model, and is first

segmented by the time of indirect labor that is spent processing deviations. This

information would be collected via interviews with manufacturing and quality staff

who process deviations. Then the cost of processing all deviations is segmented into

specific areas based on the distribution of deviations in Platform B, as recorded in

the process map.

An assumption for this model is that the relative distribution of deviations amongst

process areas is the same for Platform A as Platform B.

Note: This opportunity considers only the indirect labor associated with process-

ing deviations and not any potential effects of the deviation incident itself.

C.3 Yield Improvement

C.3.1 Opportunity Hypothesis

The addition of automated equipment within unit operation x may increase its yield

and hence reduce the fixed costs per gram for a run.
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C.3.2 Status

This opportunity is currently considered viable.

C.3.3 Methodology, Assumptions, and Data Sources

This model is based on the assumption that if yield is improved, the duration of each

run will be kept constant and additional product will be produced. In the opinion

of the SMEs that I consulted, this situation was more likely to happen than the

possibility of the run being shortened to generate the same amount of product.

The cost per gram is given by

cost per gram = variable cost per gram

+
fixed cost per run

g output from unit x · downstream yield

max(∆(cost per gram)) =
fixed cost per run
downstream yield

(︂
1

(g output from unit x)max yield

− 1

(g output from unit x)current

)︂

Certain costs within the total cost per gram are variable with respect to the yield

of unit operation x, and others are fixed. As the total grams of product from a run

increases, the fixed cost per gram decreases (variable costs are not affected). The

total product from the run is the grams outputted from unit x multiplied by the yield

downstream of unit x. The model makes seven assumptions:

1. All costs (raw material, labor, and depreciation) upstream of the change are

fixed.

2. All depreciation and indirect labor costs are fixed.

3. Within downstream labor, the costs of buffer prep, sampling, and setup times

are fixed while that of operating time is variable.

4. Within downstream raw materials, the costs of bags, flow path, filter, and misc

costs are fixed while those of media, buffer, and columns are variable.
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5. Yield downstream of unit x is assumed to be constant.

6. Maximum yield is 100%.

The overall raw material, labor, and depreciation costs were available from the OSPR

cost model. Direct labor hours and unit yields were used from the process map. The

raw material cost breakdown was based on a costed Bill of Materials received from

an engineer in Process Development.

C.4 Fully Continuous Operation

C.4.1 Opportunity Hypothesis

Providing automated fully continuous operation for units x, y, and z would allow

a reduction of footprint by using smaller equipment and hold vessels, which would

reduce the cost of depreciation per gram.

C.4.2 Status

This opportunity is currently considered viable.

C.4.3 Methodology, Assumptions, and Data Sources

The total cost per gram was broadly segmented into costs of raw material, deprecia-

tion, indirect labor, and direct labor, which is consistent with the OSPR cost model

(Section 2.2):

cost per gram = $ RM/g + $ depreciation/g + $ indirect labor/g + $ direct labor/g

Only depreciation costs are considered in this opportunity.

We found that the OSPR cost allocation methodology allocates plant depreciation

equally to all process lines running within a plant. Since the Platform A line is

currently strategically planned to be introduced into an existing plant, a smaller

footprint does not reduce the depreciation allocation much for Platform A itself.
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We could expect a step change in the opportunity size if the footprint of the whole

process is halved, because in that case, a whole additional line could be fit into the

same space within the plant:

max(∆(cost per gram)) = ∆($ depreciation/g)

=

⎧⎪⎨⎪⎩
($ depreciation/g)current

2
if footprint halved

estimated small if footprint reduction any less than half

The overall depreciation cost per gram was available from the OSPR cost model.

C.5 Fouling Reduction

C.5.1 Opportunity Hypothesis

Automation or equipment design changes that reduce fouling of the harvest filter

would allow running the bioreactor at higher cell densities, leading to higher through-

put at the bottleneck, and hence a reduced fixed cost per gram.

C.5.2 Status

This opportunity is currently considered not viable.

C.5.3 Methodology, Assumptions, and Data Sources

An SME that we interviewed advised that higher cell densities are not likely to be

pursued even with lower fouling due to the constraint on cell densities that can be

handled by the filter’s tangential flow. Hence throughput from the reactor will not

be affected.

Throughput through the harvest filter is currently maintained by using a high

perfusion rate. Being able to reduce this perfusion rate, and hence the cost of media,

represents a separate opportunity that may be analyzed.
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C.6 Dynamic Loading

C.6.1 Opportunity Hypothesis

While loading the chromatography column in unit operation x, variation in the titer

of the incoming material can lead to (a) under-loading, causing under-utilization of a

column, or (b) breakthrough, causing loss of product. The former causes a higher raw

material cost per gram, and the latter causes higher fixed cost per gram. Automated

loading of the column based on real-time titer measurements can reduce these costs.

C.6.2 Status

This opportunity is currently considered not viable.

C.6.3 Methodology, Assumptions, and Data Sources

In the current process, the column in unit operation x is not loaded directly with

the inflow from the upstream unit operation. Rather, the inflow is pooled over time

and the titer of each pool is determined before the pool is loaded, which allows

low variation in titer at the time of loading. Hence this opportunity, as currently

formulated, does not provide any value. Automated loading of columns based on

real-time titer can, however, allow continuous operation of the column. For the size

of that opportunity, model C.4 can be used.
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Appendix D

Automated Sampling Business

Requirements Document

Authors: NGA(DS)

Reviewers: NGA, Pre-Pivotal DS Development

D.1 Vision

For Amgen’s DS manufacturing sites and development labs which currently face high

operator time requirements and potential for deviations from manual sampling work-

flows, this product is an on-line or at-line measurement system that provides sample

collection (if necessary), analytical tests, data management, and feedback process

control. This product allows Amgen to develop a more reliable and efficient supply

of therapies to our patients.

D.2 Motivation

D.2.1 Intended User

The intended users of automated sampling systems are:

1. DS Pre-pivotal group for development and as lead users
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2. Pilot Plant for development and as lead users

3. Plant A or Plant B as lead users for GMP clinical and commercial manufacturing

4. Plant C, Plant D, and Plant E as eventual users for GMP commercial manu-

facturing

The technology may be applied to both Stainless Steel and Single Use facilities.

Bioreactors present a promising lead use case due to frequent sampling, but all unit

operations may be evaluated for applicability.

D.2.2 Unmet Needs & Jobs to be Done

1. Plants are required to spend a lot of manual labor on the sampling workflow,

including cleaning, pulling samples, dilutions, and paperwork.

2. Development lab staff may be required to come in around the clock or on week-

ends only to collect samples.

3. Plants face deviations/NCs caused by human errors during manual sampling

and data entry.

4. Plants face high lead time for results from manual sampling and testing work-

flows. This prevents developing IPC feedback loops to the control systems based

on sample results.

5. Plants are required to prevent contamination of the process and the samples

during sampling.

6. Plants are required to maintain data integrity of all data related to samples.

7. Plants use off-line testing of samples to manually re-calibrate pH and DO sen-

sors.

8. Manual sampling leads to variability on an operator to operator basis in analyses

such as dissolved gas composition.
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D.2.3 Existing Solutions

1. All plants in the network currently use manual sampling.

2. Automated sampling system 1 by company A is being evaluated in the Pilot

Plant.

3. Automated sampling system 2 by company B is being evaluated in the Pre-

Pivotal Labs.

4. Raman spectrscopy technology is being evaluated by Amgen as a replacement

for offline analytical tests.

D.2.4 Why Now?

1. Automated sampling system 1 by company A is a new technology and its eval-

uation by the Pre-Pivotal and AS groups indicated that its use may be viable

for GMP environments.

2. Automated sampling system 2 by company B is being tested with offline samples

in the Pilot Plant.

3. There is an Amgen initiative to reduce COGS, which automated sampling can

have an impact on.

4. Raman technology is being developed rapidly leading to greater accuracy, lower

costs, and ease of use.

D.3 Use Scenarios

1. Automated sampling system and analytical instrument assembly is set up by

operators at the beginning of a process run.

2. Time and day and/or trigger condition of samples to be collected are inputted

to the autosampler or analytical equipment.
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3. Process begins, and the samples are automatically pulled from the bioreactor

and sent to offline analyzers, if needed.

4. Any dilutions that are necessary for analyzing will be performed automatically.

5. Samples are automatically tagged with appropriate meta data which is stored

in a GMP database.

6. Analyzer results are sent real-time from the database to the DCS for adjustment

to appropriate set points for the IPC feedback loops, and for re-calibration for

sensors.

7. After each sampling, automatic cleaning occurs to avoid cross-contamination of

samples, if necessary.

8. At the end of the process, automated sampling system and analytical instru-

ments are disassembled by operators.

D.4 Opportunity Size

Direct labor required for sampling in Platform A is expected to cost $X/g. Indirect

labor required to process deviations in sampling in Platform A is expected to cost

$Y/g.

D.5 Adoptions Barriers

1. Plants face switching costs in re-engineering their sampling work-flows, which

will come in the form of re-writing SOPs, operator training, and potential for

deviations in the early days of operation of the automated system.

2. Installation of automated sampling would require qualification of the new database

and its integration with existing data systems.
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3. The manufacturing and quality network may be concerned about having dif-

ferent sampling processes at different plants/suites/equipment in the network.

This increases variability and causes them to be “off-platform” while some units

have automated sampling, and others have manual.

4. For scheduling samples, GMP plants will require stability, while a Pilot Plant

will require flexibility.

5. Implementing in GMP plant will require vendor commitment to supplying

single-use material.

6. Manufacturing will need to develop a waste management protocol for samples,

cleaning solution, and purge.

7. The equipment and single use material may need to undergo cleaning validation.

D.6 Other Risks/Dependencies
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Project or
Technical Risk Mitigants

1 Technical

Connectivity issues
with system may
cause missed samples
or broken feedback
loops

Engineer system to also allow man-
ual sampling as backup. Using reli-
able communication protocols (i.e. not
OPC DA).

2 Technical
Disabled sampling
system may disable
the process

Engineer system to also allow manual
sampling as backup. Having redundant
sampling system.

3 Technical
Cleaning between
samples doesn’t meet
cleaning requirements

No internal mitigant – strict require-
ment for vendor system.

4 Project
Not getting appropri-
ate run/test time in
the pilot plant

Early engagement of partners and cus-
tomers and advanced planning of engi-
neering and testing/qualification runs.

5 Project
Operator or resource
help/commitment is
low

Early engagement of partners and cus-
tomers and advanced planning of engi-
neering and testing/qualification runs

6 Project
Requirements chang-
ing during product de-
velopment

Early development will be agile and in
close collaboration with customers. Re-
quirements will be locked in before be-
ginning final development of system for
delivery to GMP plant.

7 Project
Communication
among five different
departments

Clear definition of roles and responsi-
bilities. Regular steering team meet-
ings and updates with representation
from all teams.

8 Project Inexperienced opera-
tors with new system

Developing training material along
with final design documents.

9 Technical

Transferability to
manufacturing – more
restrictions, higher
QA requirements.

Engage with QA representative before
locking in requirements for final devel-
opment.

Table D.1: Risks and dependencies for automated sampling

118



Bibliography

[1] Michael J. Mauboussin and Dan Callahan. Total Addressable Market - methods
to estimate a company’s potential sales. Credit Suisse, 2015.

[2] Konstantin B. Konstantinov and Charles L. Cooney. White paper on continuous
bioprocessing May 20-21, 2014 Continuous Manufacturing Symposium. Journal
of Pharmaceutical Sciences, 104(3):813–820, 2015.

[3] Alois Jungbauer. Continuous downstream processing of biopharmaceuticals.
Trends in Biotechnology, 31(8):479–492, 2013.

[4] Daniel J. Karst, Fabian Steinebach, Miroslav Soos, and Massimo Morbidelli.
Process performance and product quality in an integrated continuous antibody
production process. Biotechnology and Bioengineering, 114(2):298–307, 2017.

[5] Michael Chui, Katy George, James Manyika, and Mehdi Mire-
madi. Human + Machine: A New Era of Automation in Man-
ufacturing. McKinsey & Company, September 2017. https:
//www.mckinsey.com/business-functions/operations/our-insights/
human-plus-machine-a-new-era-of-automation-in-manufacturing. Ac-
cessed: 2020-03-28.

[6] Mo Jiang and Richard Braatz. Integrated control of continuous
(bio)pharmaceutical manufacturing. American Pharmaceutical Review,
19(6):110–115, 2016.

[7] Mo Jiang, Kristen A. Severson, John Christropher Love, Helena Madden, Partick
Swann, Li Zang, and Richard D. Braatz. Opportunities and challenges of real-
time release testing in biopharmaceutical manufacturing. Biotechnology and Bio-
engineering, 114(11):2445–2456, 2017.

[8] Moo S. Hong, Kristen A. Severson, Mo Jiang, Amos E. Lu, John Christropher
Love, and Richard D. Braatz. Challenges and opportunities in biopharmaceuti-
cal manufacturing control. Computers and Chemical Engineering, 110:106–114,
2018.

[9] FDA. PAT – A Framework for Innovative Pharmaceutical Development, Man-
ufacturing, and Quality Assurance. Food and Drug Administration, Rockville,
Maryland, 2004.

119

https://www.mckinsey.com/business-functions/operations/our-insights/human-plus-machine-a-new-era-of-automation-in-manufacturing
https://www.mckinsey.com/business-functions/operations/our-insights/human-plus-machine-a-new-era-of-automation-in-manufacturing
https://www.mckinsey.com/business-functions/operations/our-insights/human-plus-machine-a-new-era-of-automation-in-manufacturing


[10] Ali Mesbah, Joel A. Paulson, Richard Lakerveld, and Richard D. Braatz. Model
predictive control of an integrated continuous pharmaceutical manufacturing pi-
lot plant. Organic Process Research and Development, 21(6):844–854, 2017.

[11] Flemming Jørgensen and Peter Lambert. Accurate biopharmaceutical dispens-
ing: peristaltic or piston pumps? Innovations in Pharmaceutical Technology,
(26):78–80, 2008.

[12] Kevin J. R. Clark and Jim Furey. Suitability of selected single-use process mon-
itoring and control technology. BioProcess International, 6:16–20, June 2006.

[13] Laura E. Crowell, Amos E. Lu, Kerry R. Love, Alan Stockdale, Steven M. Tim-
mick, Di Wu, Yu Annie Wang, William Doherty, Alexandra Bonnyman, Nicholas
Vecchiarello, Chaz Goodwine, Lisa Bradbury, Joseph R. Brady, John J. Clark,
Noelle A. Colant, Aleksandar Cvetkovic, Neil C. Dalvie, Diana Liu, Yanjun Liu,
Craig A. Mascarenhas, Catherine B. Matthews, Nicholas J. Mozdzierz, Kar-
tik A. Shah, Shiaw Lin Wu, William S. Hancock, Richard D. Braatz, Steven M.
Cramer, and J. Christopher Love. On-demand manufacturing of clinical-quality
biopharmaceuticals. Nature Biotechnology, 36(10):988–995, 2018.

[14] Amazon Web Services. AWS IoT guide. https://docs.aws.amazon.com/iot/
latest/developerguide/. Accessed: 2020-03-28.

[15] Emerson. emerson.com. https://www.emerson.com/en-us. Accessed: 2020-03-
27.

[16] Clayton M. Christensen, Michael Raynor, and Rory McDonald. What is disrup-
tive innovation? Harvard Business Review, pages 44–53, December 2015.

[17] Google. Google scholar. https://scholar.google.com/. Accessed: 2020-02-20.

[18] James P. Womack and Daniel T. Jones. Lean Thinking. Free Press, New York,
NY, 2010.

[19] Vijay Govindraja and Chris Trimble. Beyond the Idea – How to Execute Inno-
vation in Any Organization. St. Martin’s Press, New York, NY, 2013.

[20] Eric Ries. The Lean Startup. Penguin Random House LLC, New York, NY,
2011.

[21] Google. Google trends. https://trends.google.com/. Accessed: 2020-02-20.

[22] Bill Aulet. Disciplined Entrepreneurship: 24 Steps to a Successful Startup. John
Wiley & Sons, Inc., Hoboken, New Jersey, 2013.

[23] Design Council. What is the framework for innovation?
Design Council’s evolved Double Diamond. London, UK,
2004. https://www.designcouncil.org.uk/news-opinion/
what-framework-innovation-design-councils-evolved-double-diamond.
Accessed: 2020-01-20.

120

https://docs.aws.amazon.com/iot/latest/developerguide/
https://docs.aws.amazon.com/iot/latest/developerguide/
https://www.emerson.com/en-us
https://scholar.google.com/
https://trends.google.com/
https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond
https://www.designcouncil.org.uk/news-opinion/what-framework-innovation-design-councils-evolved-double-diamond


[24] David E. Weekly. An introduction to internal product management aka "building
great first party tools". LinkedIn, April 2018.

[25] Amgen – Product. Amgen, Thousand Oaks, California. https://www.amgen.
com/products/. Accessed: 2020-01-25.

[26] Amgen 2018 Annual Report. Amgen, Thousand Oaks, California, 2018.

[27] Amgen – Our Strategy. Amgen, Thousand Oaks, California. https://www.
theamgendifference.com/our-strategy.html. Accessed: 2020-01-25.

[28] Amgen Science – The Next Generation of Biotech Manufacturing. Am-
gen, Thousand Oaks, California. https://www.amgenscience.com/features/
the-next-generation-of-biotech-manufacturing/. Accessed: 2020-01-25.

[29] Amgen Mission and Values. Amgen, Thousand Oaks, California. https://www.
amgen.com/about/mission-and-values/. Accessed: 2020-01-19.

[30] Dan Sptizer. US industry (NAICS) report - brand name pharmaceutical man-
ufacturing in the US. Technical Report 32541A, IBIS World, New York, NY,
2020.

[31] AstraZeneca Annual Report and Form 20-F Information 2018. AstraZeneca,
Gaithesburg, Maryland, 2018.

[32] Michael E Porter. Competitive Strategy: Techniques for Analyzing Industries
and Competitors. The Free Press, New York, NY, June 2008.

[33] Louis S. Sorell and Rochelle K. Seide. Patenting biotechnology process inventions.
Nature Biotechnology, 14(2):158–159, 1996.

[34] Carliss Y. Baldwin and C. Jason Woodard. The architecture of platforms: A
unified view. In Annabelle Gawer, editor, Platforms, Markets and Innovation,
pages 19–44. Edward Elgar Publishing, Cheltenham, UK, 2009.

[35] Alexander Oserwalder. Think about jobs, pains, and gains. The Wall Street
Journal, December 2012.

[36] John Conner, Don Wuchterl, Maria Lopez, Bill Mishall, Prusti Rabi, Dave Bo-
clair, Jay Peterson, and Chris Allen. The biomanufacturing of biotechnology
products. In Craig Shimasaki, editor, Biotechnology Entrepreneurship, chap-
ter 26, pages 351–385. Academic Press, Oxford, UK, 2014.

[37] John C. Mankins. Technology Readiness Levels – A White Paper. NASA Office
of Space Access and Technology, April 1995.

[38] Department of Defense. Technology readiness levels in the department of defense,
2010. https://api.army.mil/e2/c/downloads/404585.pdf. Accessed: 2020-
03-14.

121

https://www.amgen.com/products/
https://www.amgen.com/products/
https://www.theamgendifference.com/our-strategy.html
https://www.theamgendifference.com/our-strategy.html
https://www.amgenscience.com/features/the-next-generation-of-biotech-manufacturing/
https://www.amgenscience.com/features/the-next-generation-of-biotech-manufacturing/
https://www.amgen.com/about/mission-and-values/
https://www.amgen.com/about/mission-and-values/
https://api.army.mil/e2/c/downloads/404585.pdf


[39] Alan Cooper. The origin of personas. Cooper Professional Education, May 2008.
https://www.cooper.com/journal/2008/05/the_origin_of_personas/. Ac-
cessed: 2020-02-23.

[40] Atlassian. What is agile? https://www.atlassian.com/agile. Accessed:2020-
03-28.

122

https://www.cooper.com/journal/2008/05/the_origin_of_personas/
https://www.atlassian.com/agile

	Introduction
	Executive Summary
	Literature Review
	Continuous Manufacturing
	Biomanufacturing Automation
	Product Management
	Beyond the Idea by Govindrajan and Trimble (2013)
	Lean Startup by Eric Reis (2011)
	Disciplined Entrepreneurship by Bill Aulet (2013)
	Double Diamond framework by the UK Design Council
	Anecdotal information from product managers


	Approach

	Understanding the Vision – Background and Strategic Considerations
	Next Gen Automation (Drug Substance)
	Structure of the Automation Supply Chain
	Amgen's Backward Integration Strategy
	Position of NGA(DS) in the Supply Chain

	Development of Platform A

	Opportunity Analysis
	Diverge – Identifying Opportunities
	User Profiles
	Method
	Results and Discussion

	Process Mapping
	Methods
	Results and Discussion

	Internal Technology Development Landscape Mapping
	Methods
	Results and Discussion

	Defining Opportunity Hypotheses

	Converge – Prioritizing Opportunities
	Opportunity Size
	Methods
	Results and Discussion

	Technology Readiness Levels
	Methods
	Results and Discussion



	Solution Development Case Study
	Motivation – Business Requirements Document
	Methods
	Results and Discussion


	Diverge – Ideating
	Persona
	Methods
	Results and Discussion

	Process Map
	Methods
	Results and Discussion

	Existing Solutions
	Methods
	Results and Discussion


	Converge – Roadmapping
	Roadmap and Features
	Methods
	Results and Discussion
	vNext
	vLongTerm

	MVP Cost Analysis
	Methods
	Results and Discussion

	Future Work: Long-Term NPV

	Future Work: Product Requirements Document

	Conclusion
	Application of Disciplined Entrepreneurship Framework to Amgen Next Gen Automation
	User Profiles
	Opportunity Size Models
	Direct Labor
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources

	Indirect Labor
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources

	Yield Improvement
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources

	Fully Continuous Operation
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources

	Fouling Reduction
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources

	Dynamic Loading
	Opportunity Hypothesis
	Status
	Methodology, Assumptions, and Data Sources


	Automated Sampling Business Requirements Document
	Vision
	Motivation
	Intended User
	Unmet Needs & Jobs to be Done
	Existing Solutions
	Why Now?

	Use Scenarios
	Opportunity Size
	Adoptions Barriers
	Other Risks/Dependencies


