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Abstract

Quantum emitters, such as color centers (e.g., nitrogen-vacancy color centers in di-
amond), have a wide range of applications in quantum information processing, bio-
imaging, and quantum sensing. Such quantum emitters are typically addressed opti-
cally and store their quantum state as an electron spin that can subsequently be read
out optically. For this process to work effectively, an efficient light-matter interaction
must be achieved, which is difficult given the small interaction cross section of an
atomic memory with the optical field.

In this thesis, I address three problems that relate to the engineering of a quantum
device. The first problem centers on the fact that most quantum emitters are ran-
domly positioned throughout their host lattice making it difficult to lithographically
pattern structures intended to increase the light-matter interaction. While there is a
non-zero chance that a small number of randomly aligned structures will coincide with
randomly positioned emitters, when efforts to scale such a system are made the yield
drops exponentially. The second problem has to do with scaling. As systems scale
up to larger sets of interacting qubits, it becomes increasingly necessary to produce
quantum emitters with narrow optical transitions and long spin coherence times. The
third problem is related to the development of tools to manage experiments and data
in a more robust, team-centric, and structured manner. The automation of systems
to measure qubits and devices that enables improvement of each step in the design
process will be crucial if efforts to scale devices beyond a handful of qubits are to be
successful. Here, I will review the progress that I made in each of these areas.

Thesis Supervisor: Dirk R. Englund
Title: Associate Professor of Electrical Engineering and Computer Science
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List of Figures

1-1 Evolution of Solid-State Fabrication Techniques. (Left) Earlier

efforts to fabricate 2-dimensional cavities on diamond membranes [147]

involved picking-and-placing each 200 nm thick membrane by hand

onto a silicon chip that could be etched under the diamond. At the

time, this was the most direct and straightforward strategy to pre-

pare a cavity that was undercut (a necessary component for a high-Q

cavity). The largest chip sizes were on the order of 100 × 100 µm2.

(Center) One of the first successful undercut techniques on bulk dia-

mond (>500 µm thick) was the use of an angled metal cage to direct

the etching ions at an angle that would result in a free-standing struc-

ture [16, 14, 30, 150]. (Right) A variation of the angled-etch method

yielding a rectangular cross section, opened the door to the introduc-

tion of a two-dimensional technique [101, 182]. In what is perhaps the

most notable historical advance associated with the evolution of fabri-

cation techniques was the migration from membranes to bulk diamond

systems that allowed expansion of the usable area to a 4× 4 mm2 chip

scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
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1-2 Greater Boston Area Quantum Network Schematic. a) A map

of the greater Boston area indicating the nodes of a quantum network

connected by optical fiber. This metropolitan-scale network will serve

as the future testbed for quantum technologies described in this thesis.

b) At each node of the network, a quantum node will be optically

connected to the network to facilitate a quantum memory. Here, a

schematic of a diamond nanowire with an NV center coupled to an

optical backbone that can then be connected to the optical network is

shown. c) A cartoon showing near-surface (not-to-scale) NV defects in

the diamond lattice. An off-resonant green laser is exciting one of the

NVs that, as a result, emits red fluorescence. . . . . . . . . . . . . . 46
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1-3 Summary of the NV Center in Diamond. a) A substitutional

nitrogen atom replaces a carbon atom in the diamond lattice. To

complete the NV, one of the four neighboring carbons is removed,

leaving behind a vacancy in the lattice. Because four different carbons

can act as the vacancy, there are four orientations of the NV center in

a diamond crystal. b) The defect can acquire an additional electron

from the valence band, making it a negatively charged nitrogen-vacancy

center (still abbreviated as NV). The ground state of an NV is a spin

triplet, where the initial splitting between |𝑚𝑠 = 0⟩ and |𝑚𝑠 = ±1⟩ is

due to a spin-spin interaction. The degeneracy of |𝑚𝑠 = ±1⟩ can be

lifted using a magnetic field via the Zeeman effect. Finally, these states’

degeneracies are lifted due to the hyperfine coupling with the nitrogen’s

nuclear spin. Shown here is an example of an 15N (the nitrogen of choice

for implantation) which has a spin 1 nucleus. I only show the excited

state that exhibits a 𝑚𝑠 = 0 spin-like characteristic in the excited

state manifold. The state will shift in energy with axial strain, and the

degeneracy will be lifted with transverse strain into |𝐸𝑥⟩ and |𝐸𝑦⟩. c)

Under 532 nm excitation, we can observe the photoluminescent (PL)

spectrum from the NV center. The sharp transition at 637 nm is known

as the zero-phonon line (ZPL) and is accompanied by a broad phonon

sideband (PSB) extending out to approximately 800 nm. (Inset) With

the help of a computer, a resonant laser is scanned across the ZPL and

the light emitted into the PSB is collected to further resolve the |𝐸𝑥⟩

and |𝐸𝑦⟩ transitions, a process known as photoluminescence excitation

(PLE). d) The ground state spectrum can be resolved by optically

detected magnetic resonances (ODMR). Microwave energy is swept

across the transitions from |𝑚𝑠 = 0⟩ to any of the |𝑚𝑠 = ±1⟩ states, and

a dip in fluorescence is observed upon resonance with the microwave

field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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2-1 Conceptual Representation of SQL Database Schema. While

it is an over-simplification, the important tables and ideas are cap-

tured. Blue arrows represent a ForeignKey and green arrows represent

a ManyToMany relationship. In practice, there are additional tables

providing the “reverse” relationship between objects in the database

making backwards traversal over the relationships possible. . . . . . . 51

2-2 Modular Front-End. a) A screenshot of the UI. The menus across

the top allow selection of modules which can then be controlled by UI

elements in the left set of panels. b) The underlying block diagram

outlining the architecture of the experimental front-end. All objects

represented in blocks are instantiated as a MATLAB class. The pri-

mary purpose of the managers is to act as a broker between the UI

and the loaded modules and prevent errors from propagating beyond

a module. c) An example traversal of methods showing the full-stack

representation from the high-level user interface down to the lowest

level hardware components. The black arrow on the left shows how to

traverse the figure’s stack representation. . . . . . . . . . . . . . . . 55

2-3 Sample Navigation Logic. The localization system takes observa-

tions from the instrument’s sensors as input. Once interpreted and

transformed into sample coordinates, data are used to update the ob-

served world model. Finally, coupled with the known world model, the

localization system generates a belief as to where the instrument may

be located. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
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2-4 Experimental Pixel Designs. Row (a) A set of 3 SEMs depicting

distinct internal bit designs for the QR marker. From left to right, the

trivial design has no internal structure, resulting in a simple etched

square. The next family of designs is inspired by linearly polarized

illumination — a horizontal or vertical striped pattern is used to pref-

erentially interact with the corresponding polarization (only the hor-

izontal is shown). Finally, a set of pillars is tested to increase the

length of light-scattering edges present on the marker’s bits. Row (b)

A set of images taken under the white light optical microscope. These

are the images used for processing and decoding markers. The opti-

cal images correspond with the bit’s family from the SEMs shown in

a, but they are not precisely the same QR Locators. (c) An exam-

ple of a second electron beam lithography (EBL) write overlaid with

the QR Locator coordinate system using the EBL markers described

in Figure 2-6. The green and red colors correspond to the designed

QR Locator block. The yellow coloring corresponds to the locations

of pillars for detected fluorescent sites registered to the QR Locator

coordinate system corresponding to NVs. . . . . . . . . . . . . . . . 59
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2-5 QR Locator Processing Validation. An overview of the two main

components to processing QR Locators is shown. a) The initial pro-

cessing step is decoding/reading. This tool outlines every step and

calculated value used to process the images along with four panels

showing the raw image with a potential inversion (axis 2, or 𝑦 axis

in the example), a representation after refactoring to square pixels if

they were not in the original image, the result of the application of

a low-pass filter, and the binary mask used to locate the bounding

box of the QR Locator. Each sector reproduces calculated positions

for feature detection through decoding. Clicking on the decoded value

of a bit brings up histograms of the internal distributions calculated

from the original image. In this QR Locator design, there are more

opportunities to sample the reference pixel values for a logical 0 bit.

In this example, I have zoomed into a single QR Locator, but there

were four total in the field of view. The inset with a blue border shows

which pixels are sampled when interpreting the value of a bit. b) The

optional next step is to take the information from the reader in a)

and perform a point spread function (Gaussian) fit to all primary and

secondary (smaller) bounding box markers. Again, I have zoomed into

only one of the QR Locators. This one appears inverted, because the

first step required a 𝑦-inversion to decode correctly. The results of each

fit are stored and can be presented by clicking on the marker of interest. 60
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2-6 Sample Registration. a) Example of full chip patterned with mark-

ers, EBL alignment markers and spherical aberration correction grids

(c). b) An SEM of an early version of the QR Locators. c) An optical

image taken in the microscope under white light showing the grid of

circles used as our aberration correction grid. d) A microscopic fluo-

rescence image of the sample, showing emitters located by fluorescence

detection. Orange circles indicate peaks that have been detected and

identified as emitters, blue circles indicate peaks that have been spa-

tially filtered either due to proximity to the frame border or masked by

a location marker. The purple border roughly maps to the scale of the

purple border on the left. The inset shows the marker captured with

white light microscopy. e) A histogram showing the standard devia-

tion of distances between emitters repeatedly registered in the global

coordinate system over the course of 20 trials (blue) and the first 2

trials (orange). Nearest neighbors between runs were considered the

same emitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2-7 Spherical Aberration Correction. The microscopy image shown

on the left corresponds to a partial region of the overall field of view

that overlaps the aberration grid. The red square in the center im-

age shows the location of this snapshot in relation to the full field of

view. Additional snapshots are taken as the grid is moved through

the overall field, as illustrated for one iteration shown by the arrow.

The blue vector field shows the “error,” or shift between the imaged

locations and the corrected locations. A contour plot associated with

the colorbar indicates the magnitude of these shifts (e.g. the length of

the arrows). The right-most plot shows the vector field identified using

the full second-order Brown-Conrady model described in the main text. 65

19



2-8 Pulse Sequence Generation. a) A screenshot showing the figure

used for pulse sequence visualization and construction/editing. Over-

laid arrows show the underlying relation of the tree stored in mem-

ory. A pop-up opens when clicking on a node allowing further editing

of that node’s properties. The two highlighted nodes correspond to

the selected one and its parent. b) The corresponding tree in mem-

ory. Each circle represents a particular node from a) where the color

matches the channel. Compilation requires traversing and flattening

this tree. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

2-9 ModuleServer Schematic. Blue rectangles represent python pro-

cesses. The main process is the “HW Server” which is responsible

for spawning all other subprocesses, constructing queues, and sharing

queues. The green rectangles represent files on the filesystem that are

relevant for the ModuleServer’s operation. The main while-loop gov-

erning the server monitors the CONFIG file for changes when the server

is not busy with a client (e.g. no request received within 1 second). If

changed, it will parse the contents of the file and load/unload/reload

module workers accordingly. In the same manner, and for the same

reason, the workers perform the same monitoring process for their

module’s source code file. This enables a continuous integration and

continuous development environment with no server downtime. . . . 69
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2-10 ModuleServer Client Protocol/API. Summary of API requests

sent from the client to the server. Time progresses from left to right,

and top to bottom. Everything to the right of “hwserver” (and includ-

ing “hwserver”) are all members of the ModuleServer stack running on

one machine (potentially multiple cores). The client initiates the com-

munication by sending the “server hello” packet. The main process on

the ModuleServer will attempt to handle the request. If successful, it

will reply accordingly and close the connection. If unable to handle

the request directly, the request must be addressing a module, and the

server will place the open client socket in a queue to the appropriate

worker for further handling. After accomplishing this, the server replies

to the client with an acknowledgement. At this point, the client is ex-

pected to send a follow-up packet containing the request information

for the worker. The worker attempts to handle all following requests

and, if necessary, will forward a request to the user’s module code for

fulfillment. All return values/messages are relayed back to the client,

or an error is packaged in the reply instead. . . . . . . . . . . . . . . 71
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2-11 Module Server: M Squared Laser Configuration. a) The pro-

cesses running within the “HWcomputer” that facilitate control of the

M Squared devices setup. A TCP Server (named after the program

the M Squared company supplies) is the binding application for the M

Squared’s ICE Blocs. The protocol between this program and the ICE

Blocs is reverse-engineered from the company’s version. Instead of di-

rectly loading the Wavemeter App through the DLL, the re-engineered

version connects through the ModuleServer’s interface. The Module-

Server will spawn a “Machine-in-the-Middle” (MITM) program that

completes the connection between two ICE Blocs when necessary, thus

acting as a switch between the ModuleServer’s connection and the

EMM’s connection to the SolsTiS. b) The network topology respon-

sible for connecting all relevant components of the M Squared infras-

tructure. This network is kept behind a strong firewall imposed by

the HWcomputer due to security vulnerabilities in the ICE Bloc’s web

interface. c) The “msquared” module code structure that fits into the

ModuleServer (see Figure 2-9). . . . . . . . . . . . . . . . . . . . . . 80
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2-12 Free-Space Microwave Delivery. (a) The general design of the mi-

crowave objective in schematic form. A coaxial connector (SMA, SMP,

etc.) is attached to the housing of a microscope objective, connecting

to signal and ground wires. These wires (impedance matched to 50 Ω

on the metal casing) run down to the tip of the objective, where they

form a loop. The bottommost mount of the objective can be of a non-

conductive material, such as ceramic. Alternatively, it could have a

notch cut into it to produce an open circuit in the ring, preventing

the induction of a cancelling current. (b) The loop can exhibit differ-

ent geometries to achieve different magnetic fields at the sample focal

plane. The in-plane geometry would produce a perpendicular magnetic

field at the center of the field of view, whereas the out-of-plane loop

geometry would produce a strong in-plane magnetic field component.

Instead of a single turn, the loop could have N turns to magnify the

applied magnetic field by approximately N times. (c) Modeling the

device. (Left) The magnitude of magnetic field components along the

optical axis of an objective with and without a “notch” design. The

notch increases the field strength in the geometry by a factor of about

2.33. (Right) Geometry of the microscope objective (main cylinder

with cone at the bottom) with a differential stripline source leading to

a notch-protected conductive loop at the base to generate the magnetic

field (electric field magnitude colored) at the sample (gray arrows). The

notch prevents an image current forming in the objective casing which

would lead to a reduced magnetic field. The blue surface at the very

bottom of the image is the sample/focus plane. . . . . . . . . . . . . 82

23



3-1 Targeted Si Ion Implantation into Diamond and Silicon-Vacancy

Defect Properties. a) Illustration of targeted ion implantation. Si

ions are precisely positioned into diamond nanostructures via a focused

ion beam (FIB). The zoomed-in image is a scanning electron micro-

graph of an L3 photonic crystal cavity patterned into a diamond thin

film. The scale bar is 500 nm, Si is silicon. b) Distribution of the

electric field for the fundamental L3 cavity mode with three Si target

positions: the three mode maxima along the center of the cavity are

indicated by the dashed circle. The central mode peak is the global

maximum. c) Atomic structure of a silicon-vacancy defect center (SiV)

in diamond. Si represents an interstitial Si atom between a split va-

cancy along the <111> lattice orientation and C the diamond lattice

carbon atoms. d) Simplified energy level diagram of the negatively

charged SiV indicating the four main transitions A, B, C, and D [69].

∆ω is the energy splitting of the two levels within the doublets. . . 86
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3-2 Spatial Precision of SiV Creation. a) Confocal scan of SiV cen-

ter array. Sites are separated by 2.14 µm. Overlaid are regular grid

points from an aberration-corrected reference lattice. b) Analysis of

implantation precision. We determined the 2-d position uncertainty of

the created SiV to be 40 ± 20 nm. Blue curve: fit to Rayleigh dis-

tribution. Inset: Scatter plot of created single SiV sites relative to

their grid points with one and two 𝜎 guides to the eye, where the ra-

dius 𝜎 = 26 nm corresponds to the expected implantation standard

deviation resulting from the combination of beam width and implant

straggle. c) Normalized second-order autocorrelation function of a

single SiV with g(2)(0) = 0.38 ± 0.09. Red points indicate data (with-

out background subtraction), and the blue line is a fit to the function

1 − 𝐴 · 𝑒𝑥𝑝(−|𝜏/𝑡1|) + 𝐵 · 𝑒𝑥𝑝(−|𝜏/𝑡2|). The black dashed line indi-

cates g(2)(𝜏) = 0.5 while the blue dashed lines indicate the 95% con-

fidence intervals for the fit. d) Ensemble (black) and single-emitter

(red) SiV room-temperature fluorescence spectra. The characteristic

zero-phonon line at 737 nm is prominent. . . . . . . . . . . . . . . . 87

3-3 Si Ion to SiV Conversion Yield. a) Si to SiV conversion yield for

varying implantation ion energies and doses. The conversion yield was

determined by calibrating array intensities (Fig. 3-2) with the deter-

mined averaged single SiV photon count rate. Si conversion yield as

function of b) energy and c) dose. The lines are guides to the eye. . . 91

3-4 Electron Co-implantation. After electron irradiation and subse-

quent annealing we observed a 10-fold increase in fluorescence intensity

at the implantation positions of Si ions (lower panel). The Si ion doses

were 500, 2000, 5000, and 10000 ions per spot. The yellow line plot

through the fluorescence maximum of the image indicates the inten-

sity before electron irradiation, and the blue line after irradiation. The

scale bar is 5 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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3-5 Optical Linewidth and Coherence Properties of SiV. a) Cryo-

genic spectra (< 13 K) of a single SiV (red circles) and an ensem-

ble (black circles). The four SiV transitions (Fig. 3-1) as well as the

phonon sideband are each fitted with a Gaussian function. The sin-

gle SiV linewidths are spectrometer limited (FWHM =∼ 34 GHz).

For the ensemble, an inhomogeneous broadening as low as ∼51 GHz

(FWHM) was determined. The wavelength values are slightly blue-

shifted due to an offset relative to an absolute wavelength reference

by about 0.1 nm. b) Cryogenic (4 K) photoluminescence excitation

measurement of the narrowest observed single SiV transition with a

linewidth of 126± 13 MHz (FWHM, error estimation: 95% confidence

interval) determined with a Lorentzian fit function. This linewidth of

an implanted SiV is equal, within error, to the narrowest natural SiV

linewidth measured to date. . . . . . . . . . . . . . . . . . . . . . . . 94
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3-6 SiV Creation in a Photonic Nanocavity. a) SEM of example

photonic crystal cavity sample. The scale bar is 10 µm. b) Close-up

SEM of example photonic crystal lattice with four cavities. The white

dashed rectangle indicates the area illustrated in c). The scale bar is

2 µm. c) Illustration of targeting relative to alignment markers (black)

with an ion spot size down to <40 nm. The white circles (not to scale

for visibility) indicate the three L3 cavity mode maxima (Fig. 3-1). To

determine the SiV positioning accuracy relative to the mode maxima,

we performed spectrally resolved fluorescence scans. At each pixel in

d,e) we recorded a spectrum including the Raman signal d), the SiV

fluorescence e), and the cavity resonances (not displayed). d) Intensity

x-y plot of the diamond Raman signal at 572.8 nm. e) Intensity x-y plot

of SiV emission at 736.9 nm. By fitting a 2D Gaussian function to the

intensity distribution, we determined the distance between the center of

the cavity and the SiV fluorescence, the effective positioning accuracy,

to 48(21) nm, with error estimation of one standard deviation. The

scale bar in d) and e) is 0.5 µm. . . . . . . . . . . . . . . . . . . . . 97
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4-1 Preferential Excitation and Imaging of Sub-diffraction De-

fects. a, An ensemble of NV electron spins (red) coupled to nearby

nuclear spins (yellow) with distinct optical transition frequencies due to

local strain fields, allowing selective interaction with individual centers

operating on different frequency channels within a diffraction-limited

spot. b, NV electron level structure. A ground state spin triplet acts

as a qubit, addressable via 2.88 GHz microwave driving (blue). The

spin-conserving radiative transitions (red) are at distinct frequencies,

allowing optical spin readout via resonant excitation. Axial (𝜎‖) and

transverse (𝜎⊥) strains shift these levels further and may distinguish

individual NVs. c, Confocal microscope image of the polycrystalline

diamond (PCD) showing the microwave stripline. The bright white

line is a grain boundary in the diamond. Inset, a close-up scan show-

ing a brighter spot at site 1, determined to be a cluster of NVs, as well

as a dimmer spot at site 2, determined to be a single NV. d, Histogram

(N=87) showing the inhomogeneous distribution of ZPL transitions in

the PCD, with a standard deviation 𝜎 = 294 GHz. e, PLE on the NV

cluster at site 1, showing multiple transitions from strain-split centers.

f, Reconstructed locations within the cluster, with width (standard

deviation) indicating the standard distance error on each point, mul-

tiplied 10x for visibility. For comparison, the dashed line shows the

full-width at half-maximum size of the spot under 532 nm excitation. 101

4-2 Striplines for Microwave Delivery. a, Microscope camera image

of striplines post-fabrication. b, Confocal image of a stripline on the

PCD. The bright white line is a grain boundary in the diamond. The

red box corresponds to the area scanned in c. For this stripline, 𝑤 =

5 µm and 𝑑 = 30 µm. c, A close-up of the red boxed area in b; this

was the region used for the experiments. . . . . . . . . . . . . . . . . 103
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4-3 Coherence Time Characterization via Spin Echo Measure-

ments. Averaged spin echo measurements taken on NV centers in

a 25×25 µm2 field of view on the PCD. Fitting the exponential decay

of the revivals gives a mean coherence time of 211 µs. . . . . . . . . . 104

4-4 Characterization of an NV Cluster. a, Second-order autocorre-

lation measurement of the cluster system under 532 nm illumination.

The red line is a fit to a model incorporating a bunching term, neces-

sary due to the presence of shelving states of the NV. The dashed black

lines mark the 𝑛 = 3 (0.667) and 𝑛 = 4 (0.75) photon bounds assuming

equally measured emission rates from each emitter. b, ODMR of the

cluster system under an applied external field. In the power-broadened

regime, each NV orientation will exhibit at most two resonances, cor-

responding to the 𝑚𝑠 = 0 ⇒ 𝑚𝑠 = ±1 transitions. The observation

of 4 thus indicates the presence of two orientations in the interrogated

spot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
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4-5 Qubit Degradation under Near-resonant Excitation for a Sin-

gle Isolated NV. a, Bloch sphere schematic for crosstalk measure-

ment sequence. After a 𝜋/2-pulse prepares the qubit in a superposi-

tion state, it precesses around the Bloch sphere during application of a

near-resonant laser. With probability (1−Γ), the laser will not induce

excitation and subsequent decay, preserving the phase built up during

the precession period, which is then mapped into the population by

a second 𝜋/2-pulse and readout with a non-resonant readout pulse.

However, the laser may also induce a spin-projecting decay event; in

this scenario, the second 𝜋/2-pulse will always place the spin in an

even superposition state, independent of any phase accumulated dur-

ing the precessionary period, leading to a precession time-independent

intensity at the final readout. b, Ramsey sequences with a resonant

laser of varying detunings applied during the free precession period.

The fits (solid lines) have one fit parameter for the fringe amplitude

relative to that of a reference Ramsey taken with no crosstalk laser. c,

Crosstalk probability as a function of laser detuning, taken by fixing

the precession time to the fringe maximum at 𝜏 = 386 ns (dashed line

in b) and sweeping the resonant laser detuning. The contrast values

are normalized to the fringe amplitude from the no-laser case. In red,

the model for Γ (Eq. 4.13) with one fit parameter for the optical Rabi

frequency. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
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4-6 Super-resolution Localization of Individual NV Centers. a,

Results of 69 super-resolution localization trials for each NV, with color

representing the time at which the measurement was taken. Different

NVs labeled by convention as used above, and given the same color

scale, as the clusters are separated enough to distinguish by eye. Sizes

of circles are in arbitrary units, but are scaled to indicate 95% confi-

dence intervals on each measurement. b, Drift of all three NVs in 𝑥

(blue circles) and 𝑦 (red triangles) over the measurement period, over-

laid with linear fits. c, Data from a, with drift compensated according

to the fits in b. d, The standard error as per Equation 4.2 for each

NV as a function of total measurement time. . . . . . . . . . . . . . . 109

4-7 Characterization of a Single NV for Detailed Crosstalk Mea-

surements. a, Second-order autocorrelation measurement taken with

a Hanbury-Brown-Twiss interferometer. The coincidence dip below 0.5

at delay time 𝜏 = 0 confirms that we are probing a single emitter. b,

Lifetime measurements taken via pulsed excitation. The red line fit-

ted to the decay after the initial instrument response yields an excited

state lifetime of 9.2±0.1 ns. . . . . . . . . . . . . . . . . . . . . . . . 111

4-8 Full Pulse Sequence and Results for Simultaneous Control

Experiments. Sequences depicted in a-c were run end-to-end and re-

peated to yield the results shown in d. a, Sequence for reference Ram-

sey. b, Sequence for demonstrating simultaneous control by inducing

Rabi oscillations on one spin population concurrent with a Ramsey se-

quence on another spin population. c, Sequences for normalizing the

data collected in a and b. d, Fluorescence results normalized by the

𝑚𝑠 = 0 green norm or red norm as appropriate, without any further

modification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
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4-9 Simultaneous Control and Readout of Three NVs in a Sub-

diffraction Volume. a, Gate sequence for demonstrating simultane-

ous control and readout of multiple NVs. A Rabi sequence is performed

on NV C, followed by a subsequent Ramsey sequence on NVs A and

B. During the Ramsey sequence, the state of NV C is read out using

resonant readout (RR). The RR gate is depicted as partially spilling

into |𝜓⟩𝐴𝐵 to indicate the possibility of crosstalk. b, Results of the

sequence in a, showing Rabi oscillations on NV C (red circles) and

Ramsey fringes for NVs A and B (green triangles), alongside the refer-

ence Ramsey fringes (blue diamonds) for NVs A and B taken with no

Rabi sequence nor RR on NV C. The green fit to the data for |𝜓⟩𝐴𝐵

indicates no signal degradation within measurement error bounds. . . 125

4-10 Comparison of Data Sets for Empirically-Determined Inho-

mogeneous Distributions of Resonances. a, Data and kernel

estimate for the single crystal sample. b, Data and kernel estimate

for the polycrystalline sample. Note the difference in scaling of the

horizontal axes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

4-11 Architecture Scalability. a, Histogram (blue bars) of 406 ZPL res-

onance frequencies normalized to be in units of probability density,

and corresponding kernel density estimate (red line) of this inhomoge-

neous distribution. b-d, Simulated probabilities of successfully creat-

ing viable registers of varying numbers of NVs under different tolerance

thresholds for the probability Γ of undesired spontaneous decays from

off-resonant NVs. b, Results using MSR parameters shown in this work

and the low-strain SCD distribution in a. c, Results using parameters

used to demonstrate high-fidelity SSR [136, 67] and the low-strain SCD

distribution in a. d, Results using single-shot readout parameters and

the high-strain distribution measured in the PCD sample from Fig-

ure 4-10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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5-1 Measurement Sequence for Sample A. (a) The three parts of

the experimental sequence: NV identification, optical characterization

and isotope recognition are executed by an automated protocol. (b)

Fluorescent peaks are identified after processing the image with a spa-

tial band-pass filter and taking peaks above a certain threshold (more

detail in the text). This yields many NV candidates that are tested

for the presence of PL between 636-639 nm using a spectrometer to

confirm the peak is from an NV. (c) Using the wavelength of the peak

identified in (b), we coarsely tune the resonant laser to the emitter and

scan over the entire range allowed by the cavity (82 GHz) with high

power to assure we do not miss the transition peak. Once found, we

repeat the measurement with higher resolution and low enough power

to avoid power-broadening. (d) For each NV center a low-power con-

tinuous wave (CW) ODMR spectrum is taken, to find the N isotope.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

5-2 Summary of All Data for Sample A. (a) A CDF representing the

distributions of unknown isotopes to known isotope ZPL linewidths.

A similar shape indicates that both sample sets are drawn from the

same distribution indicating there is no inherent bias towards sampling
14NV or 15NV. The probability to obtain these results if the samples

are drawn from the same distribution (p) is evaluated by a Wilcoxon

rank-sum test. (b) A stacked histogram showing the all 14NV and
15NV ZPL linewidths. The median linewidth (M) is indicated. (c) A

histogram showing the linewidths for the set of ZPLs with an unknown

host isotope. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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5-3 Measurement Sequence for Sample B. (a) The three parts of

the experimental sequence: NV identification, optical characterization

and isotope recognition are executed by an automated protocol. (b)

Out of a total of 64 fluorescent spots at the implantation depth and

deeper in the sample, 57 were identified as NV centers, based on a

Gaussian spatial profile and the presence of an ODMR dip. 52 of these

spots contained single NV centers (c) After a broad range scan to

determine the position of the optical resonances, separate sequences

are performed for very broad linewidths (>10 GHz) and the other

linewidths, to restrict measurement time. Measurements probing the

linewidth free from spectral diffusion (referred to as low-power red

excitation only) are performed only if the linewidth was not very broad.

(d) For each NV center, a low-power CW ODMR spectrum is taken

to find the N isotope. . . . . . . . . . . . . . . . . . . . . . . . . . . 138

5-4 Summary of All Data for Sample B. (a) A CDF representing the

distributions of unknown isotopes to known isotope ZPL linewidths.

A similar shape indicates that both sample sets are drawn from the

same distribution indicating there is no inherent bias towards sampling
14NV or 15NV. The probability to obtain these results if the samples

are drawn from the same distribution (p) is evaluated by a Wilcoxon

rank-sum test. (b) A stacked histogram showing the all 14NV and
15NV ZPL linewidths. The median linewidth (M) is indicated. (c) A

histogram showing the linewidths for the set of ZPLs with an unknown

host isotope. Data for 7 15NV and 4 NVs with unknown isotope are

not shown as they are out of the 15 GHz range. . . . . . . . . . . . . 142
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5-5 NV Creation via Nitrogen-Ion Implantation. (a), Schematic

showing implanted 15N+ ions (orange) leaving a trail of vacancies (pur-

ple) until settling into a final position. Naturally abundant 14N ions

(green) are shown randomly distributed throughout the diamond lat-

tice. Vacancies (implantation-induced or native) mobilized by anneal-

ing can bind to a nitrogen atom (implanted or native). (b), A SRIM

simulation using the parameters in sample A shows the distribution

of implanted nitrogen (orange) and created vacancies (purple). The

shaded green area indicates the range of the estimated natural 14N

concentration reported by Element 6. . . . . . . . . . . . . . . . . . . 144

5-6 Isotope Characterization and Optical Measurements of NV

Centers from 14N and 15N. (a), A fluorescent confocal scan of sam-

ple A taken at 4 K, with labels indicating NV centers characterized

as 14NV, 15NV, and a set with unresolvable hyperfine lines, labeled as
?NV. A scan a few microns below the implanted layer (inset) shows a

lower NV density. (b-d), Pulse sequences (top row) used for isotope

characterisation and optical measurements, and representative mea-

surement results for each isotope (green, middle row: 14NV, orange,

bottom row: 15NV). (b), Continuous wave ODMR measurements re-

veal the NV isotope. The 14NV is characterized by 𝑆 = 1 hyperfine

transitions; the 15NV by 𝑆 = 1/2 hyperfine transitions. (c), Inter-

leaved red and green excitation probe the combined effect of short-

timescale fluctuations and laser-induced spectral diffusion. The 𝐸𝑥 and

𝐸𝑦 ZPL transitions are visible for both isotopes; the 14NV linewidths

are narrower and show a smaller strain splitting than the 15NV. (d),

Individual line scans of the ZPL in sample B reveal the linewidth free

from laser-induced spectral diffusion. The summation of many re-

peated scans is broadened as a result of repump-laser-induced spectral

diffusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
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5-7 Optical Linewidths per Isotope. (a-b), A summary of the op-

tical linewidths identified in sample A (a) and sample B (b) from

scans at the implantation depth. For sample B, that has compara-

tively few 14NV centers at the implantation depth, we included three
14NV centers found deeper in the diamond to enable a comparison

between NVs formed from implanted versus native nitrogen. The dis-

tribution is represented as a cumulative distribution function (CDF,

top), with the corresponding histogram shown below. The shaded re-

gion in the CDF indicates a 95% confidence interval calculated using

Greenwood’s formula. These data show that both diamonds supported

narrow-linewidth NV centers, the majority of which originated from
14NVs. While 15NV do exhibit narrow lines, their median linewidth

(M) is higher than for the 14NV centers in both samples. We evaluate

the probability to obtain the observed linewidths for 14NV centers and
15NV centers if the samples are drawn from the same distribution with

a Wilcoxon Rank Sum test, finding a p-value of 2.5×10−4 in sample A

and 1.7 × 10−3 in sample B. (c-d), A magnification of the histograms

shown in (a) and (b). . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5-8 Strain Analysis. (a-b), The distribution of axial strain (measured

by absolute average ZPL frequency) in NVs acquired from analysis

of sample A (a) and sample B (b). The 15NV ZPLs exhibit a larger

spread in axial strain (standard deviation, 𝜎) than the 14NV ZPLs. (c-

d), The distribution of transverse strain (measured by half the splitting

between 𝐸𝑥 and 𝐸𝑦 frequencies) in NV centers of sample A (c) and

sample B (d). The 15NV ZPLs show a greater median splitting (M) in

both samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
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5-9 Optical Linewidths from Scans with Red Excitation Only.

Consecutive scans over a single resonance are performed as described

in the text. The FWHM of the optical linewidth in individual scans

(𝑦-axis) is correlated to the FWHM of the summed scans including

repump laser-induced spectral diffusion (𝑥-axis). We conclude that

the Lorentzian linewidths are mostly less than 200 MHz, while further

broadening in the linewidth can be attributed to laser-induced spectral

diffusion. This figure contains data for NV centers at the implantation

depth with linewidths <10 GHz (Figure 5-3). . . . . . . . . . . . . . 151

5-10 Confocal Scans of Sample B. (a) A scan at the implantation depth

and (b) at ∼5 µm under the diamond surface. The orange box in-

dicates the approximate region at the implantation depth in which

fluorescent spots were characterized. . . . . . . . . . . . . . . . . . . . 153

6-1 Process Summary. Reading from left to right, top to bottom. 1)

The diamond is prepared by cleaning the surface and patterning the

coordinate system markers. 2) The defect centers are created by ion

implantation followed by annealing. 3) Defect centers are localized

and characterized. 4) Structures to enhance light-matter interaction

are patterned around localized centers. 5) Structure-defect nodes are

recharacterized. 6) The best nodes are transferred to a new host chip. 157

6-2 NV Spatial Map. A spatial map of a compiled set of runs across all of

the experimental runs. Each experimental run will have many different

field-of-view sites, which are each a unique color in the scatter plot. A

clustering algorithm is used to detect the sites that were repeatedly

found (in 2, 3, 4, or 5 runs — as labeled in the key). Sites that were

duplicated within the same run are flagged with a red circle. Due to

time and resource constraints in the experimental setup, the focus was

placed on sites located in the lower left region. . . . . . . . . . . . . 159
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6-3 NV ZPL Transition Dynamics. Continuously repeated PLE sweeps

over the course of 2 days. This was performed on a particularly high

quality optical transition (narrow linewidth). The frequency of this

transition can be seen drifting in a random walk of a few linewidths.

Occasionally, this transition exhibits a bistability as shown in the inset

slice. The inset slice is highlighted with a semi-transparent red line in

the main figure. Slowly varying fields giving rise to this phenomenon

are intriguing in and of themselves and, it can be argued, warrant inde-

pendent investigation. This suggests that there are multiple timescales

at which the random walks take place. The fastest of these timescales

will dephase the transition making it broader than its lifetime limit,

and the slower random walks manifest as spectral diffusion. . . . . . 161
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6-4 Registered Tracking of NV Parameters. (a) and (b) show sum-

maries of the raw data. (a) Raw data showing the relationship between

the NV’s ZPL center position and splitting. No obvious trends can

be seen. Each data set has been calibrated for that particular run’s

median position as indicated by the corresponding color next to the

x-axis label. The colors match the key in b. (b) Raw data showing

the widths of the 𝐸𝑥 and 𝐸𝑦 transitions. In principle, one would ex-

pect about a 1:1 to relationship between these parameters, which is

present, but has a larger distribution than expected. (c) and (d) show

an analysis tracking the changes between NVs directly. It is important

to note that the statistics show individual deltas rather than a sin-

gle result of the difference between two uncorrelated populations. The

data points are labeled by the step that occurred between the runs.

(c) Each line follows a single NV’s evolution through the runs, specif-

ically showing the difference with respect to the “First Cold” run. A

few lines are highlighted to feature a couple of the trajectories. (d)

A histogram showing the cumulative shifts between combinations of

runs. The large shift with respect to the control data set is due to

power broadening that was not experimentally corrected for in the

“First Cold” run. More interestingly, the average linewidth of emitters

narrowed by 13.6 MHz after the samples underwent the acid clean step

and increased by 0.58 GHz after the O2 bake. . . . . . . . . . . . . . 163
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6-5 Etch Test. (Left) Top-down diagram showing the variety of surfaces

(blue) to be etched in association with randomly located NV centers

(red). The two flat surfaces shown at the top will permit the etching

of a flat, vertical diamond face, while the bottom structures will per-

mit the incorporation of varying degrees of curvature exposed to the

NV centers. (Right) Realization of the schematic in a potential mask

design. The outermost circle is composed of flat edges to test contribu-

tions of varying amounts to the NV’s proximity to different diamond

facets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6-6 Schematic Representation of a CMOS Chip Designed to Seri-

alize I/O from Room Temperature to the Cryogenic Photonic

Chip. The SPI protocol is used here to load values into the cryogenic

CMOS chip’s memory. An on-chip clock will distribute values in mem-

ory to the appropriate DAC to update relevant voltages on the photonic

chip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
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List of Tables

5.1 Table Summarizing All Data for Sample A. This table has the

numeric breakdown of all NVs reported. The bold numbers indicate

a particular column or row summation. NVs that resulted in an error

were either due to a hardware failure during the automated protocol

or a peak that was detected in one scan but could not be found again

(likely due to a false-positive originally). . . . . . . . . . . . . . . . . 136

5.2 Table Summarizing All Data for Sample B. This table has the nu-

meric breakdown of all fluorescent spots reported, at the implantation

depth (52 spots) and deeper in the diamond (5 NVs). Not included are

two data points for which spatial optimization was not successful, and

5 spots that contained more than one NV. The bold numbers indicate

a particular column or row summation. . . . . . . . . . . . . . . . . . 143
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Chapter 1

Introduction

Solid-state color centers provide an excellent platform for quantum information pro-

cessing because of their potential for scalable designs, integrated fabrication and room-

temperature communication (photonics). The central challenge in building quantum

computers and long-range quantum networks is to distribute entanglement across

multiple, individually-controllable, quantum memories. The nitrogen-vacancy color

center (NV) in diamond has stood out among others due to its exceptionally long

spin coherence time [12], optical addressability [137], neighboring nuclear spins [2],

and optical coherence at low temperatures [172]. Because of these properties, it is

the only solid-state color center that has been successfully entangled in a quantum

network, and broken Bell’s inequality [68]. Despite all of this success, to date, these

experiments have been performed using NV centers that were formed naturally during

diamond growth and using a solid immersion lens (SIL) to extract light.

To scale model systems in a technologically useful manner, we cannot rely on

randomly-occurring natural systems, it will be necessary to engineer devices with

NVs that can be controlled spatially. Specifically, to overcome the low rate of in-

teraction between optical fields and solid-state defects, the engineering of cavity de-

vices is essential. Not only will the cavities enhance the light-matter interaction

through the Purcell effect [86, 147], they will enable high collection efficiency into

a desired optical mode [102]. In Figure 1-1, a series of techniques representing the

evolution of emitter-cavity technology is shown. The most significant advancement
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Figure 1-1: Evolution of Solid-State Fabrication Techniques. (Left) Ear-
lier efforts to fabricate 2-dimensional cavities on diamond membranes [147] involved
picking-and-placing each 200 nm thick membrane by hand onto a silicon chip that
could be etched under the diamond. At the time, this was the most direct and
straightforward strategy to prepare a cavity that was undercut (a necessary compo-
nent for a high-Q cavity). The largest chip sizes were on the order of 100× 100 µm2.
(Center) One of the first successful undercut techniques on bulk diamond (>500 µm
thick) was the use of an angled metal cage to direct the etching ions at an angle that
would result in a free-standing structure [16, 14, 30, 150]. (Right) A variation of
the angled-etch method yielding a rectangular cross section, opened the door to the
introduction of a two-dimensional technique [101, 182]. In what is perhaps the most
notable historical advance associated with the evolution of fabrication techniques was
the migration from membranes to bulk diamond systems that allowed expansion of
the usable area to a 4 × 4 mm2 chip scale.

occurred when a technique to undercut the diamond was developed using an angled-

etching technique [16, 14, 30, 150]. This opened the door to take full advantage of the

4 × 4 mm2 chip surface for device fabrication, in addition to improving NV optical

properties [141].

The next significant challenge is to develop strategies designed to navigate a sam-

ple autonomously while collecting data on a large number of NVs. Under these

conditions, the critical need to establish a statistical foundation to support design

decisions can be achieved. In this thesis, I demonstrate the utility of this strategy by:

• Demonstrating the utility of an emitter-device alignment technique enabling

fabrication of photonic devices registered to NVs.

• Characterizing many hundreds of sites to find candidates for multi-qubit regis-
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ters.

• Correlating the NV’s host nitrogen isotope with the optical linewidth of the

emitter to understand the effect of implantation.

• Demonstrating the capability to characterize aligned devices.

An early quantum network is being developed here in the greater Boston area

between MIT, MIT Lincoln Laboratory, and Harvard University. A schematic of this

network can be seen in Figure 1-2. The operating principle of the network is to

have a quantum memory coupled at each node that can facilitate the distribution of

entanglement [68]. The entangled qubits can then be used as resource for quantum

key distribution, distributed quantum computing, blind quantum computing, clock

synchronization or general metrology.

Precisely which quantum memory will maximize performance in these systems is

currently an open question. As discussed above, the NV center is a highly desirable

candidate. A majority of the work in this thesis uses the NV defect to perform the

relevant experiments. The geometry and energy structure of the defect center in

diamond can be seen in Figure 1-3. The only principles of physics addressed here

are those that are relevant in this thesis. Additional details will be elaborated when

needed.

While the NV is among the most investigated and promising of defects for quan-

tum memories, I will discuss a series of investigations surrounding use of the silicon-

vacancy center in diamond in Chapter 3. The SiV holds great promise as the industry

moves forward, primarily due to the smaller inhomogeneous distribution of its optical

transition. This is partially due to an additional inversion symmetry that the NV

lacks. There exist readily available ion sources for silicon that can be focused onto the

diamond surface allowing for precise implantation location. Unfortunately, a source

capable of focusing a nitrogen ion beam is unavailable for the case of the NV pro-

duction. The largest drawback is that the SiV’s spin properties require a great deal

more engineering to be useful in quantum information (QI) applications [162].

I will explore novel registers, clusters of memories, by investigating multi-qubit
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19 km
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16 km

a b
c

Figure 1-2: Greater Boston Area Quantum Network Schematic. a) A map
of the greater Boston area indicating the nodes of a quantum network connected by
optical fiber. This metropolitan-scale network will serve as the future testbed for
quantum technologies described in this thesis. b) At each node of the network, a
quantum node will be optically connected to the network to facilitate a quantum
memory. Here, a schematic of a diamond nanowire with an NV center coupled to
an optical backbone that can then be connected to the optical network is shown.
c) A cartoon showing near-surface (not-to-scale) NV defects in the diamond lattice.
An off-resonant green laser is exciting one of the NVs that, as a result, emits red
fluorescence.
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Figure 1-3: Summary of the NV Center in Diamond. a) A substitutional
nitrogen atom replaces a carbon atom in the diamond lattice. To complete the NV,
one of the four neighboring carbons is removed, leaving behind a vacancy in the lattice.
Because four different carbons can act as the vacancy, there are four orientations of
the NV center in a diamond crystal. b) The defect can acquire an additional electron
from the valence band, making it a negatively charged nitrogen-vacancy center (still
abbreviated as NV). The ground state of an NV is a spin triplet, where the initial
splitting between |𝑚𝑠 = 0⟩ and |𝑚𝑠 = ±1⟩ is due to a spin-spin interaction. The
degeneracy of |𝑚𝑠 = ±1⟩ can be lifted using a magnetic field via the Zeeman effect.
Finally, these states’ degeneracies are lifted due to the hyperfine coupling with the
nitrogen’s nuclear spin. Shown here is an example of an 15N (the nitrogen of choice for
implantation) which has a spin 1 nucleus. I only show the excited state that exhibits
a 𝑚𝑠 = 0 spin-like characteristic in the excited state manifold. The state will shift in
energy with axial strain, and the degeneracy will be lifted with transverse strain into
|𝐸𝑥⟩ and |𝐸𝑦⟩. c) Under 532 nm excitation, we can observe the photoluminescent (PL)
spectrum from the NV center. The sharp transition at 637 nm is known as the zero-
phonon line (ZPL) and is accompanied by a broad phonon sideband (PSB) extending
out to approximately 800 nm. (Inset) With the help of a computer, a resonant laser
is scanned across the ZPL and the light emitted into the PSB is collected to further
resolve the |𝐸𝑥⟩ and |𝐸𝑦⟩ transitions, a process known as photoluminescence excitation
(PLE). d) The ground state spectrum can be resolved by optically detected magnetic
resonances (ODMR). Microwave energy is swept across the transitions from |𝑚𝑠 = 0⟩
to any of the |𝑚𝑠 = ±1⟩ states, and a dip in fluorescence is observed upon resonance
with the microwave field.
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nodes. Specifically, I will discuss a technique we introduce to take advantage of

the NV’s large inhomogeneous distribution to localize three NV centers within a

diffraction-limited spot. While not achieved in experiments thus far, in principle, if

these NVs are sufficiently close to one another, they could coherently interact via

their dipole moments. Nonetheless, I will consider the machinery necessary to read

and write to these quantum memories in a non-destructive manner. This type of

multi-qubit node provides one path toward an error-corrected logical qubit.

In the end, regardless of the qubit selected, I want to stress the view that the

infrastructure presented in this thesis is designed to remain agnostic to the specific

defect under consideration. It is intended to advance the engineering and process

control of general solid-state quantum platforms. Towards this end, I present the ap-

plication of the platform to NV centers in Chapters 5 and 6 by explicitly studying the

NV implantation step and subsequent processing in a statistically rigorous manner.
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Chapter 2

Laboratory Framework and

Automation Infrastructure

There are many software packages that exist with the explicit goal of streamlining

data management in a laboratory environment. The general category of this type of

software is commonly referred to as “Laboratory Information Management” (LIM).

Originally designed for sample management, there are data management and analyses

applications designed for the biomedical field, as well. However, very few products

are available to support more generic forms of research. The work outlined below

represents an overview of an extended LIM infrastructure with a minor focus on

microscopy and spectroscopy. The importance of this type of development, especially

in relation to quantum computing, can be understood by considering the number of

companies and startups turning to solutions based on this data management format.

For example, Labber was founded in 2015, and in 2017, IBM’s “Qiskit” and Rigetti’s

“pyquil” first committed to the development of their systems [96, 82].

In this chapter, I address the contents of two patents in addition to the detailed

consideration of elements in the architecture. The first protects intellectual property

surrounding the structure and purpose of autonomous microscopy [181]. The second

deals with the implementation of an optical objective with an embedded microwave

delivery system [180].
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2.1 Database

One of the most important components associated with building an infrastructure

for data-collection and data-driven design, is a well-designed data management back-

end. File systems spread across multiple computers collecting data lack two key

ingredients:

1. An organizational rigor that all users of the system must follow; in the data

collection realm, all participants typically adhere to their own file-saving con-

ventions.

2. Physical reliability to protect against hard-drive failure.

The first of these issues is remedied by implementing a MySQL database. A

relational database (as is a MySQL database) is a set of tables with structured data

that can reference other entries in the database. The structured data aspect of the

design facilitates the compilation of data sets dependent on any subset of the tables

and/or fields within the tables to establish correlations that otherwise may remain

hidden in flatter data structures that do not obey a common schema (e.g., a file

system).

The second issue can be easily fixed by ensuring that the database itself resides

on RAID storage. This is accomplished by using a network-attached storage (NAS)

Synology DiskStation. The two methods used to edit this database will be a web-

interface front-end for users and an SSH API for the experimental front-end. Because

all of these rely on an active network connection, it will be important to consider

temporary offline buffering of data on experimental client computers.

The database schema, as shown in Figure 2-1, is designed to be extremely flexible

while maintaining well-structured data tables. For example, the database does not

specify a particular set of actions, rather a “meta-table” is specified that can store

the necessary descriptions of action types dynamically. These actions are intended

to reflect any and all sample manipulations, from clean-room processing to running

experiments to sample shipment. Similarly, the types of data (general, local, and
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Figure 2-1: Conceptual Representation of SQL Database Schema. While it
is an over-simplification, the important tables and ideas are captured. Blue arrows
represent a ForeignKey and green arrows represent a ManyToMany relationship. In
practice, there are additional tables providing the “reverse” relationship between ob-
jects in the database making backwards traversal over the relationships possible.

local_attachment) are all free to define any data type that may be required (e.g.,

wide-field images, spectra, T1 and T2 spin measurements). Confocal imaging of fluo-

rescent emitters is a good example of data acquisition in the general category, while

consideration of the spectrum at a point location on the confocal image would fit

nicely into the local grouping. A representative example of a local_attachment form

of data would be the results of a peak analysis of the spectrum.

The columns/fields in each table illustrated in Figure 2-1 is maintained by the

MySQL engine itself which maintains consistency in the database. The columns

identifying the custom action/data types are dynamically maintained by a python

layer to preserve and verify the structure of incoming data.

Because these data are easily retrieved in various combinations and can be filtered

by various conditions, you can imagine correlating any aspect of the engineering with

any observable of interest.
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2.2 Front-End

The modular experimental front-end (referred to as “CommandCenter”) will be in-

stalled on all lab machines capable of acquiring data on color centers or devices. It is

built around a modular architecture that facilitates the straightforward combination

of relevant measurements while ensuring the integrity of each module (responsible for

a single measurement) is well-maintained. Using this approach, a more complicated

experimental design can be implemented without the need to manage the individual

input and output of components, while being confident that all relevant data and

metadata are saved correctly.

2.2.1 Architecture

A screenshot of the application can be seen in Figure 2-2a. The user can load modules

from the various menus at the top of the application and operate them using their

controls on the left side panel. All of these control containers can be adjusted in size

by dragging their bottom edge, or minimized by clicking their top edge. The modules

listed in the menus are displayed dynamically based on the contents and structure

of the folders containing them on the filesystem. Once loaded, CommandCenter will

render all controls specified by the module. These controls are known as “prefs” and

are defined as properties of the module’s MATLAB class. The prefs themselves are

self-contained classes that are responsible for their user-interface’s (UI) representation

as well as subsequent data cleaning and validation. These are modeled after Django’s

implementation of Fields within models [59].

The rightmost menu item “Paths” plugs into another manager that is responsible

for routing physical paths on the setup. For example, you may have a switch or

flip mirror that can route the microscope to various measurement tools. Because

imaging modules and experiments can both declare a path, the path manager allows

aliases to be assigned in the case that two names are used for the same physical path.

Likewise, if no paths are capable of automation, all paths can be an alias to a manual

notification.
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The two main panels on the right are designed to contain the images captured

by an active imaging module, and data captured by a running experiment module.

These panels can be rearranged with options under the “File” menu and their size

can be adjusted by dragging the bar between them. The panel displaying the image

provides user interface (UI) elements to help the user visually adjust the region of

interest (ROI) of the imaging device and control where the stage is positioned relative

to the ROI origin. This functionality is all self-contained in the “SmartImage” class.

CommandCenter can be segregated into two categories: core code and user code.

The core code is primarily responsible for managing the user interface, organizing

selected modules, logging, and managing unhandled exceptions. The user code, orga-

nized into modules, is the set of code that controls hardware and experimental flow.

Figure 2-2b illustrates the code architecture at a high level, as well as an example

of the flow through the full stack of modules in a model experiment in Figure 2-2c.

A subset of the logs are sent to a centralized server. This allows authorized code

administrators and developers to investigate usage patterns and recognize the most

urgent errors to be addressed. The logs are accompanied by enough GitHub data to

have an exact snapshot of the code being run when the logs are generated.

Modules are required to inherit certain core code classes that provide required

functionality and templates allowing them to plug into their corresponding manager.

The two base classes inherited by all modules are Base.Singleton and Base.Module.

The singleton behavior enables classes to be instantiated only once but retrieved with

separate calls. This is important for the instances representing physical hardware

because that instance must maintain an accurate representation of the state of the

hardware. If two instances existed, they could independently update the physical

hardware without the other knowing. Base.Module brings together functionality to

implement rendering the settings panels on the left for a particular module and makes

certain that CommandCenter is aware of the module’s existence.

In an effort to preserve equipment longevity and general safety, the application is

equipped with an “inactivity” monitor. This is a 30 minute timer that is reset with

every application interaction and paused during any module’s method evaluation
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(e.g. an experiment evaluating or image acquisition pauses the timer). When the

timer times-out, CommandCenter executes a set of housekeeping routines and calls all

loaded module’s inactivity routines if defined (close shutters, power down equipment,

reset voltages, etc.) and presents all actions taken to the user; under the assumption

that modules properly return their actions as a string from the inactivity method.

Debugging within the CommandCenter environment can be accomplished using

MATLAB’s debug architecture. However, CommandCenter managers evaluate mod-

ule code in a “sandboxed” environment to prevent the elevation of unexpected errors

in user code to a level resulting in fatal crashes of the CommandCenter application.

These sandboxes require code to enter and exit the sandboxed environment which ne-

cessitates additional restrictions with the debug tool. Exiting code evaluation without

evaluating the appropriate sandbox exit block will result in getting stuck in the sand-

box environment. As such, a safeguard against prematurely “quitting” debug mode is

launched when CommandCenter is loaded. The best practice is to proceed through

debugging with “continue” such that the sandbox exit sequence can take place regard-

less of an exception in the code.

2.2.2 Autonomous Navigation

Re-visiting sites on physical samples is a required feature of our data acquisition plat-

form. There are a couple of techniques that can be used to make this possible, one

of which will actually work under our constraints. First, extremely precise stages

that can move to a target location with micron-scale accuracy and precision could be

employed. To repeatedly revisit sites, the sample would also require positioning on

the stage with the same accuracy and precision. This is an unreasonable expectation

given our constraints. Not only do our samples change in size and shape, repeated

visits to the same site in different setups is necessary, including setups that operate

at cryogenic temperature. Cryogenic stages present an additional accuracy challenge

when operating in a closed-loop mode over the full sample’s position (mm-scale). This

brings us to our second solution, patterning a coordinate system directly on the sam-

ple’s surface. Under proper illumination, this coordinate system can be observed by
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Figure 2-2: Modular Front-End. a) A screenshot of the UI. The menus across
the top allow selection of modules which can then be controlled by UI elements in
the left set of panels. b) The underlying block diagram outlining the architecture of
the experimental front-end. All objects represented in blocks are instantiated as a
MATLAB class. The primary purpose of the managers is to act as a broker between
the UI and the loaded modules and prevent errors from propagating beyond a module.
c) An example traversal of methods showing the full-stack representation from the
high-level user interface down to the lowest level hardware components. The black
arrow on the left shows how to traverse the figure’s stack representation.
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Figure 2-3: Sample Navigation Logic. The localization system takes observations
from the instrument’s sensors as input. Once interpreted and transformed into sample
coordinates, data are used to update the observed world model. Finally, coupled with
the known world model, the localization system generates a belief as to where the
instrument may be located.

the microscope’s camera allowing a computer to identify its location on the sample’s

surface.

A core plugin to CommandCenter is the autonomous navigation component. This

component is given a target position on the sample and provides a series of instructions

to navigate towards the target. The primary element of the system is a machine-vision

enabled sensor to detect patterns on the sample to interpret an encoded position.

Figure 2-3 displays a block diagram of how the information flows through the system

to the relevant components. In this diagram, the database is stored locally in memory

because there is no need for it to be permanent since the instrument can always relearn

its location if necessary.
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QR Locators

There are many techniques that can be used to create unique markers on the sam-

ple surface. Previous work that successfully demonstrated alignment of structures

to prescreened sites have used relatively simple markers that are replicated across

the chip [132]. While techniques like this can be employed in the case of manual

demonstrations, the approach will not permit scaling-up to chip-level engineering.

To successfully scale to that level, unique markers must be created. To this end,

an alphanumeric labeling scheme has been used to label chip components by many

groups. While an alphanumeric scheme is reasonable and effective in many if not most

forms of human enterprise, the information processing load is greater in the computer

realm, and, more important, by using a digital strategy a denser representation that a

machine can easily read can be created. This strategy was first implemented in 1994

when DENSO WAVE released a 2-dimensional barcode, the Quick Response (QR)

Code [37]. Here, I add our QR Locators to the ecosystem of 2-dimensional codes.

The physical markers used by the machine vision portion of the navigation plugin

are custom-designed binary codes etched into the diamond surface. These markers

have similar features to that of QR codes - a 2-dimensional array of bits. Figure 2-6

shows an example of the layout and design of these markers. The marker pictured

uses 16 bits to encode the location, 4 bits to encode the version, 1 bit as a constant

pad, and 3 bits as an error-detecting checksum. The version bits allow some flexibility

in the encoding of the location, checksum and pad bits if updates are required. The

pad is a constant bit that helps identify this as a marker, once the machine vision

system locates the three corner circles of the marker.

The internal structure of a QR locator’s bit was investigated to determine which

design provided the most contrast in the optical microscope, the essential functional

element of the system. Four different designs were considered, as depicted in Figure 2-

4. The clearest and most trivial design was devoid of internal structure, consisting of a

simple etched square. In the second family of designs, I took advantage of polarization

effects from the reflected LED illumination. The final design consisted of a 3× 3 grid
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of pillars. Scanning electron micrographs (SEMs) of these four designs can be seen in

Figure 2-4a.

Early marker development efforts produced decoding algorithms that read the final

pillar design flawlessly, ruling out the need for a thorough study of polarization design.

Figure 2-4b shows an example of the optical image associated with the horizontal

striped design. Even in this image, you can begin to understand why the pillar-design

is so effective. Rather than using interference or polarization effects which require

extra care in preparing the optical path of the microscope, the easiest-to-implement

and most robust design is to simply scatter as much light as possible within each bit.

Two of the three framing circles in Figure 2-4a are designed to be asterisks and are

based on the same logic underlying the bit’s pillar-design to maximize the edges that

will scatter incident light.

Clearly, an in-depth consideration of the design of markers is an important as-

pect of work presented in this thesis, and up-to-date information on the evolution of

the design (including a completely new bit layout seeking to improve the informa-

tion content to footprint ratio) will be available through CommandCenter’s GitHub

wiki [178].

Marker Detection Algorithm

The markers were designed with their specific application in mind. Unlike QR codes

used universally, use of our markers are limited to imaging via optical microscopy from

the top. Consequently, accounting for affine transformation resulting from a nondirect

perspective is unnecessary. As such, our degrees of freedom include translation, scale,

and rotation. QR readers that are used in standard mobile devices, and are available

through OpenCV [39], expect the user to image the QR code “well” enough to allow

their algorithm to detect the QR code [18]. The detection occurs when a row of pixels

matches a certain signature present in all QR codes. In QR codes, this signature is

produced with nested square features. As such, when imaging at some rotation,

it is difficult to detect the signature because it is a function of the angle. In our

application, detection and readout of markers at any rotation is necessary.
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1 μm(a)

(b)

(c)

Figure 2-4: Experimental Pixel Designs. Row (a) A set of 3 SEMs depicting
distinct internal bit designs for the QR marker. From left to right, the trivial design
has no internal structure, resulting in a simple etched square. The next family of
designs is inspired by linearly polarized illumination — a horizontal or vertical striped
pattern is used to preferentially interact with the corresponding polarization (only the
horizontal is shown). Finally, a set of pillars is tested to increase the length of light-
scattering edges present on the marker’s bits. Row (b) A set of images taken under
the white light optical microscope. These are the images used for processing and
decoding markers. The optical images correspond with the bit’s family from the
SEMs shown in a, but they are not precisely the same QR Locators. (c) An example
of a second electron beam lithography (EBL) write overlaid with the QR Locator
coordinate system using the EBL markers described in Figure 2-6. The green and red
colors correspond to the designed QR Locator block. The yellow coloring corresponds
to the locations of pillars for detected fluorescent sites registered to the QR Locator
coordinate system corresponding to NVs.
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a)

b)

Figure 2-5: QR Locator Processing Validation. An overview of the two main
components to processing QR Locators is shown. a) The initial processing step is
decoding/reading. This tool outlines every step and calculated value used to process
the images along with four panels showing the raw image with a potential inversion
(axis 2, or 𝑦 axis in the example), a representation after refactoring to square pixels if
they were not in the original image, the result of the application of a low-pass filter,
and the binary mask used to locate the bounding box of the QR Locator. Each sector
reproduces calculated positions for feature detection through decoding. Clicking on
the decoded value of a bit brings up histograms of the internal distributions calculated
from the original image. In this QR Locator design, there are more opportunities to
sample the reference pixel values for a logical 0 bit. In this example, I have zoomed
into a single QR Locator, but there were four total in the field of view. The inset
with a blue border shows which pixels are sampled when interpreting the value of a
bit. b) The optional next step is to take the information from the reader in a) and
perform a point spread function (Gaussian) fit to all primary and secondary (smaller)
bounding box markers. Again, I have zoomed into only one of the QR Locators. This
one appears inverted, because the first step required a 𝑦-inversion to decode correctly.
The results of each fit are stored and can be presented by clicking on the marker of
interest.
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The signature of our QR locators consists of three bounding circles that “frame”

the rest of the binary code, thus marking its position. Because of their circular

character, they look the same from all angles, simplifying our search algorithm:

1. The image is low-pass filtered using the primary marker’s radius/4 as the stan-

dard deviation of the Gaussian kernel.

2. The image is then translated into a binary image using a threshold. The thresh-

old is calculated as the median of all pixel values in the image plus 𝑛 standard

deviations. The default is 𝑛 = 5.

3. Contiguous regions are discovered and characterized by their eccentricity and

area. Regions that fall within the valid thresholds of these parameters are

candidates for the marker’s signature.

4. A depth-first search is performed on these candidates. If a particular signature

circle forms a right angle with two additional candidates, and falls within the

correct dimension window, that marker is flagged as a potential origin for a

marker.

5. With the origin of a marker known, continued efforts to read the binary values

encoded in the marker are made. This is performed by first surveying regions of

the code that are known to correspond to pixel values representing a logical 1

and a logical 0. The pixels comprising the 24 unknown bits can then be statically

compared to these known distributions using p-tests. This form of sorting has

the added benefit of providing us with a confidence for each pixel.

6. Once pixels have been classified, the binary code is checked for errors using the

embedded checksum value. If the code passes this test, the candidate marker is

confirmed to be an actual marker.

7. For each actual marker, I go back to perform a more accurate alignment to the

code to increase precision. The simulated marker image is fit to the raw pixel
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Figure 2-6: Sample Registration. a) Example of full chip patterned with markers,
EBL alignment markers and spherical aberration correction grids (c). b) An SEM
of an early version of the QR Locators. c) An optical image taken in the micro-
scope under white light showing the grid of circles used as our aberration correction
grid. d) A microscopic fluorescence image of the sample, showing emitters located
by fluorescence detection. Orange circles indicate peaks that have been detected and
identified as emitters, blue circles indicate peaks that have been spatially filtered
either due to proximity to the frame border or masked by a location marker. The
purple border roughly maps to the scale of the purple border on the left. The inset
shows the marker captured with white light microscopy. e) A histogram showing the
standard deviation of distances between emitters repeatedly registered in the global
coordinate system over the course of 20 trials (blue) and the first 2 trials (orange).
Nearest neighbors between runs were considered the same emitter.

values in the original image to retrieve a best-fit and precise coordinate that

the marker encodes.

Figure 2-5 shows an example of different parts of this algorithm and the user interface

to aid the user’s effort to understand the steps being taken by the algorithm. This

presentation of metadata in a logical and efficient manner is crucial to debugging

systematic issues and understanding what adjusting parameters are doing under the

hood.

By coupling the sample localization components to fluorescent peak-detection, we
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can register the location of fluorescent emitters to the global sample coordinate sys-

tem. The right column of Figure 2-6 displays an example of an extracted frame of

this process. The histogram below the image represents the results of 20 alignment

experiments across the surface of the chip, as the chip is re-positioned to a new, ran-

dom orientation on the stage for each experiment. These data suggest a localization

precision of 20-30 nm.

2.2.3 Spherical Aberration Correction

Image distortion exists to some degree in every imaging system, and is primarily

manifested in radial and tangential components. Radial distortion is caused primarily

from the shape of the lens; rays entering the lens at different radii from the optical

axis are focused to different locations. Tangential distortion is typically a result of

lenses that are not perfectly orthogonal to the optical axis.

A Brown-Conrady model is used to account for radial and tangential distortion.

Basically, the system navigates to an aberration-correction region identified as an

array of EBL patterned circles. The equations below are used to select the vector

𝑎 = [𝑎1, 𝑎2, ..., 𝑎5], such that the error between the true grid locations and the imaged

grid locations is minimized. An example of this can be seen in Figure 2-7.

𝑟𝑎𝑑𝑖𝑎𝑙 = (1 + 𝑎1𝑟
2 + 𝑎2𝑟

4 + 𝑎3𝑟
6) · 𝑥̂

𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙𝑥 = 2𝑎4𝑥𝑦 + 𝑎5(𝑟
2 + 2𝑥2)

𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙𝑦 = 𝑎4(𝑟
2 + 2𝑦2) + 2𝑎5𝑥𝑦

𝐵𝑟𝑜𝑤𝑛𝐶𝑜𝑛𝑟𝑎𝑑𝑦 = 𝑟𝑎𝑑𝑖𝑎𝑙 + 𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙, (2.1)

where 𝑥̂ = [𝑥, 𝑦], 𝑟2 = 𝑥2 + 𝑦2, and 𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙 = [𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙𝑥, 𝑡𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙𝑦].

A handful of techniques designed to correct image distortion using the Brown-

Conrady model are available. These models generally attempt to fit the free pa-

rameters referenced above, as well as the set of the camera’s intrinsic and extrinsic
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parameters that describe its angle relative to the scene and its focal properties such

that a proper transformation to true spatial coordinates can be made [24, 65, 70, 190].

For our purposes, the camera’s optical axis is perpendicular to our sample.

In addition to the location markers patterned on the sample (as discussed in

Section 2.2.2), I include an “aberration-correction region” which is a 27x27 array

of circular holes etched into the diamond. I generally assume that EBL is more

precise and accurate than our imaging system and take the intended positions to

be the actual positions in space. As such, the computer can optimize for spherical

aberrations by enforcing a Brown-Conrady correction across the entire field of view.

Multiple snapshots of our aberration grid are taken as it is moved across all parts of

the field of view. The metric that is optimized is the mean error between the best-

fit “perfect” square grid and the measured grid. Specifically, the steps taken after

10 images have been taken (for example) are:

1. Peak detection and fitting to obtain measured location of the grid: 𝑥𝑖𝑗, 𝑦𝑖𝑗 (10

images; so 𝑖 = 1 : 10, and a 27×27 grid, so 𝑗 = 1 :∼ 729, subject to a few

markers being out of the field of view or covered/not etched correctly).

2. Simulate a perfect grid 𝑥′𝑖𝑗, 𝑦′𝑖𝑗 with scale, rotation and offset degrees of freedom

to fit as closely as possible to 𝑥𝑖𝑗 and 𝑦𝑖𝑗.

3. Match such that 𝑥, 𝑦 and 𝑥′, 𝑦′ sets are correctly paired up (e.g. rearrange 𝑗 if

necessary).

4. Perform a particle swarm/nonlinear least-squares optimization where the func-

tion being optimized is:

(a) For each 𝑖:

i. (𝑥′′𝑗 , 𝑦
′′
𝑗 ) = 𝐵𝑟𝑜𝑤𝑛𝐶𝑜𝑛𝑟𝑎𝑑𝑦(𝑥𝑗, 𝑦𝑗)

ii. Redo step 2 using 𝑥′′𝑗 , 𝑦′′𝑗 .

(b) error = mean(distance between 𝑥′′𝑖𝑗, 𝑦′′𝑖𝑗, and 𝑥′𝑖𝑗, 𝑦′𝑖𝑗).
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Figure 2-7: Spherical Aberration Correction. The microscopy image shown
on the left corresponds to a partial region of the overall field of view that overlaps
the aberration grid. The red square in the center image shows the location of this
snapshot in relation to the full field of view. Additional snapshots are taken as the
grid is moved through the overall field, as illustrated for one iteration shown by the
arrow. The blue vector field shows the “error,” or shift between the imaged locations
and the corrected locations. A contour plot associated with the colorbar indicates the
magnitude of these shifts (e.g. the length of the arrows). The right-most plot shows
the vector field identified using the full second-order Brown-Conrady model described
in the main text.

Figure 2-7 shows the result of implementing this protocol in a 100 µm × 100 µm

field of view. Such a large field of view relative to the limited depth of focus of

the 0.95 NA objective being used in this study certainly compromises the outcome

of our focusing efforts. Imaging through this lens degrades the accuracy of location

estimates of imaged markers near the edges of the field of view. Nonetheless, the

computer can diagnose the required correction, as seen in Figure 2-7.

2.2.4 Pulse Sequences

Another important software component of the lab infrastructure is the design and

implementation of a pulse-sequence infrastructure. It is important that the data

structure of the pulse sequence be easily manipulated, efficiently optimized, and is

freely scalable with the capability to perform abstractions. A tree data structure

was chosen such that the intent of the pulse sequence could be captured. This was

inspired by the structure of the commit tree in Git [168]. Each node on this tree can

represent either a transition in the channel (e.g. “on” to “off”) or the beginning/end
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Figure 2-8: Pulse Sequence Generation. a) A screenshot showing the figure used
for pulse sequence visualization and construction/editing. Overlaid arrows show the
underlying relation of the tree stored in memory. A pop-up opens when clicking on
a node allowing further editing of that node’s properties. The two highlighted nodes
correspond to the selected one and its parent. b) The corresponding tree in memory.
Each circle represents a particular node from a) where the color matches the channel.
Compilation requires traversing and flattening this tree.

of a loop. The edges of the tree correspond to a relative time offset from the parent

node. This encodes a node’s intent because it is specifically tied in time to a parent

node. Thus if an update to the timing of an early node in the sequence is made, it is

not necessary to consider all nodes down stream since they specify a time relative to

our newly updated node. This can be seen in a simple example shown in Figure 2-8.

The editor for the pulse sequence is represented in time, typically how the exper-

imentalist thinks about its progression. Right-clicking on the axes allows the user

to add/order channels interactively. Once added, a right click will allow editing of

a channel or initiate the beginning of a loop. To create a transition on a channel,

a left click at the appropriate time will begin the process. Instructions to complete

node creation (either a transition or loop) will be provided in the title of the axes.

Part of this process includes selection of the parent node to be associated with that

node. Clicking on an existing transition will allow editing of that node’s properties
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(including the relative timing to its parent node). When rendering the pulse sequence

in the editor, a sequence instance will traverse the tree to determine absolute timings

and allow the node to plot itself at the appropriate location in the x-y space.

Compilation is a relatively simple process. A JSON standard is created to rep-

resent an intermediate-compilation. Below is an example of what this might look

like.

{

"name": "Example",

"units": "ns",

"repeat": false,

"channels": ["channel1","MW Switch","","channel4"],

"sequence":[

{"flags": [1,0,1,0], "duration":52,

"instruction":"LOOP", "data":10},

{"flags": [0,0,0,1], "duration":1032,

"instruction":"CONTINUE", "data":null},

{"flags": [1,1,0,0], "duration":126,

"instruction":"CONTINUE", "data":null},

{"flags": [0,1,0,1], "duration":1000,

"instruction":"END_LOOP", "data":0}

]

}

The nodes have been converted into items in the “sequence” array. Special care

must be taken for nodes that end up coinciding at the same absolute time. Here, a

simple hierarchy can be used to choose what “instruction” should be used. The flags

accompanying this instruction can be merged. If the merged flags are both attempting

to change a state, it is impossible to determine what the user intended, and an error

is raised.

A relatively simple generalization of this can be easily converted into a continuous
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voltage space rather than the existing binary “on”/“off” space. A transition must

simply include one additional piece of data, the voltage itself. One additional step

could be taken to remove the restriction on a node’s data entirely. The only constraint

is the need to be JSON-serializable and parsable by the module that will be responsible

for compilation of the physical hardware.

2.3 Hardware Back-End

It became apparent that decoupling the experimental front-end and the hardware-

oriented back-end was crucial. In a real-world environment, unpredictable events can

lead to unexpected (and potentially undocumented) equipment errors. It is important

that these errors be handled appropriately to avoid crashes at the front-end. A client-

server model is a standard technique designed to circumvent this problem. This

project can be found on GitHub with maintained documentation [179]. Figure 2-9

schematically represents the relevant components of the ModuleServer.

2.3.1 Overview

The server runs as a standalone process that receives the initial client request. There

are a small subset of special admin commands that the main process will respond to,

primarily related to the upkeep of the currently loaded modules. The client socket is

passed off to a subprocess (the “worker”) using a multiprocessing queue. This worker

is responsible for management of the module requested by the client, and is tasked

to fulfill the rest of the client’s request.

A module consists of user code that represents an abstract piece of equipment.

The user code contains a class with relevant methods to control and interact with the

physical hardware. This can be executed over TCP, serial, shared libraries, etc., the

choice of which is left entirely to the user’s discretion. The worker exists to sandbox

and monitor this user code to ensure errors are returned to the client appropriately.

If the code in a module gets modified, the worker will reload the module when it is

not actively busy with a client to ensure the minimization of downtime between code
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Figure 2-9: ModuleServer Schematic. Blue rectangles represent python processes.
The main process is the “HW Server” which is responsible for spawning all other sub-
processes, constructing queues, and sharing queues. The green rectangles represent
files on the filesystem that are relevant for the ModuleServer’s operation. The main
while-loop governing the server monitors the CONFIG file for changes when the server
is not busy with a client (e.g. no request received within 1 second). If changed, it will
parse the contents of the file and load/unload/reload module workers accordingly. In
the same manner, and for the same reason, the workers perform the same monitoring
process for their module’s source code file. This enables a continuous integration and
continuous development environment with no server downtime.
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updates. The rationale for separating each module into a separate process can be

thought of in the same context as the rationale associated with the process designed

to build the ModuleServer in the first place — to ensure that errors from one module

cannot influence any other parts of the system. In fact, each module is completely

unaware of other loaded modules.

The server will monitor the workers to protect against fatal errors capable of

crashing any of the modules. If a fatal error does occur, the server will attempt to

re-spawn the worker until it is apparent that the action cannot be accomplished. In

this situation, the server will directly respond to clients with the appropriate error

message along with as much metadata as possible to help diagnose the issue.

The server reads a config file to know which modules to load, and will monitor

that file for changes during runtime when it is not busy handling a client. It will take

care of loading and unloading modules as necessary, as instructed by the updated

config file.

Finally, a separate logging process runs next to all existing subprocesses. Much

like the manner in which clients are passed from the main server process to workers

using a queue, logs are sent from all active processes (main- and sub-) over a queue

to the logging process. This acts to serialize otherwise asynchronous messages and

handle them in a way that the user can configure.

2.3.2 Protocol and API

All communication streams between the server and client are terminated by a newline

character '\n' (ASCII 10). The protocol, illustrated schematically in Figure 2-10, uses

ASCII characters to stream serialized data between the server and client in the form

of JSON strings. To avoid interruption in the stream caused by special characters,

the JSON strings are URL-encoded (plus) which escapes any white space and special

characters by replacing the content with their hexadecimal representation. The client

initiates the communication by connecting to the port on the machine that the server

process has binded to:
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Figure 2-10: ModuleServer Client Protocol/API. Summary of API requests sent
from the client to the server. Time progresses from left to right, and top to bottom.
Everything to the right of “hwserver” (and including “hwserver”) are all members of the
ModuleServer stack running on one machine (potentially multiple cores). The client
initiates the communication by sending the “server hello” packet. The main process
on the ModuleServer will attempt to handle the request. If successful, it will reply
accordingly and close the connection. If unable to handle the request directly, the
request must be addressing a module, and the server will place the open client socket
in a queue to the appropriate worker for further handling. After accomplishing this,
the server replies to the client with an acknowledgement. At this point, the client is
expected to send a follow-up packet containing the request information for the worker.
The worker attempts to handle all following requests and, if necessary, will forward
a request to the user’s module code for fulfillment. All return values/messages are
relayed back to the client, or an error is packaged in the reply instead.
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Server hello:

{"name": <name as str>}

The server will send "ack" if successfully passed to the worker queue, or an appro-

priate error and traceback if the request fails before making it onto the queue. Next,

the client sends a follow-up JSON string that targets the request for the worker:

{

"function": <function in "name" as str>,

"args": [<arg0 as any type>, <arg1 as any type>, ...],

"keep_alive": <True/False>

}

where “any type” refers to any type that is JSON serializable by Python, which

includes all Python primitives (e.g. dicts, lists, strings, ints, floats, etc.). If for some

reason a type that is not JSON serializable is used, the user’s module code should

account for this, otherwise the server will raise an error. The general approach to

solving this issue is simply finding a way to pack an object into a Python primitive

and inflate it on the client side.

All aspects of the operation, including "keep_alive", includes a 1 second time-

out window that begins after the server sends a reply. This should be more than

sufficient from a timing perspective to account for network delays, even in slow net-

works. Nonetheless, as with many parameters, this can be adjusted by the system

administrators.

When an error in the main process or in a worker occurs, the connection socket is

closed regardless of the "keep_alive" flag. Clients can also send a specially constructed

request to disconnect from the server without requiring the server to raise its timeout

exception.

{

"function": None,

"args": [],
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"keep_alive": False

}

The server includes a number of special commands that are processed in the core

server process code before potentially calling on user code within a loaded module:

• _help can be called as "name" in the “server hello” for available modules.

• Likewise, _help can be called in request to workers as "function" fields (note it

is still necessary to include other two fields even though they will be ignored).

• _ping (or null) can be issued as well for "name" which will result in an echo of

the client’s IP address.

• _get_modules as the "name" will return a list of module names that are loaded. If

you append .* (e.g. _get_modules.msquared), only the modules that begin with

* will be returned.

• _reload_{URLENCODED_MODULE_NAME} as the "name" can be issued to force a reload

of the module specified.

The URLENCODED_MODULE_NAME should be the module name that has been urlencoded

(plus). If no module is specified, the server will force the config file to be reloaded.

This syntax is to circumvent the lack of arguments in the “server hello”. The server

will respond with a description of the action taken. Workers and server will send

responses that are urlencoded(plus) JSON strings:

{

"response": RESPONSE,

"error": ERROR_STATUS,

"traceback": traceback.format_exc()

}

Where ERROR_STATUS is True/False and RESPONSE is the JSON-encoded return value

from the requested MODULE.
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2.3.3 Configuration

Here, I would like to outline a very basic configuration to get this server setup and run-

ning. I will assume that the ModuleServer repository is somewhere on your python’s

path, and the following project directory structure:

myproject/

server.py

server.config

mymodules/

__init__.py

moduleA.py

moduleB.py

logs/

server.log

server.log.1

...

server.log.5

Server Setup

You can create a server.py file as follows:

1 import logging, os, sys

2 import ModuleServer.server as server

3

4 BASE_PATH = os.path.dirname(os.path.abspath(__file__))

5

6 LOGLEVEL = logging.INFO

7 CONFIG_PATH = os.path.join(BASE_PATH,'server.config')

8 SERVER_IP = 'localhost' # 0.0.0.0 to bind to all interfaces

9 SERVER_PORT = 36577

10 LOGFILE = os.path.join(BASE_PATH,'logs','server.log')

11
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12 if __name__ == '__main__':

13 server.main('HW Server',CONFIG_PATH,SERVER_IP,SERVER_PORT,LOGLEVEL,LOGFILE)

Config File

This simply requires use of a JSON file that informs the server’s workers how to load

and dispatch requests to your module. Entries that have an underscore as the first

character of the module name are ignored. The format is a dictionary with keys be-

ing the module names and values being a list: ["module import path", "class name or

function entry point", "dispatch method in class or null if calling directly by client

request"]:

{

"moduleA": [

"mymodules.moduleA",

"moduleA",

"foo"

],

"_moduleB": [

"mymodules.moduleB",

"bar",

null

]

}

Modules

Modules do not have a particular required recipe. Here I offer a possible implemen-

tation to complete the example (based on the config file). moduleA.py:

1 import os, logging, time

2 logger = logging.getLogger(__name__)

3
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4 class moduleA:

5 def __init__(self):

6 logger.debug('Here we go')

7 time.sleep(3)

8 logger.debug('Loaded')

9

10 def foo(self,client_ip,fn_name,*args):

11 logger.debug('Calling '+fn_name+str(args))

12 return 'You successfully called the dispatching method!'

moduleB.py:

1 import os, logging, time

2 logger = logging.getLogger(__name__)

3

4 class bar:

5 def fun1(self,*args):

6 logger.debug('Called fun1 directly! Args: '+str(args))

7 return 'No dispatching method necessary.'

Note that workers setup root logger properly, enabling modules to inherit and log

easily at any level:

1 import logging

2 logger = logging.getLogger(__name__)

3 logger.info('testing123...')

Clients

Clients connect with server.py on the host machine to communicate with modules.

An example illustrating the creation of a client follows. It is also worth noting that

client.py uses numpy-style docstrings [114].

1 from client import client

2 myclient = client(host = 'localhost')
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The relevant public methods for the client are:

• The client.ping() method can be issued to ping the server to get the client’s

IP address and binding port.

1 print(myclient.ping())

• The client.com(module, funcname='_help', *args) method can be called to com-

municate with a module and request it to perform a function. Here is an example

of requesting "moduleA" to call "foo" with arguments ['ay', 1, False, None].

1 resp = myclient.com('moduleA', 'foo', 'ay', 1, False, None)

2 print(resp) #-> You successfully called the dispatching method!

• The client.help() method can be called to get server help text.

• The client.get_modules(prefix='') method will return a list of module names

that are loaded. If you specify .* (e.g. myclient.get_modules('msquared')), only

the modules that begin with * will be returned.

• The client.reload(module) method can be issued to force a reload of the module

specified.

2.3.4 M Squared Module Example

Preparing the M Squared tools for automation presented a particular challenge be-

cause they are implemented in an early version of the application programming in-

terface (API). Consequently, I will present the module architecture developed in an

effort to adapt their API into our automation infrastructure. It is important to re-

member that this is by far the most complicated module in the ModuleServer due to

this particular laser’s API. Standard modules will reflect the examples in Section 2.3.3

more closely than they will reflect the architecture of this module.
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The M Squared laser ecosystem revolves around communication with their ICE

Blocs (the control unit for the laser components) over HTTP and WebSockets. The

ICE Blocs for various components of the laser, specifically their core Ti:sapphire

laser (SolsTiS) and an external mixing module (EMM) to bring the output into

the visible spectrum, use a proprietary JSON over HTTP protocol. Control of the

laser is performed in the web browser using HTTP to open a WebSocket. The ICE

Blocs further connect to a TCP Server running on a machine that is connected to

a supported wavemeter. This TCP Server allows the laser to access a wavemeter to

perform closed-loop tuning protocols. The full network topology used to control these

devices can be seen in Figure 2-11b.

To control the laser remotely, the ICE Blocs allow opening of a TCP port for a

preselected host from a certain IP address (configured in the web browser). To sweep

the output of the SolsTiS and/or the EMM, you must have control of the SolsTiS

to tune its resonator. However, for the EMM to operate properly, it must play the

role of the host and be allowed to connect to the remote control point of the SolsTiS.

To further complicate matters, there are not enough functions in the API associated

with the EMM remote control protocol to control the SolsTiS as well. This prevents

a third-party (our automation) code from controlling all aspects of the EMM output.

These issues can be resolved by implementing a “Machine-in-the-Middle” (MITM)

approach. In cyber security, this is known as a man-in-the-middle attack, where a host

(in this case, the “HWcomputer”) pretends to be the other party. In this particular

case the EMM connects to our MITM, thinking it is the SolsTiS, and the SolsTiS

believes it is the EMM (although the SolsTiS does not particularly care since this is

the generic API port). With this architecture, when MITM is active, the EMM is

allowed to connect to the SolsTiS when necessary. When not active, our ModuleServer

is allowed to connect to the SolsTiS since they reside at the same IP address. This

set of connections is represented by the hollow arrows in Figure 2-11a. By giving

the ModuleServer control responsibility when the MITM is running, it now has full

control over the M Squared laser.

The final challenge to overcome is the implementation of an approach that al-
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lows the SolsTiS to communicate with the wavemeter. In principle, the TCP Server

that arrives with the SolsTiS can load its own version of the dynamic-link library

(DLL) responsible for communicating with the wavemeter. However, this particular

wavemeter services multiple (up to 8 lasers in our case) and various clients (experi-

ments around the lab) that depend on uninterrupted access to the wavemeter through

the ModuleServer. The internals of the original TCP Server overwrite all settings in

the wavemeter app for channels not used by the M Squared devices. Furthermore,

TCP Server operates the wavemeter’s channels in a way that excludes all channels not

in use by the M Squared laser. Obviously, this is problematic for use-case. As such,

with a little packet-sniffing between the SolsTiS and TCP Server, the protocol can

be reverse engineered and my own implementation of the TCP Server that modifies

only the components of the wavemeter app necessary for the M Squared’s operation

can be built and integrated nicely with the existing ModuleServer API.

The architecture of the code responsible for this can be seen in Figure 2-11c.

Here, a more detailed view of the module structure introduced in Figure 2-9 can be

seen. The general concept behind the structure is that a client connects and sends

a request to a general dispatch method in LaserWrapper. Based on the request,

LaserWrapper will instantiate either the SolsTiS or EMM to fulfill the request. Upon

instantiation, the EMM class will spawn the MITM program to allow the EMM ICE

Bloc to communicate with the SolsTiS ICE Bloc.

2.4 Microwave Delivery

Two hardware components that are necessary for emitter creation and characteriza-

tion are an ultra-high vacuum annealing furnace [35] and a microwave (MW) delivery

system that will work over an entire chip-scale experiment. The physical construction

of the furnace was completed as part of my S.M. Degree program [177]. Since then,

I have integrated annealing recipes, as well as sufficient diagnostic data to detect

problematic furnace runs, into the lab framework (described in section 2).

With regard to MW delivery, following exploration of multiple strategies to create
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Figure 2-11: Module Server: M Squared Laser Configuration. a) The pro-
cesses running within the “HWcomputer” that facilitate control of the M Squared
devices setup. A TCP Server (named after the program the M Squared company sup-
plies) is the binding application for the M Squared’s ICE Blocs. The protocol between
this program and the ICE Blocs is reverse-engineered from the company’s version.
Instead of directly loading the Wavemeter App through the DLL, the re-engineered
version connects through the ModuleServer’s interface. The ModuleServer will spawn
a “Machine-in-the-Middle” (MITM) program that completes the connection between
two ICE Blocs when necessary, thus acting as a switch between the ModuleServer’s
connection and the EMM’s connection to the SolsTiS. b) The network topology re-
sponsible for connecting all relevant components of the M Squared infrastructure.
This network is kept behind a strong firewall imposed by the HWcomputer due to
security vulnerabilities in the ICE Bloc’s web interface. c) The “msquared” module
code structure that fits into the ModuleServer (see Figure 2-9).
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a homogeneous field across the sample, a strategy that ensures a uniform field across

the field-of-view of the imaging system and is static relative to that field-of-view was

selected. Figure 2-12 illustrates the design and modeling of such a delivery system

that integrates a 50 Ω strip-line transmission line to a loop around the final lens of

the objective nearest the sample. By cutting notches into the metal housing (1-2 are

sufficient for operation at 2.87 GHz) of the objective, the current induced by inductive

coupling (i.e., an image current) can be prevented. This approach improves the field

magnitude by a factor of about 2.33. The construction of such a system was further

optimized by moving the loop as close to the focal plane of the objective as possible

without contacting the sample. The version finally implemented was designed by Ian

Christen (Quantum Photonics Lab) on a flexible PCB.
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Figure 2-12: Free-Space Microwave Delivery. (a) The general design of the
microwave objective in schematic form. A coaxial connector (SMA, SMP, etc.) is
attached to the housing of a microscope objective, connecting to signal and ground
wires. These wires (impedance matched to 50 Ω on the metal casing) run down to the
tip of the objective, where they form a loop. The bottommost mount of the objective
can be of a non-conductive material, such as ceramic. Alternatively, it could have a
notch cut into it to produce an open circuit in the ring, preventing the induction of a
cancelling current. (b) The loop can exhibit different geometries to achieve different
magnetic fields at the sample focal plane. The in-plane geometry would produce
a perpendicular magnetic field at the center of the field of view, whereas the out-
of-plane loop geometry would produce a strong in-plane magnetic field component.
Instead of a single turn, the loop could have N turns to magnify the applied magnetic
field by approximately N times. (c) Modeling the device. (Left) The magnitude of
magnetic field components along the optical axis of an objective with and without
a “notch” design. The notch increases the field strength in the geometry by a factor
of about 2.33. (Right) Geometry of the microscope objective (main cylinder with
cone at the bottom) with a differential stripline source leading to a notch-protected
conductive loop at the base to generate the magnetic field (electric field magnitude
colored) at the sample (gray arrows). The notch prevents an image current forming in
the objective casing which would lead to a reduced magnetic field. The blue surface
at the very bottom of the image is the sample/focus plane.
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Chapter 3

Silicon-Vacancy Centers

The controlled creation of defect center—nanocavity systems is one of the outstanding

challenges facing the quantum science community in the effort to efficiently interface

spin quantum memories with photons for photon-based entanglement operations in

a quantum network. Here, we demonstrate the direct, maskless creation of atom-like

single silicon-vacancy (SiV) centers in diamond nanostructures via focused ion beam

implantation with ∼32 nm lateral precision and <50 nm positioning accuracy rela-

tive to a nanocavity. We determine the Si+ ion to SiV center conversion yield to be

∼2.5% and observe a 10-fold conversion yield increase after additional electron irradi-

ation. Low-temperature spectroscopy reveals inhomogeneously broadened ensemble

emission linewidths of ∼51 GHz and near lifetime-limited single-emitter transition

linewidths as low as 126± 13 MHz, a linewidth corresponding to ∼1.4-times the nat-

ural linewidth. This method for the targeted generation of nearly transform-limited

quantum emitters should facilitate the development of scalable solid-state quantum

information processors.

In this chapter, portions of our paper entitled, “Scalable focused ion beam creation

of nearly lifetime-limited single quantum emitters in diamond nanostructures” and its

corresponding supplementary material [148] are revisited.

A central goal in semiconductor quantum optics is to devise efficient interfaces

between photons and atom-like quantum emitters for applications including quantum

memories, single photon sources, and nonlinearities at the level of single quanta. Many
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efforts to optimally position emitters relative to the mode maximum of nanaphotonic

devices with the necessary sub-wavelength-scale precision have been investigated, in-

cluding fabrication of nanostructures around prelocalized or site-controlled semicon-

ductor quantum dots (QDs) [11, 144, 145, 25, 163] or diamond defect centers [133],

or implantation of ions for defect center creation in nanostructures concomitant with

the nanofabrication [146, 149]. However, these approaches do not allow the high-

throughput post-fabrication creation of quantum emitters with nearly indistinguish-

able emission in nanophotonic structures already fabricated and evaluated; the ap-

proach implemented here greatly simplifies the design and fabrication process and

improves the yield of coupled emitter-nanostructure systems.

Unlike quantum emitters such as molecules or quantum dots, diamond defect cen-

ters can be created through ion implantation and subsequent annealing [98, 129],

enabling direct control of the center depth via the ion energy. Lateral control has

been demonstrated through the use of nanofabricated implantation masks [105, 169,

125, 159, 124, 15], which have been employed for color center creation relative to op-

tical structures through atomic force microscopy (AFM) mask alignment [133], and

combined implantation/nanostructure masking [146, 149]. Implantation through a

pierced AFM tip [133] does not require modification of the fabrication process and

allows for implantation after fabrication and evaluation of these structures. However,

the process is time-consuming, requires special AFM tips, and can lead to reduced po-

sitioning precision by collisions with mask walls. As an alternative, focused ion beam

(FIB) implantation of ions, for example nitrogen [85] and silicon [166], can greatly

simplify the implantation process by eliminating the need for a nanofabricated mask.

Similar to a scanning electron microscope, an ion beam can be precisely scanned,

enabling lateral positioning accuracy at the nanometer scale and ‘direct writing’ into

tens of thousands of structures with high throughput.

The SiV belongs to a group of color centers in diamond that has emerged as

promising single photon emitters and spin-based quantum memories. Among the

many diamond-based fluorescent defects that have been investigated [6], the silicon-

vacancy (SiV) center [184, 112, 111, 110] is exceptional in generating nearly lifetime-
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limited photons with a high Debye-Waller factor of 0.79 [38] and low spectral diffusion

due to a vanishing permanent electric dipole moment in an unstrained lattice [154,

69]. These favorable optical properties have notably enabled two-photon quantum

interference between distant SiV centers [154, 138] and entanglement of two SiV

centers coupled to the same waveguide [153]. In addition, the SiV has electronic

and nuclear spin degrees of freedom that could enable long-lived, optically-accessible

quantum memories [104, 126, 139].

Here, a method for positioning emitters relative to the mode maximum of nanopho-

tonic devices is introduced: direct FIB implantation of Si ions into diamond photonic

structures. This post-fabrication approach to quantum emitter generation achieves

nanometer-scale positioning accuracy and creates SiV centers with optical transition

linewidths comparable to the best ‘naturally’ growth-incorporated SiV reported [138].

The approach allows Si implantation into ∼2 · 104 sites/s, which allows creation of

millions of emitters across a wafer-scale sample. We also show that additional post-

implantation electron irradiation and annealing creates an order of magnitude en-

hancement in Si to SiV conversion yield. By repeated cycles of Si implantation and

optical characterization, this approach promises nanostructures with precisely one SiV

emitter per desired location. Finally, we demonstrate and evaluate the site-targeted

creation of SiVs in prefabricated diamond photonic crystal nanocavities. The ability

to implant quantum emitters with high spatial resolution and yield opens the door

to the reliable fabrication of efficient light-matter interfaces based on semiconductor

defects coupled to nanophotonic devices.

3.1 SiV Creation and Sample Preparation

Focused ion implantation was performed at the Ion Beam Laboratory at Sandia Na-

tional Laboratories using the nanoImplanter (nI). The nI is a 100 kV focused ion

beam (FIB) machine (A&D FIB100nI) making use of a three-lens system designed

for high mass resolution, using an ExB filter, and single ion implantation, using fast

beam blanking. The ExB mass-filter (M/ ∆M of ∼61) separates different ionic species
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Figure 3-1: Targeted Si Ion Implantation into Diamond and Silicon-Vacancy
Defect Properties. a) Illustration of targeted ion implantation. Si ions are precisely
positioned into diamond nanostructures via a focused ion beam (FIB). The zoomed-in
image is a scanning electron micrograph of an L3 photonic crystal cavity patterned
into a diamond thin film. The scale bar is 500 nm, Si is silicon. b) Distribution of the
electric field for the fundamental L3 cavity mode with three Si target positions: the
three mode maxima along the center of the cavity are indicated by the dashed circle.
The central mode peak is the global maximum. c) Atomic structure of a silicon-
vacancy defect center (SiV) in diamond. Si represents an interstitial Si atom between
a split vacancy along the <111> lattice orientation and C the diamond lattice carbon
atoms. d) Simplified energy level diagram of the negatively charged SiV indicating
the four main transitions A, B, C, and D [69]. ∆ω is the energy splitting of the two
levels within the doublets.
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Figure 3-2: Spatial Precision of SiV Creation. a) Confocal scan of SiV center
array. Sites are separated by 2.14 µm. Overlaid are regular grid points from an
aberration-corrected reference lattice. b) Analysis of implantation precision. We
determined the 2-d position uncertainty of the created SiV to be 40 ± 20 nm. Blue
curve: fit to Rayleigh distribution. Inset: Scatter plot of created single SiV sites
relative to their grid points with one and two 𝜎 guides to the eye, where the radius
𝜎 = 26 nm corresponds to the expected implantation standard deviation resulting
from the combination of beam width and implant straggle. c) Normalized second-
order autocorrelation function of a single SiV with g(2)(0) = 0.38 ± 0.09. Red points
indicate data (without background subtraction), and the blue line is a fit to the
function 1 − 𝐴 · 𝑒𝑥𝑝(−|𝜏/𝑡1|) + 𝐵 · 𝑒𝑥𝑝(−|𝜏/𝑡2|). The black dashed line indicates
g(2)(𝜏) = 0.5 while the blue dashed lines indicate the 95% confidence intervals for the
fit. d) Ensemble (black) and single-emitter (red) SiV room-temperature fluorescence
spectra. The characteristic zero-phonon line at 737 nm is prominent.
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and charge states from liquid metal alloy ion sources (LMAIS), providing the capa-

bility for implantation of ∼1/3 the periodic table over a range of energies from 10 to

200 keV. For the Si implantation discussed here, we used an AuSbSi LMAIS with typ-

ical Si beam currents ranging from 0.4 pA to 1 pA. Fast beam blanking allows direct

control over the number of implanted ions. We determine the number of implanted

ions by measuring the beam current and setting the pulse length to target a given

number of ions per pulse. The nI is a direct write lithography platform that uses

electrostatic draw deflectors, controlled by a Raith Elphy Plus pattern generator, to

position the beam. Single ion positioning is limited by the beam spot size on target.

With typical spot sizes ranging from 10-50 nm, we have measured the targeting accu-

racy to be <35 nm for 200keV Si++ beam using a series of ion beam induced charge

measurements.

For targeting into nanostructures, we align the ion beam relative to the sample

by registering a secondary electron image of the alignment markers generated using

the ion beam to scan the sample. Shift, rotation, and magnification corrections are

calculated and applied in the pattern generator control package. This allows for any

location within the write field to be individually targeted for implantation.

The lithography pattern is the original design file that was used to pattern the

diamond thin film via electron beam lithography (EBL) and reactive ion etching.

Errors resulting from inaccuracy during EBL were not taken into account.

To create a single SiV per cavity with high probability, we implanted ∼20 Si ions

per cavity mode maximum, yielding about 1.8 SiVs per cavity on average according

to an extrapolated conversion efficiency of ∼3% under Poisson statistics for 160 keV

Si ions (Fig. 3-3) that target the middle of membrane at 106 nm.

The sample was annealed at 1050∘C under high vacuum (< 10−6 mbar at max

temperature) for two hours to form SiV centers and eliminate other vacancy-related

defects. Finally, we clean the sample surface through boiling tri-acid treatment (1:1:1

nitric:perchloric:sulfuric) and subsequent dry oxidation in a 30% oxygen atmosphere

at 450∘C for four hours.
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3.2 Experimental Setups

Here, the experimental setups used to characterize our samples at room and cryogenic

temperatures is described.

3.2.1 Room-Temperature Measurement Setup

A modified fluorescence microscope (Zeiss Axio Observer), customized to allow con-

focal illumination at 532 nm (Coherent Verdi) and single-mode fiber fluorescence

collection was used. Collected fluorescence is spectrally filtered (Thorlabs FEL0650)

and detected on avalanche photodiodes (APD) with single-photon resolution (Exceli-

tas) or spectrally resolved on a grating spectrometer (Princeton Instruments, Acton

SP2500i).

3.2.2 Cryogenic Measurement Setup

These measurements were performed at 18 K in a closed cycle helium cryostat (Janis).

A home-built confocal microscope collects the fluorescence with a high numerical

aperture (NA) objective (Olympus UMplanfl 100x 0.95 NA) and directs the emission

to either the input of a single-mode fiber connected to an APD or to a free-space

spectrometer with a resolution of about 61 pm (∼34 GHz) at 737 nm (Princeton

Instruments, IsoPlane SCT 320).

PLE measurements were performed using a modified helium flow probe-station

(Desert Cryogenics model TTTP) with a 0.95 NA microscope objective (Nikon CFI

LU Plan Apo Epi 100x) inside the vacuum chamber. Details of this setup are described

in Evans et al. [56].

3.3 Spatial Precision of SiV Creation

As outlined in Figure 3-2, the fabrication approach introduced here relies on Si im-

plantation in a custom-built 100 kV FIB nanoImplanter (A&D FIB100nI) system

(section 3.1) and subsequent high-temperature annealing to create SiV centers. The
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nanoImplanter uses field emission to create a tightly focused ion beam down to a min-

imum spot size of <10 nm from a variety of liquid metal alloy ion sources (section 3.1).

For the experiments described here, we used an Si beam with a typical spot size of

<40 nm into commercially available high-purity chemical vapor deposition (CVD)

diamond substrates (Element Six). After implantation, high-temperature annealing

and surface preparation steps to convert implanted Si ions to SiVs (section 3.1) were

performed.

The resulting SiV arrays were characterized at room temperature through confocal

fluorescence microscopy in a home-built setup (section 3.2.1). Fig. 3-2a shows a scan

of a square array of SiV implantation sites with lattice spacing of 2.14 µm across a

30×30 µm2 write field, created via a single point exposure from the Si beam. Room-

temperature spectral measurements in a dense region containing many centers (Fig 3-

2d, blue curve) showed an inhomogeneous linewidth of approximately 5 nm centered

around 738.3 nm, characteristic of the SiV center. We subsequently identified single

SiVs through second-order correlation measurements. For instance, Fig. 3-2c shows

photon antibunching for a SiV with an observed count rate of 30 kcts/s collected

via an oil immersion (numerical aperture of 1.3) objective into a single-mode fiber

under 20 mW of 532 nm pump power. The red line in Fig. 3-2d shows the single-

emitter fluorescence spectrum at room temperature, which is very similar in shape

and linewidth to the inhomogeneous spectrum. At room temperature, these lines are

broadened by phonon processes and not limited by inhomogeneity between different

SiV centers [74].

To determine the spatial precision of the SiV implantation, we created and imaged

a square array of SiV color centers in a cryogenic setup following the procedures in

section 3.1 and 3.2.1. We then fitted each SiV site with a 2D Gaussian to determine

the location of the SiV centers below the diffraction limit, and considered only SiV

sites with fluorescence intensities consistent with single emitters. Using these loca-

tions, we fitted a 2D grid allowing for affine transformation and found the distance

between each SiV site and its nearest grid point. Finally, we binned the distances and

fitted those values to a central Chi distribution with two degrees of freedom (Rayleigh
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Figure 3-3: Si Ion to SiV Conversion Yield. a) Si to SiV conversion yield for
varying implantation ion energies and doses. The conversion yield was determined
by calibrating array intensities (Fig. 3-2) with the determined averaged single SiV
photon count rate. Si conversion yield as function of b) energy and c) dose. The
lines are guides to the eye.

distribution), which describes the distribution of the distance 𝑅 =
√
𝑋2 + 𝑌 2 where

X and Y are independent zero-mean normal random variables with identical variance

(Fig. 3-2b). The reported separation is the mean of the fitted Chi distribution cor-

responding to the mean separation in R (40 nm), and the error is the square root of

the variance (20 nm). The mean separation in the X and Y directions is 0 nm with

a standard deviation of 32 nm. These measured values agree well with the expected

precision of 26 nm calculated by the addition in quadrature of the uncertainties arising

from the nominal 40 nm FWHM beam size and 19 nm lateral implantation straggle.
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3.4 Creation Yield of SiV

To determine the conversion yield of implanted Si ions to SiV centers, we swept the

implantation dose logarithmically from 1012 to 1014 Si cm−2, and the implantation

energy linearly from 10 to 100 keV. The dose and energy determine the number

and depth of vacancies created during the implantation process, with increased en-

ergy resulting in more vacancies at increased depth. The vacancy density affects the

probability that a Si defect captures a diffusing vacancy and converts to SiV during

annealing which is a proposed mechanism for SiV formation [47]. To estimate the

yield, we measured the fluorescence intensity across a 10×10 µm2 region of constant

implantation dose and energy, and normalized to the average single-emitter intensity

and implanted ion number. Fig. 3-3a summarizes the yield measurements. Yield

increases as a function of energy (Fig. 3-3b), which is expected for a vacancy-limited

SiV creation process, up to 2.5% for the highest-energy 100 keV ions with a dose of

∼1012 cm−2. These measurements indicated a decreasing yield as a function of dose

(Fig. 3-3c). We attribute this to an accumulation of charged defects in the diamond

lattice that lead to ionization, much like that observed in NV centers [151]. Alterna-

tively, reduced yield could result from lattice damage that accumulates in the form of

multi-vacancy defects as the diamond lattice approaches the graphitization threshold,

a phenomenon that has been observed in similar experiments with NV centers [118].

Irradiating diamond with high energy electrons can also improve the conversion

yield of vacancy-related color centers [94, 76]. Electron irradiation at high energies

>170 keV [80] can displace carbon atoms and create additional vacancies, which

allows for larger conversion efficiency of implanted ions into vacancy-related color

centers. To verify these experiments with the silicon-vacancy center, we first created

a reference sample by implanting four spots with silicon ions in increasing doses of

500, 2000, 5000, and 10000 ions per spot into bulk diamond with an implantation

energy of 100 keV, corresponding to an implantation depth of about 68 nm. After

annealing this sample at 1200∘C to activate SiVs [42], a scanning confocal fluorescence

image was taken by exciting these spots simultaneously with ∼10 mW of both 520 nm
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Figure 3-4: Electron Co-implantation. After electron irradiation and subsequent
annealing we observed a 10-fold increase in fluorescence intensity at the implantation
positions of Si ions (lower panel). The Si ion doses were 500, 2000, 5000, and 10000
ions per spot. The yellow line plot through the fluorescence maximum of the image
indicates the intensity before electron irradiation, and the blue line after irradiation.
The scale bar is 5 µm.

(Thorlabs LP520-SF15) and 700 nm (Thorlabs LP705-SF15) laser light, and collecting

light into a single mode fiber through a 10 nm bandpass filter (Semrock FF01-740/13)

around 737 nm (Fig. 3-4, yellow line). After this reference measurement, we irradiated

the sample with 1.5 MeV electrons with a total fluence of ∼1017 cm−2. After another

annealing step, a second fluorescence image was taken with the same setup and it was

verified by spectral measurements (Horiba iHR 550 with Synapse CCD) that, indeed,

only the SiV typical peak at 737 nm was detected. In the second measurement, we

observed increased fluorescence for all four spots by a factor of ∼10 (Fig. 3-4, blue

line), corresponding to a final conversion yield of ∼20%. This result is consistent with

previous observations in Si-doped diamond samples [47], supporting our interpretation

that the conversion efficiency of focused ion beam implantation is limited by the

vacancy density in the diamond.

93



Wavelength (nm)
0

2

4

6

8

10

12

736.2 736.6 737

In
te

ns
ity

 (a
.u

.) Ensemble
FWHM =
51 GHz

FWHM =
126 ± 13 MHz

Ensemble SiV
Single SiV
Fit Ensemble
Fit Single

Detuning (MHz)
-300 -200 -100 0 100 200 300

In
te

ns
ity

 (a
.u

.)

0.5

1

1.5

2

2.5
Single Transition

a)

b)

Figure 3-5: Optical Linewidth and Coherence Properties of SiV. a) Cryo-
genic spectra (< 13 K) of a single SiV (red circles) and an ensemble (black circles).
The four SiV transitions (Fig. 3-1) as well as the phonon sideband are each fit-
ted with a Gaussian function. The single SiV linewidths are spectrometer limited
(FWHM =∼ 34 GHz). For the ensemble, an inhomogeneous broadening as low as
∼51 GHz (FWHM) was determined. The wavelength values are slightly blue-shifted
due to an offset relative to an absolute wavelength reference by about 0.1 nm. b)
Cryogenic (4 K) photoluminescence excitation measurement of the narrowest observed
single SiV transition with a linewidth of 126 ± 13 MHz (FWHM, error estimation:
95% confidence interval) determined with a Lorentzian fit function. This linewidth
of an implanted SiV is equal, within error, to the narrowest natural SiV linewidth
measured to date.
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3.5 Optical and Coherence Properties of SiV at Cryo-

genic Temperatures

I next describe the implanted SiV centers’ low-temperature spectral properties. Pho-

toluminescence spectral measurements were performed in a cryogenic home-built con-

focal cryostat setup (section 3.2.2). The inhomogeneous distribution of SiV transitions

is plotted in Fig. 3-5a with a full width at half maximum (FWHM) of about 0.642 nm

(∼51 GHz). We then performed PLE measurements to determine the linewidths of in-

dividual SiVs below the spectrometer limit (section 3.2.2). We determined an average

single-emitter transition linewidth of 200±15 MHz from a sample of 10 SiV implanted

at 100 keV with individually resolvable transitions. The narrowest observed transi-

tion, shown in Fig. 3-5b, had a linewidth of 126±13 MHz, which is within a factor

of 1.4 of the lifetime limit 𝛾 = (2𝜋 · 1.7 ns)−1 = 94 MHz for a typical fluorescence

lifetime of 1.7 ns [154], and equivalent to the narrowest lines observed in natural SiVs

to date [138, 56].

3.6 Direct SiV Creation in an Optical Nanocavity

Finally, we demonstrated the targeted implantation and subsequent creation of SiV

centers inside diamond nanostructures. We first fabricated 2D photonic crystal

nanocavities into a ∼200 nm thick diamond membrane through oxygen reactive ion

etching [88, 87]. We then used the FIB system to target Si ions into the mode max-

ima of the photonic crystal cavities. In the case of L3 cavities, we targeted the three

mode maxima individually (Fig. 3-1b). The Si ion beam was aligned to the cavity

through secondary-electron imaging of prefabricated alignment markers on the sam-

ple (Fig. 3-6b, section 3.1). We targeted the cavity mode maxima with 160 keV ions

for an average of 1.8 SiVs per cavity (section 3.1). After performing the processing

steps described in section 3.1 we observed about one SiV per cavity implantation spot

with spectrometer-limited (<34 GHz) ZPL linewidths.

To determine the positioning accuracy of the cavity-targeted SiV creation, we per-
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formed a spectrally resolved photoluminescence confocal scan at room temperature.

At each pixel of a 2-dimensional (2D) 532 nm laser scan, a spectrum was recorded and

the intensity for different spectral positions was determined. For each wavelength, we

then plotted its 2D-intensity map as in Fig. 3-6 d,e. This measurement allows com-

parison between the photonic crystal location, determined by Raman scattering of

the 532 nm laser pump from the diamond (572.52 nm) which is present in the cavity

region but not in the surrounding air holes, and the SiV location determined from the

emitted fluorescence (at 736.98 nm). By fitting the measured emission patterns to

2D Gaussians, we estimate a relative positioning accuracy of 48(21) nm. The error is

estimated from the 68% fitting confidence interval which corresponds to one standard

deviation.

3.7 Outlook

While we have demonstrated targeted creation of high-quality SiVs through FIB,

several opportunities for improvement have been identified for potential future work

in this area. The stochastic nature of the SiV creation process, characterized by a

mean yield of 𝜂, prevents the generation of exactly one emitter with high yield [103].

One solution is to implant a low dose of Si ions (to create ≪ 1 SiV on average) and

optically verify creation of a SiV after annealing. Because implantation sites can be

selected individually, the FIB process allows for repeated low-yield implantation steps

that are conditionally discontinued following the creation of the desired number of

emitters thus achieving sub-poissonian implantation across a sample. An alternative

approach to precisely create one quantum emitter is to implant only one ion at a

time, as was recently demonstrated [4], combined with electron irradiation or co-

implantation of other ion species to create vacancies [151] to drive the SiV conversion

yield to unity.

The linewidths of the SiVs were measured in areas with 2.5 SiVs on average, dis-

tributed within ∼55.4 nm (FWHM) diameter, corresponding to an implantation dose

of ∼1012 cm−2, indicating that high densities of implanted SiVs are not detrimental
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Figure 3-6: SiV Creation in a Photonic Nanocavity. a) SEM of example pho-
tonic crystal cavity sample. The scale bar is 10 µm. b) Close-up SEM of example
photonic crystal lattice with four cavities. The white dashed rectangle indicates the
area illustrated in c). The scale bar is 2 µm. c) Illustration of targeting relative to
alignment markers (black) with an ion spot size down to <40 nm. The white circles
(not to scale for visibility) indicate the three L3 cavity mode maxima (Fig. 3-1). To
determine the SiV positioning accuracy relative to the mode maxima, we performed
spectrally resolved fluorescence scans. At each pixel in d,e) we recorded a spectrum
including the Raman signal d), the SiV fluorescence e), and the cavity resonances
(not displayed). d) Intensity x-y plot of the diamond Raman signal at 572.8 nm. e)
Intensity x-y plot of SiV emission at 736.9 nm. By fitting a 2D Gaussian function
to the intensity distribution, we determined the distance between the center of the
cavity and the SiV fluorescence, the effective positioning accuracy, to 48(21) nm, with
error estimation of one standard deviation. The scale bar in d) and e) is 0.5 µm.

97



to their optical properties. Although we found that FIB-implanted SiVs are similar in

homogeneous transition linewidth to ‘natural’, as-grown centers, the inhomogeneous

linewidth of ∼51 GHz (after 1050∘C annealing) is slightly broader than the ∼15 GHz

demonstrated for a similar SiV creation method using annealing temperatures around

1200∘C [56]. Potential causes include di-vacancy breakdown caused by higher tem-

peratures, or near-surface strain and defects in the diamond due to polishing, which

can be reduced by etching the damaged layer before implantation [36].

In summary, SiV creation with high spatial accuracy by FIB implantation of

Si ions into bulk and nanostructured diamond has been demonstrated. The SiV

positioning accuracy relative to the targeted nanocavity mode maximum was 48 ±

21 nm, which is sufficiently precise to locate the SiV within ∼90% of the mode-field

intensity maximum of nanocavities or waveguides. We also demonstrated that the SiV

creation yield can be increased after implantation by a factor of 10 fold, resulting in up

to 20% yield. The targeted implantation technique demonstrated here likely applies

to other quantum emitters like the germanium defect center in diamond [73] and

other materials of interest, such as silicon carbide [90] or molybdenum disulfide; this

would be particularly advantageous for materials in which traditional nanofabricated

masking is challenging.

The ZPLs of SiVs created by our method have optical linewidths within a fac-

tor of 1.4 of the lifetime limit, making them as narrow as naturally occurring SiVs

described to date. Considering both this narrow linewidth and the narrow inhomoge-

neous distribution of implanted SiV of ∼51 GHz, this fabrication method represents

a significant step towards the high-yield generation of thousands to millions of ef-

ficiently waveguide-coupled indistinguishable single photon sources. Such arrays of

atom-like quantum emitters would be of great utility for a range of proposed quantum

technologies, including quantum networks and modular quantum computing [19, 109],

linear optics quantum computing [81, 89], all-photonic quantum repeaters [9, 121],

and photonic Boson sampling [29].
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Chapter 4

Multi-Qubit Registers

Medium-scale ensembles of coupled qubits offer a platform for near-term quantum

technologies including computing [127], quantum sensing [46], and the study of meso-

scopic quantum systems [189, 34, 99]. Atom-like emitters in solids [63] have emerged

as promising quantum memories, with demonstrations of spin-spin entanglement by

optical [71] and magnetic [53] interactions. Magnetic coupling in particular is at-

tractive for efficient and deterministic entanglement gates, but raises the problem

of addressing individual spins at the necessary nanometer-scale separation. Current

super-resolution techniques [31, 77] can achieve this degree of resolution, but are de-

structive to the states of nearby qubits. Here, we measure individual qubit states

in a sub-diffraction cluster by selectively exciting spectrally distinguishable nitrogen-

vacancy (NV) centers [52]. We demonstrate super-resolution localization of single

centers with nanometer spatial resolution, as well as individual control and readout

of spin populations. This approach opens the door to high-speed control and mea-

surement of qubit registers in mesoscopic spin clusters, with applications ranging from

quantum-enhanced measurements [167] to error-corrected qubit registers [175, 40] to

multiplexed quantum repeater nodes [152, 174].

In this Chapter, portions of our paper on the “Individual control and readout of

qubits in a sub-diffraction volume” and its corresponding supplementary material [23]

are replicated. I would also like to note that Eric Bersin contributed to the work

described in this phase of the project.
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Major advances towards larger coherent spin systems have recently been made by

controlling nuclear spins [3] or dark electron spins [140] through one NV center and by

coupling electron spins of two NV centers [53]. These advances suggest that a system

of strongly coupled color centers, each coupled to proximal dark spins, could provide

a scalable platform for controlled spin-spin interactions, as illustrated in Figure 4-1a.

A central challenge for coherent control of such multi-spin systems is the ability to

measure individual NV centers without collapsing the states of nearby NVs. Here we

address this problem by making use of the inhomogeneous distribution of NV center

optical transitions attributed to natural and defect-induced lattice strain [21, 155].

The strain field 𝜎⃗ enters the Hamiltonian as 𝐻strain = 𝜎⃗ · 𝑉⃗ [50] and can be divided

into axial and transverse components, with differing effects detailed in Figure 4-1b.

We find that this distribution persists even for closely-spaced NV centers, allowing

us to optically address individual emitters within a diffraction-limited volume.

4.1 Nitrogen-Vacancy Strain Hamiltonian

As derived by group theory [50, 95], the strain field contribution to the NV excited

state Hamiltonian can be written in the basis of the NV excited states

{𝐸1, 𝐸2, 𝐸𝑥, 𝐸𝑦, 𝐴1, 𝐴2}:

𝐻str =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

𝜎𝑧 0 0 0 −𝜎𝑦 −𝜎𝑥
0 𝜎𝑧 0 0 𝜎𝑥 −𝜎𝑦
0 0 𝜎𝑧 + 𝜎𝑥 −𝜎𝑦 0 0

0 0 −𝜎𝑦 𝜎𝑧 − 𝜎𝑥 0 0

−𝜎𝑦 𝜎𝑥 0 0 𝜎𝑧 0

−𝜎𝑥 −𝜎𝑦 0 0 0 𝜎𝑧

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.1)

The axial strain component 𝜎𝑧 provides a simple uniform shift to all levels. While

this does not affect the character of the levels, it can split nearby NVs experiencing

differential axial strains. This is significant in our application, as an axial strain gra-

dient would thus allow distinguishable NVs without the often associated spin mixing
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Figure 4-1: Preferential Excitation and Imaging of Sub-diffraction Defects.
a, An ensemble of NV electron spins (red) coupled to nearby nuclear spins (yel-
low) with distinct optical transition frequencies due to local strain fields, allowing
selective interaction with individual centers operating on different frequency channels
within a diffraction-limited spot. b, NV electron level structure. A ground state spin
triplet acts as a qubit, addressable via 2.88 GHz microwave driving (blue). The spin-
conserving radiative transitions (red) are at distinct frequencies, allowing optical spin
readout via resonant excitation. Axial (𝜎‖) and transverse (𝜎⊥) strains shift these lev-
els further and may distinguish individual NVs. c, Confocal microscope image of the
polycrystalline diamond (PCD) showing the microwave stripline. The bright white
line is a grain boundary in the diamond. Inset, a close-up scan showing a brighter
spot at site 1, determined to be a cluster of NVs, as well as a dimmer spot at site
2, determined to be a single NV. d, Histogram (N=87) showing the inhomogeneous
distribution of ZPL transitions in the PCD, with a standard deviation 𝜎 = 294 GHz.
e, PLE on the NV cluster at site 1, showing multiple transitions from strain-split cen-
ters. f, Reconstructed locations within the cluster, with width (standard deviation)
indicating the standard distance error on each point, multiplied 10x for visibility. For
comparison, the dashed line shows the full-width at half-maximum size of the spot
under 532 nm excitation.
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and coherence time degradation expected from higher strain samples.

The transverse component both splits (raising the levels 𝐴1, 𝐴2, 𝐸𝑦 and lowering

the levels 𝐸1, 𝐸2, 𝐸𝑥) and mixes (𝐸1 with {𝐴1, 𝐴2}, 𝐸2 with {𝐴1, 𝐴2}, and 𝐸𝑥 with

𝐸𝑦) the excited state manifold, resulting in two diverging spin triplet branches in the

high strain limit.

4.2 Experimental Setup

Experiments were performed using a home-built scanning confocal microscope. The

samples were cooled to 4 K using a closed-cycle helium cryostat (Montana Instru-

ments) and were imaged through a 0.9 NA vacuum objective. 532 nm light was gen-

erated by a Coherent Verdi G5 laser, and resonant red light tunable around 637 nm

was generated by a New Focus Velocity tunable diode laser. Microwave signals were

generated by Rohde & Schwarz SMIQ06B and SMV03 signal generators and sent

through a high-power amplifier (Mini-Circuits ZHL-16W-43+) before delivery to the

sample.

4.2.1 Sample Preparation

Super-resolution localization and individual control experiments were performed on

a Type IIa PCD by chemical vapor deposition (Element Six), with a native nitrogen

concentration of <50 ppb. To increase the prevalence of sub-diffraction clusters, the

sample was implanted with nitrogen at 85 keV with a density of 1010 cm−2, and

subsequently annealed at 1200 ∘C for 8 hours to heal the lattice and facilitate the

formation of NV centers. The conversion yield of this process is on the order of

1%, resulting in a final areal NV density of roughly 1 µm−2. To efficiently deliver

microwaves to the sample, we fabricate gold striplines on the surface of the diamond

using the following protocol:

1. Solvent clean, sonicating the sample in acetone, methanol, isopropyl alcohol

(IPA), and water for 5 minutes each.
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Figure 4-2: Striplines for Microwave Delivery. a, Microscope camera image of
striplines post-fabrication. b, Confocal image of a stripline on the PCD. The bright
white line is a grain boundary in the diamond. The red box corresponds to the area
scanned in c. For this stripline, 𝑤 = 5 µm and 𝑑 = 30 µm. c, A close-up of the red
boxed area in b; this was the region used for the experiments.

2. Oxygen plasma clean at 100 W for 5 minutes.

3. Spin-coat ZEP resist at 6 kRPM.

4. Write electron-beam patterns at 2 nA current, with a dose of 640 µC cm−2.

5. Develop in ortho-xylene at room temperature for 10 seconds.

6. Deposit 5 nm of chrome for adhesion, followed by 100 nm of gold.

7. Sit overnight in N-Methyl-2-pyrrolidone (NMP) at room temperature.

8. Remove any remaining resist with sonication in NMP.

9. Clean with IPA.

The stripline is a simple loop with ends that taper out to large bonding pads.

Figure 4-2a shows a camera image of two of these striplines post-fabrication. Figure 4-

2b shows a confocal scan (532 nm) of the stripline used for these experiments, with

a wire width of 𝑤 = 5 µm and loop gap of 𝑑 = 30 µm. Figure 4-2c is a close-up of

the red boxed region of Figure 4-2b, showing a defect density that exhibits both clear

single NVs and occasionally brighter clusters.

We perform wide-field spin echo measurements on a 25×25 µm2 region of the PCD

to characterize mean spin coherence time. Due to the randomized lattice orientation
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Figure 4-3: Coherence Time Characterization via Spin Echo Measurements.
Averaged spin echo measurements taken on NV centers in a 25×25 µm2 field of view
on the PCD. Fitting the exponential decay of the revivals gives a mean coherence
time of 211 µs.

in each crystal grain, it is difficult to align a magnetic field to the NV axis, resulting

in some off-axis field components that can degrade the coherence time [160]. Despite

this, we measure a mean coherence time of 𝑇2 > 200 µs (Fig. 4-3), indicating that

NV centers in this sample maintain long coherence times despite the presence of high

strain.

4.2.2 Pulse Sequences

To measure PLE from individual NV centers, we use a pulse sequence consisting of a

5 µs 532 nm pulse to reionize and initialize the NVs into their 𝑚𝑠 = 0 ground state,

followed by a 10 µs pulse from our tunable red laser during which time photon counts

are collected on an avalanche photodiode. For the PLE measurement in Figure 4-1e,

this is repeated 105 times before retuning the frequency and repeating. For the super

resolution localization experiments, the laser frequency is locked, and the sequence

repeated 104 times before moving to the next pixel in the scan.
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4.2.3 NV Cluster Characterization

As shown in Figure 4-1e, we measure seven prominent zero-phonon line (ZPL) tran-

sitions in the PLE sweep. Our super resolution localization scans indicate that these

correspond to three NVs; this is further corroborated by second-order autocorrelation

measurements (Figure 4-4a) where the 𝑔(2)(0) = 0.728 falls between 0.667 and 0.75,

the 𝑛 = 3 and 𝑛 = 4 Fock state bounds respectively. In our PLE pulse sequence

(see below), we start by initializing the NVs into their negatively charged, 𝑚𝑠 = 0

spin state. Under perfect initialization and low spin-mixing, this state generally has

two allowed transitions into 𝐸𝑥 and 𝐸𝑦 excited state manifolds. However, as dis-

cussed above in 4.1, highly strained systems can experience nontrivial mixing of the

larger excited state manifold, yielding observation of more than the expected two

transitions per NV center. We probe the ground states using microwave application.

Under an applied external magnetic field, we observe four optically detected magnetic

resonance (ODMR) dips (Figure 4-4b), indicating that these three NVs have two net

orientations (out of four possible). One resonance yields roughly twice as much con-

trast, indicating that two NVs fall along this orientation and one along the other. To

determine which ODMR dips correspond to which NV centers, we apply microwaves

at a single frequency corresponding to one of the spin resonances, then selectively

read out the system by collecting photon counts during application of a narrow laser

locked to a single frequency corresponding to one of the ZPL resonances. If the

microwave frequency and optical frequency are both resonant (with their respective

transitions) for the same NV, we expect to observe Rabi oscillations in fluorescence

with varying microwave application times. If, however, the microwave frequency and

optical frequency do not correspond to the same NV, we expect to observe little to

no modulation in fluorescence. Repeating this for each pairing of frequencies, we are

able to map which magnetic resonances come from which NVs, leading to the find-

ing that, indeed, two NVs correspond to the spin resonance with greater contrast.

Furthermore, we are able to resolve the apparent extra ZPL transition, and find that

while three of the ZPL peaks correspond to one spatial location (and thus one NV),
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Figure 4-4: Characterization of an NV Cluster. a, Second-order autocorrelation
measurement of the cluster system under 532 nm illumination. The red line is a fit
to a model incorporating a bunching term, necessary due to the presence of shelving
states of the NV. The dashed black lines mark the 𝑛 = 3 (0.667) and 𝑛 = 4 (0.75)
photon bounds assuming equally measured emission rates from each emitter. b,
ODMR of the cluster system under an applied external field. In the power-broadened
regime, each NV orientation will exhibit at most two resonances, corresponding to
the 𝑚𝑠 = 0 ⇒ 𝑚𝑠 = ±1 transitions. The observation of 4 thus indicates the presence
of two orientations in the interrogated spot.

one of these three (peak B) yields an increase in fluorescence under the microwave

application described here, while all other transitions yield a decrease in fluorescence.

This suggests that this extra peak is from a spin-mixed transition with both 𝑚𝑠 = 0

and 𝑚𝑠 = 1 character.

4.3 Super-resolution Localization

We investigate this approach to multi-qubit readout in a Type IIa PCD (see Sec-

tion 4.2.1). The scanning confocal image in Figure 1c shows NV centers in one

domain of this PCD near a gold stripline for microwave delivery that cuts across a

grain boundary, visible as the bright strip in the image. Despite the high strain of the

PCD [171], its low nitrogen content allows for NVs with coherence times exceeding

200 µs 4.2.1 at room temperature. The distribution of the NV optical transitions (Fig-

ure 4-1) indicates an inhomogeneous distribution with standard deviation of 294 GHz,

nearly 5 times broader than what we measure in single-crystal diamond samples 4.2.1.
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Figure 4-1e shows a photoluminescence excitation (PLE) spectrum taken on a rep-

resentative fluorescence site on the sample, labeled site 1 in the inset of Figure 4-1c.

The spectrum reveals several distinct ZPL peaks, indicative of the presence of multi-

ple NV centers within the diffraction-limited spot. Spatially scanning a narrow laser

resonant with one of the transitions in Figure 4-1e preferentially induces fluorescence

from a single NV center, selectively imaging this defect out of the cluster. Performing

this scan for each observed transition, we find that they correspond to only three

spatial positions. Second-order autocorrelation and optically detected magnetic res-

onance (ODMR) measurements further confirm the presence of three NV centers in

this site 4.2.1. The most prominent and well-isolated peaks for each NV center are

labeled as A, B, and C in Figure 4-1e. For these transitions, we repeat the resonant

imaging experiment 69 times over a period of around 20 hours, each time fitting the

result with a Gaussian point-spread function.

Examining the temporal trend for each NV, it is readily apparent that there is

some uniform drift on our stage over the course of the measurement period. The

independent results of the individual trials are shown in Figure 4-6a, with the color

gradient indicating relative time of each data point. As the data from each of the

three NVs are well separated and clusters easily identifiable by eye, we plot each

with the same color scheme. In Figure 4-6b, for each NV, we plot the difference

in 𝑥-coordinate and 𝑦-coordinate between the fit center at time 𝑡 and that at time

𝑡 = 0. Both 𝑥 and 𝑦 follow clear trends, and linearly fitting these drifts allows us to

compensate by shifting each data point’s center according to the fitted drift for that

time point. This adjustment results in the localization image shown in Figure 4-6c,

clearly showing much tighter clustering than Figure 4-6a. It is from these data that

we extract the standard distance, i.e. standard deviation in position, for each NV,

dividing by
√
𝑁 to convert to a standard error:

𝑆(𝑁) =
1√
𝑁

√︃∑︀𝑁
𝑖=1 (𝑥𝑖 − 𝑥̄)2 + (𝑦𝑖 − 𝑦)2

𝑁
(4.2)

where each 𝑖 is one of the 69 trials and 𝑥̄ and 𝑦 are mean positions of the total
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Figure 4-5: Qubit Degradation under Near-resonant Excitation for a Single
Isolated NV. a, Bloch sphere schematic for crosstalk measurement sequence. After
a 𝜋/2-pulse prepares the qubit in a superposition state, it precesses around the Bloch
sphere during application of a near-resonant laser. With probability (1−Γ), the laser
will not induce excitation and subsequent decay, preserving the phase built up during
the precession period, which is then mapped into the population by a second 𝜋/2-pulse
and readout with a non-resonant readout pulse. However, the laser may also induce
a spin-projecting decay event; in this scenario, the second 𝜋/2-pulse will always place
the spin in an even superposition state, independent of any phase accumulated during
the precessionary period, leading to a precession time-independent intensity at the
final readout. b, Ramsey sequences with a resonant laser of varying detunings applied
during the free precession period. The fits (solid lines) have one fit parameter for the
fringe amplitude relative to that of a reference Ramsey taken with no crosstalk laser.
c, Crosstalk probability as a function of laser detuning, taken by fixing the precession
time to the fringe maximum at 𝜏 = 386 ns (dashed line in b) and sweeping the
resonant laser detuning. The contrast values are normalized to the fringe amplitude
from the no-laser case. In red, the model for Γ (Eq. 4.13) with one fit parameter for
the optical Rabi frequency.
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Figure 4-6: Super-resolution Localization of Individual NV Centers. a, Re-
sults of 69 super-resolution localization trials for each NV, with color representing
the time at which the measurement was taken. Different NVs labeled by convention
as used above, and given the same color scale, as the clusters are separated enough
to distinguish by eye. Sizes of circles are in arbitrary units, but are scaled to indicate
95% confidence intervals on each measurement. b, Drift of all three NVs in 𝑥 (blue
circles) and 𝑦 (red triangles) over the measurement period, overlaid with linear fits.
c, Data from a, with drift compensated according to the fits in b. d, The standard
error as per Equation 4.2 for each NV as a function of total measurement time.
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data set (for a given NV). We calculate 𝑆 for every sequential binning of 𝑁 trials,

with 𝑁 running from 𝑁 = 1 to 𝑁 = 𝑁𝑚𝑎𝑥 = 69. Figure 4-6d plots the mean

standard error as a function of total measurement time given by 𝑇 = 𝑁𝑑𝑡, where

𝑑𝑡 = 37.5 seconds is the total pulse sequence time to perform one scan experiment.

Error bars indicate the standard error on the calculation of each 𝑆(𝑁). Figure 4-

1f shows the reconstructed positions. Note that the spot width indicates 10x the

localization precision after 40 minutes of integration and the dashed overlay showing

the full-width half-maximum size of the original diffraction-limited spot. From these

results, we demonstrate a mean localization precision of ⟨𝑆𝐴⟩ = 0.74 nm of single NV

centers and a precision of 0.45 nm for the brightest and most spectrally distinct NV.

4.4 Individual Readout and Crosstalk

We next consider the degradation that an optical readout of one NV induces in other

NVs in a diffraction-limited spot. For simplicity, we first study this crosstalk in

a simple system consisting of a single NV (NVD) in site 2 of Figure 1c, which is

initialized into state |𝜓0⟩ = |𝑚𝑠 = 0⟩ + |𝑚𝑠 = 1⟩.

For verification of our crosstalk model, we perform Ramsey interferometry on a

well-isolated single NV, verified by second-order autocorrelation measurements (Fig-

ure 4-7a), where a value 𝑔(2)(0) < 0.5 indicates that a single photon emitter is being

probed. An important parameter in the crosstalk model is the emitter lifetime. We

characterize this on the single NV of interest by time-tagging photon counts after

pulsed excitation, with results shown in Figure 4-7b. Fitting the decay after the ini-

tial instrument response yields a lifetime of 9.2±0.1 ns. We note that this is lower than

the typical 12 ns lifetime commonly reported for NVs in a single-crystal bulk sample;

this difference may stem from the presence of a particularly strained environment.

Resonances of otherwise identical systems that are strain-split can experience

preferential excitation (and thus fluorescence). In general, the steady-state excited

level population of a two-level system with linewidth 𝛾 under coherent excitation with
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Figure 4-7: Characterization of a Single NV for Detailed Crosstalk Measure-
ments. a, Second-order autocorrelation measurement taken with a Hanbury-Brown-
Twiss interferometer. The coincidence dip below 0.5 at delay time 𝜏 = 0 confirms
that we are probing a single emitter. b, Lifetime measurements taken via pulsed ex-
citation. The red line fitted to the decay after the initial instrument response yields
an excited state lifetime of 9.2±0.1 ns.

Rabi frequency Ω at a detuning ∆ is given by the optical Bloch equations to be:

𝜌𝑒𝑒 =
|Ω|2(︀

𝛾
2

)︀2
+ ∆2 + 2|Ω|2

(4.3)

For a pair of two-level systems with one on resonance, the ratio of their fluorescence

rates is thus:

𝐹𝑟𝑒𝑠𝑜𝑛𝑎𝑛𝑡

𝐹𝑑𝑒𝑡𝑢𝑛𝑒𝑑

=

(︀
𝛾
2

)︀2
+ ∆2 + 2|Ω|2(︀

𝛾
2

)︀2
+ 2|Ω|2

(4.4)

≈ ∆2 + 2|Ω|2

2|Ω|2
(4.5)

where the approximation in Eq. 4.5 is for the limiting case where ∆, |Ω| ≫ 𝛾. While

this basic rate enhancement is sufficient for super-resolution localization and readout

of an individual system, preservation of the off-resonant system’s state requires more

stringent conditions. We consider two types of crosstalk mechanisms; first, spin-
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projection errors that equate to a “measurement” of the off-resonant NV. For time

scales shorter than the spin population decay time 𝑇1, we can treat the NV ground-

excited states as a two-level system. During the resonant readout period, the off-

resonant NV (∆ ≫ 𝛾) undergoes Rabi oscillations:

𝜌𝑒𝑒 =
|Ω|2

|Ω|2 + ∆2
sin2

(︁
𝑡
√︀
|Ω|2 + ∆2

)︁
(4.6)

During this time, a decay from any small excited state population contribution consti-

tutes a measurement of the system that degrades whatever initial spin superposition

the NV originally had. In the limit for large detuning and short excitation times such

that probability of spontaneous emission is ≪ 1, this state has an expected number

of decay events during a time 𝑇 :

𝜆 =

∫︁ 𝑇

0

𝛾𝜌𝑒𝑒𝑑𝑡 (4.7)

=
𝛾|Ω|2

|Ω|2 + ∆2

⎡⎣𝑇
2
−

sin
(︁

2𝑇
√︀
|Ω|2 + ∆2

)︁
4
√︀
|Ω|2 + ∆2

⎤⎦ (4.8)

≈ 𝛾|Ω|2𝑇
2 (|Ω|2 + ∆2)

(4.9)

where in the last line we take 𝑇 ≫ 1√
|Ω|2+Δ2

, which is appropriate for any non-pulsed

measurement. Following Poissonian statistics, the probability Γ of at least one decay

event (crosstalk) occurring is then:

Γ = 1 − 𝑒−𝛾|Ω|2𝑇/2(|Ω|2+Δ2) (4.10)

Second, we consider phase errors resulting from differential AC Stark shift on the

|𝑚𝑠 = 0, 1⟩ spin ground states. The accumulated qubit phase error is given by the

difference:

𝜑 =
|𝐸|2

ℎ̄

(︂
𝜇̄2
0

∆0

− 𝜇̄2
1

∆1

)︂
𝑡 (4.11)

where each 𝜇̄𝑖 is the projection on the field vector of the transition dipole for the

spin 𝑖 ground-excited zero-phonon line transition, and each ∆𝑖 is the detuning of the
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near-resonant light from each respective transition. Typically, these transitions will

be within ∼10 GHz of one another, and the dipole moments roughly equal (though

with different projections owing to the different polarizations of the transitions). To

get a sense of the order of magnitude, we treat this in the case where ∆1 ≫ ∆0, and

note that this is a worse scenario than one would typically expect. We then see that

the phase error goes simply with:

𝜑 ∼ |Ω|2

∆
𝑡 (4.12)

Taking typical experimental parameters of |Ω| ∼ 𝛾, ∆ ∼ 10 GHz, and 𝑡 ∼ 100 ns,

this phase error is of order 10−2, and is, therefore, undetectable in our experiment.

We further note that under worse conditions, |Ω|, ∆, and 𝑡 can be well characterized

and this phase error corrected.

So, if a laser is applied at frequency 𝜔𝐿 for time 𝑇 to perform resonant readout on

a hypothetical neighboring NV. This laser projects NVD by non-resonant spontaneous

emission into ground state |𝑚𝑠 = 𝑖⟩, where 𝑖 ∈ {−1, 0, 1}, with probability

Γ𝑖 = 1 − exp

(︂
− 𝛾𝑖Ω

2
𝑖𝑇

2(Ω2
𝑖 + ∆2

𝑖 )

)︂
, (4.13)

where ∆𝑖 is the detuning of 𝜔𝐿 from NVD’s |𝑖⟩ ground-to-excited state transition, Ω𝑖

is the optical Rabi frequency, and 𝛾𝑖 is the excited state’s decay rate.

We probe this laser-induced crosstalk using Ramsey interferometry, as illustrated

in Figure 4-5a. The application of an off-resonant laser (detuned by ∆ from the NV’s

𝐸𝑥 transition) during the free precession period projects the NV into the mixed state:

𝜌 = (1 − Γ) |𝜓⟩⟨𝜓| + Γ0|0⟩⟨0| + Γ1|1⟩⟨1|

+ Γ−1|−1⟩⟨−1|,
(4.14)

where |𝜓⟩ = 1√
2

(︀
|0⟩ + 𝑒−𝑖𝜃(𝑡) |1⟩

)︀
is the result of the Ramsey experiment and

∑︀
Γ𝑖 =

Γ. In our experiment, Γ0 ≫ Γ1,Γ−1 such that Γ0 dominates the decay. The latter

three terms in Equation 4.14 are stationary states and provide no contrast in the
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Ramsey experiment, such that the fringe amplitude is directly proportional to 1− Γ.

The final spin state (after the second 𝜋/2-pulse of the Ramsey sequence) is measured

by state-dependent fluorescence 𝐹 through 532 nm illumination. 𝐹 is normalized

to account for power fluctuations by repeating the sequence, but replacing the final

𝜋/2-gate with a 3𝜋/2-gate and taking the contrast 𝐶 =
(𝐹3𝜋/2−𝐹𝜋/2)

(𝐹3𝜋/2+𝐹𝜋/2)
.

We can derive the functional form of 𝐶 by evolving our state’s density matrix

through the experiment. We probe off-resonant crosstalk by applying a near-resonant

laser pulse of duration 𝑇 = 200 ns during the precessionary period of a Ramsey

interferometry sequence. In this case, crosstalk events manifest as decreased fringe

contrast as the qubit is projected into an increasingly mixed state. To fit these results,

we first take a reference measurement of a Ramsey sequence with no crosstalk laser

applied. The resultant fringes, shown in the last row of Figure 4-5b, are fit to a model

with a decaying coherence envelope over three sinusoids corresponding to the three

hyperfine transitions from coupling between the NV electronic spin and the nearby

nitrogen-14 nuclear spin. Once this fit is retrieved, the data for varying crosstalk laser

detunings (Figure 4-5b) are fit to this same equation, but with fixed decay envelope,

sinusoid frequencies, phases, and relative amplitudes, leaving only one free parameter

for the overall fringe amplitude, which gives the crosstalk probability.

That this crosstalk probability corresponds to the normalized Ramsey fringe am-

plitude is seen by considering the mixed state generated by the off-resonant pulse.

In our Ramsey sequence, the spin is first optically polarized into the 𝑚𝑠 = 0 spin

state, then rotated by a 𝜋/2-pulse. In the {|𝑚𝑠 = 0⟩ , |𝑚𝑠 = 1⟩ , |𝑚𝑠 = −1⟩} basis, the

density matrix for this process is:

𝜌initial =

⎡⎢⎢⎢⎣
1 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦ 𝜋/2−−→ 1

2

⎡⎢⎢⎢⎣
1 1 0

1 1 0

0 0 0

⎤⎥⎥⎥⎦ (4.15)

The precession period then causes build-up of some phase 𝜃(𝜏). However, in the

case of the off-resonant laser inducing a spontaneous emission event, the system’s spin

state is projected. The state at the end of this precession period can thus be written
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as a mixed state:

𝜌precession =
(1 − Γ)

2

⎡⎢⎢⎢⎣
1 𝑒−𝑖𝜃(𝜏) 0

𝑒𝑖𝜃(𝜏) 1 0

0 0 0

⎤⎥⎥⎥⎦

+Γ0

⎡⎢⎢⎢⎣
1 0 0

0 0 0

0 0 0

⎤⎥⎥⎥⎦ + Γ1

⎡⎢⎢⎢⎣
0 0 0

0 1 0

0 0 0

⎤⎥⎥⎥⎦ + Γ−1

⎡⎢⎢⎢⎣
0 0 0

0 0 0

0 0 1

⎤⎥⎥⎥⎦
(4.16)

Where Γ𝑖 is the probability of at least one spontaneous decay event into the 𝑖th

ground state, and Γ0 + Γ1 + Γ−1 = Γ. The final 𝜋/2-pulse of the Ramsey sequence

then produces the final state:

𝜌final =
(1 − Γ)

2

⎡⎢⎢⎢⎣
1 − cos(𝜃(𝜏)) 𝑖 sin(𝜃(𝜏)) 0

−𝑖 sin(𝜃(𝜏)) 1 + cos(𝜃(𝜏)) 0

0 0 0

⎤⎥⎥⎥⎦

+
Γ0

2

⎡⎢⎢⎢⎣
1 1 0

1 1 0

0 0 0

⎤⎥⎥⎥⎦ +
Γ1

2

⎡⎢⎢⎢⎣
1 −1 0

−1 1 0

0 0 0

⎤⎥⎥⎥⎦ + Γ−1

⎡⎢⎢⎢⎣
0 0 0

0 0 0

0 0 1

⎤⎥⎥⎥⎦
(4.17)

At which point we measure the fluorescence under 532 nm illumination, which

yields:

𝐹𝜋/2 =

[︂
(1 − Γ)

2
(1 − cos(𝜃(𝜏))) +

Γ0

2
+

Γ1

2

]︂
𝐹0

+

[︂
(1 + Γ)

2
(1 + cos(𝜃(𝜏))) +

Γ0

2
+

Γ1

2

]︂
𝐹1 + Γ−1𝐹−1,

(4.18)

where 𝐹𝑖 is the average fluorescence from the |𝑚𝑠 = 𝑖⟩ state. For normalization

over power fluctuations, we repeat this experiment, replacing the final 𝜋/2-pulse with
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a 3𝜋/2-pulse, which yields:

𝐹3𝜋/2 =

[︂
(1 + Γ)

2
(1 + cos(𝜃(𝜏))) +

Γ0

2
+

Γ1

2

]︂
𝐹0

+

[︂
(1 + Γ)

2
(1 − cos(𝜃(𝜏))) +

Γ0

2
+

Γ1

2

]︂
𝐹1 + Γ−1𝐹−1

(4.19)

Note that in both cases 𝐹1 = 𝐹−1. Using this, the contrast 𝐶 =
(𝐹3𝜋/2−𝐹𝜋/2)

(𝐹3𝜋/2+𝐹𝜋/2)
is then

found to be:

𝐶 =
(1 − Γ) cos(𝜃(𝜏)) [𝐹1 − 𝐹0]

[𝐹1 + 𝐹0] + Γ−1 [𝐹1 − 𝐹0]
(4.20)

In our experiment, the Γ−1 term is small (Γ−1 ≪ 1), allowing us to simplify the

above:

𝐶 = (1 − Γ) cos(𝜃(𝜏))
[𝐹1 − 𝐹0]

[𝐹1 + 𝐹0]
, (4.21)

such that the time-varying fringe amplitude of the contrast in the main text is

directly proportional to the crosstalk fidelity (1 − Γ). The correspondence between

our model and the measured data in Figure 4-5c further supports that Γ−1 ≪ 1.

Figure 4-5b plots 𝐶 for varying ∆. For ∆ = 0, the Ramsey contrast vanishes, as

expected for the laser-induced state projection. With increasing detuning, the fringe

contrast recovers, approaching a control experiment without a readout laser.

We map the crosstalk as a function of ∆ by fixing the precession time to the

fringe maximum at 386 ns and sweeping the resonant laser over a wide range of

detunings. These data are converted to a bit error probability in Figure 4-5c by

normalizing the fluorescence from each detuning to that from the reference “no-laser”

control experiment (Fig. 4-5b), which gives the crosstalk-free case. The red curve

represents our model from Equation 4.13 with only one fit parameter for the optical

Rabi frequency, which is difficult to accurately measure experimentally due to spectral

diffusion of the ZPL. The optical excitation time 𝑇 is fixed by our pulse generator,

and the decay rate is determined by lifetime characterization (Fig 4.2.1. The theory
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shows good agreement with our data and indicates that a detuning of 16 GHz or

greater keeps crosstalk errors below 1%, a regime accessible by the cluster at site 1

of Figure 4-1c.

4.5 Simultaneous Control

4.5.1 Logical Green Readout

Due to experimental limitations associated with the availability of a single red laser,

we are forced to use non-selective 532 nm excitation to read the states of NVs A and

B. In order to measure the states of NVs A and B in a way that is still independent

of the state of NV C, we use a multi-pulse logical green readout. In this sequence, we

first ionize NV C with a red pulse (2 µs) resonant with this NV’s ZPL transition. To

ensure ionization independent of the state of NV C, we further perform a 𝜋 MW pulse

(32 ns) on this NV followed by another red pulse. The readout is then concluded by

a 5 µs 532 nm pulse, where the first 500 ns are used for photon count collection and

the remaining time is used to reset the charge state of the system.

4.5.2 Pulse Sequences

The full pulse sequence used for the simultaneous control experiments is described

in Figure 4-8. As shown in Figure 4-8a, all spins are first initialized with a 5 µs

532 nm pulse. Next, a reference Ramsey measurement is taken on the two NVs of

like orientation (NVs A and B) by applying a 𝜋/2 MW pulse (SMIQ06B, -9 dBm

preamplifier, 42 ns), waiting for a free precession time 𝜏 , then applying another 𝜋/2-

pulse. Finally, we measure the state of these two NVs via a logical green readout,

described in detail below.

After this reference Ramsey, the simultaneous control sequence in Figure 4-8b

is performed. With all NVs initialized following the green readout, we first induce

coherent Rabi oscillations in NV C by applying resonant MW (SMV03, 0 dBm pre-

amplifier) for a time 𝜏 . Next, we perform the same Ramsey pulse sequence as above;
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Figure 4-8: Full Pulse Sequence and Results for Simultaneous Control Ex-
periments. Sequences depicted in a-c were run end-to-end and repeated to yield the
results shown in d. a, Sequence for reference Ramsey. b, Sequence for demonstrating
simultaneous control by inducing Rabi oscillations on one spin population concurrent
with a Ramsey sequence on another spin population. c, Sequences for normalizing
the data collected in a and b. d, Fluorescence results normalized by the 𝑚𝑠 = 0
green norm or red norm as appropriate, without any further modification.

118



however, during the free precession period, we apply a red pulse resonant with the

ZPL transition of NV C for a time 𝑇 = 300 ns to read out its state, simultane-

ously collecting photon counts on an APD. After the second 𝜋/2-pulse concludes the

Ramsey sequence, the system is read out with a logical green readout.

The next sets of pulses in Figure 4-8c are used for normalization. First, we perform

our logical green readout to normalize the bright 𝑚𝑠 = 0 state of all NVs. Next, we

repeat the logical green readout, but with a 𝜋 pulse performed on NVs A and B in

order to normalize the dark 𝑚𝑠 = 1 states of these two NVs. Lastly, we repeat our

red readout pulse to normalize to the bright state of NV C.

4.5.3 Raw Data Analysis

Figure 4-8d shows the raw counts divided by the appropriate normalization counts

(𝐺 for all Ramseys, 𝑁 for the Rabi), along with the fits described below.

We normalize the raw Rabi signal by dividing the counts retrieved during the 𝐵

bin by those retrieved during the red normalization bin 𝑁 . This is fit with a model for

Rabi oscillations with a sinusoidal envelope for the additional hyperfine interaction:

Rabi = [𝐴1 + 𝐴2 cos(𝜔1𝜏)] cos(𝜔2𝜏 − 𝜑) + 𝐶𝐵 (4.22)

The fit minimum 𝐴1 + 𝐴2 is then used to normalize the counts to a population

measurement as shown in the main text (Figure 4-9b).

The raw Ramsey counts (from both reference 𝑅 and simultaneous control 𝑀

signals) are normalized by the green 𝑚𝑠 = 0 normalization bin 𝐺. These results are

plotted in Figure 4-8d; for the main text, the reference (simultaneous control) signals

are converted into a population measurement using the following normalization:

|𝑐0|2 =
𝑅(𝑀) −𝐷

𝐺−𝐷
(4.23)

This yields the results shown in Figure 4-9b. The reference Ramsey is fit to the

following model, with three sinusoids for each of three hyperfine levels, as well as a
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decay term for the finite NV coherence time 𝑇2:

Ramsey = 𝑒−𝜏/𝑇2

[︂
𝐴1 cos(𝜔1𝜏−𝜑1)+𝐴2 cos(𝜔2𝜏−𝜑2)+𝐴3 cos(𝜔3𝜏−𝜑3)

]︂
+𝐶𝑀 (4.24)

For the simultaneous control Ramsey, due to infidelities in the 𝜋-pulse during the

logical green readout, we see an additional signal from the Rabi on NV C correspond-

ing to imperfect ionization of the 𝑚𝑠 = 1 state. We thus fit this signal to the following

model:

𝑆 = 𝐴1Ramsey + 𝐶𝑀 + 𝐴2(1 − Rabi) (4.25)

Where the “Ramsey” and “Rabi” terms correspond to the fit results of the signal

components of the above two models without offsets 𝐶𝐵 and 𝐶𝑀 , and the 𝐶𝑀 term

here is similarly not a fit parameter, but the same constant fit in the reference Ramsey.

In this way, the only two fit parameters are the fidelity of the Ramsey signal 𝐴1 and

the relative contribution from the Rabi signal 𝐴2, letting us determine the crosstalk.

The crosstalk fidelity of our readout (1 − Γ) = 𝐴1 is determined to be near unity at

𝐴1 = 1 ± 0.04, indicating that we have no detectable degradation of our signal as a

result of the individual readout on NV C. This is consistent with our model; based

on the known 𝛾 = 13 MHz, Ω = 1.7 GHz, readout time 𝑇 = 300 ns, and detuning

∆ = 23 GHz shown in Figure 4-1e, our model predicts a bit error probability of

around 1%, below the 4% fit bounds. The residual difference between 𝑆 (data)

and the reference Ramsey fit has a mean of 0.47%, further supporting our claim of

crosstalk-free readout.

4.5.4 Results

In this section, we demonstrate individual control and readout on this cluster. We

achieve independent microwave control of the spin states by applying a magnetic field,

which splits the spin levels depending on the NV center crystal orientation. In this
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cluster, we find that two of the NV centers (A and B) are oriented along one crystal

axis and the third (C) along another, as indicated by the four dips in the magnetic

resonance spectrum as seen in Figure 4-4b.

We take advantage of this ground state splitting and apply the same Ramsey

sequence from above to perform individual control and readout. Figure 4-9a shows the

gate representation of our sequence. After initialization of all three NV centers with

a 532 nm repump, the spin of NV C is coherently driven with a resonant microwave

pulse for a time 𝜏 , inducing Rabi oscillations corresponding to a rotation of angle 𝜃

about the 𝑋-axis. Next, NVs A and B are rotated into an equal superposition state

by a 𝜋/2-pulse, followed by a passive precession by angle 𝜑 about the 𝑍-axis for the

same time 𝜏 . While NVs A and B are in this phase-sensitive superposition state, we

perform individual readout on NV C using a resonant optical pulse. After waiting a

total precession time 𝜏 , a final 𝜋/2-pulse completes the Ramsey sequence on NVs A

and B, and we read out these states with 532 nm light. Note that while limitations

in the available equipment necessitated the use of a non-resonant green readout on

NVs A and B, additional lasers or modulators would allow for individual readout of

each NV center in the cluster. Figure 4-9b shows the results of each readout window,

where both gates measure the expected Rabi and Ramsey signals. Comparing these

Ramsey results to that of a control Ramsey experiment on NVs A and B taken with

no additional control or readout sequences on NV C, the fringe amplitudes are equal

within our noise bounds (0(4)% bit error probability). That is, we find no detectable

fringe amplitude degradation as a result of the resonant readout pulse, indicating that

the states of the off-resonant NV centers are left unperturbed through this readout.

This result is consistent with our model, which predicts a bit error probability of

∼ 1%, below the 4% fit bounds.

4.6 Outlook

We assess the viability of this platform for the creation of scalable multi-spin registers

by considering the probability that systems of multiple distinguishable emitters are
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effectively formed. Figure 4-11a shows the inhomogeneous distribution of NV center

ZPL frequencies acquired on a single crystal diamond (SCD, see section 4.2.1) from

a data set of 406 ZPL transitions from 197 distinct emitter sites. In this section,

we consider an SCD to compare our results with those acquired from samples most

typically used in diamond quantum information experiments [175, 67, 34]. From this

distribution, we build an empirical kernel estimate (red curve, Figure 4-11a).

The data sets for the empirical ZPL distributions are built using a multi-step

sample characterization process designed to minimize sampling bias by using low

thresholding at each stage in order to ensure all potential candidates are fully inves-

tigated. First, a confocal fluorescence scan under 532 nm excitation is taken, and

bright peaks are identified via coarse Gaussian image filtering and basic peak-finding.

Second, the optical spectrum of each identified bright spot is acquired and analyzed

for peaks in the range 636–638 nm. Finally, we perform high-resonant-power PLE

measurements on all bright spots with identifiable spectral peaks. The use of high

power here broadens the resonance lines, but does not change the central frequency,

and ensures that even dimmer NVs will pass the threshold for peak-finding at this

stage and be included in our final data set. The empirical distributions for both the

single-crystal and the polycrystalline samples are shown in Figure 4-10. As can be

seen, the PCD exhibits a much broader distribution, which stems from the high-strain

nature of the diverse grain structure. As the strain environment and corresponding

ZPL distribution vary significantly between grains in the polycrystalline sample, we

restrict our analysis to data from one representative grain, resulting in a lower number

of data points compared to the single-crystal case.

Based on Monte Carlo sampling from this measured distribution, we estimate the

probability that 𝑁 emitters in a cluster have a crosstalk probability ≤ Γ under the

parameters used for our multi-shot readout (MSR) shown in Figure 4-5. These results

are given in Figure 4-11b. For example, the probability for an 𝑁 = 3 NV site to have

a crosstalk Γ ≤ 10−2 is estimated at 27%. If each of the NVs were coupled to 3

nuclear spin data qubits, such an 𝑁 = 3 system would be sufficient for implementing

the [9,1,3] Shor-Bacon code [10].
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Improved light collection using photonic microstructuring and single-shot readout

(SSR) [136] could markedly improve these yields. To this end, we repeat our simula-

tion under experimental parameters (Ω = 𝛾, 𝑇 = 3.7 µs) comparable to those used

to achieve single shot readout with 97% fidelity in a solid immersion lens [67]. The

results in Figure 4-11c indicate an increase to 45% of the 𝑁 = 3 yield discussed above.

Keeping these readout parameters and additionally assuming the measured ZPL dis-

tribution for the PCD (Figure 4-1d) produces the yield histogram in Figure 4-11d,

which shows that registers of 𝑁 = 9 NVs with Γ ≤ 10−2 could be produced with 39%

yield.

In conclusion, we demonstrated readout of individual solid-state qubits within a

diffraction-limited cluster. This capability was enabled by strain-splitting of the NV

centers’ ZPL transitions in a PCD. While this work uses native strain, the strain

field may also be engineered [97] to provide greater control and increase inhomoge-

neous distributions. If an application necessitates a low-strain environment, these

resonances can also be shifted by applying a DC electric field, allowing defects of

different orientations — or the same orientation under a strong field gradient —

to be uniquely addressed. The technique presented here is also applicable to other

atom-like emitters, such as quantum dots [128], rare-earth ions [48], and other solid-

state color centers. When combined with existing techniques designed to produce

sub-diffraction clusters via aperture implantation [75], entangling defect centers with

ancilla nuclear spins [3], and single-shot readout [136], this provides a path towards

creating large ensembles of individually-addressable qubits, with a number of appli-

cations. For example, error-corrected registers using the 7-qubit [161] or 9-qubit [10]

codes could be constructed with clusters of multiple coupled NV-dark spin systems,

with full connectivity given by spin-spin coupling between adjacent NV centers. This

would allow extension of architectures comprising one optically active and multiple

dark spins [3] by reducing the problem of spectral crowding, as well as increasing the

effective gate rate by parallelization. NV clusters with individual readout could also

enable entanglement-assisted and spatially-resolved nanoscopic quantum sensing [46].

Finally, such clusters present an appealing architecture for modular quantum com-
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puting schemes [113, 120] and spectrally-multiplexed quantum repeaters [152].
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Figure 4-9: Simultaneous Control and Readout of Three NVs in a Sub-
diffraction Volume. a, Gate sequence for demonstrating simultaneous control and
readout of multiple NVs. A Rabi sequence is performed on NV C, followed by a
subsequent Ramsey sequence on NVs A and B. During the Ramsey sequence, the
state of NV C is read out using resonant readout (RR). The RR gate is depicted as
partially spilling into |𝜓⟩𝐴𝐵 to indicate the possibility of crosstalk. b, Results of the
sequence in a, showing Rabi oscillations on NV C (red circles) and Ramsey fringes
for NVs A and B (green triangles), alongside the reference Ramsey fringes (blue
diamonds) for NVs A and B taken with no Rabi sequence nor RR on NV C. The
green fit to the data for |𝜓⟩𝐴𝐵 indicates no signal degradation within measurement
error bounds.
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Figure 4-10: Comparison of Data Sets for Empirically-Determined Inhomo-
geneous Distributions of Resonances. a, Data and kernel estimate for the single
crystal sample. b, Data and kernel estimate for the polycrystalline sample. Note the
difference in scaling of the horizontal axes.
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Figure 4-11: Architecture Scalability. a, Histogram (blue bars) of 406 ZPL reso-
nance frequencies normalized to be in units of probability density, and corresponding
kernel density estimate (red line) of this inhomogeneous distribution. b-d, Simulated
probabilities of successfully creating viable registers of varying numbers of NVs under
different tolerance thresholds for the probability Γ of undesired spontaneous decays
from off-resonant NVs. b, Results using MSR parameters shown in this work and the
low-strain SCD distribution in a. c, Results using parameters used to demonstrate
high-fidelity SSR [136, 67] and the low-strain SCD distribution in a. d, Results using
single-shot readout parameters and the high-strain distribution measured in the PCD
sample from Figure 4-10.

127



128



Chapter 5

NV Centers Formed by Ion

Implantation

The advancement of quantum optical science and technology with solid-state emitters

such as nitrogen-vacancy (NV) centers in diamond critically relies on the coherence

of the emitters’ optical transitions. A widely employed strategy to create NV cen-

ters at precisely controlled locations is nitrogen ion implantation followed by a high-

temperature annealing process. In this thesis, I report on experimental data directly

correlating the NV center optical coherence to the origin of the nitrogen atom. These

studies reveal low-strain, narrow-optical-linewidth (<500 MHz) NV centers formed

from naturally-occurring 14N atoms. In contrast, NV centers formed from implanted
15N atoms exhibit significantly broadened optical transitions (>1 GHz) and higher

strain. The data show that the poor optical coherence of the NV centers formed from

implanted nitrogen is not a consequence of an intrinsic effect related to the character

of the diamond or isotope itself. These results have immediate implications for the

positioning accuracy of current NV center creation protocols and point to the need

to further investigate the influence of lattice damage on the coherence of NV centers

from implanted ions.

This Chapter reuses portions of our paper on the “Optical coherence of diamond

nitrogen-vacancy centers formed by ion implantation and annealing” and its corre-

sponding supplementary material [173].
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Coherent optical control over solid-state quantum emitters has enabled new ad-

vances in quantum science [5, 8, 91] and may lead to technologies such as quantum

networks [185]. A quantum network crucially relies on entanglement connections that

can be established through a coherent spin-photon interface. The nitrogen-vacancy

(NV) defect center in diamond is a well-suited candidate owing to a spin ground state

with a long coherence time [12, 2], nearby nuclear spins for quantum memories [78]

or algorithms [176, 41, 92], and spin-selective optical transitions allowing for efficient

optical spin initialization and readout [137]. Moreover, at low strain and low temper-

ature (< 10 K), effects from phonon mixing in the excited state are small [61, 64],

and the optical transition can be coherent. Indeed, narrow-linewidth, coherent opti-

cal transitions [164, 13, 135] have been used for the generation of indistinguishable

photons suited for two photon quantum interference [22, 156] and entanglement gen-

eration between remote NV centers [20].

To date, all experiments employing coherent photons from NV centers have been

performed with NV centers that were formed during diamond growth. Key to their

optical coherence is that these NV centers experience an environment with few defects

since the stability of optical transitions (as with many solid-state systems) suffers

from unwanted interactions with nearby bulk and surface defects leading to changes

in the strain and electric-field environment [93, 60, 119, 143, 58]. For NV centers

with a broadened linewidth below ≈ 200 MHz dominated by slow spectral diffusion,

protocols using resonant charge repumping [157] and real-time monitoring of the

transition frequency [68] have been used to reduce the broadened linewidth to an

effective linewidth below 50 MHz, a transition linewidth suitable for quantum optical

experiments. However, such protocols are challenging for NV centers with greater

spectral diffusion.

Instead of being limited to NV centers formed during diamond growth, NVs can be

created, for example, by nitrogen ion implantation [123]. Nitrogen ion implantation

provides an NV positioning accuracy that enables integration with on-chip photon-

ics [102, 147] and coupling between nearby NV centers [62, 54, 188]. Precise posi-

tioning of NV centers or accurately registering their location is also a prerequisite for
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optimal overlap of the dipole with the electric field mode of diamond optical cavities,

for engineering and enhancing light-matter interaction [57, 58, 66, 84, 86, 134, 131].

Moreover, ion implantation allows for the creation of single NV centers in high purity

diamond, providing a potentially low-defect environment [119].

However, the bombardment of the diamond with nitrogen ions creates crystal dam-

age that can deteriorate spin and optical coherence properties of NV centers [60, 119].

High-temperature annealing can mitigate some of these issues by repairing the dia-

mond lattice [83, 106, 187, 45]. A procedure including a low implantation dose, careful

cleaning, and high-temperature annealing was reported by Chu et al. [35], leading to

the creation of narrow-linewidth NV centers. These narrow-linewidth NV centers can

result from implanted nitrogen atoms, or from native nitrogen atoms, combined with,

for example, implantation-induced vacancies (Figure 5-5a). In principle, the source

of nitrogen can be verified by implanting 15N isotopes (natural abundance 0.37%)

and resolving the hyperfine structure of the NV magnetic spectrum [130], as done in

studies of the spin coherence [115, 187] and creation efficiency [62, 107, 170, 186, 17]

of NVs formed from implanted nitrogen. However, in Chu et al. [35] the isotope of

the narrow-linewidth NV centers was not investigated [1]. In a later study with sim-

ilar results [131], 14N isotopes were implanted, so that the origin of the NV center’s

nitrogen atom could not be determined. Here we report on a study that enables

us to directly correlate the optical linewidth of NV transitions to the NV formation

mechanism.

5.1 Samples and Processing

Sample A

Sample A and the data set for sample A were acquired and prepared at MIT. We

used a type IIa chemical vapor deposition (CVD) grown diamond (Element Six),

with a ⟨100⟩ crystal orientation. The nitrogen content is specified to be less than

5 ppb and is typically less than 1 ppb. The diamond contains a natural abundance
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of carbon isotopes. This sample was implanted with 15N+ (minimum purity 98%)

at 85 keV (fluence of 109 N/cm2) by Innovion Corporation. After implantation, the

diamond underwent cleaning involving a tri-acid clean (boiling sulfuric, nitric and

perchloric acids [1:1:1] for one hour) followed by a Piranha clean (sulfuric acid and

hydrogen peroxide in a ratio of [3:1]). The sample was subsequently annealed at high

temperatures [35]. During the annealing process the temperature was increased at

a rate of 1∘C/min and held constant for 2 hours when temperatures reached 400∘C,

800∘C and 1200∘C respectively. The sample underwent the same acid treatment

sequence following the annealing process.

Sample B

Sample B was prepared at Delft with a protocol identical to that used in sample

A, with the exception of an annealing procedure specified below. The data set for

sample B was also acquired at Delft. As with sample A, we used a type IIa CVD

grown diamond (Element Six), with a ⟨100⟩ crystal orientation. The diamond was

cut, thinned and polished by Delaware Diamond Knives (DDK) into thin (∼14 µm)

membranes, one of which is sample B. The membrane was implanted with 15N+ at

400 keV (fluence of 108 N/cm2) by Innovion Corporation. At this energy, nitrogen

ions will travel on average approximately 400 nm below the diamond surface, as ver-

ified through simulation using SRIM [191]. Subsequently, the sample underwent an

acid clean in boiling sulfuric, nitric and perchloric acids [1:1:1] for one hour, followed

by 15 minutes in a Piranha solution. After cleaning, the sample was annealed at

high temperatures [35] at Harvard University. During the annealing process the tem-

perature was increased from room temperature to 400∘C over a 4 hour period and

subsequently held constant for 8 hours. Following this step, the temperature was

increased to 800∘C over a 12 hour period, and held constant for 8 hours. Finally, the

temperature was increased to 1100∘C and held constant for 2 hours. After annealing,

the sample underwent the same acid treatments as before annealing. Through Van

der Waals forces, we bonded the sample to a fused silica substrate [28]. The fused

silica substrate had integrated gold MW striplines patterned on the surface for spin
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control as detailed in Ref. [28].

5.2 MIT Automation Protocol

Experiments were performed using a home-built scanning confocal microscope. The

samples were cooled to 4 K using a closed-cycle helium cryostat (Montana Instru-

ments) and were imaged through a 0.9 NA vacuum objective. A Coherent Verdi G5

laser was used to generate 532 nm light and resonant red light tunable around 637 nm

was generated by a New Focus Velocity tunable diode laser. Microwave (MW) signals

were generated by a Rohde & Schwarz SMIQ06B signal generator and sent through

a high-power amplifier (Mini-Circuits ZHL-16W-43+) before delivery to the sample

via a wire soldered (15 µm diameter) across the surface. An Excelitas avalanche

photodiode (APD) served as our single photon detector. Wavelength/frequency mea-

surements were made with a Princeton Instruments Isoplane SCT 320 spectrometer

and/or a WS7 HighFinesse wavelength meter (these two devices were calibrated rela-

tive to each other by scanning the Velocity laser through the wavelengths of interest).

All digital signals used to produce pulse sequences were generated on a PulseBlaster

ESR-Pro from SpinCore; additional analog control and photon counting were per-

formed on a USB NI6343 from National Instruments. The automated measurement

sequence for sample A is shown in Figure 5-1 in detail.

5.2.1 NV Identification

Fluorescent spots were identified using a peak-detection algorithm on a confocal scan.

The image was first filtered using a spatial band-pass filter (constructed with a “low-

pass” Gaussian kernel with a full-width at half-maximum (FWHM) of 235 nm and a

“high-pass” Gaussian kernel with a spatial FWHM of 700 nm). A peak is defined as

a pixel that is greater than or equal to its 4 nearest neighbors and greater than the 4

second nearest neighbors. A threshold was calculated to be 1-2 standard deviations

above the median pixel value. Only peaks that carried an intensity value above the

calculated threshold were used in the experiment. Each image was inspected, and the
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Figure 5-1: Measurement Sequence for Sample A. (a) The three parts of the
experimental sequence: NV identification, optical characterization and isotope recog-
nition are executed by an automated protocol. (b) Fluorescent peaks are identified
after processing the image with a spatial band-pass filter and taking peaks above a
certain threshold (more detail in the text). This yields many NV candidates that are
tested for the presence of PL between 636-639 nm using a spectrometer to confirm
the peak is from an NV. (c) Using the wavelength of the peak identified in (b), we
coarsely tune the resonant laser to the emitter and scan over the entire range al-
lowed by the cavity (82 GHz) with high power to assure we do not miss the transition
peak. Once found, we repeat the measurement with higher resolution and low enough
power to avoid power-broadening. (d) For each NV center a low-power continuous
wave (CW) ODMR spectrum is taken, to find the N isotope.

134



threshold fine-tuned before continuing the experiment to ensure that every visible

peak was located.

The fluorescent spots were validated by examining a PL spectrum under 532 nm

excitation for a peak between 636 nm and 639 nm (the range in which we can tune

our resonant laser). No peaks were found out of this range. We illuminated the

sample with 300 µW of power while the spectrometer acquired a measurement with

an exposure of 10 seconds (a relatively short amount of time compared to the optical

characterization). Peaks were detected after noise removal using a similar technique

as described above for the fluorescent spot detection.

5.2.2 Optical Characterization

All photoluminescence excitation (PLE) measurements in this section will refer to a

pulse sequence described in Figure 5-6c. The duration of the green repump was 2 µs

with a power of about 300 µW. The collection bin was 10 µs with 3 µW of resonant

illumination power that could be attenuated with optical density (OD) filters. The

frequency of the excitation was monitored continuously using the wavelength meter.

The first step in optical characterization was a PLE scan at high power (no atten-

uation with OD filters). For each ZPL peak identified, the laser was coarsely tuned

to the ZPL frequency, then tuned across the full range of the Velocity laser’s external

cavity range (82 GHz) with a resolution of 275 MHz. This sequence was averaged 104

times at each frequency to ensure that the SNR is large enough to find an NV signal

(Table 5.1 shows the statistics corresponding to optical and isotope recognition of our

NV set).

The automated protocol roughly identified statistically relevant peaks (nearly all

locations that were NVs revealed two such peaks; one for 𝐸𝑥 and 𝐸𝑦). A sum of

Gaussian lineshapes were fit to the data-set based on the number of peaks detected.

The location and width of the peak were all recorded for use in the high-resolution

scans.

Next, the high-resolution scans were performed using a low power red excitation

(300 nW, obtained with an OD filter) to avoid power broadening. To account for the
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no ODMR
contrast

no resolvable
hyperfine

hyperfine
resolved failed

PLE
signal 59 14 36 1 110

no PLE
signal 5 2 0 3 10

64 16 36 4 120

Table 5.1: Table Summarizing All Data for Sample A. This table has the
numeric breakdown of all NVs reported. The bold numbers indicate a particular
column or row summation. NVs that resulted in an error were either due to a hardware
failure during the automated protocol or a peak that was detected in one scan but
could not be found again (likely due to a false-positive originally).

lower excitation power, we performed 106 averages. The scan range and resolution

were determined by the location and width of the previous high-power scan.

Gaussian lineshapes were fit to the final low-power, high-resolution scans in the

same manner as for the high-power scans. The center ZPL position is midway between

the 𝐸𝑥 and 𝐸𝑦 transitions, and the splitting is half the distance between them.

5.2.3 Isotope Recognition

The final step in the measurement protocol is to measure a continuous-wave (CW)

optically detected magnetic resonance (ODMR) that probes the NV fine structure.

We determined the emitter’s orientation by sweeping a strong MW field over each of

the 4 possible orientations (pre-characterized prior to each run). Once determined,

we iteratively lowered the MW power until the ODMR signal had resolvable hyperfine

transitions (up to 10 dB lower than the power used to determine the orientation).

The NV isotope was determined by inspection of the multiplicity of the number of

dips in the ODMR spectrum.

Almost half of the NVs identified (showing both PLE and ODMR signals) had

unidentifiable ODMR spectra. Figure 5-2 shows a summary of all identified emitters.

It is important to note that the distribution of both categorized (14NV and 15NV) and

un-categorized NVs follow the same distribution (as seen by the overlapping CDF in

Figure 5-2a and the same shape of histograms in Figure 5-2b-c).
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Figure 5-2: Summary of All Data for Sample A. (a) A CDF representing the
distributions of unknown isotopes to known isotope ZPL linewidths. A similar shape
indicates that both sample sets are drawn from the same distribution indicating there
is no inherent bias towards sampling 14NV or 15NV. The probability to obtain these
results if the samples are drawn from the same distribution (p) is evaluated by a
Wilcoxon rank-sum test. (b) A stacked histogram showing the all 14NV and 15NV
ZPL linewidths. The median linewidth (M) is indicated. (c) A histogram showing
the linewidths for the set of ZPLs with an unknown host isotope.
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Figure 5-3: Measurement Sequence for Sample B. (a) The three parts of the
experimental sequence: NV identification, optical characterization and isotope recog-
nition are executed by an automated protocol. (b) Out of a total of 64 fluorescent
spots at the implantation depth and deeper in the sample, 57 were identified as NV
centers, based on a Gaussian spatial profile and the presence of an ODMR dip. 52 of
these spots contained single NV centers (c) After a broad range scan to determine the
position of the optical resonances, separate sequences are performed for very broad
linewidths (>10 GHz) and the other linewidths, to restrict measurement time. Mea-
surements probing the linewidth free from spectral diffusion (referred to as low-power
red excitation only) are performed only if the linewidth was not very broad. (d) For
each NV center, a low-power CW ODMR spectrum is taken to find the N isotope.

5.3 Delft Automation Protocol

Just as with Sample A, Sample B is maintained at a temperature of 4 K in a closed-

cycle cryostat (Montana Instruments). The optical and electronic elements of the

experimental setup are as previously described in Ref. [27]. Figure 5-3 schematically

illustrates the measurement protocol for sample B in detail.
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5.3.1 NV Identification

We identified Gaussian-shaped fluorescence locations by processing a confocal scan.

At each of these locations, the instrument performs a spatial optimization in three di-

mensions. The automated protocol proceeded if the spot could be fit with a Gaussian

shape better than some goodness of fit metric. Next, a CW ODMR measurement was

performed at high microwave power. Specifically, high power was used to maximize

the visibility of an ODMR dip, We fit the ODMR response to a Gaussian curve to

find the resonant frequency that is to be used in the remainder of the protocol for

microwave driving.

If both spatial optimization was successful and an ODMR dip was observed, the

location was flagged as an NV center. Out of 52 spots identified as NV centers

following this protocol, five contained two NV centers. Because a unique link between

ODMR for isotope recognition and the optical linewidth could not be made, these

NVs were omitted from the final analysis. NVs with both narrow and broad optical

linewidths were identified in these five spots, as well as at least one 14NV.

5.3.2 Optical Characterization

In this section we detail the optical characterization for sample B as described in

Figure 5-6c-d.

The first step for optical characterization was to take a PLE scan at high power

with interleaved red and green excitation for each wavelength step. We applied

100 nW of red power (measured before the objective) for 100 µs, followed by 100 µW

green power for 10 µs and a 10 µs wait time. This sequence was repeated for a total

integration time of 10 ms for each data point/wavelength step. We scanned over a

range of 500 GHz, with a resolution of approximately 10 MHz.

The laser’s wavelength was monitored using a wavelength meter. During all optical

scans, microwave power was applied to drive the hyperfine ground states. This made

all optical transitions for all spin projections visible and prevented optical pumping

into dark states during the scans that probed short-timescale dynamics (the red-green
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interleaved scans).

Automated protocols were used to fit a Gaussian lineshape to the PLE peaks,

determining the location of the two most prominent peaks. The ZPL position is

defined as the midway between these peaks and the strain splitting is half of the

distance between them. No optical resonances were found for 4 NVs in the 500 GHz

range scanned (between 470.3 THz and 470.8 THz) during the automated protocol.

For 3 of these, optical resonances were found manually outside this range (around

469.7 THz, 470.2 THz, and 471.1 THz). For one NV, no optical lines were found in

a range from 469.4 THz to 471.4 THz.

We continued with scans around the resonances, using low power resonant excita-

tion (12 nW) to avoid any power broadening. To increase the measurement efficiency,

the PLE scan parameters were dependent on the fitted linewidth in the large-range,

high power scan as follows:

• If the fitted linewidth in the broad-range scan was very broad (>10 GHz), a

PLE scan with interleaved red and green was subsequently carried out over a

range of approximately 30 GHz. The resolution of this scan was 30 MHz. The

timing of the sequence is as described for the broad-range scan.

• If the fitted linewidth was <1 GHz, we performed a single PLE scan interleaving

red and green excitation for each data point over a range of 8 GHz (resolution

4 MHz and the same pattern as the broad-range scan). We next proceeded

with 30 scans using just red excitation during the wavelength sweep. A green

repump pulse occurred only in between each scan. The range of these scans was

4 GHz, with a resolution of approximately 4 MHz. The integration time for each

pixel was 20 ms, making the duration of the full 4 GHz range approximately

40 seconds. After each scan, we performed a second scan across the resonance

to determine if the NV ionized during the previous scan. We fit a Lorentzian to

the non-ionized traces, and extract the FWHM, 𝛾, from their weighted average:

𝛾 =

∑︀
𝑖 𝛾𝑖𝜎

−2
𝑖∑︀

𝑖 𝜎
−2
𝑖

, (5.1)
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where 𝛾𝑖 are the fitted FWHM of the individual traces, and 𝜎𝑖 the corresponding

standard error of the fit parameter.

5.3.3 Isotope Recognition

The final step in the measurement protocol was an ODMR scan probing the NV’s

fine structure. This was accomplished by scanning around the resonance detected

during the NV identification in the first step. Similar to the optical measurement,

we attenuated the microwave power by 7 dB relative to the ODMR measurement

during NV characterization to avoid power broadening. We could then determine

the NV isotope by inspection of the multiplicity of the number of dips in the ODMR

spectrum, and confirmed by the best goodness of fit out of fits with Gaussian dips

with hyperfine splittings fixed to the 14NV or 15NV known values. The isotope could

not be reliably identified by inspection in 15 NV centers located at the implantation

depth. We note that these contained both NV centers with broad (>500 MHz, 13

NVs) and narrow (<500 MHz, 2 NVs) linewidths.

Table 5.2 shows a summary of the PLE and ODMR contrast for spots at the

implantation depth and deeper in the diamond. In 5-4 a summary of the optical

linewidths is shown, including the NVs with unknown isotopes. Similar to the obser-

vations for sample A, we find that the cumulative density function for the unknown

isotopes and the combined 14NV and 15NV data overlap.

5.4 Results

To distinguish NVs formed by implanted nitrogen atoms from those formed by native

nitrogen atoms, we implanted 15N isotopes [130]. We then experimentally correlated

the optical linewidth to the nitrogen isotope. The study was carried out on two sepa-

rate samples as described in Section 5.1. Sample A (processed at MIT) is a bulk ⟨100⟩

CVD grown diamond (Element 6), prepared with the same implantation and anneal-

ing procedure as presented in Chu et al. [35]: it was implanted with 15N+ at 85 keV

with a fluence of 109 N/cm2 and subsequently annealed at a maximum temperature
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Figure 5-4: Summary of All Data for Sample B. (a) A CDF representing the
distributions of unknown isotopes to known isotope ZPL linewidths. A similar shape
indicates that both sample sets are drawn from the same distribution indicating there
is no inherent bias towards sampling 14NV or 15NV. The probability to obtain these
results if the samples are drawn from the same distribution (p) is evaluated by a
Wilcoxon rank-sum test. (b) A stacked histogram showing the all 14NV and 15NV
ZPL linewidths. The median linewidth (M) is indicated. (c) A histogram showing
the linewidths for the set of ZPLs with an unknown host isotope. Data for 7 15NV
and 4 NVs with unknown isotope are not shown as they are out of the 15 GHz range.
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PLE
signal

no PLE
signal

ODMR
isotope
resolvable

35 0 35

ODMR
isotope
unresolvable

16 1 17

no ODMR
contrast 1 4 5

51 5 57

Table 5.2: Table Summarizing All Data for Sample B. This table has the
numeric breakdown of all fluorescent spots reported, at the implantation depth (52
spots) and deeper in the diamond (5 NVs). Not included are two data points for
which spatial optimization was not successful, and 5 spots that contained more than
one NV. The bold numbers indicate a particular column or row summation.

of 1200∘C. Sample B (Delft) is a membrane (thickness ≈ 14 µm) obtained from a bulk

⟨100⟩ CVD grown diamond (Element 6), implanted with 15N+ at 400 keV (fluence

108 N/cm2), and subsequently annealed at a maximum temperature of 1100∘C.

During implantation, nitrogen ions penetrate the diamond to a depth determined

by the implantation energy (Figure 5-5). As implanted nitrogen atoms track through

the crystal, they displace carbon atoms from their lattice sites creating vacancies. The

nitrogen atoms create damage along the entire trajectory, but the damage is greatest

near the stopping point [44]. We performed SRIM [191] simulations to predict the

stopping point of implanted 15N atoms, in addition to the locations of vacancies cre-

ated along the trajectory (Figure 5-5b). At temperatures >600∘C, vacancies become

mobile [43]. These vacancies can form an NV center, recombining with the implanted
15N that created the damage or with a native 14N in the lattice. The resulting 15NV

and 14NV formation yields can vary significantly [62, 107, 170, 115, 186] depending on

several factors, including the initial nitrogen concentration, the implantation fluence

and energy, the number of vacancies created during the implantation process, and the

duration and temperature of annealing.

A representative confocal fluorescence map at the implantation depth in sample A

is shown in Figure 5-6a. Confocal fluorescence scans at foci deeper into the diamond
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Figure 5-5: NV Creation via Nitrogen-Ion Implantation. (a), Schematic show-
ing implanted 15N+ ions (orange) leaving a trail of vacancies (purple) until settling
into a final position. Naturally abundant 14N ions (green) are shown randomly dis-
tributed throughout the diamond lattice. Vacancies (implantation-induced or native)
mobilized by annealing can bind to a nitrogen atom (implanted or native). (b), A
SRIM simulation using the parameters in sample A shows the distribution of im-
planted nitrogen (orange) and created vacancies (purple). The shaded green area
indicates the range of the estimated natural 14N concentration reported by Element
6.
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Figure 5-6: Isotope Characterization and Optical Measurements of NV Cen-
ters from 14N and 15N. (a), A fluorescent confocal scan of sample A taken at 4 K,
with labels indicating NV centers characterized as 14NV, 15NV, and a set with unre-
solvable hyperfine lines, labeled as ?NV. A scan a few microns below the implanted
layer (inset) shows a lower NV density. (b-d), Pulse sequences (top row) used for
isotope characterisation and optical measurements, and representative measurement
results for each isotope (green, middle row: 14NV, orange, bottom row: 15NV). (b),
Continuous wave ODMR measurements reveal the NV isotope. The 14NV is charac-
terized by 𝑆 = 1 hyperfine transitions; the 15NV by 𝑆 = 1/2 hyperfine transitions.
(c), Interleaved red and green excitation probe the combined effect of short-timescale
fluctuations and laser-induced spectral diffusion. The 𝐸𝑥 and 𝐸𝑦 ZPL transitions are
visible for both isotopes; the 14NV linewidths are narrower and show a smaller strain
splitting than the 15NV. (d), Individual line scans of the ZPL in sample B reveal the
linewidth free from laser-induced spectral diffusion. The summation of many repeated
scans is broadened as a result of repump-laser-induced spectral diffusion.
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show a significantly lower density of fluorescent spots (Figure 5-6a, inset), indicating

that the emitters near the surface were predominantly created by the implantation and

annealing process. We identified emitters using different protocols in the two samples.

In sample A, automated spot-recognition was performed on a fluorescence scan. For

each detected spot we identified an NV center based on its characteristic zero-phonon

line (ZPL) emission around 637 nm using a spectrograph from a photoluminescence

measurement at 4 K under 532 nm excitation. This protocol identified 120 fluorescent

spots as NV centers in a ≈ 400 µm2 area. In sample B, spots in a fluorescence scan

were detected visually, after which an automated protocol identified NV centers based

on the presence of a resonance in an optically detected magnetic resonance (ODMR)

spectrum around the characteristic NV center zero-field splitting of 2.88 GHz. In this

way, 52 out of a total 57 inspected spots in a ≈ 75 µm2 area in the implantation layer

were identified as NV centers.

We next determined the nitrogen isotope of each NV center by observing the

hyperfine structure of the ODMR spectra. A weak external magnetic field (B‖ ≈ 5-

10 G) was applied to separate the𝑚𝑠 = −1 and𝑚𝑠 = +1 electron spin transitions. We

found NV centers with the characteristic triplet splitting of the 14NV (with hyperfine

splitting, 𝐴 = 2.2 MHz) as well as with the 15NV doublet (𝐴 = 3.1 MHz) [51], as

indicated in Figure 5-6b. Of the 120 NVs identified on sample A, an ODMR signal

was detected in 50, out of which 18 were 15NV, 18 14NV, and there were 14 in which

the isotope could not be reliably determined from the ODMR spectra. Similarly, of

the 52 NVs identified on sample B, 34 were 15NV, 3 were 14NV, and the isotope could

not be determined in 15 NVs. We attribute the different isotope occurrence ratios in

sample A and B to different native 14N content and different implantation fluence.

Subsequently, we measured the linewidth of optical transitions of identified NV

centers, recording photoluminescence excitation (PLE) spectra at low temperature

(≈ 4 K). A tunable laser with a wavelength near 637 nm was scanned over the optical

transition while detecting emitted photons in the phonon-sideband. We performed

two types of measurements. First, a scan was made in which resonant excitation

(637 nm) and green illumination (532 nm) were rapidly interleaved at each data
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point. The red excitation causes rapid optical spin pumping and ionization of the

NV center. The green excitation provides repumping into the negative charge state

and the 𝑚𝑠 = 0 spin state. This measurement reveals the combined effect of short-

time scale fluctuations and repump-laser-induced spectral diffusion in broadening the

transition linewidth. Examples of the resulting traces are seen in Figure 5-6c.

Second, in sample B, an additional scan was performed to isolate the effect of short

timescale fluctuations from repump-laser-induced diffusion. A single off-resonant re-

pump was applied before sweeping the resonant laser at low power, as seen in Fig-

ure 5-6d. We applied microwaves on the spin resonances to prevent optical pumping

into a dark spin state during the sweeps [165]. Remaining traces in which the NV cen-

ter ionized were excluded by applying a second scan over the resonance to check the

charge state. If no resonance was observed, the preceding trace was disregarded. This

scanning protocol was repeated many times to probe spectral diffusion through the

resulting spread of the observed lines [61]. To extract the linewidth free from repump-

laser-induced spectral diffusion, we performed a weighted average of linewidth values

found from Lorentzian fits to each individual scan.

Figures 5-6c and d display representative resonant optical scans for the 14NV and
15NV centers, each showing two resonances corresponding to the two 𝑚𝑠 = 0 orbital

transitions 𝐸𝑥 and 𝐸𝑦. Notably, while the 14NV center (green, top row) exhibits a

narrow optical linewidth with a full-width-at-half-maximum (FWHM) of 64±4 MHz,

the 15NV linewidth (orange, bottom row) is broad, with a FWHM of 860± 236 MHz.

The dynamics in the second scan type (Figure 5-6d) indicate that both repump-

induced fluctuations and a short-timescale mechanism broaden the 15NV linewidth,

but that repump-induced fluctuations are dominant in broadening beyond 200 MHz

as seen in Figure 5-9.

To correlate the occurrence of narrow optical linewidths with the N isotope of the

NV centers, we acquired an extensive data set using the data accumulation procedures

described above. The resulting distributions of optical linewidths for both N isotopes

are shown in Figure 5-7. Narrow optical linewidths in both samples can be attributed

almost exclusively to NVs with a native 14N host. In contrast, 15NV centers exhibiting
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Figure 5-7: Optical Linewidths per Isotope. (a-b), A summary of the optical
linewidths identified in sample A (a) and sample B (b) from scans at the implantation
depth. For sample B, that has comparatively few 14NV centers at the implantation
depth, we included three 14NV centers found deeper in the diamond to enable a com-
parison between NVs formed from implanted versus native nitrogen. The distribution
is represented as a cumulative distribution function (CDF, top), with the correspond-
ing histogram shown below. The shaded region in the CDF indicates a 95% confidence
interval calculated using Greenwood’s formula. These data show that both diamonds
supported narrow-linewidth NV centers, the majority of which originated from 14NVs.
While 15NV do exhibit narrow lines, their median linewidth (M) is higher than for
the 14NV centers in both samples. We evaluate the probability to obtain the observed
linewidths for 14NV centers and 15NV centers if the samples are drawn from the same
distribution with a Wilcoxon Rank Sum test, finding a p-value of 2.5×10−4 in sample
A and 1.7×10−3 in sample B. (c-d), A magnification of the histograms shown in (a)
and (b).
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Figure 5-8: Strain Analysis. (a-b), The distribution of axial strain (measured by
absolute average ZPL frequency) in NVs acquired from analysis of sample A (a) and
sample B (b). The 15NV ZPLs exhibit a larger spread in axial strain (standard devia-
tion, 𝜎) than the 14NV ZPLs. (c-d), The distribution of transverse strain (measured
by half the splitting between 𝐸𝑥 and 𝐸𝑦 frequencies) in NV centers of sample A (c)
and sample B (d). The 15NV ZPLs show a greater median splitting (M) in both
samples.

narrow optical linewidths are extremely rare, with a median linewidth for 15NV centers

of 3.1 GHz in sample A and 4.1 GHz in sample B.

Notably, in both data sets one NV center with a 15N host was found that showed

narrow optical linewidths (< 100 MHz). Given their low occurrence and the non-zero

natural abundance of 15N, the creation mechanism of these narrow-linewidth 15NVs

cannot be conclusively determined. Nevertheless, their presence demonstrates that
15NV centers can exhibit coherent optical transitions. Therefore, we conclude that

the difference in distribution of optical linewidths between 14NVs and 15NVs is not

due to an intrinsic effect related to the isotope itself, but due to differences in the

local environment resulting from the implantation process.

Damage due to implantation may cause local strain fields. Axial strain results

in an overall shift of the optical transition, while transverse strain will split the 𝐸𝑥
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and 𝐸𝑦 transitions [51]. The distributions characterizing the strain for both NV

isotopes are shown in Figure 5-8. The spread of the distribution in ZPL detuning

representing axial strain for 15NVs (44 GHz for sample A, 60 GHz for sample B)

is wider than for 14NVs (13 GHz for sample A, 5.6 GHz for sample B). Further, we

found that 15NVs exhibit higher transverse strain, manifested by greater splitting with

a median of 5.4 GHz (10 GHz) compared to 1.7 GHz (4.3 GHz) for 14NVs in sample A

(B). Assuming a similar strain susceptibility for both isotopes, these results indicate

that local damage around the implanted 15NVs creates a more strained environment,

providing further evidence that implantation-induced local damage is responsible for

the broadened 15NV linewidth. In addition, in both samples we observed a shift of

the average ZPL frequency for 15NV compared to 14NV ZPLs, possibly due to an

intrinsic dependency of the energy levels on the isotope as observed in other color

centers [49, 55].

5.5 Characterization of Spectral Diffusion

On sample B we performed scans to isolate short timescale fluctuations from repump

laser-induced spectral diffusion (Figure 5-6(d)).

For each NV center we performed 30 consecutive scans, with a green repump laser

pulse applied only in between the scans. The scans in which the NV center did not

ionize are selected. We fit a Lorentzian curve to the resonance in each scan and

calculate the weighted average for each NV center (see Eq. 5.1). We also fit the sum

of the scans with a Gaussian curve, extracting the FWHM including repump laser-

induced spectral diffusion. When correlating the two analyses, as shown in Figure 5-9,

we find that the Lorentzian linewidths are mostly less than 200 MHz, while further

broadening in the linewidth can be attributed to laser-induced spectral diffusion.

Protocols using resonant charge repumping [157] and real-time monitoring of the

transition frequency [68] have been used to reduce linewidths broadened to <200 MHz

by slow spectral diffusion. However, for larger broadening, and especially for the very

broad (>1 GHz) linewidths for 15NVs, such a repump scheme is challenging because
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Figure 5-9: Optical Linewidths from Scans with Red Excitation Only. Con-
secutive scans over a single resonance are performed as described in the text. The
FWHM of the optical linewidth in individual scans (𝑦-axis) is correlated to the FWHM
of the summed scans including repump laser-induced spectral diffusion (𝑥-axis). We
conclude that the Lorentzian linewidths are mostly less than 200 MHz, while further
broadening in the linewidth can be attributed to laser-induced spectral diffusion.
This figure contains data for NV centers at the implantation depth with linewidths
<10 GHz (Figure 5-3).

the transition can shift dramatically, making locating the new transition resonances

difficult within an acceptable time.

5.6 NV Densities

In sample A (see confocal scans in Figure 5-6a), the NV areal densities estimated

from the verified isotopes at the implantation depth are at least 3.9×10−2 14NVs/µm2

and 3.5 × 10−2 15NVs/µm2. When assuming that the isotope distribution over the

NVs with unknown isotope follows the same distribution as for the known NVs (this

assumption is supported by the overlapping linewidth distributions in Figure 5-2),

the areal density estimates are 5.1 × 10−2 14NVs/µm2 and 4.7 × 10−2 15NVs/µm2.

This corresponds to a conversion efficiency of implanted 15N to NV of approximately

3.5%-4.7%.

At a scan deeper in the sample over the same area (Figure 5-6a, inset) we found 3

NVs, that we assume to be 14NV given their location in the diamond well below the

implantation depth. The native areal density of 14NVs that we estimate from this is
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3 × 10−2 14NVs/µm2.

Confocal scans of sample B are shown in Figure 5-10, at the implantation depth

and deeper into the sample to illustrate the change in NV density due to implantation.

The confocal scan at the implantation depth (∼400 nm, Figure 5-10a) displays

around ∼180 fluorescent spots. We characterized 59 of these spots from the high-

lighted region in Figure 5-10a, identifying 57 NV centers (47 single NVs in a confocal

spot and 5 spots with two NVs). We are able to determine the isotope for 37 NVs, 3

out of which are 14NVs, and 34 are 15NVs. From this, a lower-bound estimate of the
14NV areal density after implantation is 4× 10−2 14NVs/µm2. We estimate the 15NV

areal density to be at least 5 × 10−1 15NVs/µm2. When assuming that the unknown

isotopes follow the distribution of isotopes for the known isotopes (as for sample A,

this is supported by the overlapping linewidth distributions in Figure 5-4), the areal

density estimates are 6×10−2 14NVs/µm2 and 7×10−1 15NVs/µm2. This corresponds

to an estimated conversion efficiency of implanted 15N to NV of approximately 50%-

70%. We attribute differences in conversion efficiencies between sample A and sample

B to the difference in implantation parameters [122].

We characterized 5 out of 6 bright fluorescent spots in the deep scan (≈ 5 𝜇m

depth, Figure 5-10b). All 5 spots were identified as NVs, and all displayed narrow

linewidths in the red-green interleaved scan. The isotopes were found to be 14N for 3

out of 5 NVs, whereas the isotope could not be reliably determined from the ODMR

measurement for 2 NVs (this is a comparable ratio of known versus undetermined

isotopes as at the implantation depth). Because their location in the diamond was well

below the implantation depth, these findings strongly suggest that these fluorescent

spots are naturally occurring 14NV. A best estimate of the 14NV areal density before

implantation is therefore 3 × 10−2 14NVs/µm2.

Although the sample sizes are small, comparing the estimated 14NV densities at

the implantation depth and deeper in the diamond we find indications that 14NVs at

the implantation depth are created during implantation in both sample A and B.
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1 μm 1 μm

Figure 5-10: Confocal Scans of Sample B. (a) A scan at the implantation depth
and (b) at ∼5 µm under the diamond surface. The orange box indicates the approxi-
mate region at the implantation depth in which fluorescent spots were characterized.

5.7 Outlook

Data acquired here show indications of an increase in 14NV density in the implantation

layer in both samples as discussed in Section 5.6. We hypothesize that these 14NV

centers can be formed from naturally occurring nitrogen combining with vacancies

created during implantation. Since they can be located at greater distances from

the main damage centers near the stopping point of the nitrogen track, these NV

centers may be coherent and usable for quantum information purposes, although more

work will be necessary to determine a statistically significant correlation. It is the

case, however, that the positioning accuracy of these NVs at the device depth would

be significantly lower because their spatial distribution is determined by arbitrarily

positioned naturally occurring nitrogen in combination with the diffusion length of

the vacancies generated during implantation.

In summary, the implanted nitrogen atoms yield NV centers with predominantly

broad optical lines (> 1 GHz) and substantially higher strain than NV centers formed

from native nitrogen. These results indicate that implanted nitrogen atoms combined

with an annealing process at high temperatures do not routinely produce NV centers

with narrow optical linewidths. Vacancies produced in the implantation process may
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combine with existing nitrogen atoms to produce narrow NVs, but more work will

be necessary to determine a statistically significant correlation. It is clear from this

work that recipes for generating implanted NV centers should be reinvestigated, ad-

dressing local lattice damage associated with implanted nitrogen. In addition, other

approaches for precisely controlling the NV centers’ positions while causing mini-

mal local damage can be further explored, such as employing 2D nitrogen-doped

diamond layers combined with electron irradiation or ion implantation for vacancy

production [117, 116] or laser writing strategies for creating vacancies with 3D accu-

racy [33, 32].
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Chapter 6

Closing the Design Loop: Process

Control and Device Integration

Until now, I have presented detailed explanations and analyses of work performed

to explore novel registers and build statistically significant data sets along with the

infrastructure and tools that made it possible. Now, I want to take advantage of

the full capabilities our infrastructure enables. In Chapter 5, statistics were used to

discover properties of our implantation technique on qubits that were not previously

known. At this point, however, qubits in the diamond exist and I can correlate changes

to their properties through all of the processing steps — something that has not been

analyzed in a statistically significant manner in previous studies. This additional

capability will enable process control of our engineered devices.

Work in this area, work that is underway in the Quantum Photonics Lab (di-

rected by Dirk Englund), is focused on the development of an operational device fully

capable of acting as a quantum repeater in a larger network. The design process

to achieve this goal is illustrated in Figure 6-1. Every step is enabled at scale due

to the automated framework and infrastructure discussed as part of this thesis (see

Chapter 2). I have shown that lattice bombardment during ion implantation (step

2, “Qubit Production” in Figure 6-1) may be the culprit when considering the lower

optical coherence observed in implanted NVs as discussed in Chapter 5. As a result,

we are considering other techniques for the incorporation of nitrogen in the diamond
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growth process, or the development of novel annealing recipes as envisioned by Ian

Christen (Quantum Photonics Lab).

Over the course of my graduate program, I have successfully demonstrated reg-

istration at a chip level scale (cf. Figure 2-6 bottom right). Using the registration

process, a device yield (defined as the ratio of single-NV-coupled devices to the num-

ber of fabricated devices) of 29% was achieved, significantly higher than the yield of

a process without emitter registration [183]: the NV’s circular target cross section

of the parabolic reflector (100 nm below the top of the parabola) has a radius of

250 nm, resulting in an area of just under 0.2 µm2. Given an implantation dose of

109 15N/cm2, and assuming a yield of approximately 1%, the NV density is expected

to be in the neighborhood of 0.1 NV/µm2. This would result in an approximately 2%

chance of an NV populating the non-etched portion of the diamond that forms the

parabola. This probability is a higher bound because it is assumed that all NVs fell

at this depth, and any NV, regardless of lateral position, is coupled to the parabolic

optical mode. The next step in this process is the creation of a fully integrated device.

6.1 Screening Through Fabrication

I have also shown how qubit production affects emitter performance, a finding that

led to the investigation of new and improved production techniques. The next step in

the process that we know has a significant impact on emitters is fabrication. Emitters

that are measured in fabricated structures have optical linewidths many GHz wide,

while their bulk counterparts are measured on a hundreds of MHz scale. We believe

this is most likely due to shallow damage induced in nearby surfaces. Anticipating

efforts to isolate fabrication effects, it is first necessary to isolate our cleaning and

annealing steps.

6.1.1 Samples and Processing

The experimental configuration associated with the NV optical measurements will be

identical to those discussed in Section 4.2, where all optical measurements are taken
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Figure 6-1: Process Summary. Reading from left to right, top to bottom. 1) The
diamond is prepared by cleaning the surface and patterning the coordinate system
markers. 2) The defect centers are created by ion implantation followed by annealing.
3) Defect centers are localized and characterized. 4) Structures to enhance light-
matter interaction are patterned around localized centers. 5) Structure-defect nodes
are recharacterized. 6) The best nodes are transferred to a new host chip.

at cryogenic temperatures of around 4 K. At this point in time, four measurements

have been made:

1. First Cold. Here, the sample had been stored in the sample box in an atmo-

sphere environment for roughly 8 months.

2. Pre-acid clean. This run serves as a control and changes from the “first cold”

are not expected. This will also serve as the data set exhibiting NV properties

just prior to the acid clean. This was acquired approximately 1 month after the

previous run.

3. Post-acid clean. This experimental run was initiated as soon as possible follow-

ing retrieval of the sample from the acid clean protocol to minimize the time

the sample spent in atmosphere.

4. Post-O2 bake. The sample was quickly transferred from the previous run to

the furnace. The sample was baked in an atmosphere environment at 465∘C for
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4 hours [60]. Immediately following the bake, the sample was transferred back

to the cryogenic setup, again to minimize time spent in atmosphere.

I am interested in extracting three specific parameters from the optical PLE scans:

1) optical transition linewidth, 2) ZPL central position, and 3) ZPL splitting. All of

these properties are defined in more detail in Section 5.2.2. It is important to note that

the linewidth property is a delicate experimental parameter because of the ease with

which it may become power-broadened. As with the results from Chapter 5, the power

was carefully adjusted to avoid entering a power-broadening regime. Unfortunately,

this was not the case for the first cool down “First Cold,” as is readily apparent in

Figure 6-4b and d.

Using the localization techniques and infrastructure discussed in Chapter 2, a

couple of hundred NVs were targeted for measurement during each experimental run.

This number is reduced on each run if the algorithm is unable to find a particular

NV again because of focusing issues or time constraints. In the end, a set of 131 NVs

were successfully measured for each experimental run. The map of these NVs in the

on-chip coordinate system can be seen in Figure 6-2. Sixteen sites were measured

more than once during the same run (probably due to the slight overlap in confocal

scan regions) and were thus excluded from the analysis to avoid double-counting NV

sites.

6.1.2 Results

Generally, the diamond processing steps performed prior to fabrication are expected

to improve the NV’s optical properties. Specifically, the enhancement translates to

the narrowing of the inhomogeneous distribution of ZPL positions (e.g. reducing the

distribution of axial strain experienced by each NV), reducing the 𝐸𝑥 to 𝐸𝑦 splitting

(corresponding to reducing the distribution of transverse strain experienced by each

NV), and reducing the linewidth of the optical transitions (physically corresponding to

reducing decoherence between the ground and excited states). As discussed in earlier

chapters, the tri-acid clean is implemented in an effort to remove any graphitization
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Figure 6-2: NV Spatial Map. A spatial map of a compiled set of runs across all of
the experimental runs. Each experimental run will have many different field-of-view
sites, which are each a unique color in the scatter plot. A clustering algorithm is used
to detect the sites that were repeatedly found (in 2, 3, 4, or 5 runs — as labeled in
the key). Sites that were duplicated within the same run are flagged with a red circle.
Due to time and resource constraints in the experimental setup, the focus was placed
on sites located in the lower left region.
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that has occurred on the diamond surface, and the 465∘C bake helps repair lattice

damage caused by implantation and fabrication. Immediately after the bake, in our

view, dangling sp3 hybridized bonds can be found on the surface of the diamond, and

an increase in noise due to unexpected surface states that are created dynamically [60]

is expected.

A set of automated alignment techniques to overlay the multiple runs was used.

The first stage of this alignment uses the QR registration taken from “reflection”

confocal scan in which the sample in a widefield technique is illuminated and the re-

flected light is collected in the same manner as our standard fluorescence scan. This

procedure alone fails to achieve the accurate registration because spherical aberra-

tion transforms the imaged positions of the location markers to their actual position.

Rather than trying to correct this aberration, the constellation patterns are aligned as-

suming the majority of nearest-neighbors of the detected peaks are not false-positives.

Finally, after running a clustering algorithm with a euclidean threshold distance of a

diffraction-limit, a median spatial accuracy (standard deviation of distances from the

cluster’s center) within clusters of 58 nm (mean of 67 nm) was observed.

In control measurements, the distribution of the ZPL’s central position, as well

as splitting, both broaden as seen in Figure 6-4c. This prompted a closer inspection

of the temporal behavior of a single, relatively narrow transition over many hours.

As seen in Figure 6-3, it is possible to observe a transition perform a random-walk

in frequency beyond its linewidth on the timescale of hours superimposed to some

shorter timescale random-walks. While this is an important issue, and should not be

overlooked, it can be tabled for future investigation.

Perhaps more intriguing (also apparent in Figure 6-4c), is the movement of ZPL’s

position into a bimodal distribution in the post-acid clean data set. It is also interest-

ing to note that the distribution in the splitting of these transitions does not appear

to be uniform between the lower and higher energy ensembles. It is likely that the ob-

served change in ZPL position and splitting can be attributed to a spatially-uniform

change in the strain tensor across the diamond. Chapter 5 discusses how these lines

behave with different axial and transverse strain environments.
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Figure 6-3: NV ZPL Transition Dynamics. Continuously repeated PLE sweeps
over the course of 2 days. This was performed on a particularly high quality optical
transition (narrow linewidth). The frequency of this transition can be seen drifting in
a random walk of a few linewidths. Occasionally, this transition exhibits a bistability
as shown in the inset slice. The inset slice is highlighted with a semi-transparent
red line in the main figure. Slowly varying fields giving rise to this phenomenon are
intriguing in and of themselves and, it can be argued, warrant independent investiga-
tion. This suggests that there are multiple timescales at which the random walks take
place. The fastest of these timescales will dephase the transition making it broader
than its lifetime limit, and the slower random walks manifest as spectral diffusion.
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Finally, Figure 6-4d shows a marginal improvement of transition linewidth as a

result of acid cleaning. This is not entirely unexpected, as acid cleaning removes a

graphitic surface, however I believe that this can be improved upon significantly with

a properly terminated diamond surface as discussed above. On the other hand, we see

a large increase in the linewidths after performing the O2 bake. This is not entirely

unexpected due to an unpassivated surface as discussed above.

While I do not have data to support this position at this point in time, our expec-

tation is that the increased dynamics on the surface can be remedied by implementing

an additional Piranha clean. The diamond surface contains a mixture of sp2 and sp3

hybridized carbon. The radical oxygen in Piranha that dissociate from hydrogen per-

oxide are unstable and highly reactive, thus attacking the dangling bonds to form

stable carbonyl (C3=O) groups at the surface [158, 142].

6.1.3 Next Steps

The current goal is to perform a thorough, statistically oriented study to determine

how emitters are affected in a variety of etching processes. To accomplish this, the

same set of emitters must be characterized before and after fabrication at varying

distances from etched surfaces. Proposed structures are outlined in Figure 6-5. They

are selected to investigate how the different crystal facets, and combinations thereof,

may impact the optical coherence of the NVs as a function of proximity. The cur-

vature of the etched surfaces must also be considered in this investigation because it

exposes different gradients of facet combinations at different distances from the emit-

ter. These structures are also chosen to mitigate the probability that the alignment

of the fabricated structures is less than optimal relative to the on-chip coordinate

system.

The ideal outcome of this investigation will be a data set that can be used to

build a model that enables the prediction of how various structures affect the optical

coherence of emitters. This will enable the implementation of more simulation-based

iterations of our cavity-emitter structures before proceeding to the laborious effort of

fabrication.
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Figure 6-4: Registered Tracking of NV Parameters. (a) and (b) show sum-
maries of the raw data. (a) Raw data showing the relationship between the NV’s ZPL
center position and splitting. No obvious trends can be seen. Each data set has been
calibrated for that particular run’s median position as indicated by the corresponding
color next to the x-axis label. The colors match the key in b. (b) Raw data showing
the widths of the 𝐸𝑥 and 𝐸𝑦 transitions. In principle, one would expect about a 1:1
to relationship between these parameters, which is present, but has a larger distri-
bution than expected. (c) and (d) show an analysis tracking the changes between
NVs directly. It is important to note that the statistics show individual deltas rather
than a single result of the difference between two uncorrelated populations. The data
points are labeled by the step that occurred between the runs. (c) Each line follows
a single NV’s evolution through the runs, specifically showing the difference with re-
spect to the “First Cold” run. A few lines are highlighted to feature a couple of the
trajectories. (d) A histogram showing the cumulative shifts between combinations of
runs. The large shift with respect to the control data set is due to power broadening
that was not experimentally corrected for in the “First Cold” run. More interestingly,
the average linewidth of emitters narrowed by 13.6 MHz after the samples underwent
the acid clean step and increased by 0.58 GHz after the O2 bake.
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The goal is to perform this test using three different etching techniques:

• Our own etching process which is performed under biased oxygen plasma [101].

• Igor Aharonovich’s electron beam induced etching process (EBIE) [26]. This

technique provides a larger chemical component of the directed etch that may

reduce lattice damage.

• Marko Lonc̆ar’s angled etching technique uses a higher biased oxygen ion beam

so the sample can be located further from the plasma [7].

The undercutting step of the etch will not be a component of this investigation be-

cause the structures are not compatible with the undercut, although it would be an

appropriate extension of this work.

Taken from initial measurements of one sample, I found an NV density of

0.29 NVs/µm2. If this is converted to a linear density around the circumference of

different radii rings (illustrated in Figure 6-5), the number of times it will be necessary

to replicate the ring can be estimated. Based on these findings, achieving a density

>10 NVs/µm (radial direction) would be ideal. Under these conditions, it should be

possible to achieve this NV density for rings with radii >4 µm. To increase the odds

of an NV centered in the <4 µm rings, alignment of the rings to pre-characterized

emitters may be necessary.

Needless to say, this type of experiment is subject to failure at many levels. In

previous attempts to carry out similar experiments, large amounts of non-specific

fluorescence on the surface of the diamond obscured the detection of any single photon

emitter. Although baking the sample in oxygen, or annealing in vacuum at high

temperature can positively resolve the problem, these approaches can introduce an

additional step in the process that is unwanted. Under some circumstances, virtually

all of the NV centers recognized originally in a sample have been shown to disappear

following the etching process.

As an aside, the infrastructure described in Chapter 2 could provide a correla-

tion that may answer why these NVs vanish based on various structured data (e.g.,
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Figure 6-5: Etch Test. (Left) Top-down diagram showing the variety of surfaces
(blue) to be etched in association with randomly located NV centers (red). The two
flat surfaces shown at the top will permit the etching of a flat, vertical diamond
face, while the bottom structures will permit the incorporation of varying degrees
of curvature exposed to the NV centers. (Right) Realization of the schematic in
a potential mask design. The outermost circle is composed of flat edges to test
contributions of varying amounts to the NV’s proximity to different diamond facets.

slight differences in settings of the tools used to variations in humidity in the lab).

Unfortunately, insufficient access to data sets serves as a roadblock at this point in

time.

The most significant assumption associated with this experiment is that the NV

optical coherence will improve as a function of the distance from the etched surface.

If the surface of the diamond that is protected by a mask undergoes deterioration, or

becomes contaminated, discernible differences in optical coherence values anticipated

as a function of distance from the etched surface may be concealed by excessively

broad linewidths. While this problem may be positively resolved by cleaning and/or

additional annealing steps, those solutions may introduce issues themselves. Regard-

less of those concerns, it is notable that we have observed that NVs in the bulk region

of diamond with fabricated structures exhibit good optical coherence properties.
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Figure 6-6: Schematic Representation of a CMOS Chip Designed to Seri-
alize I/O from Room Temperature to the Cryogenic Photonic Chip. The
SPI protocol is used here to load values into the cryogenic CMOS chip’s memory.
An on-chip clock will distribute values in memory to the appropriate DAC to update
relevant voltages on the photonic chip.

6.2 The Device

As a team, we have made significant progress in the effort to build a quantum repeater

device. The next step will be the development of the device itself. In 2013, our initial

objective was to tackle the ambitious task of successfully demonstrating entanglement

on a chip. This objective quickly morphed into the truly ambitious task of building

an NV-based quantum repeater, a task clearly requiring a team effort. I devoted

significant time and effort to the organization and management of the team that

tackled this project.

The last piece of the puzzle is to consider what the architecture of a final func-

tioning device might look like. Along with Isaac Harris (Quantum Photonics Lab)

and Mohamed Ibrahim (Ruonan Han lab), as well as previous work led by Donggyu

Kim and Chris Foy [79], we are refining the MW delivery system to achieve compat-

ibility with CMOS technology which will enable hybrid integration with the optical
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platform pioneered by Sara Mouradian [100]. This includes engineering the low-level

I/O of the CMOS chip under relatively strict power budgets and electric intercon-

nects at cryogenic temperatures, as well as performing initial tests to confirm that

our CMOS models work as expected at cryogenic temperatures. To reduce heat loads

at cryogenic temperatures, the number of physical I/O lines needs to be reduced by

serializing communication. Figure 6-6 shows an initial design to serialize I/O using

buffers and very basic on-chip processing, which at this point consists of primarily

counting APD clicks.

While this is clearly an important aspect of our original engineering project, having

led the team to this point in the project’s evolution, my contribution to the effort

will be largely advisory in nature and will focus primarily on the development of code

necessary to perform automated measurements.

6.3 Outlook

The infrastructure discussed in this thesis enables larger data sets, improved insti-

tutional memory, and more accurate recordkeeping. In industry, this translates into

better engineering practices and provides the framework for implementing process

control. The ultimate development of large scale quantum computing systems and

groundbreaking quantum technology will require the continued exploration of a wide

variety of qubit register designs. Towards this end, the work presented in Chapter 3

of this thesis was just the beginning. While many unknowns and technological im-

provements are necessary, we have shown that it is possible to implant Si at targeted

sites while retaining high optical coherence for quantum network applications. In

conjunction with novel multi-qubit registers, as presented in Chapter 4, we provide a

direction to implement heterogeneous nodes that utilize the long memory properties

of NVs and high optical coherence properties of SiVs (similar to work associated with

the trapped ion field [72, 108]). Furthermore, the capacity of coherent coupling asso-

ciated with these registers provides a strategy to enable basic error-corrected nodes.

All of this comes together in this Chapter. In the realm of controlling fabrication pro-
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cesses related to engineering and scientific pursuits, I have introduced a technique and

platform with utility in both academic and industrial settings. I have also shown how

procedures developed as part of this research project are already yielding increasing

returns, as described in Chapter 5 where problems associated with our implantation

procedure are discovered and addressed. Although progress has been made in our ef-

forts to develop a quantum repeater architecture, it is exciting to begin thinking about

the next steps in the process, and where the next generation of students advances the

field.

The body of work completed in studies associated with this thesis is encourag-

ing both in terms of the development of quantum technologies and advancing our

understanding of, and control over, quantum processing systems. The integration of

machine learning, big data management, process control for designing and fabricating

quantum technology, and more sophisticated analysis pipelines into a quantum engi-

neering framework will enable more collaborative, robust, and statistically relevant

protocols associated with efforts to scale quantum systems for use in a wide battery

of technologies.

The outcomes of studies reported here paves the way to address a variety of new

and exciting questions relating to the dynamics and origin of defect’s optical tran-

sitions to the development of novel approaches associated with innovative diamond

annealing strategies that will influence thinking about and engineering optical co-

herence. The tools outlined in Chapter 2 of this thesis have the potential to guide

scientists and engineers to investigate a wide variety of new and exciting questions in

the quantum computing realm.
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