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Abstract

Spin systems are an increasingly important quantum-sensing platform. In particular,
atomic defect centers in diamond called nitrogen-vacancy (NV) centers offer impres-
sive room temperature imaging capabilities for both magnetic fields and temperature.
NV-based sensing platforms have found utility in solid-state physics, biological sys-
tems, and vector magnetometry. These applications highlight the immense promise
of NV quantum sensors. Despite this promise, the use of NV centers within com-
mercial devices remains limited to date, with many impediments to transitioning this
platform from the laboratory.

This thesis describes the development of solid-state spin-integrated circuits (S3IC)
for quantum sensing and control with the overarching goal of creating scalable NV
platforms. We present two major experiments that develop S3IC. These expand the
application space of NV centers and improve device functionality. The first applica-
tion was to develop an NV spin microscope capable of wide-field temperature and
magnetic field imaging to elucidate functional device behavior at the microscopic
scale. The second experiment was integrating the essential components of an NV
spin microscope, spin control and detection, with integrated electronics. In this man-
ner, S3IC combines the exceptional sensitivity of NV centers with the robustness
and scalability of modern electronic chip-scale platforms. This co-integration of spin
systems into integrated electronics shows a potential path for migrating previous
proof-of-principal sensing demonstrations into affordable packages that demonstrate
both much greater system integration and custom electronic architectures. In short,
this work demonstrates advances in NV-ensemble quantum sensing platforms and es-
tablishes a foundation for future integration efforts, perhaps inspiring innovations in
both application space and the development of new quantum devices.

Thesis Supervisor: Dirk R. Englund
Title: Associate Professor of Electrical Engineering and Computer Science
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Chapter 1

Introduction

1.1 Overview of Quantum Sensing Platforms

Sensors are a vitally important technology with large influence [210, 115, 155, 58, 1,

104]. Of particular interest are sensing systems that aim to exploit quantum coherence

for metrology[61] - known as quantum sensors. Within the last two decades, quan-

tum sensors have advanced from Nobel Prize award-winning proof-of-principle exper-

iments on quantum physics[139, 140, 64, 62, 138] into fully realized systems[153, 152].

These systems include atomic clocks[117, 98], superconducting quantum interference

devices (SQUIDs)[51], and vapor-cell technologies such as spin exchange relaxation-

free (SERF) magnetometers[174, 105, 121]. Quantum devices can achieve accu-

racy, repeatability, and precision approaching fundamental limits[167, 71, 44, 16].

In each case, quantum sensors offer the prospect of both evolutionary and revolution-

ary advances over their classical counterparts[199] with orders-of-magnitude better

performance[61, 44] at the cost of increasing device complexity.

This thesis will focus on a subset of quantum sensing - magnetometry. Mag-

netometers can be used for many applications including nanoscale nuclear-magnetic

resonance (NMR) spectroscopy[67, 30], magnetoencephalography (MEG)[78], tests of

fundamental physics[104, 155], and device-level characterization[58]. Existing quan-

tum magnetometers are poorly matched to these applications, because they require

cryogenic systems (SQUIDs) or complex experimental apparatus (vapor-cell technolo-

23



gies). These limitations have piqued interest in nitrogen-vacancy (NV) color centers

in diamond[1]. An NV center is an atom-like system that has a variety of technical

and fundamental properties that make for an attractive sensing platform. These prop-

erties include (i) its long spin dephasing time under ambient conditions, (ii) coherent

microwave spin manipulation, (iii) optical spin-state initialization and readout, and

(iv) the relative technological simplicity of its platform. This combination of charac-

teristics has led to rapid development. Within a decade, NV centers have advanced

from initial proposals [188, 43] and demonstrations [127, 12, 2, 46, 160] to applications

spanning condensed matter physics[32, 58], biology[165, 215], NMR[215], Earth and

planetary science[65], and vector magnetometry[71, 89].

1.2 The NV center as a Platform for

Quantum Sensing

NV centers in diamond have attracted great interest because of their exceptional spin

properties at room temperature; NV centers exhibit outstanding nanoscale sensitivity

to both magnetic fields[127, 12, 70, 96, 66, 182] and temperature[135, 112] while of-

fering broadband sensing capabilities[16, 17, 177, 118, 26, 214, 31, 183, 120, 149, 175,

27, 169, 170, 192, 32, 192, 144]. In addition, NV platforms excel in their technical

simplicity[16, 69, 8, 94] relative to alternative technologies[71] requiring only commer-

cial RF components and visible optical elements, detection devices, and sources. In

particular, effective optical initialization and readout of NV spins do not require spe-

cialized lasers systems. NV experiments are commonly performed with commercial

532 nm solid-state lasers or even light-emitting diodes[137]. NV sensing platforms are

solid state, being naturally "trapped" in stable, well-defined spatial locations within

the host diamond. Further, NV centers do not require cryogenics, vacuum systems,

or large applied bias fields to operate at ambient conditions. The NV is remarkably

photostable, exhibiting neither photobleaching nor blinking[160]. Amazingly, NV-

diamond sensors are incredibly durable, operating at pressures up to 60 GPa[92, 47]
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and over immense temperature ranges (cryogenic to 700 K[195, 196, 151]). Fur-

thermore, the chemical inertness of diamond allows for compatibility with biological

samples[110, 176]. These properties make NV-based sensing platforms an attractive

candidate for magnetic field and temperature (MT) imaging with nanometer-scale

spatial resolution[69, 8, 94, 35].

To realize the tremendous promise of NV centers in diamond and transition this

platform from the laboratory into actual commercial devices[1], several important im-

pediments must be overcome. These include shrinking NV optical setups from optical

table size to chip scale, making them easier to use while expanding their functionality.

Consequently, this dissertation focuses on the creation of an efficient NV-based quan-

tum sensing platform through the development of solid-state spin-integrated circuits

(S3IC). S3IC platforms use the NV centers as both probes of integrated circuits (IC),

offering valuable insight into device-level characterization, and as co-integrated com-

ponents necessary for device performance. These experiments highlight the symbiotic

relationship of S3IC devices. S3IC devices serve as a diagnostic tool to simultaneously

probe device-level electrical current profiles[91, 58] and elucidate device thermophysi-

cal properties and heat transport[222, 58]; likewise they act as efficient spin interfaces,

enabling a scalable implementation of quantum-classical control hardware[87, 102, 89].

This synergistic relationship, where spin systems both improve and are advanced by

modern micro processing techniques, is an integral component towards realizing next-

generation quantum sensing platforms based on NV-spin ensembles.

The main contributions of this thesis are the development of S3IC for both quan-

tum sensing and control. These contributions are achieved through two experiments.

The first developed an NV spin microscope capable of wide-field temperature and

magnetic field imaging. We used NV centers hosted within nanodiamonds to elucidate

functional device behavior at the microscopic scale. In particular, we studied systems

that have strong electro-thermal coupling. We analyzed both a dynamic process, elec-

tromigration, and a commercial device: gallium nitride high electron mobility transis-

tors (GaN HEMTs). This platform allowed us to study device physics at chip-scale.

The second experiment integrated the essential components of an NV spin micro-
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scope, spin control and detection, with complementary metal–oxide–semiconductors

(CMOS). We developed a highly scalable microwave (MW) launcher that generates

uniform MW fields. We also developed CMOS-compatible green filters. This quan-

tum sensing chip prototype combined the exceptional sensitivity of NV centers with

the robustness and scalability of CMOS. The co-integration of spin systems into in-

tegrated electronics shows a potential path for migrating previous proof-of-principal

sensing demonstrations into affordable packages that demonstrate both much greater

system integration and custom electronic architectures. This work demonstrates ad-

vances in NV-ensemble quantum sensing platforms and establishes a foundation for

future integration efforts, perhaps inspiring innovations in both application space and

the development of new quantum devices.

1.3 This Work

1.3.1 Organization of this dissertation

1.3.2 Publications

Much of the work presented in this dissertation has been previously published or

submitted for publication. Main works contributing to this thesis1:

∙ [58]: Christopher Foy, Lenan Zhang, Matthew E. Trusheim, Kevin R. Bag-

nall, Michael Walsh, Evelyn N. Wang, and Dirk R. Englund. Wide-field mag-

netic field and temperature imaging using nanoscale quantum sensors. ArXiv

e-prints, 2019.

∙ [102]: Donggyu Kim*, Mohamed I. Ibrahim*, Christopher Foy*, Matthew E.

Trusheim,Ruonan Han, and Dirk R. Englund. A CMOS-integrated quantum

sensor based on nitrogen–vacancy centres. Nature Electronics, 2(7):284–289,

2019.

1*Equal Contributions to manuscript
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∙ [89]: Mohamed I. Ibrahim*, Christopher Foy*, Dirk R. Englund, and Ruonan

Han. High-scalability CMOS quantum magnetometer with spin-state excitation

and detection in diamond color centers. ArXiv e-prints, 2020

Works contributing in smaller part to this thesis include:

∙ [122]: Shai Maayani, Christopher Foy, Yoel Fink, and Dirk R. Englund.

Distributed quantum fiber magnetometry. Laser & Photonics Reviews, 2019.

∙ [176]:Or A. Shemesh*, Ishan Gupta*, Ophir Gaathon, Christopher Foy, Sinan

Karaveli, Jae-Byum Chang, Asmamaw Wassie, Abraham Wolcott, Daniel A.

Martin-Alarcon, Reyu Sakakibara, Dirk Englund, and Edward S. Boyden. Mem-

brane targeted delivery of nitrogen-vacancy nanodiamonds. In preparation,

2020.

Chapters 2, 3, 4, 5, and 6 reproduce and adapt material from previous published

works. Chapter 3 is adapted from Ref. [58], with Chapter 4 and 5 being adapted

from Ref. [87], [102], and [89]. In addition, sections of chapter 6 report results

from references [122] and [176].

1.3.3 Co-worker Contributions

The work presented in this dissertation would not have been possible without my

many active collaborations. This highly interdisciplinary work required the valuable

contributions of my research colleagues and collaborators. First, my advisor, Dirk

Englund, oversaw all projects contained within this dissertation; his advice was in-

valuable for the completion of this work. The rest of my co-workers’ contributions

are summarized below.

The work described in Chapter 3 was chiefly envisioned, designed, and imple-

mented by myself. However, Lenan Zhang, Matt Trusheim, Kevin Bagnall, Michael

Walsh, and Evelyn Wang all made substantial contributions. Lenan and Kevin ac-

quired the GaN HEMTs and helped design the experiments, analyze the data, simulate

the thermal interfaces, and write the manuscript for publication[58]. Matt initially
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mentored me on NV spin physics and with the development of the model. Finally,

Michael developed the original MATLAB code base used in this work.

Donggyu Kim, Mohamed Ibrahim, and I participated equally in the reproduced

work shown within Chapter 4. Together we conceived the diamond–CMOS integra-

tion, with the assistance of our advisors Dirk Englund and Ruonan Han. Mohamed

developed the idea of stacking the microwave inductor, plasmonic filter, and photo-

diode within the 3D architecture. Mohamed and myself contributed chiefly to the

chip specifications. Donggyu and I equally did the experimental design. Donggyu

performed the FDTD simulations for the optical filter design. I wrote the MATLAB

source code to control the experiment and, with significant help from Donggyu, con-

structed the optical setup. All authors contributed to the writing of the manuscripts

[87, 102].

The work presented in Chapter 5 was done equally by Mohamed and myself. We

both put considerable effort into the chip design with Mohamed developing both the

MW launcher and IC design. The optical setup, MATLAB code base, and diamond

acquisition were led by myself. Mohamed and I performed the experiments, ana-

lyzed the data, and characterized the chip performance. Mohamed chiefly wrote the

manuscript, with significant editing and analysis done by myself.

Chapter 6 presents two experiments spanning references [122] and [176]. In [122],

Shai Maayani and I both developed the fiber geometry and experiments and analyzed

the data. Shai constructed the fibre and did most of the experiments. We both wrote

the manuscript. In contrast, in [176], Or Shemish and Ishan Gupta did most of the

work, with me performing the experiments for Figure 4.
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Chapter 2

Overview of the Nitrogen-vacancy

Center

2.1 Nitrogen-vacancy Center Physics

The NV center is a crystallographic defect within diamond[187]. It is composed of

a vacancy (a missing carbon atom from the diamond lattice) that is adjacent to a

nitrogen impurity as shown in Figure 2-1a.

Figure 2-1: Overview of the NV Center. a, Atomic structure of the NV center,
with nitrogen, vacancy, and carbon atoms identified. b, Simplified NV energy level
diagram[46].

The NV is comprised of six electrons of which two are unpaired, yielding an

effective spin 1 system[93, 161]. The room temperature energy level diagram for an

NV is shown in Figure 2-1b. This diagram shows several transitions for the NV center.
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The leftmost set of levels, 3A and 3E[14], are the electronic orbital states. These are

a triplet ground state and a triplet excited state, respectively. The |𝑚𝑠 = 0⟩ state

shown in black and the lifted degenerate spin excited states, |𝑚𝑠 = ±1⟩, are separated

by an energy, h(2.87 GHz)[46, 160], which results from spin-spin coupling between

the two unpaired electron spins. The degeneracy of the |𝑚𝑠 = ±1⟩ spin states can

be lifted by applying a magnetic field that has a component aligned with the NV’s

axis. In addition to radiative decay back to the |𝑚𝑠 = 0⟩ state, the |𝑚𝑠 = ±1⟩ states

have another decay path through a metastable 1A state[126, 46]. Conventional NV

optical readout exploits the |𝑚𝑠 = ±1⟩ state’s higher probability to couple to this

singlet state relative to the |𝑚𝑠 = 0⟩ state. NVs that couple to the singlet state do

not fluorescence in the 600-800 nm band[73], whereas NV centers decaying directly

to the spin-triplet ground state can continue to cycle between the ground and excited

triplet states, generating fluorescence in the 600 - 800 nm band[16]. Thus, the NV

has different fluorescence rates depending on its spin state. The decrease in emitted

fluorescence distinguishes the |𝑚𝑠 = ±1⟩ and |𝑚𝑠 = 0⟩ spin states.

This spin-dependent fluorescence is shown in Figure 2-2 where the resonant fre-

quencies of the |𝑚𝑠 = ±1⟩ states are shown. The |𝑚𝑠 = ±1⟩ resonance frequencies,

𝜖±1, are given by solving for the eigenvalues of the simplified room temperature NV

Hamiltonian shown below[160]:

𝐻/ℎ = 𝐷(𝑇 )𝑆2
𝑧 + 𝐸

(︀
𝑆2
𝑥 − 𝑆2

𝑦

)︀
+ 𝛾𝐵𝑧𝑆𝑧 (2.1)

In Equation 2.1, 𝛾 is the NV gyromagnetic ratio, 𝐸 is the NV’s strain[160], D(T)[3]

is the temperature-dependent NV zero field splitting parameter, �⃗� is the magnetic

field, 𝑧 is the normalized NV axis, and 𝐵𝑧 is the axial magnetic field along 𝑧. Thus,

fluctuations in the NV’s local thermal environment change the |𝑚𝑠 = 0⟩ → |𝑚𝑠 = ±1⟩

zero field splitting parameter, D(T)[3], whereas magnetic fields lift the degeneracy

of the NV’s |𝑚𝑠 = ±1⟩ state through the Zeeman effect[188]. For weak non-axial

or aligned magnetic fields (�⃗� ∼ 𝐵𝑧 < 100 mT), the resonance frequencies of the

|𝑚𝑠 = ±1⟩ states are determined by Equation[160] 2.2:
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𝜖(𝑇,𝐵𝑧)±1 = 𝐷(𝑇 )±
√︀
𝐸2 + (𝛾𝐵𝑧)2 (2.2)

where again the 𝜖±1 are the NV resonance frequencies corresponding to the |𝑚𝑠 = 0⟩

→ |𝑚𝑠 = ±1⟩ transitions[160].

Figure 2-2: NV ODMR Spectrum. (a) idealized ODMR spectra of an NV center
with both 𝐵 = 𝐵𝑧 = 0 and Δ𝑇 = 0 with the |𝑚𝑠 = ±1⟩ states shown. The normal-
ized fluorescence difference, 𝐶, for the |𝑚𝑠 = ±1⟩ states is indicated as well as the
resonance linewidth 𝛿𝜈. A magnetic field aligned to the NV axis causes the resonance
to split by an amount given by Δ𝑓 = 2𝛾𝐵𝑧 (b) while an increase in temperature (c)
causes a shift in D(T) to lower MW frequency.

We optically detect the 𝜖±1 transitions through the NV magnetometry protocol

called continuous-wave optically detected magnetic resonance (CW-ODMR)[50, 171,

193, 17, 166]. ODMR spectroscopy experiments[126, 60, 2] allow us to determine

D(T) and 𝐵𝑧 by determining the 𝜖±1 transitions. The effect of magnetic field and

temperature on ODMR fluorescence is shown graphically in Fig:2-2. The difference

between the two resonances is proportional to the applied axial magnetic field (Fig:2-
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2b). The frequency, Δ𝑓 , associated with such an energy gap is proportional to | # »

𝐵𝑧|:

Δ𝑓 = 𝑓+ − 𝑓− = 2𝛾𝑒|
# »

𝐵𝑧|, (2.3)

where 𝑓+ and 𝑓− are the frequencies for the transitions from |𝑚𝑠 = 0⟩ to |𝑚𝑠 = +1⟩

and |𝑚𝑠 = −1⟩, respectively. We use Δ𝑓 to derive
# »

𝐵𝑧. The global shift, D(T), is

related to the change in the local temperature (Fig:2-2c).

An idealized ODMR spectrum of a single NV has the form

𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) = 1−𝑅
2∑︁

𝑚=1

𝐿(𝑓 ; 𝜖𝑚, 𝛿𝜈, 𝐶) (2.4)

where R is the photon detection rate, 𝐿(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) is the three-parameter Lorentzian

function, 𝑓 is the microwave frequency, 𝛿𝜈 is the linewidth of the transition, and 𝐶

is the normalized change in fluorescence rate between the |𝑚𝑠 = 0⟩ and |𝑚𝑠 = ±1⟩

states. Single crystal diamond has four NV spin populations which separately lay

along the tetrahedral axes of the host diamond. Accordingly, an external magnetic

field
#     »

𝐵ext has four projections –
#   »

𝐵𝑧1,
#   »

𝐵𝑧2,
#   »

𝐵𝑧3,
#   »

𝐵𝑧4 – along the NV orientations. This

leads to four pairs of splitting in a single ODMR measurement (Fig:2-3). Therefore,

NV centers have a vector-field measurement capability by monitoring the different

magnetic field projects and reconstructing
#     »

𝐵𝑒𝑥𝑡. That is advantageous over conven-

tional Hall and fluxgate-based sensors, where three devices in x- y- z- axes are needed

for vector detection.

2.2 Overview of ODMR Optical Setup

CW-ODMR is a simple and widely employed magnetometry method[60, 2]. The sim-

plicity originates because both the MW driving field and the optical polarization and

readout occur incoherently. Laser excitation continuously polarizes NV centers into

the bright state (|𝑚𝑠 = 0⟩) while resonant microwaves drive the NVs’ spin population

into the less fluorescent |𝑚𝑠 = ±1⟩ states, reducing the emitted fluorescence.
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Figure 2-3: Zeeman Splitting of Bulk Diamond ODMR.The red-fluorescence
intensity of the diamond at varying microwave frequency. An external magnetic-field
bias is applied with projections along the four N-V axes.

This work focuses on the detection of the NV-ODMR fluorescence with cameras.

Unlike APDs or photodiodes, cameras offer the key advantage of straightforward par-

allelization of ODMR to provide magnetic field and temperature wide-field imaging

with micrometer-scale spatial resolution[113]. Thus, we emphasize design consider-

ations that should be considered for imaging NV-ODMR fluorescence. Chapter 3

showcases the advantages of this approach.

Fig:2-4 is a schematic for the CW-ODMR fluorescence imaging optical setup used

within this thesis. This experiment apparatus, sometimes referred to as a "spin micro-

scope," is used to transduce NV-ODMR fluorescence into images of the magnetic field

and temperature spatial profile. This work uses a single pass geometry[182] rather

than a multi pass[39] or total-internal-reflection geometry[66]. The green (532 nm)

laser used to excite the NV centers and for optical polarization is directed through

an objective. Thus, engineering this excitation path for a desired field of view (FOV)

is crucial. Further, while modulating this light is not required, it is still useful both

experimentally and for more advanced NV-sensing protocols (2.4). Thus two key cri-

teria need to be considered: choosing a beam diameter inside the AOM for optimized

diffraction efficiency and rise time and choosing both 𝑓5 and the objective for a de-
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Figure 2-4: NV-ODMR Setup Schematic. Green 532 nm laser light is first de-
magnified by the first two lenses to shrink the required optical path length. A third
positive lens focuses the beam into an acoustic-optical modulator (AOM). The zeroth-
order beam is absorbed by a beam dump while the first-order diffracted beam passes
through both an iris and a variable filter. A fourth lens collimates the beam. A
periscope directs the beam toward the diamond where a half-wave plate allows op-
timization of the beam polarization to maximize NV fluorescence for all NV orien-
tations. A fifth lens focuses the beam onto the back aperture of the objective after
reflecting off a dichroic. The ODMR fluorescence is collected by the objective and
directed toward the switching network where, depending on flipper mirror orienta-
tion (not shown), the fluorescence is either (i) imaged by a camera or (ii) detected
by a photodiode or an avalanche photodiode (APD). Simultaneously, MW fields are
generated, amplified, and then radiated to drive the NV’s spin population.

sired FOV and collection efficiency. To resolve the first, we use the lens triplet shown

(𝑓1, 𝑓2, and 𝑓3) in Fig:2-4. The first lens pair (𝑓1 and 𝑓2) demagnifies the laser beam

by an amount equal to 𝑓2/𝑓1. This process reduces 𝑓3 by the amount determined by
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Equation 2.5[136]:

𝑓3 =
4

1.27

𝑤𝐴𝑂𝑀

(532𝑛𝑚)

𝑤0

𝑓2/𝑓1
(2.5)

where 𝑤0 is the inital waist emitted by the laser, and 𝑤𝐴𝑂𝑀 is the desired waist within

the AOM. 𝑤𝐴𝑂𝑀 is determined by referring to the AOM datasheet. Thus, 𝑓2/𝑓1 acts

to reduce the needed optical path length to reach 𝑤𝐴𝑂𝑀 .

After the AOM, another lens triplet (𝑓4, 𝑓5 , and 𝑓𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒) needs to be determined.

The first-order diffracted beam is sent through an iris to reduce stray light, and then

a variable filter is used to control the light intensity. To determine the beam waist

at the sample surface (𝑤𝑠𝑎𝑚𝑝𝑙𝑒), the magnification of the entire system needs to be

determined. Equation 2.6 determines 𝑤𝑠𝑎𝑚𝑝𝑙𝑒:

𝑤𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑤0 *𝑀 = 𝑤0
𝑓2
𝑓1

𝑓4

𝑓3

𝑓𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒
𝑓5

(2.6)

Within Equation 2.6, 𝑓1, 𝑓2, and 𝑓3 are already constrained. Further, as objectives are

often determined based on their numerical apertures and working distance, 𝑓𝑜𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒

is often not a free parameter. Thus only 𝑓4 and 𝑓5 are free to be chosen.

Once the NVs are excited, their photoluminescence is collected by the objective

and subsequently colliminated. This collected fluorescence is filtered by a 650 nm

long pass filter to eliminate NV0 background[4, 66] and subsequently imaged by a

camera. For optimal image quality, the diameter, position, and value of 𝑓6 need to

be determined. We start by determining the exit pupil diameter of the objective,

𝑑objective, which is given by [141]

𝑑objective = 2𝑓objective *𝑁𝐴 (2.7)

with the maximum distance between the tube lens and the objective constrained

by[141]

𝐿 =
(𝑑tubelens − 𝑑objective)

𝑑objective
𝑓6 (2.8)

Finally, 𝑓6, should be chosen to have the maximum magnification possible to com-

pletely fill the camera CCD area. Thus, 𝑓6/𝑓objective * 𝑤sample should equal the CCD
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radius.

Many parameters must be considered when deciding on the camera. These in-

clude, but are not limited to, quantum efficiency (𝑄𝐸), frame rate, pixel size, pixel

well depth, and read noise. Each of these directly impacts critical parameters of the

spin microscope. For optimal choice of a camera, the exact experimental specifications

need to be carefully considered. For example, the spatial resolution of the system will

be max([ 𝜆
2𝑁𝐴

, 𝑝𝑖𝑥𝑒𝑙𝑠𝑖𝑧𝑒
𝑓6/𝑓objective

]). Thus, the pixel size needs to be considered in order to

reach diffraction limited performance. Two limitations of cameras are their inability

to suppress background fluorescence and their slow data acquisition rate, which re-

duces sensitivity. Interestingly, novel CMOS lock-in cameras (Heliotis heliCam C3)

[22] designed for optical coherence tomography[52] solve both problems, offering an

intriguing avenue for enhancing the sensitivity of spin microscopes[212]. These devices

offers lock-in frequencies exceeding 250 KHz, allowing for effective noise suppression

and faster data acquisition rates. This new camera technology should continue to be

explored within the space of NV imagers.

2.3 Magnetic Sensitivity using CW-ODMR

To determine the shot-noise-limited sensitivity of an NV magnetometer performing

CW-ODMR, we first reconsider Equation 2.2 and Equation 2.4. Changes in 𝐵z and 𝑇

will change the 𝜖±1 transitions and thus will impact 𝐼 for a given on-resonance value

of 𝑓 . For a shot-noise-limited measurement duration, 𝛿𝑡, the standard deviation is

given by

𝛼 =
√
𝐼𝛿𝑡 (2.9)

For small C, the shot-noise-limited magnetic sensitivity, 𝜂B, is given through the

relation[171, 17, 50]

𝜂(𝑇/
√
𝐻𝑧) = 𝛿𝐵min

√
𝛿𝑡 ≈ 𝛾

√
𝑅

max
⃒⃒⃒
𝜕𝐼
𝜕𝑓

⃒⃒⃒ (2.10)

𝜂 ≈ 𝛼
𝛾𝛿𝜈

𝐶
√
𝑅

(2.11)
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where the 𝛼 prefactor represents the steepest slope for an ODMR lineshape located at

𝑓 = 𝛿𝜈
2
√
3

[50]. For Lorentzian lineshapes, 𝛼 = 4/3
√
3 ≈ 0.77. Due to power broadening

in CW-ODMR experiments, a gaussian lineshape may be observed[50, 17]. In this

case, 𝛼 =
√︀

𝑒/8 ln 2 ≈ 0.7[50].

Equation 2.11 determines the CW-ODMR magnetic field sensitivity. To deter-

mine the temperature sensitivity, the NV’s gyromagnetic ratio 𝛾 (28 nT/Hz) must be

replaced by the temperature variations of D. A temperature change causes both an

expansion of the diamond’s lattice (reducing spin-orbit coupling) and the NV’s cou-

pling to the diamond’s phonon modes[3, 45]. These effects yield a room-temperature

frequency shift of 𝜕𝐷
𝜕𝑇

≈ 74 KHz/∘C[3, 45].

2.4 Alternative to CW-ODMR Magnetometry

CW-ODMR is easier to implement than other NV sensing protocols but suffers from

many drawbacks. These originate from its incoherent excitation and MW driving. In

addition, this method suffers from MW and optical power broadening, which degrades

sensitivity[50]. Optimum sensitivity is reached when the optical excitation rate, MW

driving frequency, and NV coherence time contribute equally to 𝛿𝜈[50]. Under these

conditions, the fluorescence rate is ∼103 lower than the spin projection limit[17].

In contrast, there exists a range of magnetometry protocols which leverage the

coherence of NV centers to significantly improve sensitivity[16]. Common modali-

ties include pulsed ODMR [50, 17], Ramsey[157, 16, 166], echo-type sequences[76,

118, 26, 214], and double-quantum coherence magnetometry[124, 19]. Each of these

protocols improves sensitivity by maximizing population transfer to the |𝑚s = ±1⟩

states[50], improving spin readout, eliminating common mode noise sources (strain,

temperature)[109], or by extending the NV’s coherence time by sacrificing measure-

ment bandwidth and sensitivity to static fields. For AC magnetometry, dynamical

decoupling protocols extend the NV’s coherence time typically by one to two orders

of magnitude[111, 18] and approach the longitudinal spin relaxation time[130].

Each of the above protocols requires coherent control of the NV’s spin state.
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They also require the ability to have precise gating of coherent MW fields and optical

excitation pulses. In many sensing demonstrations, particularly the ones that will be

explored in this thesis, some or all of these criteria are not met. Given this limitation,

CW-ODMR is a useful tool to demonstrate proof-of-principal measurements where

improvements in sensitivity and functionality, through coherent phase control of the

NV’s spin state, can be left to future efforts.
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Chapter 3

Wide-field Magnetic Field and

Temperature Imaging using

Nanoscale Quantum Sensors

3.1 Introduction

As described in Chapter 1.1, this thesis emphasizes the development of S3IC devices.

S3IC devices integrate spin systems with integrated electronics to improve spin con-

trol, but also use the incredible advantages of NV quantum sensors to address the

challenges facing ICs. One key challenge of ICs is the elucidation of functional device

behavior[90], particularly for systems with coupled thermo-magnetic environments.

Simultaneous MT measurements afforded by NV-based wide-field imaging optical

setups are a favorable alternative to existing techniques which separately measure

temperature (e.g., infrared (IR) microscopy[28], micro-Raman spectroscopy[28, 103],

and thermo-reflectance microscopy[28]) or magnetic fields (e.g., scanning probe mag-

netic force microscopy and SQUIDs). Thus, this work highlights how diamond NV

spin systems can be used as a diagnostic tool for ICs, further developing S3IC.

High frame-rate wide-field MT imaging not only provides a better understanding

of the current density inside devices, but detects current leakage or short circuits.
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This is necessary to optimize the design and fabrication of electronics. Simulta-

neously, temperature imaging reveals device thermal transport and shows the evo-

lution of hotspots, which is essential to estimate device lifetime and their failure

mechanisms[21, 11]. For this reason, an imaging approach that offers simultaneous

MT imaging provides valuable information. This information includes both electrical

boundary conditions and thermal boundary resistance, which are critical for device-

level electro-thermal modeling. This modeling guides both device performance opti-

mization and chip-scale characterization.

In this chapter we use the exceptional temperature and magnetic field sensitivity of

NV spins in conformally-coated nanodiamonds to realize simultaneous wide-field MT

imaging at the device level. Our "quantum conformally-attached thermo-magnetic"

(Q-CAT) imaging enables (i) wide-field, high-frame-rate imaging (100 - 1000 Hz); (ii)

high sensitivity; and (iii) compatibility with standard microscopes. We apply this

technique to study the industrially important problem of characterizing multifinger

GaN HEMTs. We spatially and temporally resolve the electric current distribution

and resulting temperature rise, elucidating functional device behavior at the micro-

scopic level. The general applicability of Q-CAT imaging serves as an important tool

for understanding complex MT phenomena in material science, device physics, and

related fields.

The chapter introduces a typical use case for an NV-nanodiamond (NVND) mag-

netometer. Next we extend the ODMR model for NV centers developed in Chapter

2 to NVNDs, building on the works shown in Ref. [81, 128]. We also perform statis-

tical characterization of NVND properties in regards to generating MT images. We

emphasize the applicability of Q-CAT imaging by measuring a variety of material

systems of increasingly complex coupled electro-thermal physics. The chapter also

includes projections for a next-generation NVND imager with improved sensitivity

and capability. Much of this chapter is adapted from Ref. [58].
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3.2 Overview of Quantum-Conformally Attached

Thermo-magnetic Imaging

NVNDs are an appealing sensor for MT imaging. NV centers in diamond have at-

tracted great interest because of their exceptional spin properties under ambient con-

ditions, exhibiting outstanding sensitivity to both magnetic fields[127, 12, 70, 96, 66,

182] and temperature[135, 112]. NVNDs have gained increased interest for their ad-

ditional benefits and expanded application space. These applications include drug

delivery[146], thermal measurements of biological systems[110, 178, 59, 186, 13, 165],

and scanning magnetometer tips[191, 68]. Their small size allows both increased

collection efficiency due to the reduction in total internal reflection and direct mea-

surement of their local MT environment[165]. These characteristics make NVNDs an

attractive platform for MT imaging assuming their corresponding deficiencies, vari-

ability in both sensor performance[58] and sample-NVND thermal interface [58], are

mitigated.

While numerous temperature mapping techniques are broadly used for characterization–

IR microscopy[28], micro-Raman spectroscopy [28, 108, 40], and thermo-reflectance

microscopy[28]– each of these techniques has many undesirable features. IR and

thermo-reflectance microscopy are both commonly used wide-field techniques but

suffer from complicated calibration procedures and difficulties in measuring adjacent

metal and semiconductor regions at the sample surface. Micro-Raman spectroscopy

has the major advantage of directly probing the temperature in the active device

layers, but is limited to serial acquisition with a ∼1 µm diameter spot. In addi-

tion, for device-level measurements, the micro-Raman thermometry signal couples

temperature rise, stress, and electric field [11]. Decoupling this signal requires com-

plicated calibration and is possible only for materials with more than three Raman

peaks[11]. In contrast, the calibration for NVND sensing is relatively simple, owing to

the atomic nature of the sensing platform, and is thus not affected by the multiphysics

coupling inside the device. The wide-field nature of Q-CAT imaging provides orders-

of-magnitude better frame rates than pixel-by-pixel scanning seen in micro-Raman
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thermometry (Section 3.8). As an example, this thesis will show Q-CAT imaging’s

ability to probe the temporal evolution of the temperature distribution around a gold-

glass microfabricated structure as it undergoes electromigration. Micro-Raman would

poorly capture this dynamic process (Section 3.8). If the above techniques could cap-

ture the temperature profile, the electric/magnetic current distribution would still

not be understood, or should be measured separately.

Q-CAT imaging is an attractive new diagnostic tool to measure the MT profiles

of microelectronics with high spatial and temporal resolution. As an example, we

consider Fig:3-1, which shows the temperature and magnetic profile of a field-effect

transistor. A gate electrode modulates source-drain current, affecting the geometry-

dependent magnetic fields (gold arrow) and temperature (red surface) spatial profile.

High current densities at the gate cause high temperatures that accelerate device

degradation[200]. To image this profile, we apply a film of NVNDs conformally on

top of the device. Exciting the NVND ensembles within an FOV gives a fluorescence

image similar to that seen in Fig:3-1 inset. Transducing these fluorescence images

into MT images requires modeling how NVND fluorescence changes as a function of⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝑇 .

3.3 Sensing with NVND Ensembles

Fig: 3-2a models how the ODMR spectra shown in Fig: 2-2 for single NV system

evolves as the number of the NV centers, N, within a diffraction limited spot increases.

Thus, as 𝑁 for a given 𝐵z within a diffraction-limited volume increases, the final

observed ODMR spectrum is the sum of the individual NV ODMR spectra having

the form

𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶m) = 1−𝑅/(𝑁)
𝑁∑︁
𝑖=1

2∑︁
𝑚=1

𝐿(𝑓 ; 𝜖mi, 𝛿𝜈, 𝐶) (3.1)

NV centers located in single crystal bulk diamond can have at most 4 NV orientations[123,

209, 38, 166] which lie along the diamond’s crystallographic axes.

As was shown in Equation 3.1, the resulting ODMR spectra is the sum of all
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Figure 3-1: Overview of Q-CAT imaging. a, Illustration of an application of
Q-CAT imaging. A transistor experiences joule heating from electric current flowing
between the drain and the source. (Inset), Fluorescence image of deposited NVNDs.
NVNDs act as local probes of the magnetic field and temperature along the channel.

N spectra. For NVND ensembles, the number of possible NV orientations is not

fixed[35]. As the number increases, NV resonances are no longer individually resolv-

able, as shown in Fig: 3-2a. To describe this behavior, we model the NVND ensemble

as an isotropic distribution of NV orientations, each oriented at an angle 𝜃 ∈ [0, 𝜋]

with respect to the objective axis. The ODMR spectrum described by Equation 3.1

becomes

1− 𝐼(𝑓 ;𝑇,
⃒⃒⃒
�⃗�
⃒⃒⃒
, 𝛿𝜈, 𝐶) ∝

∫︁ 𝜋

0

2∑︁
𝑚=1

𝑅(𝜃)𝐿(𝑓 ; 𝜖(𝑇,
⃒⃒⃒
�⃗�
⃒⃒⃒
)𝑚𝜃, 𝛿𝜈, 𝐶) sin 𝜃𝑑𝜃 (3.2)

where the summation becomes an integral, and 𝑅(𝜃) represents the angular depen-

dent weighting of the NV’s normalized fluorescence value (see appendix A for full

derivation).

Due to the isotropic nature of the NV orientations within N, Equation 3.2 and Fig:

3-2a show that NVNDs are insensitive to magnetic field orientation, so 𝐵z →
⃒⃒⃒
�⃗�
⃒⃒⃒
.

This makes NVND sensors a scalar magnetometer, in contrast to single-crystal NV

ensembles with vector magnetometry capabilities[182, 166]. Fig: 3-2b shows that the
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Figure 3-2: Overview NVND ODMR Spectra. a, Simulated ODMR spectra
for the case of 1, 3 and infinite NVs within the diffraction limit for a given

⃒⃒⃒
�⃗�
⃒⃒⃒
.

Resonances seen in the ODMR spectra change are resolvable at low 𝑁 , but become
inhomogeneously broadened as 𝑁 → ∞. (inset), The top image shows NVs within de-
fined crystallographic orientations such as those found in bulk diamond systems. The
middle image shows 3 NV orientations constrained to the diamond’s crystallographic
orientations. The bottom image represents NVs found in aggregated polycrystalline
diamond. The NVs are modeled to be spherically symmetrical around an origin (bot-
tom inset). b, An increase in magnetic field broadens the ODMR curve. c, An
increase in temperature shifts 𝐷 to lower frequencies. d, The different responses of
the NV ODMR spectrum to

⃒⃒⃒
�⃗�
⃒⃒⃒

and T allows for simultaneous measurements of the
NVND’s MT environment.

resulting NVND ODMR spectra broadens rather than maintains the discrete number

of resonances previously observed as function of
⃒⃒⃒
�⃗�
⃒⃒⃒
. Fig: 3-2c illustrates how the

center of the ODMR spectrum shifts to lower frequencies as its ambient temperature

increases. Finally, Fig:3-2d shows 𝐼(𝑓 ;𝐷(𝑇 ),
⃒⃒⃒
�⃗�
⃒⃒⃒
, 𝛿𝜈, 𝐶) for two values of

⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝑇 .

Fitting the measured spectra to Equation 3.2 allows the determination of both
⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝐷(𝑇 ).
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3.4 Statistical Characterization of NVND

Ensembles

In addition to having ODMR spectra that broaden with
⃒⃒⃒
�⃗�
⃒⃒⃒
, NVND properties differ

for a given fabrication process[197] or surface treatment[100]. Thus, for NVNDs,

there exists large variation in their important parameters such as strain, magnetic and

thermal sensitivity, and coherence time [197, 164]. This variability of nanodiamond

material parameters and orientations has presented challenges for wide-field imaging

studies using NVNDs; simultaneous MT imaging at the electronic device level remains

limited to date.

Temperature imaging with NVNDs requires extracting 𝑇 from 𝐷(𝑇 ). Thus, 𝐷 as

a function of temperature needs to be determined. Previous studies have investigated

this dependence with limited numbers of NVNDs[151], degrading the precision and

accuracy of 𝐷(𝑇 ). In addition, NVNDs can have different 𝐷(𝑇 ), originating from

varying nanodiamond impurity concentration, strain, and surface geometry[3, 45].

To determine 𝐷(𝑇 ) we calibrated Q-CAT imaging with known temperatures. Impor-

tantly, the wide-field nature of Q-CAT imaging allowed for the investigation of several

hundreds of nanodiamonds in parallel - ideal for studying nanodiamond properties.

This experiment allowed for determination of the NVND’s 𝐷(𝑇 ) distribution.

To excite the NVs across a large FOV, a spin microscope as shown in Chapter 2

was used. A Verdi g2 532 nm single-mode longitudinal laser was focused through a

custom microscope onto the back aperture of an objective. The resulting collimated

excitation beam was used to pump the NVNDs. Emitted red fluorescence from the

NVNDs was collected and measured using an Andor EMCCD camera. A 532 nm

notch filter and 650 nm long pass were used to eliminate background fluorescence

from the green excitation pump and the neutral charge state of the NV, respectively.

The microwave excitation was swept by using a signal generator (Hewlett Packard

ESG - D4000A). Collected fluorescence was correlated with microwave frequency in

post-processing to determine the NVND ODMR spectra.

To determine 𝐷 as a function of temperature, we tracked 𝐷(𝑇 ) across 2573 com-
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Figure 3-3: Statistical analysis of NVND properties. a, Histograms of 𝐷 as
a function of T for NVND ensembles. b, Fit of the mean value of 𝐷 vs T. (inset),
Histogram of the fit coefficient. c, Histogram of the measured temperature across all
NVNDs using the average fit coefficients (uncalibrated) and individual fit coefficients
for each NVND (calibrated). d, Distribution of NVND magnetic sensitivity.

mercially available 100-nm CO-OH terminated nanodiamonds (Adámas Nanotech-

nologies) from 23.5-150 ∘C (Fig: 3-3a) using a temperature-controlled stage. The

heating stage was supplied by Instec Inc (HCP621 V) rated for a temperature pre-

cision of 50 mK. Fig:3-3b shows a second-order polynomial fit of the average NVND

𝐷(𝑇 ) compared with the measured 𝐷(𝑇 ) of bulk diamond NVs. NVNDs’ 𝐷 was

lower than bulk diamonds’ across all temperatures, which we attribute to the nanodi-

amond’s large strain (E > 5 MHz). Histograms of the distribution of fitting coefficients

are within Fig:3-3b inset. We note that the mean measured standard deviation of

the NVND thermal response across all temperatures (3.88 ∘C) was greater than what

was expected from measurement error (2.17 ∘C ± 0.46∘C), indicating that individual

NVNDs have varying thermal responses. This variation could result from differences

in the thermal resistance at the nanodiamond sample interface, or, as previously

theorized[3], inherent variation in NVND thermal response. Fig:3-3c shows the dis-
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tribution in the measured temperature using the mean value of the fitting coefficients

(Fig:3-3c inset). While individual NVNDs have shot-noise scaling in determining

𝐷 at a particular temperature, Fig:3-3c demonstrates that the variation in thermal

response within the NVND ensemble limits their temperature accuracy for imaging

applications.

To compensate for the variation in 𝐷(𝑇 ), we applied the fitting coefficients in Fig:

3-3b inset to each NVND. This individual NVND 𝐷(𝑇 ) calibration improved the mean

temperature precision to 2.6 ∘C per pixel (∼ 1 µm x 1 µm) across all NVNDs, which

was within the variation expected from the experimental noise. These results suggest

that improving the uniformity of 𝐷(𝑇 ) among NVNDs should be a priority for future

nanodiamond fabrication studies. The precision of Q-CAT imaging is comparable to

that of alternative thermal imaging techniques such as micro-Raman spectroscopy (1

- 10 ∘C)[28] and IR (1 - 10 ∘C) [28].

We also investigated the NVNDs’ magnetic field sensitivity (Fig:3-3d) and mea-

sured a median of 4.7 µT/
√

Hz. We measured a standard deviation of 9.7 µT/
√

Hz

and a skewness of 2.6 µT/
√

Hz. This distribution contains values ranging from 1.2 to

64.4 µT/
√

Hz. This range indicates that future studies on NVND sensitivity need to

carefully consider the entire distribution in order to rigorously determine how changes

to NVND surface chemistry[133] and fabrication affect performance.

3.5 Sources of Measurement Error

In addition to measurement error (such as shot noise) there are additional sources of

systematic error that originate from this model of NVNDs. One source of error origi-

nates from simultaneous contributions of 𝐸 and
⃒⃒⃒
�⃗�
⃒⃒⃒
to the NV’s resonant frequencies

as shown in Equation 2.2. NVND’s strain can vary significantly; thus to individually

determine each NVNDs’ strain, we require that at least two datasets be taken. As

shown in Figure 3-4a, an ODMR spectrum was first measured at ambient magnetic

field, 𝐵0. 𝐵0 was determined by using an external gauss meter, and was ∼50 µT - 100

µT for all figures shown in the supplemental and main text. The spectrum measured
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at 𝐵0 was curve fitted, treating 𝐵0 as a constant, using Equations 2.2 and 3.2 to

get the parameters 𝐸, 𝛿𝜈, 𝐶, and 𝐷. We used these parameters to determine
⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝑇 at subsequent measurements. This was shown in the increasing magnetic field

values in Fig. 3-4a. Since 𝐵0 was treated as a constant, it affects 𝐸, which will affect

subsequent measurements of
⃒⃒⃒
�⃗�
⃒⃒⃒
. To quantify this impact, we measured the magnetic

error as a function of magnetic field for the dataset shown in Figure 3-4a due to the

strain measurement, where 𝐵0 = 0 µT instead of 𝐵0 = 100 µT. The different values

of 𝐵0 change the measured strain of the NVNDs. The resulting magnetic error is

shown in Fig. 3-4b. The magnetic error decreases as
⃒⃒⃒
�⃗�
⃒⃒⃒
increases. This was because

the contribution of 𝐸 to the NV’s resonant frequencies decreases. To determine the

Figure 3-4: Sources of Measurement Error. a, ODMR spectrum of NVNDs as a
function of

⃒⃒⃒
�⃗�
⃒⃒⃒
. b, Magnetic error from strain mismeasurement as a function of

⃒⃒⃒
�⃗�
⃒⃒⃒
.

c, Experimental magnetic error as a function of
⃒⃒⃒
�⃗�
⃒⃒⃒
.

contribution of strain mismeasurement error in relation to experimental noise, in Fig.

3-4c we plotted the mean 95% confidence interval in our magnetic field measurement

as a function of magnetic field at the correct 𝐵0. We noted that the error bounds

increase as a function of magnetic field. This error results from reduced signal to noise

ratio (SNR) of our measurement and the broadening of the observed NV resonance.

We saw that the error from strain mismeasurement was smaller than the experimental

error.

Another source of measurement error was correlations between changes in
⃒⃒⃒
�⃗�
⃒⃒⃒
and

𝑇 . In this manner, changes in 𝑇 may influence measurements of
⃒⃒⃒
�⃗�
⃒⃒⃒

and vice versa.

Thus, to measure these correlations we performed the two measurements shown in

Fig. 3-5. In Fig. 3-5a we measured the magnetic field while increasing only the

temperature. We expected the measured magnetic field to always equal 100 µT
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because the magnetic field was constant. In this way, we determined how changes

in temperature affected our ability to determine the magnetic field. We saw little

deviation in measured magnetic field over a change of 190 ∘C. Similarly, Fig. 3-

5b shows the change in measured temperature when only
⃒⃒⃒
�⃗�
⃒⃒⃒

was increased. We

expect no change in the measured temperature as only the applied magnetic field was

changing. We see that the measured temperature was close to the measured ambient

temperature. The experimental standard deviation across our NVND ensembles (blue

curve) was much larger than the 95% confidence interval of our fit, which implied

that model error was the dominant noise source in this experiment. From these

measurements we see that there was little correlation between measurements of
⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝑇 .

Figure 3-5: Correlation Measurements. a,
⃒⃒⃒
�⃗�
⃒⃒⃒

as a function of 𝑇 . b, 𝑇 as a

function of
⃒⃒⃒
�⃗�
⃒⃒⃒
. For both measurements, the red curve represents theoretical error

bounds based on the 95% confidence interval of our fit. Blue curves represent the
standard deviation of the measurements.

3.6 Simulating the Effect of NVND Coating

on Sample Thermal Profile

The nanodiamond coating layer had negligible effect on the local temperature profile

in measurements due to the low thermal conductivity of nanodiamonds. This was

simulated using Comsol MultiPhysics. We simulated how the temperature profile of

a 100 nm hot spot changed with the application of the nanodiamond coating. A
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schematic of our simulation is shown in Fig. 3-6a, where a 100 nm hot spot was

maintained at 100 ∘C. The sides of the block are maintained at ambient temperature.

A 1D contour plot at the top surface is shown in Figure 3-6b. The red line is the

Figure 3-6: Schematic of Simulated Geometry. a, The nanodiamond coating was
treated as a top layer with thermal conductivity 𝑘nanodiamond = 100 𝑊

𝑚𝐾
. The red circle

represents the hot spot. b, Temperature profile cross-section with different diamond
layers.

profile when no nanodiamond coating was applied. The black dashed line represented

the situation when a nanodiamond coating with an average thermal conductivity

of 100 W/(m*K) [49] was applied. Finally the blue line is the simulated profile

when the coating’s thermal conductivity matches that of bulk diamond [7]. This

case was meant to simulate the effect of layering a thin film diamond membrane for

temperature imaging[79]. We saw that a thermal conductivity equal to bulk diamond

led to degradation in spatial resolution. However, the nanodiamonds with much

lower thermal conductivity, could accurately capture the temperature profile of the

hot spot.

To determine the effect that the non-uniform deposition coatings had on the mea-

sured thermal profile we simulated the geometry shown in 3-7a. A 100 nm thick bump

was placed directly above a hot spot. 3-7b simulated the affect the non-uniformity in

nanodiamond thickness had on the measured thermal profile. We saw good agreement

between the temperature profiles despite the variation in thickness.
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Figure 3-7: Thermal Profile Cross Section of Non-Uniform Coating.a,The
nanodiamond coating was treated as a top layer with thermal conductivity
𝑘nanodiamond = 100 𝑊

𝑚𝐾
. A 100 nm thick bump was placed directly above the hot spot.

b, Temperature profile before (red) and after the application of the nanodiamond
bump (black dashed).

3.7 Demonstrating Q-CAT Imaging

To demonstrate Q-CAT imaging, we imaged one of the simplest structures that cou-

ples electromagnetism and heat transport: a thin gold wire with a narrowed tapered

region. Similar structures have been imaged previously[194, 5]. However, this demon-

stration was the first time NVNDs have been used to conduct wide-field MT imaging.

Fig: 3-8a is a false-color scanning electron microscope (SEM) image of the test sys-

tem. The sample shown in Fig:3-8 was fabricated in MIT’s cleanroom facility, the

Microsystems Technology Laboratory, using photolithography. We deposited a posi-

tive resist (S1813) onto a #1 glass coverslip and spun at 3 krpm for 1 minute. The

coverslips were exposed through a mask at 2100 µW/cm2 for 40 seconds. Finally,

they were developed in CD-26 for 15 seconds while being stirred. Next, a titanium

adhesion layer (20 nm) and a gold metallic layer (100 nm, 50 nm respectively) were

deposited. After deposition, acetone was used to strip the resist.

Local Joule heating was induced by running electric current (30 mA) through

the tapered region (dashed black box). The surrounding metal structure supplies

the resonant microwave field, which drove the NV’s spin resonances. We deposited

NVNDs on top of the structure (thickness ∼ 100 nm). The NVNDs are commercially

available and are suspended in water. Thus to deposit them, we pipeted solution
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containing them onto the surface. This NVND coating solved two issues found with

bulk diamond NV thermometry; due to the conformal coating, it has good thermal

contact with substrates and avoids heat spreading due to the much lower thermal

conductivity of diamond nanoparticles[49, 58]. Both issues limit spatial resolution

and artificially reduce peak temperature. An electron multiplying charge coupled

device (EMCCD) camera imaged the NVND red fluorescence as shown in Fig: 3-8b.

Fig:3-8c-d are images of the magnetic field and temperature of the tapered region,

which were measured simultaneously by extracting
⃒⃒⃒
�⃗�
⃒⃒⃒

and 𝐷 from fits of ODMR

spectra measured at each pixel. We determined temperature by converting 𝐷 using

the coefficients presented in Fig: 3-3c inset. These images give insight into how the

current flows through the structure, with a high magnetic field region at the struc-

ture’s edge because the current density increases from both the structure’s tapering

and magnetic contributions from the side walls. The temperature was 10 ∘C higher

at the kinked region, which indicates that this area is the probable point of failure

for the device. Fig:3-8e-f show MT (COMSOL) simulations of the taper region. The

measurements and simulations show strong agreement, and we attribute deviations

from the simulations to the unknown fluctuations in the structure’s surface morphol-

ogy. This proof-of-concept study shows two significant advantages of the proposed

technique. First, the study demonstrates the electric/magnetic current distribution

and the associated heating at the wide-field. Second, Q-CAT imaging resolved the

microscale temperature distribution on the glass substrate, which has a weak thermo-

reflectance and Raman signature.

3.8 Q-CAT Imaging of Dynamic Processes

While the previous experiments were conducted at steady state, we also showcase

Q-CAT imaging of a dynamic process that is difficult to capture with conventional

techniques[28]. Thus, we applied Q-CAT imaging to study electromigration within

microstructures. Electromigration is a runaway process[200], which concerns the fail-

ure of a conductor due to momentum transfer between the conducting electrons and
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Figure 3-8: Q-CAT imaging of a microfabricated structure. a, False-color SEM
of the microfabricated structure. b, Fluorescence image of deposited NVNDs. c-d,
Magnetic and temperature image of the region-of-interest (ROI) indicated in a. e-f,
MT simulations of the tapered region.

the metal atoms, causing the metal ions to move and create discontinuities[200, 97].

As we will show, a wide-field technique like Q-CAT imaging was well-suited to study

this dynamic phenomenon because it allows high frame-rate-MT imaging.

To begin the electromigration process, we increased the current through a similar

kinked wire to a constant 35 mA and drove the device to failure. Fig: 3-9a is a

fluorescence image of the structure at t = 0 s. Fluorescent areas result from deposited

NVNDs. Q-CAT imaging showed that the temperature increased over three distinct

time intervals as the wire underwent electromigration (Fig: 3-9b). In the first shaded

region, the device was still operating normally, and resistance was constant. In the

second shaded interval, the resistance started to linearly increase; in the final region,

failure was imminent and the resistance of the wire exponentially increased (Fig: 3-

9d). The local temperature increased over time from 50 ∘C to 220 ∘C. Within 10 ms

of the final image shown in Fig: 3-9b, the wire broke and could no longer support
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Figure 3-9: Q-CAT imaging of electromigration. a, Fluorescence image of kinked
wire after NVND deposition. b, Temperature images of the wire, after 35 mA of
current was applied, until wire failure. c, Fluorescence image of wire after failure. d,
Resistance as a function of time. Resistance was determined by dividing the applied
voltage by the current. Boxes represent measurement time for each image. The
periodic jumps were artifacts that result from the experiment being suspended as the
camera buffer was emptied. The dashed line was the extrapolated resistance before
current was applied. The attached video’s frame rate was artificially increased to
shorten video time.

electric current. Fig:3-9c is a fluorescence image of the wire after failure, with a tear at

the kink, the location of temperature maximum. The high temperature indicated the

location of maximum electric current density and highest electron-gold momentum

transfer – the source of electromigration. As expected, due to the constant current of

35 mA, the overall magnetic field distribution did not change over the course of the

measurement. This process, beginning at the vertically dashed line, is shown in the

attached video, which was sped up for ease of viewing.

The exposure time for each fluorescence image was 10 ms, with a total integration

time of 100 ms per microwave frequency, corresponding to a total measurement time

for each of the shaded intervals of ∼48 seconds. However, 83% of the measurement

time was occupied by camera readout time. In addition, the high count rate of the

NVNDs (< 1x107 cps) coupled with the small electron well depth of our camera

(<80,000e-) limited the minimum exposure time. For a camera optimized for bright

samples with higher frames per second, the exposure time could be decreased further,
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with increased optical pump power. This limitation indicates that a frame rate of

100-1000 Hz is possible if a sparse sampling scheme was adopted and the experimental

overhead frame readout time (50 ms) was eliminated using a camera with integrate-

while-read capabilities and high frame rates[189]. This frame-rate compares favorably

to in situ methods such as micro-Raman which requires ∼1 second per pixel. For

this reason, it takes more than 1000 s to obtain the temperature distribution of a

device with 1000 µm2 area using micro-Raman thermometry. By contrast, Q-CAT

imaging only requires 50 s to measure temperature and magnetic field distributions

within the same area, comparable to other wide-field techniques such as IR imaging

or thermo-reflectance microscopy. In addition, the transparency of glass limits the

SNR of thermo-reflectance microscopy or Micro-Raman thermometry.

3.9 Sparse Sampling

With the model for Q-CAT imaging developed, measured NVND ODMR spectra can

be fitted to determine their ambient temperature and magnetic field. This approach

requires sampling the full ODMR spectrum at many frequency points to back out

these parameters. A measurement technique that allows for the determination of

the applied magnetic field from one frequency point allows for a drastically higher

imaging rate. Figure 3-10a illustrates how the normalized fluorescence changes as a

function of microwave frequency and
⃒⃒⃒
�⃗�
⃒⃒⃒
. These changes match what is shown in

Figure 3-2. We note in Figure 3-10a the greatest change in normalized fluorescence

was located at 𝐷 (black dashed line). This is in contrast to bulk diamond, where the

point of greatest sensitivity is located at 𝑓 = 𝛿𝜈
2
√
3
. In Figure 3-10b we low pass the

normalized fluorescence at 𝐷 and plot it as a function of
⃒⃒⃒
�⃗�
⃒⃒⃒
(blue curve). We fit this

curve to a polynomial (red curve). We can use the inverse of this polynomial fitting to

measure a changing magnetic field at >1 Hz. Figure 3-10c shows the measured
⃒⃒⃒
�⃗�
⃒⃒⃒
vs.

applied magnetic field using this method. This mapping also gives us information on

the sensitivity of our nanodiamonds across our FOV. We determined the sensitivity

by using the maximum first derivative of the fitted polynomial for each NVND. We
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Figure 3-10: Sparse Sampling Protocol. a, NVND ODMR spectrum as a function
of 𝑓 and

⃒⃒⃒
�⃗�
⃒⃒⃒
. The black dashed line was the frequency that b was measured at.

b, Measured 𝐶 as a function of
⃒⃒⃒
�⃗�
⃒⃒⃒

with polynomial fit. c, Comparison between

measured
⃒⃒⃒
�⃗�
⃒⃒⃒
and applied

⃒⃒⃒
�⃗�
⃒⃒⃒
using sparse sampling protocol. d, Histogram of NVND

magnetic sensitivity.

define sensitivity as

𝜈 =
𝛼

𝛽

√
𝛿𝑇 (3.3)

where 𝛼 is the measured standard deviation in the normalized fluorescence, 𝛽 is the

slope of Figure 3-10c, and 𝛿𝑇 is the total measurement time. A histogram of measured

sensitivity is shown in Figure 3-10d. The median was 4.7 µT/
√

Hz, and these results

are comparable to measurements on other similar nanodiamond systems and heavily

implanted bulk diamonds[160].

3.10 Q-CAT imaging of GaN HEMTs

We further expanded Q-CAT imaging beyond proof of principle experiments. We

imaged a technologically important problem where the interplay between tempera-

ture and electric currents is crucial and Q-CAT’s wide-field MT imaging capability
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Figure 3-11: Q-CAT Imaging Schematic for a GaN HEMT.

is essential - GaN HEMTs. GaN HEMTs are field-effect transistors which incorpo-

rate a junction between two materials with different band gaps. They are increas-

ingly used in applications ranging from radio frequency amplifiers[220] to high power

electronics[37]. The extremely high power density (> 5 W/mm) in GaN HEMTs

gives rise to a concentrated (∼1 µm) channel temperature (>200 ∘C), which leads to

device failure[11, 106, 163, 107]. The operation of GaN HEMTs involves non-linear

coupling between electromagnetism and heat transport, making their dynamics dif-

ficult to capture by simulation, especially when considering device variations. The

problem is particularly challenging for the complex geometries of commercial, multi-

finger GaN HEMTs. We will image GaN’s MT environment to both understand how

current flows through the device and identify temperature maxima - the likely failure

point, whose magnitude is predictive of device lifetime.

Fig:3-11a illustrates a GaN HEMT under Q-CAT imaging. The GaN HEMT was

acquired from Wolfspeed/Cree (CGHV1J006D-GP4) and was mounted on a custom

printed circuit board (PCB). Gate and drain voltages were controlled through pro-

grammable power supplies and a bias tee was used to feed in the 3 GHz frequency.

A thermoelectric cooler mounted with a liquid cooling stage supplied by Koolance

was used to cool the GaN HEMT’s backside to 20 ∘C during operation. The current,

carried as a 2D electron gas (2DEG) from drain to source, was modulated by the top

gate. Fig.3-11a shows the associated magnetic field for a commercial 6-finger GaN
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HEMT superimposed over an SEM of the device. A power of 290 mW was applied

across the drain while a gate voltage of -2.5 V (threshold voltage -2.8 V) was applied

to keep the device in the ON state. The magnetic field decreases from the base of

the drain by ∼ 300 µT as the current drops along the channel width, as illustrated

by the yellow arrows.

We sought to investigate the area with high magnetic field, the channel stop, and

thus we conducted high resolution (50x) MT imaging of that region (Fig.3-11a-d). As

expected, the magnetic field on the left side of the channel stop was higher, because

the resistance of the GaN channel was much higher than that of the drain. The re-

sulting temperature profile was obtained simultaneously. Significant temperature rise

was localized around the gate, which agrees with previous experimental observations

[11, 106, 163, 107]. Particularly, attributed to the high spatial resolution and wide-

field nature of Q-CAT imaging, a sharp temperature drop was well-resolved at the

end of the gate along the channel direction (Fig.3-11b-d), indicating limited leakage

current at the channel’s end. Fig.3-11e is the peak temperature as a function of dissi-

pated power. We measure a thermal resistance of 73 ± 0.8 ∘C/W, which agrees with

previous measurements of the same model (75 ∘C/W)[11]. These results elucidate

device physics at a spatial resolution that is competitive with in situ methods, at

wide-field.

3.11 Nanodiamond Coating

To perform imaging we applied 100 nm COOH nanodiamonds. Each nanodiamond

has ∼500 NVs. These nanodiamonds were suspended in water. To apply the nanodi-

amonds to our sample, we sonicated the nanodiamond solution at high power for ∼2

hours and then pipeted it onto our surface. After the water dried, we used a SEM

to image the deposited nanodiamonds. The deposited nanodiamonds are shown in

Figure 3-13a. Note that the black spot was a product of the SEM. Figure 3-13a shows

the nanodiamonds aggregating within the water droplet, with Figure 3-13b showing

several different nanodiamonds within the droplet in a 1µm x 1µm area. An SEM
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Figure 3-12: Q-CAT imaging of a multifinger GaN HEMT. a, Magnetic image
of a six-finger GaN HEMT in the ON state (4 V, 72 mA). An SEM was superimposed
to guide the eye. The magnetic field concentrates at the drain and decreases along
the channel width. b, High-resolution magnetic field (290 mW) and c-d, temperature
images of the channel stop (1 W and 1.73 W respectively). e, Peak temperature in
the ON state as a function of the drain bias. We measure a thermal resistance of 73
± 0.8 ∘C/W.

of a microfabricated structure, similar to Fig: 3-8a, is shown in Fig. 3-13c before

nanodiamonds are deposited. The structure has a thickness of ∼100 nm. We next

looked at the boxed region after nanodiamond deposition in Fig. 3-13d. We note

that individual nanodiamonds are not discernible. Instead, there was a coating of
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Figure 3-13: SEM of Deposited Nanodiamonds. a, SEM of deposited nanodia-
monds onto a glass slide. b, Zoom-in view of deposited nanodiamonds. c, SEM of
gold microstructure. d, Zoom-in of the microstructure after nanodiamond deposition.

nanodiamonds with a mean height of ∼70 nm. We also observe a uniform coating of

nanodiamonds across the sample. The heavily aggregated model used in this work

was supported by this good evidence.

In Figure 3-14, we show an SEM of an electroplated structure. This structure was

∼15 µm tall. In Fig. 3-14a-b we show the SEM before nanodiamonds were deposited.

Fig. 3-14b is a zoom-in of the boxed region. In Figure 3-14c-d, we image the same

structure after nanodiamond deposition. We note that the sidewalls of the structure

were also coated with nanodiamonds. This coating implies that nanodiamonds can

be used to image the magnetic field and temperature of nonplanar geometries. This

functionality is especially appealing for certain non-planar systems such as ceramic

memories.
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Figure 3-14: Nanodiamond Deposition on Non-planar Geometries. a, SEM of
electroplated structure. b, Zoomed-in SEM of boxed region. c, SEM of electroplated
structure after nanodiamond deposition. d, Zoomed-in region after nanodiamond
deposition.

3.12 Conclusion

Significant improvements in the sensitivity of Q-CAT imaging are possible. These

improvements could be achieved with NVNDs possessing coherence times approaching

what has been demonstrated with bulk diamond[14, 197]. Sensitivity could be further

extended by using dynamical decoupling pulse sequences[188]. We estimate that

mK/
√

Hz[110] temperature precision and sub nT/
√

Hz[14] magnetic field sensitivity

are achievable with Q-CAT imaging. Q-CAT imaging has further advantages not

demonstrated in this work. The unique method of NVND deposition enables the

imaging of non-planar geometries. Also, the temporal resolution of this technique

could be extended for periodic signals through stroboscopic imaging, in which the

laser readout for the NVNDs is pulsed in sync with the application of the electric

current. In this manner, a temporal resolution of 10 ns could be achieved, which is

limited by the laser gating time. This application could be of interest in studying the

transient MT behavior of microelectronic devices, such as the peak temperature of

GaN HEMTs at MHz frequencies.
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In conclusion, Q-CAT imaging has a number of significant advantages: wide-field

measurement with a field of view greater than 100 µm x 100 µm, compatibility with

microscopes and almost all materials, and a mean thermal sensitivity comparable to

micro-Raman spectroscopy and IR microscopy. Further, while the current implemen-

tation offers diffraction limited spatial resolution (< 1 µm), several super-resolution

techniques do apply to nanodiamonds and are fully compatible with our demonstra-

tion: these include stimulated emission depletion (STED)[9], deterministic emitter

switch microscopy[35, 198] and stochastic reconstruction microscopy (STORM)[148].

One possible shortcoming of Q-CAT imaging is that it requires samples that are

resilient to microwave fields, which is common for most solid-state devices. In addi-

tion, because Q-CAT imaging is an optical measurement, it requires samples with low

background red fluorescence (< 1x106 cps) under green excitation. We believe that

these requirements are not especially restrictive for many active fields of research.

Allowing, at a fundamental level, investigation of both steady state and transient

thermal transport in a variety of materials systems and characterization of material

thermophysical properties. At the device level, Q-CAT imaging helps understand

the working principle, life-time and failure mechanisms of devices. These applica-

tions are of interest to various fields such as microelectronics, ceramic memories and

lithium-ion batteries.
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Chapter 4

A CMOS-integrated Quantum Sensor

Based on Nitrogen–vacancy Centres

This chapter describes our initial attempts at constructing S3IC for quantum sens-

ing and control. While Chapter 3 displayed our efforts towards integrated NV-spin

systems with microelectronic devices to study their MT environment, this chapter

highlights the symbiotic relationship of S3IC devices. We now showcase how in-

tegrated circuits also improve the control of semiconductor spins while enabling a

scalable implementation of a quantum-classical control interface. Through tailored

CMOS technology, we integrate the essential components for on-chip NV quantum

state control and measurement: a microwave inductor, optical color filter, and pho-

todetector, within a submillimeter-scale chip. By driving and detecting the electron

spin transitions on the chip (on chip), we demonstrate, for the first time, a chip-

scale quantum magnetometry instrument. This work dramatically reduced the in-

strumentation footprint for quantum magnetometry and thermometry, offering an

ultra-compact and scalable platform for quantum sensing.

This chapter begins by integrating NVND ensembles for on chip quantum sensing.

We discuss the design of the quantum sensing system and then discuss both the

experimental setup and results. We then improve chip performance by integrated NVs

within bulk diamond. This improved hybrid diamond-CMOS platform demonstrated

ambient quantum vector magnetometry, with a two-fold improvement in sensitivity,
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and simultaneous thermometry as well. Much of this chapter is adapted from both

Ref. [87] and Ref. [102].

4.1 Introduction

Quantum metrology based on solid-state spins has shown outstanding sensing ca-

pabilities for various environmental physical quantities. In particular, the NV center

has emerged as a leading room-temperature quantum sensor for temperature[110, 135,

150, 112], strain[142, 190, 198], electric fields[48, 36, 29], and magnetic fields[127, 12,

70, 96, 213, 66, 27] especially to determine atomic species [125, 181, 74, 162, 10, 120,

119, 67]. The advances of NV-based quantum metrology are based on its long spin

coherence time[14] and its efficient optical interface for spin polarization and readout.

Furthermore, picotesla magnetic field sensitivity at DC under ambient conditions has

been achieved[39] by interrogating NV center ensembles.

Conventional approaches for NV magnetometry based on ODMR[188] involve dis-

crete off-the-shelf instruments that limit practical applications and scalability. NV-

ODMR requires (i) a microwave signal generator, amplifier, and delivery interface for

NV spin manipulation; (ii) an optical filter to reject the pump laser; (iii) a photode-

tector for NV spin-dependent fluorescence measurements; and (iv) a pump laser. The

use in conventional quantum sensing experiments of bulky instruments makes NV

magnetometry difficult outside of the lab or within mobile devices. Here, we realize

a custom CMOS architecture that addresses these challenges. We integrated require-

ments (i-iii) directly with a diamond sensor. This architecture stacks the microwave

inductor, filter, and photodiode into a 200 µm × 200 µm footprint. This interface

is critical to implement large-scale quantum systems for both quantum sensing and

information processing[217]. In addition, our approach will open up the possibilities

for developing a stand-alone error-corrected quantum system with efficient error de-

coding and feedback through CMOS logic gates, adding value to both the quantum

sensing and quantum information processing communities.
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Figure 4-1: NVND CMOS-integrated quantum sensing architecture. a, A
green pump laser excites an NVND ensemble on top of the CMOS chip. A right
angle prism improves optical isolation. b, Image of optical setup used to perform
on chip ODMR. c, Bright-field image of CMOS chip with quantum sensing region
identified. Microwave fields generated on-chip manipulate NV electron spins through
an on chip inductor, leading to ODMR. Inset: Quantum sensing region with and
without deposited nanodiamonds.

4.2 Chip-Scale Quantum Sensing with NVND

Ensembles

To explore the feasibility of a chip-scale, low-cost quantum magnetometer, a custom-

designed CMOS prototype was realized and reported, for the first time, in Ref.[87].

To perform chip-scale quantum sensing, we first designed and fabricated our chip.

Our chip was fabricated with a standard 65 nm low-power CMOS technology from

TSMC and integrated most of the critical components (except the green light source)

for ODMR measurements. The technology provides 1.2 V and 2.5 V MOSFET tran-

sistors; the latter with a minimum gate length of 280 nm were used in this work.
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The CMOS technology also provides 9 copper interconnect layers, an aluminum

pad/redistribution layer, and a top nitride layer for surface passivation. We next

deposited NVND ensembles on top of the chip. We decided to perform our first

proof-of-principle experiments with NVND ensembles based on our previous experi-

ence (Chapter 3) and their easy ability to be deposited onto integrated circuits. To

deposit the diamond nanocrystals on the chip, first, the chip passivation layer, which

emits unwanted background red fluorescence in our testing, was etched using CF4

plasma. Next, a drop of nanodiamond solution was applied on the treated chip sur-

face; nanodiamonds were then attached to the chip via Van der Waals’ forces after

drying. Fig:4-1a shows a schematic of this experiment. The pump laser background

measured by the photodetector located below the nanodiamonds was reduced by cou-

pling the green beam into a right angle prism. Fig:4-1b shows the optical setup for

this experiment and 4-1c is a top view of the CMOS chip with the signal generator, an-

tenna, and sensing region shown. The sensing region with and without nanodiamonds

is shown with the inner square being the embedded photodiode, which detected the

spin dependent fluorescence. Performing all of these steps allows the CMOS chip to

perform ODMR.

NV magnetometry detects external magnetic fields through the Zeeman shift in-

duced on the NV’s ground-state sublevels[188]. As described in Chapter 2, an external

magnetic field �⃗� induces an energy shift 𝛾𝑒𝐵𝑧 on the NV ground state spin triplet

(|𝑚𝑠 = 0,±1⟩). The spin transition frequencies, 𝜖±1, between sublevels |0⟩ and |±1⟩,

are given by

𝜖±1 = (𝐷 − 𝛽𝑇Δ𝑇 )± 𝛾𝑒𝐵𝑧, (4.1)

where 𝐷 = 2.87 GHz is the room-temperature natural ground-state splitting between

sublevels |0⟩ and |±1⟩, 𝛾𝑒 is the electronic gyromagnetic ratio (28 GHz/T), 𝛽𝑇 ≈

74 kHz/K [3], and Δ𝑇 is the temperature shift from room temperature. Measuring

𝜖±1 gives 𝐵𝑧 and Δ𝑇 in their difference and sum, respectively. In addition, measuring

𝐵𝑧 for at least three of the four possible NV orientations in diamond quantifies all

components of �⃗� for vector magnetometry[123, 209, 38, 166].
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The NV ground state transitions 𝜖±1 are measured by ODMR under green laser

excitation, as illustrated in Fig:2-2. The spin magnetic sublevel |0⟩ has a bright cycling

transition, where it emits red fluorescence. In contrast, the |±1⟩ can undergo an

intersystem crossing into a metastable, dark spin-singlet state, from where it decays

back into the |0⟩ sublevel. This has two consequences: optical spin polarization

into sublevel |0⟩ and lower average fluorescence of the |±1⟩ spin populations. The

microwave field moves spin population between |0⟩ and |±1⟩. Sweeping the applied

microwave frequency leads to the ODMR spectra shown in Fig:2-2, from which 𝜖±1

are determined.

On-Chip microwave Generation and Delivery

In our chip-scale NV magnetometer, the on-chip generated microwave fields drove the

ground-state spin transitions. Figure 4-2a shows the circuitry for on-chip microwave

generation and delivery. This circuitry was composed of a phase-locked loop (PLL),

a current driver, and a resonant loop inductor. The PLL generated the microwave

sweep signal from 2.6 GHz to 3.1 GHz required for ODMR. The main component of

this loop was an on-chip voltage-controlled ring oscillator (VCO) with 3 differential

inverter stages. Using a ring VCO[158] avoided large inductors and minimizes the

cross-talk between the oscillator and the microwave inductor which drives the NV

ensemble. The mutual-locking inverter pair (e.g., INV2 in Fig:4-2a) formed a latch

and ensured the differential phases between the left and right branches of the VCO.

The frequency tunability of the oscillator was realized via 3 pairs of MOS variable

capacitors (e.g. CVCO in Fig:4-2a), of which the capacitance changed from 22 fF to 75

fF when the PLL control voltage 𝑉ctrl varied from 0 to 5 V. The CMOS chip was wire-

bonded to a PCB board. An off-chip synthesizer circuit (AD9525 by Analog Devices)

provided a charge pump, a phase/frequency detector, and a frequency divider. It

combined with the internal ring VCO to form a phased-locked loop.

The VCO output signal was frequency-divided by 24 and then compared to a 120

MHz reference signal provided by an external signal source (HP ESG-D4000A). The
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Figure 4-2: On-chip CMOS microwave generation and inductor characteris-
tics. a, Schematic of microwave generation circuitry. b, High-frequency electromag-
netic fields simulations (HFFS) for the on-chip inductor. Magnetic field amplitude
is plotted as a function of distance from the inductor center (dashed line in a). The
resonant multi-turn loop inductor (blue) produces 25× higher amplitude than the
nonresonant single turn inductor (red) at the same DC current. The insertion of
the parasitic capacitive loops yields a microwave uniformity of 95% over 50 µm. c,
Optical micrograph of the CMOS chip (right) and photo of the printed circuit board
for testing (left).

loop filter of the PLL was a typical second-order low-pass filter. The values of the

components shown in Fig:4-2a were R1=0.4 kΩ, C3=4.5 nF and C4=150 pF. The

entire phase-locked loop was closed with off-chip components to enhance the stability

and decrease the phase noise of the signal.

The microwave fields were delivered to the NV ensemble through the loop inductor

(Fig:4-2a) implemented on the top-most copper layer (Metal 9) with a thickness of 3.4

µm. To efficiently deliver the microwave field, the loop inductor and a pair of shunt

capacitors (C1 and C2 in Fig:4-2a) formed a resonating load for the current driver.
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C1 and C2 were MOS variable capacitors with capacitance ranging from 312 fF to 1.4

pF. By electrically tuning them via 𝑉tune, the load resonated near 𝐷. This current

driver, fed by the output of the ring VCO, produced oscillating current in the inductor

at the VCO microwave frequency. To improve the performance of this inductor for

advanced NV sensing protocols[44], we needed to increase the applied microwave field

amplitude. The amplitude is enhanced by a factor Q of the driver DC bias current

(𝐼bias ≈ 5 mA from a 2.5 V power supply), where Q (∼ 15) is the quality factor of

the inductor. In addition, we used a three-turn loop to multiply the microwave field

strength. Overall, we had 25× enhanced microwave field strength compared to a non-

resonant single turn loop (as plotted in Fig:4-2b). With an outer diameter of 236 µm,

the loop exhibits an inductance of ∼3 nH. In addition, the aforementioned sensing

protocols also require highly uniform microwave fields over the excitation volume. To

achieve this, three capacitive parasitic loops were inserted[87]. We tailored the radius

of these loops, so that their opposite induced field homogenizes the overall generated

field. Another degree of freedom is the capacitive gaps in the parasitic loops. This

controlled the amount of current flowing in these loops. Therefore, we optimized

these two parameters (i.e. the parasitic loop radius and the capacitive gap) for the

three parasitic loops to achieve > 95% uniformity. The spectral purity (phase noise)

of the microwave was 90 dBc/Hz at an offset frequency of 1.5 kHz.

4.3 On-chip Optical Filtering of Green Pump Laser

Plasmonic filters based on a multi-stacked-layer gratings in the back end of line

(BEOL) of CMOS technologies have been demonstrated previously in [80, 87]. In

our first CMOS quantum sensor[87], a single-layer filter based on the same princi-

ple of wavelength-dependent plasmonic loss was adopted. The NV spin transitions

were detected using an on-chip photodetector. A CMOS-compatible periodic metal-

dielectric structure (Fig:4-3) in the Metal 8 interconnect layer filtered the green pump

light. Specifically, incident light coupled to the surface plasmon polariton (SPP)

at the metal-dielectric interface, where green light rapidly decays due to frequency-
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dependent Ohmic loss[221, 80].

Figure 4-3: Schematic of on chip Plasmonic Filter. a, CMOS-compatible op-
tical pump beam filter implemented using a single-layer plasmonic grating filter im-
plemented on Metal 8[87]. The periodic metal-dielectric grating absorbs the green
laser. Inset plots finite-difference-time-domain (FDTD) calculation of the optical in-
tensity map inside the structure for green (top) and red light (bottom). Incident light
polarization is perpendicular to the grating line.

Figure 4-3 shows the structure of the filter used in [87, 102]. Each slit is con-

sidered as a parallel plate waveguide transmitting light inside a dielectric (relative

permittivity 𝜖𝑑≈1.5) in the 𝑧- direction. The incoming light was modeled as a plane

wave with a transverse electrical field 𝐸𝑥 and a propagation constant 𝑘0 = 𝜔
√
𝜖𝑑/𝑐

(𝑐 is the speed of light in vacuum). This light was coupled to the TEM mode of the

parallel-plate waveguides, which has identical propagation constant 𝑘0. As the prop-

agating wave interacted with the metal, the surface plasmon polariton (SPP) mode

at the metal-dielectric interface is excited. Note that the dispersion relation of SPP

mode is:

𝑘z,SPP = 𝛽SPP + 𝑗𝛼SPP = 𝑘0

√︂
𝜖𝑚

𝜖𝑚 + 𝜖𝑑
. (4.2)

Where the permittivity (𝜖𝑚=𝜖mr+𝑗𝜖mi) of the metal (copper in our case) has a negative

real part, which leads to 𝛽SPP > 𝑘0. Although coupling from the TEM waveguide

mode and the SPP mode generally does not occur,1 it still does in this case. That is

1Normally, dedicated material/geometrical configurations, such as the Otto and Kretschmann-
Raether configurations, are needed to enable the excitation of the SPP mode.
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because, by examining the value of 𝛽SPP in (4.2):

𝛽SPP = Re(𝑘0

√︂
𝜖𝑚

𝜖𝑚 + 𝜖𝑑
) ≈ 𝑘0(1−

𝜖𝑑
2𝜖mr

), (4.3)

we see that since |𝜖mr| remains large, the relative mismatch between the 𝛽SPP and

𝛽TEM=𝑘0, namely 𝜖𝑑/2𝜖mr in (4.3), are ∼0.07 for red (700 nm) and ∼0.2 for green (530

nm). These calculations were based on the Drude-Brendel-Bormann model [156, 75].

Along the vertical propagation distance of the grating (i.e. the M8 grating thickness

𝑑=900 nm, or 2𝜆red=2.5𝜆green in dielectric), the accumulated phase mismatch is:

Δ𝜑 = 2𝜋
𝜖𝑑
2𝜖mr

𝑑

𝜆
, (4.4)

or ∼50𝑜 (red) and ∼180𝑜 (green), respectively. Therefore, for red light, constructive

coupling from the TEM mode to SPP mode still occurs within the single-layer grating.

For green light, although phase mismatch appears to be large, the coupling is still

effective in the M8 slit due to the large SPP loss; and when the TEM wave reaches

the bottom half of the slit, its power is already heavily depleted. To quantify the loss

of the SPP mode, we derive the attenuation factor 𝛼SPP in (4.2):

𝛼SPP = Im(𝑘0

√︂
𝜖𝑚

𝜖𝑚 + 𝜖𝑑
) ≈ 𝑘0

𝜖𝑑𝜖mi

2𝜖2mr
, (4.5)

𝛼SPP exhibits large difference between red (≈0.01𝑘0) and green (≈0.26𝑘0) as calculated

based also on the Drude-Brendel-Bormann model.

These effect culminate in the simulated performance of the plasmonic filter. Fig:4-

3 inset plots the intensity map for the green (𝜆 = 532 nm, Top) and red light (𝜆 =

700 nm, Bottom), showing the ∼ 95 % and ∼ 5 % absorption for green and red light

through the structure, respectively. For a total green-to-red rejection ratio of ∼10

dB in our experiment. The performance of the filter as a function of wavelength was

simulated using a FDTD solver, Lumerical, and is shown in Fig:4-4.The typical NV

spectrum is superimposed for context.
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Figure 4-4: Simulated transmission values through the filter as a function of wave-
length. The typical NV spectrum is superimposed for context.

4.4 On-chip Spin Readout

Figure 4-5: On Chip Photodiode Photodiode geometry: photodiode area is divided
into four sub areas, separated by a shallow trench isolation, to reduce eddy current
(yellow loops) losses. Inset: cross-section along dashed line.

The photodiode consists of a P+/N-well/P-sub junction shown in Fig:4-5 which

is preferable for long wavelength detection[131]. Since we placed the photodiode with

its conductive layers below the inductor (Fig:4-2a), large eddy currents near 2.87

GHz can be induced. This reduces the quality factor of the inductor, resulting in

microwave amplitude reduction. We reduced this eddy current by half, by dividing
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the photodiode area into four sub areas as shown in Fig:4-5b. Furthermore, the an-

ode/cathode connectors were arranged in a similar way to patterned ground shielding

used in CMOS inductors[219]. This arrangement avoids any closed loops, which helps

to cut the eddy current that may flow in the metallic connections. The photodiode

has a measured responsivity of 0.23 A/W at the wavelength of 532 nm (corresponding

to a quantum efficiency of 0.54), and a noise-equivalent-power of ∼ 4.9±2.6 nW/
√

Hz

at 1.5 kHz.

To estimate the reduction in noise for this geometry we analyzed the effect of eddy

currents for this geometry. For a square photodiode with a side length of L, the eddy

current power 𝑃eddy is quadratically proportional to the change of the magnetic flux

𝑑𝜑(𝑡)/𝑑𝑡:

𝑃eddy ∝ (𝑑𝜑(𝑡)/𝑑𝑡)2

𝑅
∝

𝐿4
(︀
𝑑𝐵
𝑑𝑡

)︀2
𝐿

∝ 𝐿3

(︂
𝑑𝐵

𝑑𝑡

)︂2

.

Here, 𝑡 is the time; 𝑅 is the resistance; and 𝐵 is the magnetic field generated by the

loop inductor in Metal 9. By dividing the photodiode active area into 𝑁 by 𝑁 sub

areas, the eddy current is reduced by 𝑁2 × (𝐿/𝑁)3/𝐿3 = 1/𝑁 .

4.5 On chip ODMR with NVND Ensembles

To characterize the chip performance we first performed wide-field CW-ODMR similar

to what was demonstrated in Chapter 3. Fig:4-6a is a schematic of the experimental

setup. A linearly polarized DPSS green laser beam (500 mW, 𝜆 = 532 nm, Verdi

G2, Coherent) is delivered to the diamond through a telescope of 𝑓1 = 35 mm and

𝑓2 = 150 mm. The beam diameter incident on the diamond is ∼500 𝜇m. A half-wave

plate rotates the polarization of the laser beam to maximize the laser absorption

through the periodic metal/dielectric structure in the Metal 8 layer. The resulting

collimated light was used to excited the deposited NVND ensemble. The emitted

ODMR fluorescence was then collected and imaged on to an external camera. Simul-

taneously, the on-chip generated microwave frequency was swept while the images

were acquired. We saw a drop in fluorescence at 𝐷 = 2.87 GHz. To confirm that
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the observed resonance resulted from the deposited NVNDs, we applied
⃒⃒⃒
�⃗�
⃒⃒⃒
= 17.2

G. We observed a broadening of the ODMR spectrum as expected from Chapter 3.

We observed a contrast of 10%. The large linewidth we observed is due to the power

broadening of the NV transition[50] due to the large MW field amplitude from our

unique MW inductor geometry.

Figure 4-6: Off Chip Optical detection of NV spin-dependent fluorescence.
a, Schematic of experimental setup. b, Measured NVND ODMR spectra at

⃒⃒⃒
�⃗�
⃒⃒⃒
= 1

G (blue) and
⃒⃒⃒
�⃗�
⃒⃒⃒
= 17.2 G.

Figure 4-7: On Chip Optical detection of NV spin-dependent fluorescence.
a, Schematic of experimental setup. b, Measured NVND ODMR spectra at

⃒⃒⃒
�⃗�
⃒⃒⃒
= 1

G (blue) and
⃒⃒⃒
�⃗�
⃒⃒⃒
= 8 G.

To measure the ODMR fluorescence on chip, we used an experimental schematic

similar to Fig:4-7a. Where a green laser was focused on to the back aperture of an ob-
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jective and used to excite the deposited nanodiamonds. The emitted fluorescence was

detected using the on chip photodiode. To increase SNR, the microwave signal used

to drive the NV centers was AM modulated (fm=1kHz). Most of the fluorescence-

induced current was rejected with only the component caused by 𝜖± spins with a

frequency at fm were detected. This current component was then measured by a

lock-in amplifier and generated the ODMR spectrum seen in Fig:4-7b. Similar to

Fig:4-6b, when an external static magnetic field was applied, the Zeeman effect was

observed. Since the crystal orientation of nanodiamonds are random, we observed

spectral broadening, rather than splitting. We measured a sensitivity of 73 µT/
√

Hz.

4.6 On chip ODMR with NV Center in

Bulk Diamond

While NVND ensembles were excellent for the initial proof-of-principle demonstra-

tions, the lack of resolvable resonances presented the following problems:(i) they lim-

ited sensitivity by increasing 𝛿𝜈, (ii) they prevented first-order canceling of tempera-

ture induced noise[39, 102], (iii) as scalar magnetometers[58] they prohibited vector

magnetometry[166, 89], and (iv) they did not allow advanced dynamical decoupling

pulse protocols which can enhance the sensitivity by orders of magnitude or more[16].

Thus, we next integrated buld diamond with our CMOS chip.

Figure 4-8 illustrates this new device for on-chip ODMR. We first prepared the

diamond for experiments. To avoid the direct injection of the green laser pump

beam into the CMOS, we cut the CVD-grown diamond single crystal (supplied by

Element 6) as shown in Fig:4-8a, A 45∘ cut in the corner of the diamond directed

the off-chip green pump beam along the length of the diamond slab and avoided

the direct injection of the green laser pump beam into the CMOS. This excitation

geometry reduced the pump laser background into the photodetector located below

the diamond. The diamond was irradiated by an electron beam with a dosage of

1018 e− cm−2 at 1 MeV. Then, the diamond was annealed for 2 hours at 850∘ Celsius
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Figure 4-8: CMOS-integrated quantum sensing architecture. a, A green pump
laser excited NV ensembles in the diamond slab. Microwave fields generated on-chip
manipulate NV electron spins through an on-chip inductor, leading to ODMR. A
metal/dielectric grating absorbs the green pump beam and transmits the NV spin-
dependent fluorescence to the on-chip photodiode. Inset: NV atomic structure. Top-
view micrograph of the fabricated CMOS chip without (b) and with (c) the diamond
slab. Scale bar is 200 µm.

and then subsequently picked and placed onto the CMOS chip under a microscope.

This irradiation and annealing produced NV centers at a density of ∼ 0.01 ppm.

Immersion oil fills the diamond-CMOS interface to adhere the diamond slab. This

also minimizes the fluorescence loss by reducing the refractive index difference. The

on chip microwave generator and inductor drove the NV electron spin transitions.

We detected NV-ODMR with a lock-in technique. The green laser beam con-

tinuously excited the NV ensemble, and the frequency-modulated (FM) microwave

fields (𝑓𝑚 = 1.5 kHz and modulation depth of 6 MHz) drove the NV electron spin

transition. The spin-dependent fluorescence produced photo-current within the on-

chip photodiode (Fig:4-5b). Then, we read out the modulated photo-current with

the voltage drop across a 50 Ω resistor at 𝑓𝑚 with one second integration time, which

corresponded to an equivalent noise bandwidth of 0.078 Hz (considering the filter

roll-off of 24 dB/oct) with a Stanford Research Systems lock-in amplifier (SR865A).

The use of the lock-in amplifier rejects the DC current offset of the photodiode, which

was caused by the unmodulated green laser, and avoids the low-frequency flicker noise

accordingly.

Figure 4-9a shows the lock-in signal for the ODMR experiment under zero applied

external magnetic field. This spectrum corresponds to the derivative of the ODMR
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Figure 4-9: On-chip detection of ODMR and NV-based quantum magnetom-
etry. a, Frequency-modulated (FM) lock-in signal of NV spin-dependent fluorescence
at zero external magnetic field (in addition to 𝐵 ∼ 100 µT of the earth magnetic
field). b, FM lock-in signal with a permanent magnet (𝐵 = 6.27 mT): 𝐵𝑧 was the
magnetic field along the NV-axis with the spin transition at 𝜖±. The linewidth of the
ODMR was 7 MHz. Slopes 𝑑V/𝑑𝑓 at 𝜖− = 2.8303 GHz and 𝜖+ = 2.9330 GHz were
42.969 nV/MHz and 42.450 nV/MHz, respectively.c, On-chip magnetometry (Blue)
and temperature effect (Red) separation: lock-in signals at both 𝜖±1 were observed
while switching the polarity of external electromagnet with a period of 26 min. Inset
plots the histogram of measured magnetic field 𝐵𝑧 with a standard deviation of 6.3
µT. This uncertainty corresponds to a magnetic field sensitivity of 32.1 µT/

√
Hz.

After calibration of 𝛽𝑇 , the plotted center frequency (red) could be converted to a
temperature. Measurements were conducted with a time constant of 1 second. d,
Noise spectral density monitored at 𝜖−.

spectrum shown in Fig:2-2. Next, we aligned a permanent magnet (6.27 mT) to

split the spin transitions of the four NV orientations. Figure 4-9b shows the ODMR

spectrum, which exhibits the expected eight spin transitions. The use of the corre-

sponding four NV ensembles enables vector magnetometry. In particular, we noted

the spin transitions at 𝜖− = 2.8303 GHz and 𝜖+ = 2.9330 GHz of the NV ensemble.

Monitoring the lock-in signal 𝑉 at 𝜖− and 𝜖+ allows independent measurements

of magnetic field and temperature, as described above. Specifically, the sum of the

lock-in signal change Δ𝑉 at 𝜖±1 is proportional to Δ𝑇 , while the difference provides
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Δ𝐵z:

Δ𝑇 =
1

2𝛽𝑇

(︃
Δ𝑉

𝑑𝑉/𝑑𝑓

⃒⃒⃒⃒
𝜖+

+
Δ𝑉

𝑑𝑉/𝑑𝑓

⃒⃒⃒⃒
𝜖−

)︃
(4.6)

and

Δ𝐵z =
1

2𝛾𝑒

(︃
Δ𝑉

𝑑𝑉/𝑑𝑓

⃒⃒⃒⃒
𝜖+

− Δ𝑉

𝑑𝑉/𝑑𝑓

⃒⃒⃒⃒
𝜖−

)︃
. (4.7)

Figure 4-9c plots the detected Δ𝐵z induced by an electromagnet (blue) and measured

center frequency shift (red). The plotted center frequency could be converted to a

temperature after 𝛽𝑇 calibration.

The magnetic field sensitivity is given by the following relation:

𝑆 =
𝜎𝐵𝑧√

ENBW
. (4.8)

Here, 𝜎𝐵𝑧 was the noise in Δ𝐵z measurement, and ENBW is the equivalent noise

bandwidth of the lock-in detector. In our measurement, ENBW = 5/(64𝜏) with a

time constant 𝜏 of 1 second, accounting for the 24 dB/oct of the lock-in amplifier filter

roll-off. By measuring 𝜎𝐵𝑧 of 6.3 µT from the modulated spin-dependent fluorescence

(Inset in Fig:4-9c), we determined our DC magnetic field sensitivity of 32.1 µT/
√

Hz

that includes additional
√
2 factor of 𝜖+ and 𝜖− signal average. This DC magnetic field

sensitivity was limited by the noise detected in the ENBW at 𝑓𝑚 = 1.5 kHz. Figure

4-9d plots the noise spectral density measured at 𝜖− (no temperature compensation)

using the lock-in amplifier, where the noise floor was ∼ 35 nV/
√

Hz. This noise was

then converted to the magnetic field sensitivity with the slope at 𝜖− and 𝛾𝑒 (plotted

in the right y-axis in Fig:4-9d).

Noise Estimation

In our experiment, the measurement noise (38 nV/
√

Hz at 𝑓𝑚 = 1.5 kHz) primarily

derives from the green laser intensity noise, due to the limited performance of the

optical filters. This laser intensity noise was orders of magnitude larger than other

noise sources: (i) the NV red fluorescence shot noise was 𝑅
√
2𝑞𝑖𝐷 ∼ 9 pV/

√
Hz at
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𝑓𝑚 = 1.5 kHz, where 𝑖𝐷 ∼ (1/𝐶)(100 nV/
√
𝐻𝑧)/𝑅, the ODMR contrast of 𝐶 ∼ 0.02,

𝑞 = 1.6 × 10−19 C, and 𝑅 = 50 Ω; (ii) the thermal noise of 50 Ω resistance was

∼ 0.9 nV/
√

Hz, which was used to convert the photo-current to voltage; and (iii) the

noise converted from the microwave spectral purity (𝜑𝑝 = −90 dBc/Hz at 𝑓𝑚) was

∝ 𝑉𝑠𝜑𝑝𝑓𝑚𝛽 ∼ 1 fV/
√

Hz. Here, 𝑉𝑠 is the signal voltage amplitude, and 𝛽 is the slope

of the FM-ODMR curve. We assumed that 𝜑𝑝 ≪ 1.

Conclusion and Outlook

The achieved magnetic field sensitivity is orders of magnitude worse compared to

the best DC sensitivities reported: 290 pT/
√

Hz and 28 pT/
√

Hz for vector[39]

and scalar[34] magnetometry, respectively, to our best knowledge. Our sensitivity

is mainly limited by the green laser intensity noise (Section 4.6). However, this per-

formance can be improved by including (i) metal gratings in multiple CMOS metal

layers based on the wavelength-dependent Talbot effect[211, 89] and (ii) fabricating

a resonant grating[145] in diamond. These additionally attenuate the green laser and

consequently reduce the laser intensity noise by several orders of magnitude. In addi-

tion, using a diamond waveguide geometry[39] – possibly with a higher NV density[2]

(0.01 ppm to 10 ppm) – should increase the SNR by orders of magnitudes. Moreover,

dynamical decoupling sequences[188, 44] can improve the sensitivity by a few orders

of magnitude for measuring magnetic fields at frequencies above the NV decoherence

rate.

One component not presently integrated into our diamond-CMOS platform is the

pump laser for NV optical excitation. This optical pump can be integrated into our

platform through using a chip-scale laser diode[137], green Vertical-Cavity Surface-

Emitting Lasers[101], or CMOS-compatible waveguided delivery of the optical pump

beam[129]. We note that the CMOS-integration of all currently off-chip electronic

components, such as the phase-locked loop with frequency modulation and the lock-in

amplifier, has been demonstrated in prior research[207]. These indicate the feasibility

of millimeter-scale form factors for future quantum-sensing systems.
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In conclusion, we demonstrated chip-scale quantum magnetometry by integrat-

ing diamonds with CMOS technology. Throughout the CMOS multi-layers, essential

components to detect NV-ODMR - a microwave generator, an inductor, an optical

pump beam filter, and a photodetector - were fabricated. NV spin ensembles inte-

grated on to the CMOS chip measure external magnetic fields with the sensitivity of

32.1 µT/
√

Hz. This compact spin-CMOS platform can be extended toward on-chip

sensing of other quantities such as electric fields. We emphasize that the CMOS cir-

cuit in this work provides direct physical interactions with the NV quantum states

beyond electronic I/O signaling[33].

In addition to chip-scale quantum sensing capability, our CMOS-based spin control

and readout scheme will uniquely provide a scalable solution for implementing spin

quantum-bit controls. This is particularly essential to develop a large-scale quantum

information processor[217, 203, 33, 143], which enables quantum enhanced sensing[63,

202, 44] and quantum information processing [23, 147, 86].
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Chapter 5

High-Scalability CMOS Quantum

Magnetometer with Spin-State

Excitation and Detection of Diamond

Color Centers

Magnetometers based on quantum mechanical processes enable high sensitivity and

long-term stability without the need for re-calibration, but their integration into field-

able devices remains challenging[102, 87]. This chapter extends the work presented

in Chapter 4, where we further miniaturize the conventional NV-quantum-sensing

platform. By integrating key components for spin control and readout, the chip per-

formed magnetometry through ODMR. The MW field was highly uniform across the

NV centers in the diamond, which was enabled by a CMOS-generated ∼2.87 GHz

magnetic field with <5% inhomogeneity across the large-area current-driven wire ar-

ray. The magnetometer chip was 1.5 mm2 in size, prototyped in 65-nm bulk CMOS

technology, and attached to a 300×80 µm2 diamond slab. NV fluorescence was mea-

sured by a CMOS-integrated photodetector. This on-chip measurement was enabled

by efficient rejection of the green pump light through a CMOS-integrated spectral

filter based on a combination of spectrally dependent plasmonic losses(4) and diffrac-
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tive filtering in the CMOS BEOL. This filter achieves ∼25 dB of green light rejection.

We measured a sensitivity of 245 nT/Hz1/2, marking a 130× improvement over the

previous CMOS-NV sensor prototype (Chapter 4). This improvement resulted from

better spectral filtering and homogeneous microwave generation over a larger area.

Much of this chapter is adapted from Ref. [89].

5.1 Introduction

Integrating solid-state quantum sensors with integrated electronics is gaining increas-

ing attention[87, 102, 89]. Key to this attention are ensembles of NV centers in

diamond which have emerged as an outstanding room-temperature sensor platform

[73, 12, 187, 113, 183]. NV-based magnetometry has achieved sensitivities at or be-

low the picotesla level[213, 39], with applications ranging from bacteria magnetic

imaging[113], NMR spectroscopy[30], and wide-field microscopy of superconducting

materials [168]. However, an impediment to fieldable devices lies in the co-integration

of different subsystems needed for ODMR, including microwave generation/delivery

to diamond, optical excitation, filtering and fluorescence-based spin detection.

Chapter 4 presented our solution to this integration problem by performing ODMR

with a custom-designed CMOS circuit coupled to a diamond NV ensemble[87, 102].

However, insufficient pump light rejection and small homogeneous microwave field

area posed a major limitation on magnetic sensitivity. In Chapter 5, we present a

new CMOS prototype that addresses these problems to achieve a >100× sensitivity

improvement, down to 245 nT/Hz1/2[89].

The chapter is organized as follows, we describe the improved chip architecture

that incorporates both high-homogeneity microwave delivery and improved optical

filtering, realized in a 65-nm CMOS process. We then present our improved perfor-

mance. It concludes with an outlook on further improvements to magnetometry and

the incorporation of additional quantum sensing functions through increased scala-

bility and reductions in cost, size and power.
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Figure 5-1: The overall schematic of the CMOS quantum magnetometer with high
scalability.

5.2 Background and Prior Research

To explore the feasibility of a chip-scale, low-cost quantum magnetometer, a custom-

designed CMOS prototype was realized and reported, for the first time, in [87]. This

chip, using TSMC 65-nm CMOS technology, integrates most of the critical compo-

nents (except the green light source) for ODMR. Using this hybrid CMOS-NV-center

integration platform, the ODMR spectrum of a nanodiamond layer attached on top

of the chip was measured (Chapter 4). The estimated sensitivity of the system was

74 µT/Hz1/2. Since the lattice orientations in the nanodiamond particles are random,

the amount of frequency splitting in each NV is also random. As a result, this pro-

totype cannot be used for vector-field sensing. Recently, we attached a film of bulk

diamond (with uniform and well-defined lattice structure) to the same CMOS chip

and demonstrated vector-sensing capability with 32 µT/Hz1/2 sensitivity[102].

Our first CMOS prototype demonstrates the basic concept of chip-scale miniatur-

ization of NV-center quantum sensors. The achieved sensitivity was still limited by

two main factors. The first was that the dominant noise source was the green shot

noise despite the presence of the grating filter [102]. Ideally, this sensor would be

limited by the red fluorescence shot noise and therefore, needs a higher green-to-red

suppression ratio. We estimated that, for the diamonds used in [87, 102], the intensity
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of red fluorescence was about 40∼50 dB lower than that of the incident green light.

Ultimately, an additional 30 dB out-of-band rejection is required for the photonic

filter, so that the majority of photodiode noise is no longer generated by the green

background. The second factor limiting performance was the small sensing area (only

50 µm×50 µm). This limited the number of NV centers, 𝑁 . Increasing 𝑁 improves

the sensitivity due to larger SNR of the ODMR spectrum. This can be achieved by

using a larger sensing area and higher NV-center density. Note that the SNR has the

following dependency with 𝑁 :

SNR is

⎧⎪⎨⎪⎩∝ 𝑁 when noise is green-light limited

∝
√
𝑁 when noise is red-light limited

. (5.1)

5.3 A Scalable CMOS-NV Magnetometer for

Enhanced Sensitivity

In this section, the design details of a new-generation CMOS-NV magnetometer[88]

are provided. The highly scalable architecture of our CMOS-NV magnetometer allows

for the microwave driving of NVs over a large area. The photodiode noise was further

reduced with the adoption of a new on-chip photonic filter. These structures are

co-designed with the on-chip electronics.

5.3.1 Systematic Architecture of the Chip

The overall schematic of the CMOS-NV magnetometer is given in Fig:5-1. Shown

on the left of Fig:5-1 is an on-chip phase-locked loop (PLL) which generated the

2.87 GHz microwave signal (see Section 5.3.5). To drive the NVs with the on-chip

generated microwave field, an array of current-driven linear wires were implemented

using the M8 of the chip, of which the driving currents were toggled by the PLL

output. Such a design addressed a major challenge regarding the uniformity of the

microwave magnetic field over a large area. In Section 5.3.2, detailed explanations of

the microwave launcher are provided. In this work, a diamond area of ∼500× 500
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µm2 is excited by the microwave. The sensing area with uniform microwave excitation

was limited to 300 × 80 µm2 as discussed in Section 5.3.4. Shown in Section 5.3.3

and 5.3.4, the current-driven wire array, along with additional two layers of metal

gratings, form a photonic filter in order to suppress the green light. Finally, the spin-

dependent red fluorescence of the NV centers was measured using a n-well/p-substrate

photodiode.

5.3.2 Generation of High-Homogeneity Magnetic Field

Our NV-CMOS sensor interrogated an ensemble of NV centers to perform magnetom-

etry. The microwave field strength determines both the ODMR resonance amplitude

(𝐶) and the resonance linewidth. In CW-ODMR, optimizing the sensitivity requires

maximizing the contrast while minimizing the resonance linewidth [50]. For ensem-

bles, the delivery of a homogeneous microwave magnetic field is critical in order to

simultaneously perform this optimization across the entire area [53]. Such microwave

homogeneity is also critical for coherent quantum control protocols, such as Ramsey-

type sequence, which can significantly increase the magnetic sensitivity[188]. Homo-

geneous microwave fields synchronously rotate the spin states of a large number of NV

centers on the Bloch sphere[20, 223]. Since the microwave-field strength determines

the Rabi frequency of each NV electron spin, spatial variation of the microwave field

causes dephasing of the overall quantum ensemble.

Traditional microwave-launching structures include single straight wires[50, 113],

metal loops[180, 39, 183] and split-ring resonators[20, 223]. They can only keep the

field homogeneity in an area that is much smaller than the launcher size. That is

undesired for compact chip implementation when excitation of a large-size diamond

is desired. Meanwhile, the above structures also have poor power-delivery efficiency,

hence watt-level microwave input power is common[39, 20, 223]. We note the above

solutions share one commonality in that they all rely on passive structures driven

by a single electrical port. That, unfortunately, makes it extremely difficult, if not

impossible, to synthesize a certain desired current distribution,1 because the only
1For electrically-small structures (size≪𝜆2.87GHz), the distributions of the current on the struc-
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lem, hence providing better control of the near-field pattern.

design variable is the structural geometry.

One distinct advantage of the implementation using integrated circuits is the

highly flexible and tight integration between passive and active components. A large

number of biased transistors, when forming current sources, can be used to mandate

the complex current values at various particular locations on the passive structure

(Fig:5-2). Compared to the aforementioned passive-only structures, this new design

methodology provides abundant additional degrees of freedom through the positions

and currents of the embedded transistors. A finer control of near-field wave distribu-

tion is therefore much easier. Note that similar concepts were already proposed and

applied to millimeter-wave and terahertz integrated circuit designs[77, 173, 83].

Following the above methodology, the microwave launcher design shown in Fig:5-1

evolved from an ideal, infinite sheet of uniformly-distributed surface current density

𝐽𝑥 (see Fig:5-3a), which generates a homogeneous field 𝐵𝑦 with a transverse (𝑦-)

direction and strength of 𝜇0𝐽𝑥/2 (𝜇0: permeability of vacuum). However, such current

ture and the generated near-field magnetic wave follow a one-to-one mapping. Note that although
displacement current also generates magnetic fields, our following discussions are constrained to
structures mainly with conduction current.
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Figure 5-3: Approaches to generate homogeneous magnetic field. a, an infinite
sheet of uniformly-distributed current, b, an infinite array of wires with uniform
driving current.

uniformity is hard to imitate in a single metal structure, due to the self-redistribution

of current like skin effect. To prevent such redistribution, the current sheet is first

transformed into an infinite array of wires, each driven by an identical current 𝐼0

(Fig:5-3b). With a tight wire center-to-center pitch 𝑑 (or equivalent current density of

𝐼0/𝑑), a uniform transverse magnetic field can still be obtained, with a field strength of

𝜇0𝐼0/2𝑑. The wire array also ensures high scalability in the longitudinal (𝑥-) direction

for large-area diamonds.

∮︁
𝐻𝑑𝑙 = 2𝑑 ·𝐻𝑦1 = 𝐼0 or 𝐻𝑦1 =

𝐼0
2𝑑

(5.2)

In reality, only a finite wire array can be implemented. The introduced boundaries,

however, break the above homogeneity. Fig:5-4 shows the simulated field distribution

of a 48-wire array with 𝑑=4 µm. Although the transverse component of the field 𝐵𝑦

maintains homogeneity, the vertical component 𝐵𝑧 becomes non-zero and exhibits

large gradient over 𝑦-axis. To understand that, we focus at a reference point (Point

R) located above an array of 𝑁 wires and closer to the left side (i.e. 𝑦𝑅 < 0 in

Fig:5-5a). The wires are then divided to three groups: the n wires located between

87



-100 -50 0 50 100
-2

-1

0

1

2

M
a
g

n
e

ti
c
 F

ie
ld

 (
G

a
u

s
s
)

Distance from the Center of the Array (m)

 Sim. B
y 
(I

B
=I

C
)

 Sim. B
z 
(I

B
=I

C
)

 Calc. B
y 
(I

B
=I

C
)

 Calc. B
z 
(I

B
=I

C
)

By

Bz
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with uniform driving current (𝐼0=1 mA).

𝑦𝑅 and the left boundary −𝐿 (Group A), another n wires symmetrically located at

the right side of Point R (between 𝑦𝑅 and 2𝑦𝑅 + 𝐿, Group B), and the rest (Group

C ). Next, note that at Point R, the vertical magnetic fields generated by Group A

and B cancel, and the 𝐵𝑧 generated by Group 𝐶, by Ampere’s Law, is:

𝐵𝑧,𝐶(𝑦𝑅) = − 1

2𝜋

∫︁ +𝐿

2𝑦𝑅+𝐿

𝜇0𝐽𝑥𝑑𝑦

𝑦 − 𝑦𝑅
=

𝜇0𝐽𝑥
2𝜋

ln
𝐿+ 𝑦𝑅
𝐿− 𝑦𝑅

(5.3)

where the discreteness of the array is approximated as a uniform current sheet with

a current density of 𝐽𝑥 = 𝐼0/𝑑. Note that (5.3) also applies for 𝑦𝑅 > 0. Shown

in Fig:5-4, the result calculated from (5.3) well matches the simulation by HFSS[6].

Intuitively, 𝐵𝑧 increases towards the edges because Group C has a larger total current

there and gets closer to Point R.

To create an opposite magnetic-field gradient for nulling the above 𝐵𝑧, a pair of

additional 𝑚-wire arrays (Group D in Fig:5-5b), which are driven by 𝐼𝐷 per wire,

were symmetrically placed at 𝑦 = −𝐿−𝐷 to −𝐿 and 𝑦 = 𝐿 to 𝐿+𝐷. Their combined
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Figure 5-5: Different Array Diagrams. a, A finite array of wires with uniform
driving current. b, An additional pair of boundary wire arrays (Group D) for nulling
the vertical magnetic field between −𝐿 and +𝐿.

impact on the vertical magnetic field at 𝑦 = 𝑦𝑅 is derived as:

𝐵𝑧,𝐷(𝑦𝑅) =

∫︁ −𝐿

−𝐿−𝐷

𝜇0𝑚𝐼𝐷𝑑𝑦

2𝜋𝐷(𝑦𝑅 − 𝑦)
−
∫︁ 𝐿+𝐷

𝐿

𝜇0𝑚𝐼𝐷𝑑𝑦

2𝜋𝐷(𝑦 − 𝑦𝑅)

=
𝑚𝜇0𝐼𝐷
2𝜋𝐷

ln
(𝑦𝑅 + 𝐿+𝐷)(𝐿− 𝑦𝑅)

(𝐿+𝐷 − 𝑦𝑅)(𝑦𝑅 + 𝐿)
, (5.4)

of which some example plots are shown in Fig:5-6, indicating the similarity of its curve

shape to that from Group C. To further determine the value of 𝐼𝐷, we compared the

derivatives of (5.3) and (5.4) around the center of the launcher:

𝑑𝐵𝑧

𝑑𝑦
|𝑦=0 =

⎧⎪⎨⎪⎩
𝜇0𝐽𝑥
𝜋𝐿

for Group C

− 𝜇0𝑚𝐼𝐷
𝜋𝐿(𝐿+𝐷)

for Group D
. (5.5)

Therefore, for zero 𝐵𝑧 around the array center, the value of 𝐼𝐷 should be:

𝐼𝐷,0 =
𝐿+𝐷

𝑚
𝐽𝑥 =

𝐿+𝐷

𝑚𝑑
𝐼0 = (1 +

𝑁

2𝑚
)𝐼0. (5.6)
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The last step of (5.6) assumed that the boundary arrays adopt the same wire pitch

𝑑 as the 𝑁 -wire uniform array in the center .2 For a 32-wire uniform array (𝑁=32)

with 𝐼0=1 mA and 𝑑=4 µm, the vertical field 𝐵𝑧,𝐷 generated by the boundary array

pair with varying wire numbers 𝑚, as well as the residual of 𝐵𝑧 after cancellation, are

plotted in Fig:5-6. We see that a larger 𝑚 improves the area of uniformity at a modest

expense of higher current consumption. Interestingly, if the 𝐼𝐷 value is slightly lower

than the one calculated by (5.6) (e.g. for 𝑚=8, the calculated value for 𝐼𝐷 is 3 mA),

the 𝐵𝑧 field around 𝑦=0 is not cancelled perfectly but the overall 95% uniformity area

is extended to 𝑦≈±40 µm. Lastly, Fig:5-7 shows the HFSS-simulated field distribution

of the entire launcher (𝑁=32, 𝑚=8, 𝑑=4 µm), which was implemented at the Metal

8 (M8) interconnect layer of our chip prototype. The calculated profile in Fig:5-7 was

achieved with 𝐼𝐷=2.8𝐼0. Note that the HFSS simulation was done with a slightly

larger 𝐼𝐷 (𝐼𝐷=3𝐼0) to account for the uncalculated effect of current in the return

path. Compared to Fig:5-4, the overall homogeneity of the magnetic vector field was

significantly improved.

2This condition is adopted in our design, but this is not necessary. Similarly, the strategy here
assumes that the wires in Group D are adjacent to Group A, B and C. In Section 5.6, we show that
a certain gap between the two groups achieves homogeneity across a larger area.
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5.3.3 Nano-Photonic Filter on CMOS

Using an FDTD solver, Lumerical, we simulated the green-to-red suppression ratio

due to the slit in M8 layer (𝑑=900 nm), which was ∼9 dB (Fig:5-10a) and was first

shown in Chapter 4. Increasing the slit thickness by stacking more grating layers (in

M7, M6...) was expected to further increase the suppression of the green light[80].

However, that caused degradation of red-light transmission due to the scattering at

the side walls formed by the sparse inter-layer via pillars. Moreover, as Section 5.3.4
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Figure 5-8: Simulated transmission values through the filter. The total power was
derived by surface integrals of Poynting vectors at varying depths of the chip.
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describes, the grating structure in M8 was also used for the microwave wire array

(Section 5.3.2). Connecting it to the lower metal layers would significantly decrease

the density and the uniformity of the RF current inside the wires. In our chip, an

alternative approach based on the wavelength-dependent diffraction pattern of the

grating was adopted.

As the simulation in Fig:5-10a shows, the diffraction of the light coming out of

the grating in M8 caused repeated self-imaging patterns in the chip dielectric. That

optical phenomenon is called the Talbot effect[185] and the vertical (𝑧-) period of the

self-images (i.e. Talbot length) is:

𝑧𝑇 =
𝜆

1−
√︁

1− 𝜆2

𝑡2

, (5.7)

where 𝜆 is the wavelength in the dielectric and 𝑡 is the grating period (800 nm in our

case). For the red (700 nm) and green (535 nm) light, 𝑧𝑇 was ∼2.5 µm and ∼3.4

µm (see Fig:5-10a). Thus we strategically placed additional metal structures at the

Talbot length for green to block the light. In the 65 nm CMOS process used for this

work, the distance between M8 and M6 layers was close to the half Talbot length for

red; therefore, a M6 grating with 400 nm strip width and pitch was placed. With

the positions of the metal strips right under the slits of M8, the M6 grating had little
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Figure 5-9: The transmission through the filter at different wavelength.
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Figure 5-10: Simulated Poynting Vector Profile. The simulated FDTD Poynting
vector profile |𝑃 |=|𝐸 ×𝐻| for a, single-layer grating in M8, b double gratings in M8
and M6, and c triple-layer gratings in M8, M6 and M3. Note: the scale bar for
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for the ∼10-dB plasmonic loss in the M8 grating and to better show M6 and M3
gratings further suppress the transmission at 535 nm.

interference with the red-light transmission, while blocking a significant portion of

the green light (Fig:5-10b). It is noteworthy that a similar multi-grating concept was

previously adopted for lensless 3D CMOS cameras[205], where the angle sensitivity
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of the structure is utilized. To the authors’ best knowledge, this is the first time in

CMOS that the idea of diffraction selectivity is applied into optical spectral filtering.

Following the same principle, a third grating layer in M3, was added to further

enhance the green-light rejection (Fig:5-10c). The same grating strip width and pitch

of 400 nm was used. Fig:5-8 provides the normalized transmitted power (Poynting

vector integrated over a 𝑥-𝑦 cross-sectional area) at varying chip depths. For green

light, the plasmonic behavior attenuates the power by 9.7 dB, and the M6 and M3

gratings pose an additional 12.1 dB loss, leading to a total attenuation of 21.8 dB.

Meanwhile, the total insertion loss for red light was only 2.1 dB. Note that the

reflection loss at the top of M8, which was ∼3 dB due to the 50% metal fill factor,

was not included in both cases.

Lastly, the simulated transmission response (excluding the 50% surface reflection)

of the filter from 500 nm to 750 nm was plotted in Fig:5-9. The spectrum of the

NV-center red fluorescence was also shown. It can be seen that the majority of

the fluorescence power between 650 to 725 nm was transmitted efficiently to the

photodiode beneath the filter.

5.3.4 Co-Design of the Circuits, Microwave Launcher and Pho-

tonic Filter

The full schematic of the microwave launcher with the switches and current sources

banks is shown in Fig:5-11. NMOS current mirrors were used to control the current

in each individual wire of the array. PMOS switches were used to convert the output

voltage of the PLL into microwave currents in the array. The current sources were

design to enable current control from 𝐼0 = 0.1 mA to 𝐼0 = 1 mA. At low current

values our simulation in Fig:5-12 indicates that when the PMOS switches were off,

the current of wire returns to zero at a slow speed. This is due to the large parasitic

capacitance of the wire array and the limited discharging current. To increase the pull

down speed, a row of NMOS switches were also used (see Fig:5-11) to provide a fast

discharging (see the comparison in Fig:5-12). The transistors dimensions (𝑊1/𝐿1,
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𝑊2/𝐿2, and 𝑊3/𝐿3) were scaled up by a factor of 3 at the boundaries. As described

in Section 5.3.2, the microwave launcher was implemented on M8 with wire width and

spacing of 2 µm. Therefore, all the transistor layouts were designed in a multiplier

fashion so that they can fit in the tight wire pitch. A pair of wide return ground

paths were used to close the current loop.

Part of the photonic filter was also implemented on M8 with unit width and spac-

ing of 400 nm (shown in Fig:5-8). The smallest dimension, limited by the design

rule of the technology, was selected to enhance the coupling to the surface plasmon

polariton mode. To cater the needs of both components, shown in Fig:5-11, each

of the microwave launcher wires other than the boundary wires were divided into

three sub-wires with their two ends electrically connected. The width and the spac-

ing of these sub-wires were 400 nm. In addition, each of the 2 µm spacing in the

microwave launcher was filled with another two floating dummy wires with 400-nm

width and spacing (Fig:5-11). These dummy wires do not affect the microwave gen-

eration/delivery operation, but along with the other sub-wires, they form the desired

photonic filter geometry, which was 350×130 µm2 of total area. In this prototype, a
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Figure 5-11: Schematic of the microwave launcher with the switches and the current
sources.
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conservative size was adopted for the sensing area, since the edge effects like leakage

of light were uncertain. The size of the photodiode placed under the filter was 300×80

µm2. In future designs, the photodiode area may increase for better 𝑆𝑁𝑅.

This array generates >95% field homogeneity over > 50% of its area compared to

25% in [87]. Uniform array spacing was adopted in this design, however, in Section 5.6,

we show that a certain gap between group D and group A/C can achieve homogeneity

across a larger area. The design was only enabled by CMOS technologies, where we

can integrate a very tight wire array with efficient switching and current control.

Figure 5-12: Comparison the switching performance with and without extra NMOS
switch. The first plot shows the input microwave signal (𝑉in) and the second one
shows the voltage at the drain of the NMOS current source (𝑉MD).

5.3.5 On-Chip Synthesis of the Microwave Frequency

A PLL loop was used to stabilize the output of the VCO that drives the NV cen-

ters. The full schematic of the PLL was shown in Fig:5-13. To ensure a uniform

phase of the magnetic field across the wire array, the VCO was based on a tightly-

coupled ring-oscillator array. Four sub-oscillators were placed with a spacing of ∼50

µm (see Fig:5-1). The two oscillators in the middle drive 32 wires, while the other

two oscillators on the array boundaries drive 8 wires each. Compared to a central-
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Figure 5-13: Schematic of the 2.87-GHz PLL.

ized signal-generation scheme, the coupled-oscillator eliminates the phase variation

caused by different lengths of the microwave-distributing traces. Here, ring oscilla-

tors, instead of LC oscillators, were chosen, in order to eliminate the need for extra

inductors, as well as any magnetic coupling and degradation of field homogeneity in

the diamond-sensing area. A ring oscillator also offers wider tuning range and layout

compactness. Its inferior phase noise was improved by 6 dB due to the oscillator

coupling, and in fact our analysis indicates that our sensor sensitivity was currently

limited by the green and red light noise, as explained in Section 5.5. The VCO fre-

quency was tuned using varactors (𝐶𝑣=9 to 42 fF) with a coefficient of 1.2 GHz/V.

The charge pump current of the PLL was 5 mA and the loop filter parameters were

𝐶1=1 nF, 𝑅6=220 Ω, and 𝐶2=20 pF.

5.4 Chip Prototype and Experimental Results

The chip prototype was fabricated using a TSMC 65-nm CMOS technology. The chip

micrograph is shown in Fig:5-14. The chip has an area of 1×1.5 mm2 and consumes 40

mW of power. A diamond slab with NV centers was placed and attached on top of the

CMOS chip as shown in Fig:5-1. This diamond was a single crystalline CVD-grown

diamond from Element 6. It was electronically irradiated with a dosage of 1018 e−/cm2

at 1 MeV, and then annealed for 2 hours at 850∘C. Immersion oil was used to adhere

the diamond slab to the chip. By bridging the difference of the refractive index, the
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oil also minimizes the fluorescence loss. The measured filter rejection for green light

(532 nm) was ∼25 dB, which matches the simulation results in Section 5.3.3. A 45∘

cut was introduced in the diamond’s corner to direct the vertical incident green laser

horizontally. This further enhanced the overall green rejection ratio to ∼33 dB. The

measured responsivity of the on-chip photodiode was 0.19 A/W.

1
m

m

1.5mm

2.87GHz Phased 

Locked Loop (PLL)

Quantum Sensing Region (Microwave 

Array, Photonic Filter, and Photodiode)

Transimpedance 

Amplifier (TIA)

Photodiode 

Test Structures

Figure 5-14: The micrograph of the CMOS quantum magnetometry chip.

5.4.1 ODMR Measurements

The measurement setup to generate the ODMR spectral line is shown in Fig:5-15a.

A 532-nm laser light was used to excite the NV centers in the diamond. The red

fluorescence from the on-chip photodiode was recorded while sweeping the reference

signal (∼100 MHz) of the on-chip PLL. Due to the limited green-red suppression ratio

of the on-chip filter, the red fluorescence signal was still superposed on a large green-

light background at the output of the photodiode. Meanwhile, we note the green-light

excitation exhibits large power fluctuation. To remove the fluctuating background

signal, a FM scheme was used, where the microwave frequency 𝑓𝑝(𝑡) was periodically

varied with a deviation of 6 MHz and repetition frequency 𝑓𝑚 of 3 kHz. That was

done by modulating the 100 MHz reference signal of the on-chip PLL. As shown in
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Fig:5-15b, the corresponding photodiode output changes at 𝑓𝑚 (with harmonics at

2𝑓𝑚, 3𝑓𝑚, etc.). Such a time-varying component mainly results from the transition

line and the associated red-fluorescence change, which was then readily measured

by a lock-in amplifier (SR865) with the reference at 𝑓𝑚. The lock-in amplifier also

provides narrow-band filtering around 𝑓𝑚. Note that the FM technique is common

in spectroscopy[206] and atomic/molecular clocks[207]. Lastly, to further de-embed

the excitation noise within the lock-in amplifier bandwidth, a differential detection

scheme was adopted, where a split beam off the same laser was measured by an off-chip

photodiode; such a duplicated noise signal was then taken by the lock-in amplifier
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Figure 5-15: FM Experiment Schematic. a, The test setup for the hybrid NV-
CMOS magnetometer. b, The frequency-modulation scheme used in the setup.
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and was subtracted from the chip output. Two identical resistive transimpedance

amplifiers (TIA) with gain of 10K were used to convert the photodiode currents into

voltage. This gain was chosen to prevent the saturation of the amplifier due to the

green current background (40 µA)

First, without an externally applied magnetic field, the ODMR plot shown in

Fig:5-16a was measured. A strong spin resonance, which results from all four NV

centers in the diamond lattice, was detected at 2.87 GHz. The FM technique intro-

duced previously can be interpreted as taking the first-order derivative of the regular

transition line; as a result, the measured curve has the zigzag shape shown in Fig:5-

16a. The zero-crossing point corresponds to the actual transition frequency. Next, a

5.4 mT DC magnetic field was applied to the sensor from a nearby permanent mag-

net. This results in a Zeeman splitting. As shown in the measured ODMR plot in

Fig:5-16b, four pairs of resonances were observed. They correspond to the four NV-

center orientations of the single crystalline diamond. The difference of the transition

frequencies (i.e. zero-crossing points) in each resonance pair was proportional to the

external static magnetic field along the associated NV-center orientation. The pro-

portionality constant, as described in Section 5.2, was 𝛾𝑒=28 GHz/T. Accordingly,

the magnetic fields along the four NV-center orientations were 0.77 mT, 2.27 mT,

3.25 mT, and 4.77 mT, respectively. Lastly, as the comparison between Fig:5-16a

and 5-16b shows, the chip output signal with external magnetic field was reduced

due to the breaking of the degeneracy of the resonances from 2.87 GHz. Fig:5-16b

indicates that, by mapping the projections of the external magnetic field along the

four NV-center orientations the Cartesian components of the applied magnetic field

can be reconstructed.

One practical way to use the sensor for vector-field sensing, was to first "bias"

the sensor with a static magnetic field (e.g. a permanent magnet), which allows for

the four resonances to be completely split (such as shown in Fig:5-16b). Then, we

record the additional change of the sensor output voltage Δ𝑣out,i (𝑖=±1, ±2, ±3, ±4)

around each zero-crossing point of the FM-based ODMR curve. Note that Δ𝑣out,i

was caused by the shift of each resonance frequency Δ𝑓𝑖 due to the projection of the
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Figure 5-16: Measured ODMR plot from the CMOS chip. a, No external
magnetic field was applied, and b, a 5.4 mT external magnetic field was applied.
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added field on the associated NV-center axis Δ𝐵zi (to be measured) on top of the

bias static field, its expression was (for positive 𝑖):

Δ𝑣out,i = 𝑚Δ𝑓𝑖 = 𝑚𝛾𝑒Δ𝐵zi, (5.8)

where 𝑚 was the slope of the ODMR curve at each transition zero-crossing point

(∼15 µV/MHz in our case, see Fig:5-16b). The value of Δ𝐵zi can be derived from

Δ𝐵zi = Δ𝑣out,i/(𝑚𝛾𝑒). Note that the transition frequencies of both |𝑚𝑠 = ±1⟩ sub-

levels are also temperature dependent (with a coefficient of -74 kHz/K[3]). To cancel

such temperature-induced drifts, it was better to measure the differential change of

each pair of |𝑚𝑠 = ±1⟩ transitions, and use the following equation for Δ𝐵zi[102]:

Δ𝐵zi =
Δ𝑣out,i −Δ𝑣out,-i

2𝑚𝛾𝑒
(𝑖 = 1, 2, 3, 4). (5.9)

5.5 Magnetic Sensitivity Estimation

In order to calculate the magnetic sensitivity of the sensor, the noise floor, 𝜎 (unit:

V/Hz1/2), was measured. The sensor noise was measured by monitoring the read-out

of noise in the lock-in amplifier while sweeping the modulation frequency 𝑓𝑚. The

results are shown in Fig:5-17, where the sensor shot noise floor was ∼0.1 µV/Hz1/2.

The increased noise below 3 kHz was caused by the interference from the unshielded

testing environment. This allows us to calculate the magnetometer sensitivity 𝜂𝐵

(unit: T/Hz1/2), which is the minimum detectable magnetic field with 1 s integration

time, using the following equation:

𝜂𝐵 =
𝜎

𝛾𝑒𝑚
. (5.10)

𝜂𝐵 was 245 nT/Hz1/2 at 𝑓𝑚=3 kHz.

The sensor performance was limited by the green shot noise. The estimated the-

oretical magnetic sensitivity (𝜂𝑔) of the sensor can be estimated using the following:
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𝜂𝑔 =
𝜎𝑔

𝛾𝑒𝑚
=

√︁
2(2𝑞𝑖𝑔𝑅2

𝑓 + 4𝐾𝑇𝑅𝑓 )

𝛾𝑒𝑚
(5.11)

where 𝜎𝑔 is the theoretical noise limit from the green light. The first term of 𝜎𝑔

represents the shot noise of the green light detected by the photodiode. 𝑞 is the

electronic charge, 𝑖𝑔 is the current measured at the photodiode due to the green light

(∼40 µA), and 𝑅𝑓 is the feedback resistor of the TIA (10 kΩ). The second term

represents the noise of the TIA (assuming it was mainly limited by 𝑅𝑓 ). 𝐾 is the

Boltzmann’s constant, 𝑇 is the temperature. The factor of 2 was due to the addition

of the noise power due to the two detection branches. The calculated theoretical

value was ∼150 nT/Hz1/2, which agrees to good extent with the measured value,

and the difference was due to the residual green light fluctuation. Even though this

differential measurements technique increases the total shot noise limit by a factor of
√
2, it helps in canceling almost all the external laser fluctuation, which was almost

one order of magnitude larger than the shot noise limit in our case.
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Figure 5-17: The measured output noise floor of the sensor.

To confirm that the green light noise was the dominant source of noise. The

contributions of the other noise sources in the system were estimated as follows:
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1. The magnetic sensitivity due to the NV red fluorescence shot noise (𝜂𝑟) was

∼ 10nT/
√

Hz at 𝑓𝑚 = 3 kHz as given in:

𝜂𝑟 =
𝜎𝑟

𝛾𝑒𝑚
=

√︁
(2𝑞𝑖𝑟)𝑅2

𝑓

𝛾𝑒𝑚
≈

√︁
(2𝑞 𝑉max

𝐶𝑅𝑓
)𝑅2

𝑓

𝛾𝑒𝑚
. (5.12)

In (5.12), 𝑉max was the maximum voltage of the ODMR curve in Fig:5-16b,

which was ∼45 µV, and 𝐶 was the ODMR contrast of ∼ 0.01.

2. The magnetic sensitivity (𝜂𝑚) due to the amplitude noise converted from the

microwave generator spectral purity is determined by (see 5.5):

𝜂𝑚 =
𝜎𝑚

𝛾𝑒𝑚
≈ 2𝜋𝑓𝑚𝜑𝑛𝑚

𝛾𝑒𝑚
≈ 2𝜋𝑓𝑚𝜑𝑛

𝛾𝑒
, (5.13)

where 𝑚 was the slope of the FM-ODMR curve. Based on the measured PLL

phase noise (𝜑𝑛) of -88 dBc/Hz at 𝑓𝑚, 𝜂𝑚 is ∼ 30 pT/
√

Hz.

Estimation of the Contribution of the Microwave Phase

Noise on the Sensor Sensitivity

The microwave signal that drives the NV centers can be represented as:

𝑉RF =𝑉0 cos (𝜔0𝑡+ 𝜑𝑛(𝑡)), (5.14)

where 𝑉0, and 𝜔0 are the microwave signal amplitude and frequency, respectively.

𝜑𝑛(𝑡) was the phase noise of the microwave frequency. The instantaneous frequency

can be represented as:

𝜔(𝑡) = 𝜔0 +
𝑑𝜑𝑛(𝑡)

𝑑𝑡
, (5.15)
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The frequency fluctuations around the operating frequency (𝜔0) was related to the

phase noise by:

𝛿𝜔 =
𝑑𝜑𝑛(𝑡)

𝑑𝑡
, (5.16)

In our case, a lock-in amplifier was used to observe the noise around the modulation

frequency (𝜔𝑚). Therefore, 𝜑𝑛(𝑡)=𝜑𝑛 cos 2𝜋𝑓𝑚𝑡 can be assumed to have a sinusoidal

form, where 𝜑𝑛 was the phase noise of the microwave source at the modulation fre-

quency (𝑓𝑚) in dBc/Hz. This means the peak frequency fluctuation was ≈ 2𝜋𝑓𝑚𝜑𝑛.

Therefore the voltage spectral density due to the PM to AM noise conversion was

represented as: √︃
𝑉 2
𝑛

𝛿𝑓
≈ 2𝜋𝑓𝑚𝜑𝑛𝑚, (5.17)

where 𝑚 was the slope of the FM curve in V/Hz.

Estimation of Sensitivity for Future Hybrid CMOS-

NV Magnetometers

The sensor sensitivity was inversely proportional to the 𝑆𝑁𝑅 of the sensor output:

𝑆 ∝ 1

𝑆𝑁𝑅
=

𝜎𝑖 ·Δ𝜈

𝛾𝑒 · 𝐼𝑟
, (5.18)

where 𝜎𝑖 was the total noise current density (unit: A/Hz1/2), Δ𝜈 is the linewidth of

the ODMR curve, 𝐼𝑟 is the photo-current due to the red fluorescence signal, and 𝛾𝑒 is

28 GHz/T. From our experiments, the linewidth of the ODMR was 6 MHz. The noise

was limited by the shot noise of either the green excitation (for low optical filtering

ratio) or the red fluorescence (for high optical filtering ratio):

𝜎𝑖 =
√︁

2 · 𝑞 · (𝐼𝑔 + 𝐼𝑟), (5.19)
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where 𝑞 is the electronic charge, and 𝐼𝑔 and 𝐼𝑟 are the photo-currents due to the

unfiltered green light and red fluorescence, respectively. The value of 𝐼𝑔 was estimated

as:

𝐼𝑔 = 𝑃𝑔 ·𝑅PD · 𝜂𝑔, (5.20)

where 𝑃𝑔 is the input optical power, 𝑅PD is the photodiode responsivity, and 𝜂𝑔 is the

green rejection of the optical filter. The value of 𝐼𝑟 is proportional to the total number

𝑛nv of NV centers in the diamond, which is proportional to the sensing area 𝐴nv and

NV density 𝜌nv. Lastly, the performance using the spin-controlled pulse sequence

was estimated based on the fact that the equivalent transition linewidth (hence the

zero-crossing slope 𝑚) of the configuration was reduced by ∼100× for AC magnetic

field measurements [188, 16].

5.6 Conclusions

In this Chapter, we present a vector-field magnetometer, which was based on a hybrid-

CMOS chip-scale platform. The chip has the essential components for the manipula-

tion and detection of the NV centers’ spin states. We demonstrate room-temperature

magnetic field sensing with a sensitivity of 245 nT/Hz1/2, which was 130× better

Figure 5-18: Table comparing different figures of merit across different NV sensing
experiments. The top two rows are experiments done with discrete devices while the
bottom three rows show the progress made across Chapters 4 - 5.
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than our previous prototype [102]. A microwave launcher with uniform microwave

generation was introduced that can be scaled up for large diamond areas (i.e. large

𝑆𝑁𝑅). An enhanced multi-layer nanophotonic filter for lower background noise was

also presented.

Figure 5-18 compares our work vs other published works. You can see that while

our sensitivity has improved by over two orders of magnitude from [87] to [89], it is

still ∼5 orders of magnitude worse than the best reported values[57]. While these

experiments have reported better sensitivity, they are also significantly larger (1 m3)

compared to our own device (1 mm3). The scalable architecture and component de-

signs presented in this Chapter provide a clear pathway to further push the sensitivity

of our sensor to this performance. This is shown in Fig:5-19, which plots the estimated

sensitivity with varying optical filtering performance, sensing areas and NV-centers

densities. As shown in Fig:5-10, current locations for lower optical grating layers are

still not optimal due to the fixed BEOL stack configuration. In more advanced CMOS

technology nodes, where a denser stack of thinner metal layers are available, the op-

tical filtering performance can be further improved. For the microwave launcher, a

better optimized configuration of the boundary wire arrays (i.e. Group D in Fig:5-
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5b) can lead to higher magnetic homogeneity over a larger proportion of the total

launcher area. For example, we find that if each Group D consists of 𝑚=4 wires

(𝑑=4 µm) with 𝐼𝐷=6.35 mA, and a gap of 12 µm exists between Group D and Group

A/C, 95% magnetic homogeneity was achieved for the entire -60 to 60-µm space above

Group A-B-C. Homogeneity over large space also promises a significant sensitivity en-

hancement via spin-controlled pulse sequence [16]. Lastly, the ability to manipulate

the NV centers over a larger area also enables the integration of larger numbers of

detectors for gradient magnetometry, multiplexed analytical NMR spectroscopy[67],

atomic gyroscopes[95], and other quantum-sensing applications [44].
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Chapter 6

Related Works

This thesis focuses primarily on developing S3IC systems. Tangential to this effort,

three projects were completed. The first integrated NVND ensembles within func-

tionalized fibre. Using the model developed in Chapter 3, we used NVNDs for dis-

tributed magnetometry[122]. The fibre integration of optoelectronic and solid-state

spin devices produced a rugged and waterproof quantum-enhanced sensing platform.

The second project developed the surface functionalization of nanodiamonds[176].

This work developed a coating, micellization, and delivery strategy that causes the

membranes of neurons to be covered with nanodiamonds. Both projects used NV

centers hosted in NVND ensembles to expand the functionality of NV sensing. The

final project was an internship at MIT Lincoln Laboratory where I constructed an

improved version of the optical microscope shown in Section 2.2.

The first project oversaw the integration of NVND ensembles within functionalized

fibre[122]. While NV centers have been used for remote detection of ferrous metals,

geophysics, and biosensing, their development into fieldable devices has been limited

due to their need to combine optical, microwave, and spin-readout into a single system.

Existing approaches have yielded localized devices without distributed capabilities.

This work reports a continuous system-in-a-fibre architecture that enables distributed

magnetic sensing over extended lengths. Key to this realization was a thermally drawn

fibre that had hundreds of embedded photodiodes connected in parallel and a hollow

optical waveguide that contained a fluid full of NVNDs. This fibre was placed in a
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larger coaxial cable to deliver the required MW excitation. This distributed quantum

sensor was realized in a water-immersible 90-m-long cable with 102 detection sites.

A sensitivity of 63 ± 5 nT/
√

Hz per site, limited by laser shot noise, was established

along a 90 m test section. This fibre architecture opens new possibilities as a robust

and scalable platform for distributed quantum sensing technologies.

The second project studied the surface chemistry of nanodiamonds to avoid ag-

glomeration on top of cell membranes[176]. While nanodiamonds are a promising tool

for a range of biologically relevant nanoscale sensing applications–thermometry[110],

pH sensing[144], and electric[48, 36, 100] and magnetic field sensing[127, 12, 70, 96, 66,

182]–their use in making actual biological discoveries has been limited. This failure

is partly due to their agglomeration in physiological conditions and challenges with

their delivery to cell surfaces. This work addresses both of these conditions through

nanodiamond surface functionalization. We developed a coating, micellization, and

delivery strategy that causes the membranes of neurons to be equipped with nanodi-

amonds and show via electron microscopy, optical microscopy, and cell health assays

that the nanodiamonds thus functionalized stay on membranes without adversely af-

fecting cell health. In contrast, commercially available nanodiamonds aggregate and

undergo other processes (e.g., endocytosis) that limits their functionality as enduring

reporters of membrane signaling. Given its simplicity, we expect our method to be

readily applicable to other cell types, as well as other nanoparticle sensing platforms

that require single particles be delivered to cell membranes.

6.1 Distributed Quantum Fibre Magnetometry

Current distributed fibre sensors have high sensitivity to temperature[15, 204], strain[24,

132, 218], and pressure[114, 216, 208] – but not to magnetic fields[42, 179, 41].

This work adds spin-based quantum magnetometry to the sensing capabilities of

distributed fibre sensors through the integration of NV ensembles. Recent advances

toward component integration have achieved magnetometry point probes consisting

of micro-diamonds on fibre facets[56] or nanodiamonds on tapered fibres[116]. How-
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ever, practical devices will require compact and stable architectures and – for some

applications – distributed sensor arrays for magnetometry. Here we introduce an NV-

based fibre magnetometer composed of hollow-core silica fibre, drawn with a func-

tional cladding containing the necessary electronics for ODMR magnetometry[122].

We likewise use the fibre as a delivery mechanism for the pump field[172], allowing

spin polarization and readout, while extending component integration by having the

fibre serve as a backbone for photodetection and microwave spin control.

The fibre preform structure, fabrication process, and schematic are described in

Reference [122] and is summarized below. First, we draw a hollow-core silica fibre

(index 1.46) through a high-temperature draw tower. Then we embedded a series of

tightly packed photodiode (PD) chips in a polycarbonate (PC) cladding. During our

next thermal draw, we insert two copper wires and a hollow-core silica fibre, prepared

in advance, through holes in the PC. To achieve the required dimensions of the final

device, we controlled the feed and draw speed of the PC. The cable assembly was

completed by inserting the fibre into a notched coaxial cable. The completed cable

spool was 90 m long. The schematic of the microfluidic system allows distributed

long-range magnetometry as described below. The system was composed of a 532

nm laser source coupled to a hollow-core silica waveguide. A notched coaxial cable

waveguides the required microwave fields to control the NV’s spin state, producing

ODMR. The fibre contains periodically spaced sensing modules (average spacing of

17 cm) to measure the magnetic field magnitude |𝐵(𝑠)| at a distance 𝑠 along the fibre.

The 532 nm excitation field required for ODMR was guided in the silica shell. We

scanned a NV-micro-diamond droplet with air pressure supplied at the back end of

the fibre. When the droplet was aligned with one of the embedded PDs, the red NV

fluorescence was detected from the green pump background using a lock-in technique.

The PDs were connected in parallel through two fibre-embedded copper wires[159].

The surrounding coaxial cable[122] drove the NV spin resonance for ODMR. The

embedded PDs collected the emitted NV fluorescence, and the generated photocurrent

was measured using a centralized readout bus located at the end of the fibre.

Using the analysis of NVND ensembles presented in Chapter 3, we measured a
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sensitivity of 63 ± 5 nT/
√

Hz when accounting for the 100 ms time constant and

the 0.78 Hz ENBW of the lock-in amplifier (24 dB/oct roll-off). To showcase the

distributed quantum magnetometry capabilities of our device, we deployed it down a

70 m corridor. We measured the magnetic field at 102 points along the corridor. We

observed a spike in the magnetic field of ∼180 µT at the location of Airgas cylinders.

We also used the unique distributed nature of our fibre magnetometer to localize

and quantify a magnetic source in space. A magnet cube (3x3x3 mm) was placed

1.3 cm away from the fibre, and we aligned it to the fibre so that adjacent sensing

modules were 3, 2.2, 5.7, and 3 cm apart. Determining the applied magnetic field at

each node gave the magnetic field distribution along the fibre. Modeling the applied

magnetic field as a magnetic dipole allowed us to determine the location, orientation,

and magnitude of the magnetic object[122]. For example, we determined the axial

and radial position with an accuracy of 1.87 and 2.87 mm, respectively.

We estimate that an additional order of magnitude improvement in sensitivity

is possible by improving green filtering by ∼20 dB. Two possible solutions to filter

the green light are inserting a thin free-space optical filter within the cladding or

modifying the cladding to have a photonic Bragg grating layer[184]. The noise would

then be dominated by the shot noise from the NV centers. The SNR could also

be improved by increasing the total amount of collected NV fluorescence, as shown

in bulk diamond NV ensemble magnetometers, which have recently demonstrated a

sensitivity of pT/
√

Hz for DC magnetometry[213, 39, 16]. Additional improvement

could be achieved by using NV centers with improved spin coherence[197, 127, 56, 14].

In conclusion, we have demonstrated a distributed fully-integrated magnetic field

sensor that enables localization and quantification of magnetic fields along a hundred

meter-scale length with a sensitivity of 63 nT/
√

Hz and a spatial resolution of 17

cm. Such a distributed water-immersible quantum fibre magnetometer promises new

applications for remote detection and tracking in a range of fields including geophysics,

ferrous metal detection, and biomedical sensing.
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6.2 Membrane-targeted Delivery of Nitrogen-Vacancy

Nanodiamonds

My primary contribution to this work was performing ODMR measurements on la-

beled neurons. The goal of the experiment was to determine if silanized nanodia-

monds (Si-NVNDs) or hydroxyl-terminated nanodiamonds (OH-NVNDs) were better

for precise targeting of membranes without significant agglomeration. Previous work

has focused on OH-NVNDs with cellular delivery occurring through endocytosis[85,

134]. However, this method has demonstrated agglomeration which hampers neurite

growth[84]. Thus in this work, we focused on staining neural membranes with both Si-

NVNDs and OH-NVNDs. We started with commercial nanodiamonds (Adámas Nan-

otechnologies, made via the high-pressure-high temperature method) and silanized

them producing a hydrophobic shell. They were then encapsulated in PEG350-PE

micelles, dispersed in physiological buffer, and subsequently incubated with primary

neurons for a few minutes, and washed. Finally, the samples were imaged by optical

microscopy, as detailed below.

We performed optical confocal microscopy of neurons stained by each of these

kinds of functionalized NVNDs. We used a membrane stain (WGA-488) to show

whether NVNDs were internalized into the neural cytosol or stayed on the cell mem-

brane (with the caveat that our resolution was limited by optical diffraction). This

co-labeling allowed us to estimate the fraction of NVNDs on the membrane vs. inside

the cell. We found a significantly higher percentage of Si-NVNDs than OH-NVNDs

on the membrane, for both NVNDs with mean diameters of 100 nm and 40 nm[176].

The previous experiments were done using confocal microscopy. To verify that

the red fluorescent spots in these confocal microscopy studies indeed originated from

NVNDs, we performed ODMR. We found NV resonant frequencies for both 100 nm

and 40 nm Si-NVNDs delivered to neurons[176]. The measured ODMR spectra orig-

inating from the fluorescent locations show that these fluorescent labels were indeed

NVNDs.
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6.3 Constructing a Spin Microscope at

MIT Lincoln Laboratories

From May 2019 to January 2020, I worked at MIT Lincoln Laboratories. The goal

was to develop a spin microscope optimized for large field of view (4 mm x 4 mm),

high frame rate, and sensitivity. This setup combined three advantages found within

MIT LL’s quantum sensing group: highly uniform MW field delivery over large areas

[54, 99], their optimized diamond growth, and propriety MIT LL camera technology,

the digital focal plane array (DFPA). This camera offers both very large electron

well depth and dynamical programming of the camera. This programming allows

for on-chip lock-in detection of NV fluorescence. Both of these features are highly

advantageous for wide-field imager setups. This spin microscope should have very

high sensitivity capable of implementing advanced dynamical decoupling sequences

on NV centers across the FOV. This device should have broad utility in fields ranging

from microelectronics reliability studies, modeling chemical reactions, to the biological

sciences.
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Chapter 7

Outlook and Closing Thoughts

7.1 Conclusion

This dissertation has presented my seven years of research at MIT. Over that time the

NV community has rapidly advanced the state-of-the-art of the field. NV centers have

progressed from original platform demonstrations[68] to fully realized commercial

devices[153]. Massive flagship government-funding programs[1] further illustrate this

increasing interest. Over the coming years I imagine that the application space of NV

sensing generally, and S3IC particularly, will continue to expand with new frontiers

of development and integration.

Chapter 3 presents Q-CAT imaging. We extended the ODMR model for NV cen-

ters developed in chapter 2 to NVNDs, building on the works shown in Ref. [81, 128].

We also performed statistical characterization of NVND properties in regards to gen-

erating MT images. We emphasized the applicability of Q-CAT imaging by using

it on a variety of material systems of increasing electro-thermal physics complexity,

with particular emphasis on GaN HEMTs. This system showcases wide-field measure-

ments with a field of view greater than 100 µm x 100 µm, compatibility with standard

microscopes, can be applied to many materials, and a mean thermal sensitivity com-

parable to micro-Raman spectroscopy and IR microscopy. This work highlights S3IC

as a diagnostic tool to improve ICs.

Chapters 4 and 5 demonstrate chip-scale quantum magnetometry by integrating
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spin systems with CMOS technology - S3IC. We integrated the essential components

to detect NV-ODMR: a microwave generator, an inductor, an optical pump beam

filter, and a PD. The microwave launcher we present provided better than 95% uni-

formity with a scalable design. The on-chip optical filter provided better than 25

dB suppression of the green pump through both a plasmonic and Talbot filter. Ulti-

mately the performance of the chip, 245 nT/Hz1/2, was limited by green shot noise of

our pump - indicating that further improvements in green filtering are necessary to

reach NV fluorescence shot-noise limited performance. In addition, using a diamond

waveguide geometry[39] – possibly with a higher NV density[2] (0.01 ppm to 10 ppm)

– should increase the SNR by orders of magnitudes. In addition, dynamical decou-

pling sequences[188, 44] can improve the sensitivity by a few orders of magnitude

for measuring magnetic fields at frequencies above the NV decoherence rate. The

scalable architectures and component designs presented provide a clear pathway to

further push the proposed sensor to sub-nT/Hz1/2 sensitivities.

7.2 Outlook

Q-CAT imaging is a powerful technique for MT imaging. Three possible improve-

ments in the platform are improving the primary figures of merit, the magnetic

and temperature sensitivity, decreasing the variance in the thermal response of the

NVNDs, and expanding the functionality of the platform. The sensitivity could

be improved by using NVNDs possessing coherence times approaching what has

been demonstrated with bulk diamond[14, 197] or by using dynamical decoupling

pulse sequences[188]. We estimate that mK/
√

Hz[110] temperature precision and

sub nT/
√

Hz[14] magnetic field sensitivity are achievable with Q-CAT imaging. Im-

proving the nanodiamond fabrication and delivery would decrease the variation in

NVND thermal response. This variation needs to be significantly smaller than the

temperature sensitivity so that precision is limited by experimental noise. The final

improvement is expanding the functionality of this technique. The unique method of

NVND deposition enables the imaging of non-planar geometries, perhaps allowing the
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imaging of vertical sidewalls. Also, the temporal resolution of this technique could be

extended for periodic signals through stroboscopic imaging, in which the laser readout

for the NVNDs is pulsed in sync with the application of the electric current. In this

manner, a temporal resolution of 10 ns could be achieved, which is limited by the

laser gating time. This application could be of interest in studying the transient MT

behavior of microelectronic devices, such as the peak temperature of GaN HEMTs

at MHz frequencies. Studying GaN HEMTs at this operating frequency is crucial

for constructing high efficiency power converters. Finally, the ability to image the

magnetic field across an electrical device could be useful in device verification studies

and preventing hardware Trojan attacks[25].

The hybrid NV-CMOS quantum magnetometers shown in Chapters 4 - 5 are

incomplete. There are additional components that should be integrated and capabil-

ities that need to be demonstrated. For example additional MW frequencies could

be implemented to allow for double quantum magnetometry, reducing common mode

noise. We note that the CMOS-integration of all currently off-chip electronic com-

ponents, such as the TIA and the lock-in amplifier, has been demonstrated in prior

research[207] and would simplify the experiment. One component not presently inte-

grated into our diamond-CMOS platform is the pump laser for NV optical excitation.

This optical pump can be integrated into our platform through using a chip-scale laser

diode[137], green Vertical-Cavity Surface-Emitting Lasers[101], or CMOS-compatible

waveguided delivery of the optical pump beam[129]. Alternatively, dispersive cavity

readout [55] offers an alternative readout mechanism with the possibility to reach

the NV spin-projection limit (∼ 50 fT/
√

Hz). This readout mechanism is especially

attractive because it eliminates the need to filter out the green pump - the primary

limitation currently.

There are a variety of magnetometers currently available. For example SQUID

magnetometers have demonstrated fT/
√

Hz sensitivities[51] but require cryogenic

temperatures and are thus not widely used. CMOS-compatible magnetometer in

contrast are widely integrated throughout commercial electronic devices. There are

fluxgate, anisotropic magnetoresitance (AMR or GMR), and Hall effect (HE) sen-
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sors. In particular, AMR and HE sensors have dominated the commercial market

for decades[72]. HE sensors are cheaper than AMR sensors with relatively poor sen-

sitivity ( 10 nT/
√

Hz) but larger operating range. AMR sensors, in contrast, are

significantly more sensitive (200 pT/
√

Hz)[72]. Interestingly, SERF magnetometers

have recently been miniaturised into commercial devices [201, 154]. These devices

demonstrate improved sensitivities (200 fT/
√

Hz) compared to AMR or HE sensors,

though are significantly more expensive (∼ $9000). Thus, the NV-CMOS hybrid

platform shown in this thesis has much potential as a commercial device because

it combines the advantages of CMOS (cheap, scalable) with NV centers (sensitive,

high bandwidth, large operating range, vector sensing capability). We estimate that

a sensitivity of ∼ pT/
√

Hz is possible with this platform using conventional optical

readout.

The ability to manipulate NV centers on-chip enables a variety of applications.

Possible applications include parallel readout of an entire magnetic field spectrum

(magnetic spectrometer). NV ensemble sensing over a larger area also enables the

integration of more PDs for gradient magnetometry with applications toward nav-

igation in a GPS denied environment; multiplexed NMR spectroscopy[67], atomic

gyroscopes[95]; and other quantum-sensing applications[44]. In addition to chip-

scale quantum sensing capability, our CMOS-based spin control and readout scheme

will provide a uniquely scalable solution for implementing spin quantum-bit controls.

This platform is particularly essential to develop a large-scale quantum information

processor[217, 203, 33, 143], which enables quantum enhanced sensing[63, 202, 44]

and quantum information processing [23, 147, 86].

7.3 Closing Thoughts

When I started doing research at MIT, I could not imagine the exciting possibilities

that the NV platform would offer. I began with constructing simple optical setups.

That work continually increased in complexity, both in breadth and depth of scien-

tific thought, culminating in interdisciplinary projects staffed with experts in various
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technologies and processes such as neurons, CMOS chips, GaN HEMTs, and optical

fibre. Thus, while this dissertation concludes my work on NV centers at MIT, I be-

lieve that S3ICs will continue to impact the future scientific directions of NV-based

sensing platforms. It really is just the end of the beginning for NV centers, with the

only limit on applications being creativity.
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Appendix A

Derivation of Q-CAT Fitting Model

We can derive an analytical expression for the expected ODMR spectrum by extending

the derivation for an NV within an optical trap[81]. This means determining the

ODMR curve’s lineshape around each NV resonance as a function of 𝑓 , 𝛿𝜈, and 𝐶,

where 𝑓 is the microwave frequency, 𝛿𝜈 is the linewidth of the Lorentzians[50] seen in

Figure 2-2, and 𝐶 is the NV’s contrast - the normalized change in fluorescence rate

between the |𝑚𝑠 = ±1⟩ and |𝑚𝑠 = 0⟩ states.

In order to determine information about the NV’s local environment, we must first

fit the NV’s ODMR curve, 𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶), to determine both 𝑇 and 𝐵𝑧. The functional

form of 𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) is used to fit the ODMR curves shown in Figure 1 of the main

text and to construct the temperature and magnetic field images shown in Figures

3-5. 𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) has the form

𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) =

∑︀𝑁
𝑖=1

∑︀2
𝑚=1 𝑟𝑖𝑚(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶)∑︀𝑁

𝑖=1

∑︀2
𝑚=1 𝑟𝑖𝑚(0; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶)

(A.1)

where 𝑟𝑖𝑚(0) is the NV fluorescence rate at zero microwave frequency, 𝑁 is the number

of NVs, 𝑖 represent the number of NVs up to 𝑁 , and 𝑚 is the two |𝑚𝑠 = ±1⟩ spin

states. We know that and the relationship between 𝑟(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶) and 𝑟𝑖𝑚(0) is given

by[50]
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𝑟𝑖𝑚(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶) ≈ 𝑟(0)𝑖𝑚

(︃
1− 𝐶

1 +
(︀
𝑓−𝜖𝑖𝑚
𝛿𝜈

)︀2
)︃

(A.2)

which simplifies to

𝑟𝑖𝑚(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶) = 𝑟(0)𝑖𝑚

(︃
1− 𝐿(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶)

)︃
(A.3)

where 𝐿(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) is the three-parameter Lorentzian function. Thus, 𝐼(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶)

becomes

𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) = 1−
∑︀𝑁

𝑖=1

∑︀2
𝑚=1 𝐿(𝑓 ; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶)

𝑁
(A.4)

in the limit where all NVs emit at the same fluorescence rate, or

𝑁∑︁
𝑖=1

2∑︁
𝑚=1

𝑟𝑖𝑚(0; 𝜖𝑖𝑚, 𝛿𝜈, 𝐶) =
𝑁∑︁
𝑖=1

2∑︁
𝑚=1

𝑟𝑖𝑚(0) = 𝑁𝑟0 (A.5)

Equation A.4 is correct for an ODMR spectrum with an integer number of 𝑁 and

uniform collection efficiency. NVs located within a diamond lattice have 𝑁 = 4, as

shown in Figure A-1a top. A representative ODMR curve originating from all four

NV orientations within a diamond lattice under a static magnetic field is shown in

Figure A-1b, with the four NVs identified with each of their spin states. NV resonant

frequencies are determined by the solution to the Hamiltonian described in the pre-

vious section (Equation 2.1). For NVs within nanodiamond (NVND) ensembles, 𝑁

is very large and this makes Equation A.4 hard to apply.

To modify Equation A.4 in the regime of large 𝑁 , we observe how NVND ensemble

ODMR spectra change as a function of |𝐵|. As shown in Figure 1b of the main text,

as 𝑁 increases the ODMR curve broadens. We make the following assumption that

𝑁 = ∞ and is isotropically distributed. This model is shown in Figure A-1a bottom.

Figure A-1c shows a fluorescence image of deposited Adámas nanodiamonds. The

boxed nanodiamond gives the ODMR spectra shown in Figure A-1d as a function of

magnetic field. This broadening is very different than what is observed in Figure A-

1b, and this motivates the adoption of the isotropic model to explain NVND ODMR
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spectra. Thus, this isotropic model has four repercussions: (i) a broadening of the

ODMR curve as a function of |𝐵|, resulting from the varying 𝐵𝑧 across the NV

ensemble; (ii) the insensitivity of the NVND ensemble to 𝐵𝑧, as there will always be a

maximally aligned NV within the ensemble; (iii) Equation 8 is no longer accurate as

the anisotropic collection effiency of the optical system needs to be considered, which

results in 𝑟(𝜃)0- the 𝜃 dependent NV fluorescence collection rate; (iv) the distribution

in 𝐵𝑧 means that the normalized fluorescence of NVNDs increases as a function of

|𝐵| to 1.

Figure A-1: Overview of NVND Ensemble Model. a, Different models that
explain ODMR spectra. b, Representative ODMR curve of NVs in a diamond lattice
under a static magnetic field. c, Fluorescence image of deposited nanodiamonds with
one NVND boxed. d, ODMR spectra of boxed NVND as a function of magnetic field.

With the assumption that NV orientations are isotropically distributed, we modify

Equation A.5 by integrating around the unit sphere. To simplify the calculation, we

make the approximation that the driving microwave field affects all NV orientations
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equally.

1− 𝐼(𝑓 ; 𝜖, 𝛿𝜈, 𝐶) ∝
∫︁ 𝜋

0

2∑︁
𝑚=1

𝑅(𝜃)𝐿(𝑓 ; 𝜖𝜃𝑚, 𝛿𝜈, 𝐶)𝑠𝑖𝑛(𝜃)𝑑𝜃 (A.6)

where 𝑅(𝜃) represents the angular dependent weighting of the normalized fluorescence

value 𝑟0, which originates from the invalidation of Equation 7. The sum for both the

|𝑚𝑠 = ±1⟩ spin states remains inside the integral, and we have integrated about 𝜑.

The lack of 𝜑 dependence on 𝑅(𝜃) is due to the symmetry of the optical collection

around 𝜑. Inserting the dependence of 𝑇 and |𝐵| explicitly, Equation A.5 becomes

1− 𝐼(𝑓 ;𝑇, |𝐵|, 𝛿𝜈, 𝐶) ∝∫︁ 𝜋

0

(︃
𝑅(𝜃)𝐶

1 +

(︂
𝑓−
(︀
𝐷(𝑇 )+

√︂
𝐸2+
(︀
𝛾𝐵𝑧(𝜃)

)︀2)︀
𝛿𝜈

)︂2
+

𝑅(𝜃)𝐶

1 +

(︂
𝑓−
(︀
𝐷(𝑇 )−

√︂
𝐸2+
(︀
𝛾𝐵𝑧(𝜃)

)︀2)︀
𝛿𝜈

)︂2

)︃
𝑠𝑖𝑛(𝜃)𝑑𝜃

(A.7)

To use Equation A.7, 𝑅(𝜃) still needs to be determined. The form of 𝑅(𝜃) will

depend on the numerical aperture (NA) of the experiment’s objective, because the

objective will collect less light from NVs at oblique angles to it. For most of the data

shown in this work, NV fluorescence was collected using a 50X long working distance

objective with a NA of 0.55. We will determine 𝑅(𝜃) for this NA, as a representative

sample.

A.1 Solving for 𝑅(𝜃)

To determine 𝐼(𝑓 ;𝑇, |𝐵|, 𝛿𝜈, 𝐶), we assume that the NVs within a nanodiamond

are isotropically distributed. However, this assumption does not account for the

anisotropic collection efficiency of our optical system. This angular dependence is

represented in parameter 𝑅(𝜃). 𝑅(𝜃) depends on several parameters: microwave

strength, the amount of light absorbed by the NV, and the amount of collected light
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emitted. Since we assume that 𝛿𝜈 is constant for all NV orientations (to simplify the

calculation), only the angular dependence of the absorption and collection efficiency

is considered. Thus,

𝑅(𝜃) ∝ 𝜁(𝜃) * 𝐶𝐸(𝜃) (A.8)

where 𝜁(𝜃) is the angular dependence of the NV’s absorption and 𝐶𝐸(𝜃) is the angular

dependence of the optical system’s collection efficiency.

A.1.1 Determining 𝜁(𝜃)

To calculate 𝜁(𝜃), we first model the NV as a classical dipole. The absorption from

a single transition dipole is proportional to
⃒⃒⃒
𝑝 · �⃗�

⃒⃒⃒2
, where 𝑝 is the associated dipole

moment and �⃗� is the electric field vector of the excitation beam. We assume that

�⃗� is perpendicular to the objective axis, 𝑧, and thus has the form �⃗� = 𝐸𝑥�̂� + 𝐸𝑦𝑦.

The coordinate system is shown in Figure A-2. Since the NV has two dipoles[82] ,

the total absorption is proportional to

Figure A-2: Diagram of NV-objective Coordinate System. Diagram of the
coordinate system used to determine 𝜁(𝜃).

𝜁(𝜃) ∝
⃒⃒⃒
𝑝1 · �⃗�

⃒⃒⃒2
+
⃒⃒⃒
𝑝2 · �⃗�

⃒⃒⃒2
(A.9)
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Without loss of generality to the final functional form of 𝜁(𝜃), we can define the dipole

directions, 𝑝1 and 𝑝2, as

𝑝1 = 𝑝1�̂� × 𝑧 (A.10)

𝑝2 = 𝑝2�̂� × 𝑝1 (A.11)

where �̂� is the direction of the NV axis given by

�̂� = sin 𝜃 cos𝜑�̂�+ sin 𝜃 sin𝜑𝑦 + cos 𝜃𝑧 (A.12)

We define 𝜃 as the polar angle and 𝜑 as the azimuthal angle defined from the origin

of the NV. Thus,

𝑝1 = 𝑝1(sin 𝜃 sin𝜑�̂�− sin 𝜃 cos𝜑𝑦) (A.13)

The absorption due to the first dipole is

𝜁(𝜃, 𝜑)𝑝1 ∝ 𝑝21(𝐸𝑥 sin 𝜃 sin𝜑− 𝐸𝑦 sin 𝜃 cos𝜑)
2 (A.14)

We next integrate 𝜁(𝜃, 𝜑) over 𝜑 and get

𝜁(𝜃)𝑝1 ∝ 𝑝21𝜋(𝐸
2
𝑥 + 𝐸2

𝑦) sin
2(𝜃) (A.15)

Similarly, 𝑝2 becomes

𝑝2 = 𝑝2(sin 𝜃 cos 𝜃 cos𝜑�̂�+ sin 𝜃 cos 𝜃 sin𝜑𝑦−

(sin2 𝜃 cos2 𝜑+ sin2 𝜃 sin2 𝜑)𝑧) (A.16)

Thus, the absorption from the second dipole is proportional to

𝜁(𝜃)𝑝2 ∝ 𝑝22𝜋 sin2 𝜃 cos2 𝜃(𝐸2
𝑥 + 𝐸2

𝑦) (A.17)
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where we again integrate over 𝜑. Hence, the total NV absorption is

𝜁(𝜃, 𝜑)𝑡𝑜𝑡𝑎𝑙 ∝ 𝜁(𝜃)𝑝1 + 𝜁(𝜃)𝑝2 = 𝑝21𝜋(𝐸
2
𝑥 + 𝐸2

𝑦) sin
2 𝜃 + 𝑝22𝜋 sin2 𝜃 cos2 𝜃(𝐸2

𝑥 + 𝐸2
𝑦)

(A.18)

From symmetry we know that 𝑝1 = 𝑝2 and |𝐸|2 = 𝐸2
𝑥 + 𝐸2

𝑦 . Thus,

𝜁(𝜃, 𝜑)𝑡𝑜𝑡𝑎𝑙 ∝ 𝑝21𝜋(|𝐸|2) sin2 𝜃(1 + cos2 𝜃) ∝ 1− cos4 𝜃 (A.19)

A.1.2 Determining CE(𝜃)

We calculate 𝐶𝐸(𝜃) by treating the NV’s dipole moments classically. The power

radiated by both NV dipoles is given by

⟨︀
𝑃𝑡𝑜𝑡𝑎𝑙

⟩︀
=
⟨︀
𝑃1

⟩︀
+
⟨︀
𝑃2

⟩︀
(A.20)

where each dipoles power is given by

⟨︀
𝑃
⟩︀
∝ |𝑝⊥|2 (A.21)

where 𝑝⊥ is given by

𝑝⊥ = 𝑝− 𝑟(𝑟 · 𝑝) (A.22)

and 𝑝 is given by

𝑝 = 𝑝𝑥�̂�+ 𝑝𝑦𝑦 + 𝑝𝑧𝑧 (A.23)

Here we define the origin of our coordinate system from our objective axis, as shown

in Figure A-3, with the NV frame aligned with the objective. Thus, 𝑟 becomes

𝑟 = sin 𝜃𝑜𝑏𝑗 cos𝜑𝑜𝑏𝑗�̂�+ sin 𝜃𝑜𝑏𝑗 sin𝜑𝑜𝑏𝑗𝑦 + cos 𝜃𝑜𝑏𝑗𝑧 (A.24)
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Figure A-3: Schematic of Objective Reference Frame. Objective reference frame
shown with respect to NV reference frame.

Solving for each component of 𝑝⊥ gives

𝑝⊥�̂�
= 𝑝𝑥(1−sin2 𝜃𝑜𝑏𝑗 cos

2 𝜑𝑜𝑏𝑗)−𝑝𝑦 sin
2 𝜃𝑜𝑏𝑗 sin𝜑𝑜𝑏𝑗 cos𝜑𝑜𝑏𝑗−𝑝𝑧 sin 𝜃𝑜𝑏𝑗 cos𝜑𝑜𝑏𝑗 cos 𝜃𝑜𝑏𝑗

(A.25)

𝑝⊥𝑦
= 𝑝𝑦(1−sin2 𝜃𝑜𝑏𝑗 sin

2 𝜑𝑜𝑏𝑗)−𝑝𝑥 sin
2 𝜃𝑜𝑏𝑗 sin𝜑𝑜𝑏𝑗 cos𝜑𝑜𝑏𝑗−𝑝𝑧 sin 𝜃𝑜𝑏𝑗 sin𝜑𝑜𝑏𝑗 cos 𝜃𝑜𝑏𝑗

(A.26)

𝑝⊥𝑧
= 𝑝𝑧(1−cos2 𝜃𝑜𝑏𝑗)−𝑝𝑥 sin 𝜃𝑜𝑏𝑗 cos 𝜃𝑜𝑏𝑗 cos𝜑𝑜𝑏𝑗−𝑝𝑦 sin 𝜃𝑜𝑏𝑗 sin𝜑𝑜𝑏𝑗 cos 𝜃𝑜𝑏𝑗 (A.27)

Equations A.25-A.27 are true for both NV dipoles. To solve for 𝑝⊥1 and 𝑝⊥2 , we

need to plug in 𝑝𝑥, 𝑝𝑦, and 𝑝𝑧 for each of the dipoles. Comparing Equations A.24 and

A.14, we see that the components for 𝑝1 are

𝑝𝑥1 = 𝑝1 sin 𝜃 sin𝜑 (A.28)
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𝑝𝑦1 = −𝑝1 sin 𝜃 cos𝜑 (A.29)

𝑝𝑧1 = 0 (A.30)

To solve Equations A.25-A.27 for 𝑝1 we use Equation A.23 with the following relation

given by observing Figure A-3. We see that 𝜃𝑜𝑏𝑗 = −𝜃 and 𝜑𝑜𝑏𝑗 = 𝜑. These give

𝑝2⊥𝑥
= (𝑝1 sin 𝜃 sin𝜑)

2 (A.31)

𝑝2⊥𝑦
= (−𝑝1 sin 𝜃 cos𝜑)

2 (A.32)

𝑝2⊥𝑧
= 0 (A.33)

To get
⟨︀
𝑃1

⟩︀
, we need to integrate 𝑝⊥(𝜃, 𝜑)

2 about 𝜃 and 𝜑. Thus,

⟨︀
𝑃1

⟩︀
∝
∫︁ 𝜃𝑚𝑎𝑥

0

∫︁ 2𝜋

0

𝑝2⊥1
sin 𝜃𝑑𝜃𝑑𝜑 =

∫︁ 𝜃𝑚𝑎𝑥

0

∫︁ 2𝜋

0

(𝑝2⊥𝑥
+ 𝑝2⊥𝑦

+ 𝑝2⊥𝑧
) sin 𝜃𝑑𝜃𝑑𝜑 (A.34)

where 𝜃𝑚𝑎𝑥 is the maximum collection angle determined by the NA of the objective.

Thus, 𝜃𝑚𝑎𝑥 is given by

𝑛 sin 𝜃𝑚𝑎𝑥 = 𝑁𝐴 (A.35)

𝜃𝑚𝑎𝑥 = sin−1 (𝑁𝐴/𝑛) (A.36)

where 𝑛 is the index of refraction of air. Thus,
⟨︀
𝑃1

⟩︀
is

⟨︀
𝑃1

⟩︀
≃ 1.04 sin2 𝜃 (A.37)

Similarly, for
⟨︀
𝑃2

⟩︀
we have
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⟨︀
𝑃2

⟩︀
≃ 0.12 sin4 𝜃 + 0.3 sin3 𝜃 cos 𝜃 + 0.45 sin2 𝜃 cos2 𝜃−

0.02 sin2 𝜃 cos 𝜃 + 0.06 cos 𝜃 sin 𝜃 − 0.47 cos2 𝜃 (A.38)

Thus,

⟨︀
𝑃𝑡𝑜𝑡𝑎𝑙

⟩︀
≃ 1.04 sin2 𝜃 + 0.12 sin4 𝜃 + 0.3 sin3 𝜃 cos 𝜃+

0.45 sin2 𝜃 cos2 𝜃 − 0.02 sin2 𝜃 cos 𝜃 + 0.06 cos 𝜃 sin 𝜃 − 0.47 cos2 𝜃 (A.39)

We treat
⟨︀
𝑃𝑡𝑜𝑡𝑎𝑙

⟩︀
∝ 𝐶𝐸(𝜃). Thus,

𝑅(𝜃) ∝ (1− cos4 𝜃)(1.04 sin2 𝜃 + 0.12 sin4 𝜃 + 0.3 sin3 𝜃 cos 𝜃+

0.45 sin2 𝜃 cos2 𝜃 − 0.02 sin2 𝜃 cos 𝜃 + 0.06 cos 𝜃 sin 𝜃 − 0.47 cos2 𝜃) (A.40)

Figure A-4: Comparison of Different 𝑅(𝜃). a, NVND ODMR as a function of
different 𝑅(𝜃) b, |𝐵| measurement for same data with different 𝑅(𝜃) models.

The different versions of 𝑅(𝜃) are shown in Figure A-4. Figure A-4a shows how

treating 𝑅 as a constant independent of 𝜃 means that orientations that would couple

best to the external magnetic field are not suppressed. The result of this is shown in

Figure A-4b, where a smaller magnetic field is measured than what is expected. This

effect will be minimized for optical systems with larger NA.
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