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Abstract 
 
Central to mRNA metabolism is the poly(A)-tail, a stretch of adenosine nucleotides at the 
mRNA 3′ end. In this dissertation, I investigate the role of the tail in the dynamics of mRNA 
decay, and describe the predominant mechanisms of decay for thousands of mammalian mRNAs. 
Next, I examine the effects of microRNAs, which influence mRNA decay and perturb tail length 
dynamics. Finally, I describe a physiological context in which the tail helps to control 
translation: neurons of the mouse brain.  
 
mRNA decay is tightly regulated in eukaryotes, determining the steady-state abundances and 
rates of accumulation of mRNAs. Despite this central role, the dynamics of decay have been 
described for only a handful of mRNAs. We determine these dynamics for thousands of 
endogenous mRNAs. Nascent mRNAs have reproducible and heterogeneous tail lengths just 
after they escape the nucleus. Once in the cytoplasm, most mRNAs are substrates for 
deadenylation, the rates of which vary by over 1000-fold, a range sufficiently large to capture the 
variation in mRNA decay rates. Surprisingly, once their tails become short, mRNAs decay at 
rates that also span a 1000-fold range. Moreover, these rates are coupled to their deadenylation 
rates, suggesting a concerted process of remodeling the mRNA–protein complex during decay. 
 
MicroRNAs (miRNAs) are small RNAs that influence decay of mRNA targets by recruiting 
deadenylases. Despite this recruitment, we observe no changes to steady-state tail length for 
miRNA targets. Resolving this paradox, we find that miRNAs not only deadenylate their targets 
but also increase the decay rate of short-tailed target molecules. By enhancing both rates, 
miRNAs do not alter the distribution of tail lengths of target mRNAs but enhance the rate at 
which mRNAs traverse these lengths.  
 
Neurons have unique requirements for translational control. We perform ribosome profiling in 
primary neuronal cultures and brain tissues from a mouse. mRNA poly(A)-tail lengths explain 
some (~5%) of the large variance in translational efficiency we observe, as does coding-sequence 
length, expression level, and codon composition. For some mRNAs, neuronal stimulation 
modifies tail lengths, and for a subset, transcription cannot explain these changes. A linear model 
that uses known determinants to predict translational efficiency explains only a portion (30–
40%) of its variance, indicating the need for additional investigation of mechanisms of 
translation in neurons.  
 
Thesis supervisor: David P. Bartel 
Title: Professor of Biology 
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RNA Decay is Regulated in Eukaryotes 

Gene expression awakens the genome. RNA, produced from genes, functions either as a vehicle 

for protein production, as is the case for mRNAs, or as the final functional output of the gene, as 

is the case for non-coding RNAs. In all cases, however, the abundance of the RNAs that are 

produced matters for their eventual function. Theory of chemical equilibria informs us that such 

abundance must be determined both by the rates of production and decay. If considering only 

steady-state abundance, both rates play crucial roles, but in the approach to steady-state, the rate 

at which these abundances change generally depends on decay rate, as RNAs that are long lived 

must first decay before they can be replaced.  

Despite these first-principles assertions, one of two regimes might describe the biology of 

gene expression. In the first regime, the rates of decay for all RNAs have a narrow distribution, 

one that explains only a small fraction of the overall variation in RNA levels. The second regime 

has a uniform RNA production rate but a large variance in decay rate. These regimes make 

different predictions for cellular control of gene expression because the magnitude of the change 

in gene expression brought about by tuning a particular node differs based on the regime. In 

eukaryotic cells, evidence for regulation of production gave rise to the field of transcriptional 

control. Later, RNA decay rate was also found to vary, sometimes drastically, in different 

contexts and for different RNAs.  

 Evidence for regulation of RNA decay in eukaryotic systems mounted from early studies 

using induction systems for mRNAs. Kinetic measurements are required to disentangle the 

contribution of production and decay. Historically, these measurements could only be obtained 

for mRNAs that exhibited changes in expression in response to perturbation. In one such system, 

the casein mRNA was induced by addition of the hormone prolactin in cultured mammary gland 
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tissue from a rat (Guyette et al., 1979). Upon hormone addition, the transcription rate of this 

mRNA increases 2–4 fold, but this increase is not sufficient to explain the overall mRNA 

accumulation. The additional change in mRNA decay rate causes the half-life of casein to 

increase from 5.5 h to 92 h, far exceeding the fold change in transcription.  

Subsequent studies began to dissect the mechanisms of mRNA turnover. For these 

studies, another induction system, involving the proto-oncogene c-fos, became paramount. c-fos 

is undetectable in cells from the mouse line NIH 3T3 when they are starved of serum. After re-

addition of serum, the mRNA rapidly accumulates and can be detected with RNA blotting 

(Kruijer et al., 1984; Muller et al., 1984; Greenberg et al., 1986). Using this induction system, 

two groups were able to manipulate the rapid turnover of either heterologous human c-fos (Shyu 

et al., 1989) or mouse c-fos (Wilson and Treisman, 1988). The studies showed that AU-rich 

elements were important for the instability of the transcript, and insertion of an AU-rich element 

into an otherwise stable reporter mRNA could decrease its half-life (Shyu et al., 1989). The 

sufficiency of this element, and its location within the 3′ untranslated region (UTR) of the 

transcript, suggested a regulatory landscape of factors that influence mRNA decay rate through 

recognition of specific mRNA features.  

 

Features of mRNAs That Relate to Decay 

A eukaryotic mRNA contains nucleotide sequences that serve as a template for protein 

production, but these sequences are not enough for the mRNA to persist in the cell and recruit 

the translation machinery (Figure 1). Stability and translation are controlled in part by 

modifications at both the 5′ and 3′ ends of the mRNA. The two main modifications are the 7-

methylguanosine cap at the 5′ end, connected to the second nucleotide by a noncanonical 5′–5′ 
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triphosphate linkage, and the poly(A)-tail at the 3′ end, the latter of which will be the subject of 

this dissertation. 

 

Figure 1. The Lifecycle of an mRNA  
mRNAs are born in the nucleus through the processes of transcription, capping, splicing, cleavage, 
and polyadenylation (1). After export into the cytoplasm, the poly(A) tail is removed by the PAN2–
PAN3 and CCR4–NOT complexes, with the CCR4–NOT complex being more consequential (2). 
Once the tail becomes short, the 5′ cap is removed by the DCP1–DCP2 complex, exposing a 5′ 
monophosphate (3). The loss of the cap makes the mRNA a substrate for XRN1, a 5′–3′ processive 
exonuclease that degrades the body of the mRNA (4). Some alternative decay pathways, such as 
degradation mediated by the LSM1–7 exosome complex, also require deadenylation. 
 

Early reports identified an adenylate-rich stretch of RNA in mRNAs in the calf thymus 

and HeLa cells (Edmonds and Abrams, 1963; Darnell et al., 1971) and found it to be associated 

with mammalian ribosomes. A role for the tail in stability emerged later, however, in reports 
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showing that the length of the poly(A)-tail tracked with the age of bulk mRNA in both mammals 

(Sheiness and Darnell, 1973) and the slime mold Dictyostelium (Palatnik et al., 1979).  

Subsequent studies of the poly(A)-tail shed light on mechanisms of mRNA decay in 

yeast. Examination of predominantly two mRNAs, MFA2 and PGK1 (Lowell et al., 1992; 

Muhlrad and Parker, 1992; Decker and Parker, 1993; Muhlrad et al., 1994), revealed that 

mRNAs are degraded in three phases (Figure 1). During the first phase, the tail, which is ~60 nt 

shortly after mRNAs enter the cytoplasm, shortens to ~10 nt. This process, known as 

deadenylation, involves the two exonuclease complexes CCR4–NOT and PAN2–PAN3, both of 

which are specific for adenosine, with CCR4–NOT being more consequential (Meyer et al., 

2004). After the tail becomes short, poly(A)-binding protein (PAB1 in yeast or PABP in 

mammals) can no longer bind to the tail and its loss marks the second phase of decay in which 

the DCP1–DCP2 complex removes the 5′ cap in a process known as decapping (Chowdhury et 

al., 2007). In the third phase, the 5′ monophosphate, generated from decapping, allows the 

mRNA to become a substrate for XRN1 and perhaps other 5′–3′ exonucleases that degrade the 

mRNA body but have little activity on the cap structure. Some mRNAs are predominantly 

degraded by 3′–5′ exonucleases such as the cytoplasmic exosome (composed of a ring-like 

complex of LSM1–7 proteins), but this degradation also depends on tail-shortening, as the 

complex has little activity on adenylate-rich sequence (Schmid and Jensen, 2008).  

Like those in yeast, mRNAs in mammals enter the cytoplasm with long tails that are then 

shortened over time (Yamashita et al., 2005). The PABP footprint in mammals is slightly larger 

than in yeast (Baer and Kornberg, 1983), and the tail length at which mRNAs are decapped and 

degraded spans the larger range of 10–60 nt. But despite similarities, more detailed studies of the 
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three-phase model in both yeast and mammals indicated differences between species and led to 

more precise but complex observations.  

A major challenge in dissecting the model of decay lies in the relationship between the 

loss of PABP binding and decapping, which requires cross talk between the two ends of the 

mRNA. PABP antagonizes the decapping machinery by shielding it from decapping activators 

(Caponigro and Parker, 1995; Mangus et al., 2003; Goldstrohm and Wickens, 2008), proteins 

which can modulate the rate of decapping over three logs (Wurm et al., 2017). Further protection 

of the cap structure by the translation initiation complex, eIF4F, and the interaction between this 

complex and PABP, also modulate decay rates in some contexts and for some mRNAs. The 

relationship between translation initiation and mRNA decay, and an additional relationship 

between translation elongation and decay, will be discussed in more detail in subsequent 

sections. 

Despite the nearly universal poly(A) stretch at the 3′ termini of eukaryotic mRNAs, 

mRNAs from replication-dependent histone genes do not have a tail (Mullen and Marzluff, 

2008). Instead, their export, translation, and decay are coordinated by a conserved stem loop 

structure in their 3′ UTR (Marzluff et al., 2008), and their expression is synchronized and 

coincides with maximal production at the beginning of the S phase of the cell cycle. Just as 

PABP binds to the tail and coordinates translation and decay, stem loop binding protein (SLBP) 

binds to the stem loop and, through analogous pathways, coordinates translation by indirect 

recruitment of eIF4G using the adaptor SLIP1 (Cakmakci et al., 2008). Decay of the histone 

mRNAs at the end of S phase is also mediated by SLBP, which recruits terminal uridyl 

transferases that that add uridines to the mRNA 3′ ends (Zheng et al., 2003).  
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Terminal uridylation can be detected on mRNAs that do not code for histones as well. 

Terminal uridyl transferases generally add 1–10 uridines to the ends of mRNAs that either lack a 

tail or only have a short one (≲ 20 nt) (Chang et al., 2014; Lim et al., 2014). While details of the 

function of this modification await further inquiry, studies indicate that it stimulates decapping in 

a number of species, perhaps through recruitment of decapping activators (Mullen and Marzluff, 

2008; Rissland and Norbury, 2009; Morozov et al., 2010; Chang et al., 2014; Lim et al., 2014). 

This stimulatory role is in keeping with observations that uridylation occurs mostly on mRNAs 

that are rapidly degraded (Rissland and Norbury, 2009; Morozov et al., 2010; Lim et al., 2014).  

 

Decay-Rate Influencers 

The canonical mRNA decay pathways collectively describe the turnover of mRNAs after their 

function in the cytoplasm is complete. But different mRNAs decay at different rates despite 

transiting through the same general pathways. The rates of each of the three nodes of decay 

(deadenylation, decapping, and decay of the mRNA body), can be tuned, sometimes changing 

the rate-determining steps of the overall process. Some mRNAs decay according to mechanisms 

bearing little resemblance to the general mechanism.  

Early investigation of modulators of mRNA decay rate centered on AU-rich elements, 

found in the 3′ UTR and coding sequence of c-fos and other mRNAs (Wilson and Treisman, 

1988; Shyu et al., 1989). Many RNA-binding proteins (RBPs) can bind these sequences, 

including tristetrapolin (TTP), a protein involved in the inflammatory response (Brooks and 

Blackshear, 2013). A short segment of the C terminus of TTP binds CNOT1, a subunit of the 

CCR4–NOT complex (Fabian et al., 2013). This interaction is necessary for the TTP-mediated 
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decay of target mRNAs. Indeed, recruitment of the CCR4–NOT complex is a common 

mechanism of modulating decay (Figure 2). 

 

Figure 2. The Integrated Recruitment of Deadenylases 
Regulation of mRNA deadenylation. Many cellular factors that regulate mRNA decay do so 
through recruitment of the deadenylase complexes, most often the CCR4–NOT complex (1). These 
regulators include the PUF proteins (2), microRNAs (3), TTP (4), Roquin (5), and YTHDF2 (6), 
among others. Ribosome pausing, if it results in ribosomes with both empty A and E sites, can 
recruit the deadenylase complex as well (7). The mRNA is shown as a loop because of the 
interactions between PABP and the eIF4F initiation complex (8). Protein names are from human. 
 

Other examples of proteins that recruit deadenylases have also been described. These 

include Pumilio family (PUF) proteins (Van Etten et al., 2012), SMG5/7 (Muhlemann and 

Lykke-Andersen, 2010), GW182 (Fabian et al., 2011), BTG/TOB factors (Mauxion et al., 2009), 
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Roquin (Leppek et al., 2013), YTHDF2 (Du et al., 2016), and factors that bind GU-rich elements 

(Vlasova-St Louis and Bohjanen, 2011; Fabian et al., 2013). As most of these proteins directly 

interact with one or more subunits of the CCR4–NOT complex, it is tempting to hypothesize that 

it is the integration of these individual protein components, either through addition of discrete 

units of decay machinery or increased dwell time of the decay machinery, that create the broad 

landscape of mRNA decay (Figure 2). While most mechanisms of mRNA decay that have been 

described rely on factors that degrade the mRNA, there are also protective proteins, in addition 

to PABP. HuR has dual roles in stability and decay, for example, and in some contexts can 

antagonize the deadenylase complexes, leading to stabilization of AU-rich or AU-element 

containing mRNAs (Fan and Steitz, 1998). 

A number of additional pathways have been described that regulate aberrant mRNAs in 

the cytoplasm or mRNAs that have been incorrectly processed in the nucleus. The best studied of 

these is nonsense-mediated decay (NMD). Classically, NMD targets mRNAs that contain a 

mutation in their coding sequence that aberrantly inserts a stop codon (premature termination 

codon or PTC), although mRNAs that are constitutive targets of NMD have also been described 

(Lykke-Andersen and Jensen, 2015). In yeast, the PTC is distinguished from a standard stop 

codon because of its distance from the poly(A)-tail (Amrani et al., 2004), but in mammalian 

transcriptomes there are additional mechanisms that contribute to this recognition. Splicing of 

the pre-mRNA in the nucleus deposits an exon-junction complex (EJC). The EJC aids in mRNA 

export to the cytoplasm but is removed in the first round of translation by the translocation of the 

ribosome. As an aberrant stop codon will cause translation to stop prematurely, downstream 

exon-exon junctions will still harbor EJCs, and the persistence of these EJCs causes recruitment 

of the NMD factors UPF1–3 (Lykke-Andersen and Jensen, 2015). Decay of the mRNA need not 
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coincide with the first round of translation, however (Hoek et al., 2019). Additional mRNA 

features are required for efficient NMD, including 3′ UTR length, number of remaining EJCs, 

and sequence composition (Hogg and Goff, 2010; Hoek et al., 2019).  

Results are less consistent in pointing towards a definitive mechanism for degradation of 

the mRNA once it has been recognized as an NMD substrate. NMD, and a related pathway 

orchestrated by the protein Staufen that also requires UPF1, known as Staufen-Mediated Decay 

(SMD) (Park and Maquat, 2013), can proceed by recruiting the endonuclease SMG6, which 

cleaves the body of the mRNA near the PTC. This cleavage generates two fragments, each of 

which is a substrate for exonucleases. In a distinct but perhaps not mutually exclusive 

mechanism, recognition of the PTC results in recruitment of deadenylases (through the 

heterodimer SMG5– SMG7), enhancing mRNA decay through the general pathway of 

deadenylation followed by decapping and 5′–3′ exonuclease activity (Lykke-Andersen and 

Jensen, 2015). Additional NMD-mediated decay pathways may involve direct recruitment of the 

decapping machinery, as has been suggested because of interactions between UPF1 and DCP2, 

and additional interactions between UPF1 and a decapping-adaptor protein, PNRC2 (Loh et al., 

2013). Whether certain transcripts are biased towards one of these decay pathways, and how this 

bias is determined, remains less clear.   

 

MicroRNA-Mediated Repression 

MicroRNAs (miRNAs) are one of the best-studied influencers of decay. These RNAs are small, 

21–24 nt guides that direct the recruitment of the Argonaute protein (AGO) to target mRNAs 

(Bartel, 2018). MicroRNAs are conserved. One miRNA, miR-100, has been present throughout 

Eumetazoa, tracing its origins back prior to the split between Bilateria and Cnideria, over 600 
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million years ago (Grimson et al., 2008). Other extant miRNAs were present in early Bilateria. 

Interactions between miRNAs and their targets are also conserved: 90 miRNA families were 

present in the last common ancestor of human and fish, and each of these families has an average 

of >400 conserved target interactions, such that in aggregate these conserved miRNAs target 

over half of all protein-coding genes (Friedman et al., 2009). Furthermore, genetic studies have 

shown a range of phenotypes associated with miRNA knockouts in mice. Knockout of the miR-

196 family, for example, results in changes to body plan, such as vertebral number, while 

knockout of the miR-181 family results in embryonic lethality (Fragoso et al., 2012; Wong et al., 

2015; Bartel, 2018).  

MicroRNAs function to repress the protein output of their targets by base-pairing 

interactions between the 5′ region of the miRNA, known as the seed (nucleotides 2–7), and the 3′ 

UTR of the mRNA. The affinity of this interaction specifies the extent of repression of target 

mRNAs (McGeary et al., 2019). Because these pairing interactions rely on sequence 

complementarity, they are generally more specific than interactions between RNAs and RNA-

binding proteins (RBPs), as RBPs tend to have many mRNA targets containing binding motifs of 

low-information content (Dominguez et al., 2018). Despite this specificity, miRNAs tend to 

repress their targets modestly, with each interaction often affecting steady-state expression by 

less than 2-fold, leading to a view in which they sculpt, rather than silence, parts of the 

transcriptome (Bartel, 2009).  

 The features of this repression have been the subject of debate, although in mammalian 

cell lines, several studies have converged on a predominant mechanism. MicroRNA-mediated 

repression begins with the interaction between AGO and the target mRNA, mediated by the 

miRNA. AGO interacts with an additional protein, TNRC6 (GW182), which recruits the PAN2–
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PAN3 and the CCR4–NOT deadenylase complexes (Chen et al., 2009; Braun et al., 2011; 

Chekulaeva et al., 2011; Fabian et al., 2011; Christie et al., 2013; Huntzinger et al., 2013). 

Through this recruitment, miRNAs accelerate deadenylation of reporter mRNAs (Giraldez et al., 

2006; Wu et al., 2006; Chen et al., 2009) and endogenous ones (Bazzini et al., 2012; Subtelny et 

al., 2014). The deadenylase complexes, in turn, interact with components of the decapping 

complex, such as EDC4 (Jonas and Izaurralde, 2015). This form of repression, proceeding with 

mRNA decay, accounts for most of the observed repression in post-embryonic cells (Guo et al., 

2010; Eichhorn et al., 2014). 

 MicroRNA-mediated translational repression, a second form of repression, was identified 

earlier, and for many years was considered the predominant mode of miRNA action. 

Mechanisms of translational repression involve additional players and may be disparate. An 

important protein is DDX6, an RNA helicase that can enhance decapping and bind to the CCR4–

NOT complex (Chen et al., 2014). Loss of DDX6 de-represses miRNA targets and some reporter 

mRNAs (Chu and Rana, 2006; Mathys et al., 2014). As a result of decapping, eIF4E is lost, 

resulting in decreased initiation. The deprotected mRNA is subsequently prone to decay, 

however, which may explain the linked nature of the two repression mechanisms, and the 

observation of an early phase of translational repression prior to decay (Eichhorn et al., 2014). In 

embryonic systems that do not exhibit mRNA decay, perhaps because of lack of decapping 

activity, alternative mechanisms of miRNA-mediated translational repression have been 

described and will be discussed in the next section.  
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Translation and Poly(A)-Tail Length 

The poly(A)-tail is involved in mRNA translation as well as decay. Through the interaction of 

PABP and eIF4G, a scaffolding component of the eIF4F complex, the tail can influence activities 

surrounding the cap, such as decapping and translation initiation (Figure 2). The potential for 

interactions between the 5′ and 3′ ends of the mRNA has given rise to the closed-loop model of 

mRNA translation, which attempts to explain the observation that reporters lacking tails are 

translated poorly (Wakiyama et al., 2000). This model gained traction when direct interactions 

were observed between proteins known to interact with 5′ and 3′ mRNA termini (Borman et al., 

2000). A study using atomic force microscopy showed that mRNAs can form circles in vitro, and 

circularization requires PABP and components of the initiation machinery (Wells et al., 1998). 

Despite these reports, direct evidence of closed-loop formation in vivo is lacking, and some 

literature casts doubt on the necessity of the closed loop for translation, or the phenomenon of 

circularization more generally. Depletion of eIF4G has only modest effects on translational 

efficiencies in yeast and the PABP–eIF4G interaction is not essential (Park et al., 2011a; Park et 

al., 2011b). In addition, a report that used fluorescent in situ hybridization (FISH) to label 

mRNA termini showed that mRNAs are more compact in the absence of ribosomes (upon 

addition of puromycin) than in their presence (Adivarahan et al., 2018), a paradoxical finding if 

ribosomes preferentially translate circularized mRNAs. This observation confirmed the notion 

that the loop is too simple a descriptor of the complex structural rearrangements that must occur 

during remodeling and translation of the mRNA–protein complex (mRNP). 

 Despite questions that remain concerning the conformation of an mRNA during 

translation, and the requirement of the poly(A)-tail for this conformation, poly(A)-tail length can 

determine an mRNA’s translation in the specific contexts of some embryos and oocytes. A study 
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in the Xenopus laevis oocyte showed that translation of c-mos can be manipulated by removing 

the mRNA’s endogenous tail and replacing it with a tail in trans by hybridizing a synthetic, 

injected RNA (Barkoff et al., 1998). The amount of protein produced, and the percentage of 

oocytes that underwent germinal vesicle breakdown in response to progesterone (a process for 

which c-mos is necessary and an indicator of meiotic maturation), increased as the tail length 

varied from 30 to 130 nt, leveling off at longer tail lengths. In another study in Drosophila 

embryos, injection of bicoid mRNA was only able to rescue mutant phenotypes when the 

injected mRNA had a tail length of 175 nt, confirming the requirement for cytoplasmic 

polyadenylation in translation of the message (Salles et al., 1994). The mRNA nanos does not 

undergo tail lengthening despite its translational regulation in the embryo, however (Salles et al., 

1994).  

 Such studies showing an intimate relationship between tail length and translational 

efficiency suggested that coupling of the two might be more widespread, affecting more than just 

a handful of mRNAs, and extending beyond the embryonic and late-stage oocyte systems. 

Indeed, reports claim to observe such coupling in yeast (Beilharz and Preiss, 2007) and human 

fibroblasts (Burns and Richter, 2008). However, a more recent study combined ribosome 

profiling, which measures translational efficiencies of mRNAs from each gene, and PAL-seq 

(poly(A)-tail length sequencing or PAL-seq), a high-throughput tail-length profiling approach 

developed for the study, to investigate this coupling transcriptome-wide and across many 

contexts (Subtelny et al., 2014). These experiments and analyses confirmed and generalized a 

relationship between tail-length and translation in the early embryos of Danio rerio and Xenopus 

laevis, but could not find such coupling in other systems, including cell lines, yeasts, and mouse 

liver. Strikingly, the coupling decreased as the embryos aged: by 6 hours post fertilization (hpf) 
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in D. rerio, the dynamic range of translational efficiencies decreased, and tail length had little 

influence on translation. This coupling between translation and tail length was also observed in 

Drosophila ooyctes and early embryos (Eichhorn et al., 2016).  

 The embryonic switch in the nature of translational control, and the changing role of the 

poly(A) tail during this period in early development, suggested an explanation for previous 

inconsistencies concerning the mechanism of miRNA-mediated repression. Experiments in D. 

rerio embryos deficient for both the maternal and zygotic copies of dicer, a gene required for the 

biogenesis of miRNAs, showed that a miR-430, a highly expressed and developmentally 

regulated miRNA, causes translational repression that gives way to mRNA destabilization by 6 

hpf (Bazzini et al., 2012). This stage of translational repression coincides with the period in 

which D. rerio embryos exhibit tail-length coupling (Subtelny et al., 2014). Indeed, injection of 

the exogenous miR-155 into the one-cell D. rerio embryo reproduced the early phase of 

translational repression at 2 hpf but showed dramatic tail shortening during this time. Both the 

translational repression and tail-shortening abate by 6 hpf (Subtelny et al., 2014). These 

experiments suggested that the immediate effect of miRNAs in the early and late stage embryos 

is the same: in both contexts, they act to repress by recruiting deadenylases. But the outcome of 

this recruitment depends on the role of the poly(A)-tail and whether its function is to control 

translation or decay. Additional questions remain, however, particularly concerning the influence 

of tail-length on mRNA decay. If miRNAs recruit deadenylases in the D. rerio 6 hpf embryo, it 

is unclear how they do so without shortening tails.  
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Codon Optimality in Yeast and Other Species 

In theory, regulation of translation by either initiation or elongation might influence the amount 

of protein made from a message similarly. In practice, the magnitude of the effect depends on 

which step in translation is rate limiting, or whether repression can change which step is rate 

limiting. Classically, translation has been considered an initiation-limited process (Jackson et al., 

2010), with features such as structure of the 5′ UTR and coding-sequence length most predictive 

of efficiency in yeast (Shah et al., 2013; Weinberg et al., 2016). Notable exceptions to this 

initiation-limited regime include regulation by FMRP in neurons (Qin et al., 2005; Darnell et al., 

2011; Das Sharma et al., 2019), disease contexts that modify or mutate tRNAs (Ishimura et al., 

2014), and amino-acid depletion (Wu et al., 2019a). Perturbations to the rate of translation 

elongation can have multiplicative effects on protein output, with recent observations linking the 

codon optimality of a message to its decay rate.  

 Codon optimality relies on the observation that the genetic code allows for redundancy, 

with multiple codons encoding the same amino acid. The cellular concentrations of the tRNAs 

that decode these codons help to dictate how readily a translating ribosome will have access to 

the correct decoder, and a transcript that mostly uses codons corresponding to highly abundant 

tRNAs is considered optimal. In 2015, Presnyak and colleagues, working in S. cerevisiae, 

generated measurements of mRNA decay rates using non-poly(A)–selected mRNA and used 

these measurements to show a relationship between a transcript’s codon optimality and its half-

life (Presnyak et al., 2015). In a striking series of experiments, the investigators showed that the 

decay rate of a reporter mRNA can vary by more than 10-fold depending on its percentage of 

optimal codons. 
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Subsequent studies expanded the scope of the link between mRNA decay and codon 

optimality. During the maternal-to-zygotic transition in X. laevis, D. melanogaster, M. musculus, 

and D. rerio, transcripts containing non-optimal codons are more destabilized than their optimal 

counterparts (Bazzini et al., 2016). In a human cell line, reporter mRNAs containing different 

coding sequences but the same UTRs exhibited a range of mRNA decay rates comparable to 

those of endogenous human mRNAs, although with little correlation between the endogenous 

and exogenous counterparts (Forrest et al., 2018; Wu et al., 2019b). Two studies observed that 

decay-rate effects might be due to differences in amino acid composition, not codon composition 

(Forrest et al., 2018; Hanson et al., 2018), as steric or electrostatic interactions between the 

amino acids and the ribosome-exit channel induce translational pauses (Lu and Deutsch, 2008; 

Kostova et al., 2017). 

Mechanistically, the model describing the influence of codon optimality requires at least 

two lines of support. The first must provide evidence that codon composition affects translation 

elongation rate. The second must show that paused ribosomes engender mRNA decay. With 

regard to the first support, large changes in tRNA abundance, induced by amino acid starvation 

or by genetic ablation, can induce ribosome pauses at the cognate codons (Ishimura et al., 2014; 

Wu et al., 2019a). In physiological contexts, pausing is more difficult to observe, and studies 

have provided clues in the form of differential codon occupancy (Ingolia et al., 2011; Das 

Sharma et al., 2019). These pauses correlate inversely with tRNA abundance in yeast but not in 

mammalian cells (Ingolia et al., 2011; Weinberg et al., 2016). 

More headway has been made on the second support. When paused, ribosomes exhibit a 

conformation in which a tRNA is absent from the A site (Hanson et al., 2018; Wu et al., 2019a). 

Without a tRNA in the A site, the CCR4–NOT component NOT5 binds to the ribosome through 
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its N-terminal domain inserted into the ribosome E site, which is also unoccupied (Buschauer et 

al., 2019). Loss of this interaction ablates the influences of codon optimality on mRNA decay. 

Interestingly, the predominant NOT5 complexes recovered in this structural study contain the 

initiator tRNAiMet in the P site, suggesting that the role of the NOT5–ribosome interaction may 

be in late initiation rather than in elongation (Buschauer et al., 2019).  

Paramount among the remaining questions for the codon optimality model of mRNA 

decay is the degree of its centrality. While the phenomenon clearly occurs, the fraction of the 

variance in mRNA decay that can be attributed to it remains unclear. Perhaps the most 

parsimonious interpretation at this time is to include codon optimality as a feature of an mRNA 

that contributes to its decay. Whether this feature contributes more than proteins or miRNAs that 

bind sequence elements to influence decay remains unknown. Most likely all currently known 

features will be required, as well as yet unknown ones, to understand the landscape of mRNA 

decay.  

 

Poly(A)-Tail Length in Neurons 

Despite their diversity, the embryonic systems that use the poly(A)-tail length to control 

translation have commonalities. All of these contexts exhibit mechanisms that can modify tail 

lengths post-transcriptionally. Cytoplasmic polyadenylation of mRNAs, with the c-mos mRNA 

serving as the paradigmatic example, was observed well before transcriptome-wide 

characterization of tail lengths. In X. laevis oocytes, c-mos is translated in a temporally restricted 

manner, with translation increasing after the oocyte is exposed to progesterone just before 

meiotic maturation (Richter, 1999). Other mRNAs, such as ccnb1, undergo temporally distinct 

activation, but their translation is also necessary for meiotic maturation.  
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Sequences in the 3′ UTR of some transcripts mediate cytoplasmic polyadenylation (de 

Moor and Richter, 1999; Charlesworth et al., 2013). These sequences include the 

polyadenylation signal (PAS) hexamer and the cytoplasmic polyadenylation element (CPE), an 8 

nt U-rich sequence generally located upstream of the PAS, although sometimes overlapping it 

(Richter, 1999). The relative spacing of these elements with respect to one another, and with 

respect to 3′ terminus of the transcript, controls the timing and extent of polyadenylation (Pique 

et al., 2008). These elements also control cytoplasmic polyadenylation in D. rerio, but in D. 

melanogaster, no such element has been found. Instead, almost all mRNAs are substrates for 

polyadenylation by the cytoplasmic polyadenylase wispy (Eichhorn et al., 2016).  

 Careful interrogation of cmos and ccnb1 in X. laevis oocytes injected with radiolabeled 

reporters revealed features of the mechanism of cytoplasmic polyadenylation. The CPE element 

mediates polyadenylation through association with the CPE-binding protein CPEB and the CPSF 

complex. These proteins recruit the scaffolding protein Symplekin and the polymerase Gld2, 

which catalyzes the nucleotide addition (Figure 3). They also recruit the deadenylase PARN, 

which opposes the action of Gld2, and the combined activities of these two enzymes, regulated 

by phosphorylation of CPEB, determine the tail length of the transcript during oocyte maturation 

(Kim and Richter, 2006). 

 In addition to posttranscriptional regulation of tail length, coupled embryonic and oocyte 

systems exhibit little mRNA decay (Subtelny et al., 2014). Little decapping activity, and perhaps 

additional factors, prevents transcript turnover until later in development. Translational 

regulation, by control of tail length and other means, is paramount when transcriptional 

repression cannot silence transcripts.  
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Control of tail-length in the cytoplasm is also shared by a non-developmental context: 

neurons of the rodent brain. A study noted that rat Camk2a, an mRNA known for its role in 

learning and memory, harbors two CPE elements, both of which are conserved to human (Wu et 

al., 1998). Furthermore, the cytoplasmic polyadenylation proteins CPEB and Gld2 are expressed 

in rat brain (Wu et al., 1998; Du and Richter, 2005), and six transcripts, including Camk2a, 

increase their tail length upon stimulation in cultured hippocampal neurons, as assessed by 

differential thermal elution from a poly(U)-sepharose column (Du and Richter, 2005). Camk2a 

also increases its tail length in response to light stimulation of the visual cortex (Wu et al., 1998).  
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Figure 3. Cytoplasmic Polyadenylation in Neurons 
(Left) Cytoplasmic polyadenylation in neurons has been hypothesized to occur in subcellular 
regions far from the nucleus, as these regions have additional requirements for translational control 
(Wu et al., 1998). The distal dendrites of the CA3 pyramidal neuron might provide such a region. 
(Right) Cytoplasmic polyadenylation in Xenopus oocytes is mediated by both the CPSF complex 
and the CPEB protein, which bind to distinct elements in the 3′UTR. The deadenylase PARN 
and the poly(A)-polymerase GLD2 can both be recruited by CPEB but have opposing influences 
on tail length. When CPEB is phosphorylated, PARN is excluded from the complex, resulting in 
polyadenylation (Kim and Richter, 2006).   
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Neurons are transcriptionally active and exhibit mRNA decay, suggesting that if the role 

of cytoplasmic polyadenylation is to influence translation, these cells exist in a fundamentally 

different regime than coupled embryonic systems. An alternative hypothesis, suggested by the 

early studies of cytoplasmic polyadenylation in neurons (Wu et al., 1998), has received some 

support. In this hypothesis, cytoplasmic polyadenylation serves to increase translation for 

mRNAs that are localized to sites far from the nucleus (Figure 3). Transcriptional control in 

these circumstances is buffered by the temporal and spatial complexities of mRNA transport, but 

the requirements of neuronal activity are rapid. 

 In keeping with the hypothesis that cytoplasmic polyadenylation serves to control 

translation in the neuronal dendrites (and perhaps the axons as well), several studies have 

observed increased tail lengthening and translation in synaptosomes and synaptoneurosomes, 

biochemical fractionations that enrich for pieces of axons and dendrites that have broken from 

the rest of the axonal arbor and resealed (Huang et al., 2002; Dziembowska et al., 2012; 

Udagawa et al., 2012). While used extensively to study the biochemistry of the synapse, these 

preparations have biochemical purity that is often difficult to assess. This challenge stems 

primarily from three observations: synapse-localized proteins like PSD95 also tend to be highly 

expressed in the soma, synapse-localized RNAs tend to have modest synaptic enrichments, and 

electron micrographs of the preparations show complex and variable structures (Nagy and 

Delgado-Escueta, 1984; Chicurel et al., 1993; Bagni et al., 2000; Villasana et al., 2006; 

Westmark et al., 2011). Because the dendritic compartments are very small in comparison to the 

soma, with individual synapses expected to have at most a handful of mRNAs (Kosik, 2016), 

purifications have challenges resolving these signals. Despite these challenges, observations 

concerning cytoplasmic polyadenylation in whole-cell neuronal preparations, and in neurite-
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enriched purifications, indicate that the phenomenon occurs. Whether it specifically controls 

translation in the dendrites is less clear.  

 

Scope of the Thesis 

Despite the importance of mRNA decay in determining accumulation rates and steady-state 

abundances, the metabolism of most mammalian mRNAs is uncharacterized. The second chapter 

of this thesis uses metabolic labeling and high-throughput tail-length measurements to determine 

metabolic rate parameters for thousands of mRNAs, including rate constants for deadenylation 

and short-tailed mRNA decay. Analyses of these rates constants confirm key aspects of the 

general three-step decay mechanism, with the vast majority of mRNAs exhibiting deadenylation-

dependent decay. But this work also delineates the limits of this model, as deadenylation rates 

are not solely responsible for variation in decay rate. Variation in short-tailed mRNA decay rates 

among mRNAs from different genes also contributes to mRNA decay. 

 The third chapter of this thesis investigates the mechanism of miRNA-mediated decay. 

We resolve the paradox of how miRNAs can recruit deadenylases but leave tail-length 

unchanged. Building on insights in the second chapter, we find that, by enhancing short-tailed 

mRNA decay, miRNAs alter pre–steady-state tail lengths but leave steady-state tail lengths 

unchanged. These observations explain the lack of tail-length changes observed in the 6 hpf D. 

rerio embryo for targets of the injected miR-155 and provide more clarity in understanding the 

mechanism of miRNA-mediated repression in mammalian cells.  

 In the fourth chapter, this work investigates the role of the poly(A)-tail in neurons, using 

as motivation prior studies that indicate enhanced translation on mRNAs that have undergone 

cytoplasmic polyadenylation in response to neuronal stimuli. In keeping with these observations, 
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we observe a relationship between tail length and translational efficiency in neurons when 

investigating thousands of mRNAs. Non-neuronal cells may dampen the relationship in neuronal 

tissue, consistent with the lack of coupling between tail length and translation in most mature cell 

types (Subtelny et al., 2014). But when examined in either brain tissues or neuronal cultures, the 

coupling is modest, indicating that tail-length does not play a strong role in regulating 

translational efficiency. Work from this thesis shows that, in 3T3 cells, tail-length changes 

determine the dynamics of mRNA decay for almost all mRNAs; the fourth chapter suggests that 

determining these dynamics is also the primary function of the poly(A)-tail in neurons.  
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Summary  

For all but a few mRNAs, the dynamics of metabolism are unknown. Here, we developed an 

experimental and analytical framework for examining these dynamics for mRNAs from 

thousands of genes. mRNAs of mouse fibroblasts exit the nucleus with diverse intragenic and 

intergenic poly(A)-tail lengths. Once in the cytoplasm, they have a broad (1000-fold) range of 

deadenylation rate constants, which correspond to cytoplasmic lifetimes. Indeed, with few 

exceptions, degradation appears to occur primarily through deadenylation-linked mechanisms, 

with little contribution from either endonucleolytic cleavage or deadenylation-independent 

decapping. Most mRNA molecules degrade only after their tail lengths fall below 25 nt. Decay 

rate constants of short-tailed mRNAs vary broadly (1000-fold) and are larger for short-tailed 

mRNAs that have previously undergone more rapid deadenylation. This coupling helps clear 

rapidly deadenylated mRNAs, enabling the large range in deadenylation rate constants to impart 

a similarly large range in stabilities. 
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Introduction 

mRNAs corresponding to different genes are degraded at substantially different rates, with some 

mRNAs turning over in minutes and others persisting for days (Dölken et al., 2008). Different 

conditions or developmental contexts can modify these rates, resulting in the destabilization of 

previously stable mRNAs, or vice versa (Rabani et al., 2011). These rate changes influence the 

dynamics of mRNA accumulation and, ultimately, the steady-state abundance of mRNAs. 

Many proteins that promote mammalian mRNA degradation also can recruit deadenylase 

complexes. These include Pumilio (Van Etten et al., 2012), SMG5/7 (Muhlemann and Lykke-

Andersen, 2010), GW182 (Fabian et al., 2011), BTG/TOB factors (Mauxion et al., 2009), 

Roquin (Leppek et al., 2013), YTHDF2 (Du et al., 2016), and HuR, TTP, and other proteins that 

bind AU- and GU-rich elements (Vlasova-St Louis and Bohjanen, 2011; Fabian et al., 2013). 

That these diverse modifiers of mRNA stability converge on deadenylation suggests that 

differences in deadenylation rates might explain a substantial fraction of the variation observed 

in mRNA stability.  

In the past, the dynamics of mRNA deadenylation have been examined on a gene-by-

gene basis, involving pulsed expression and subsequent analysis of mRNA transcripts using 

RNase H to cleave the mRNA and RNA blots to probe for the poly(A)-tailed 3′ fragment. 

Because this procedure has been performed for only a handful of cellular mRNAs in yeast 

(Decker and Parker, 1993; Muhlrad et al., 1994; Hilgers et al., 2006) and mammals (Mercer and 

Wake, 1985; Wilson and Treisman, 1988; Shyu et al., 1991; Chen and Shyu, 1995; 

Gowrishankar et al., 2005), some fundamental questions, including the extent to which a global 

relationship exists between deadenylation rate and mRNA stability, have remained unanswered. 
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Here, we developed experimental and analytical tools for the global analysis of tail-

length dynamics. Applying these tools to the mRNAs of cultured mouse fibroblasts generated a 

unique resource of initial cytoplasmic tail lengths, deadenylation rates, and decay parameters for 

mRNAs of thousands of individual genes, which in turn provided fundamental insights into 

cytoplasmic mRNA metabolism. 

 

Results 

Global Profiling of Tail-Length Dynamics 

Two high-throughput methods, each with distinct advantages, were initially developed to profile 

poly(A)-tail lengths. One is PAL-seq (poly(A)-tail-length profiling by sequencing), which also 

reports the cleavage-and-polyadenylation site for each polyadenylated molecule (Subtelny et al., 

2014), whereas the other is TAIL-seq, which can measure poly(A) tails that have been terminally 

modified with non-A residues (Chang et al., 2014; Lim et al., 2016). Here, we developed PAL-

seq version 2 (v2), which combines these advantages and has the further benefit over both 

previous methods of more robust compatibility with contemporary Illumina sequencing 

platforms (Figure S1). 

To observe tail-length dynamics of endogenous mRNAs, we employed a metabolic-

labeling approach in which mRNAs of different age ranges were isolated and analyzed (Figure 

1A). To initiate labeling, we added 5-ethynyl uridine (5EU) to 3T3 cells. After incubating for 

time periods ranging from 40 min to 8 h, cytoplasmically enriched lysates were collected, and 

RNA containing 5EU was isolated by virtue of the reactivity between the 5EU and an azide-

bearing biotin tag. Poly(A)-tail lengths of captured mRNAs, as well as total-lysate mRNA, were 

measured using PAL-seq v2 (hereafter called PAL-seq). In parallel, we performed RNA-seq, 
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which measured mRNA abundance for each time interval. Spike-in of RNA standards with 

known tail lengths enabled estimates of recovery and measurement accuracy over a broad range 

of tail lengths, as well as absolute quantification of RNA measured by each method. These 

experiments were performed using each of two independently passaged 3T3 cell lines. Unless 

stated otherwise, figures show the results obtained for cell line 1. Nonetheless, the results of the 

two cell lines were reproducible at each time interval (Rs ≥ 0.81 for mean tail-length 

measurements). Moreover, results from either PAL-seq v1, PAL-seq v2, or our implementation 

of TAIL-seq were highly correlated (Figures S2A–S2D; Rs = 0.83–0.88 for each of the two-way 

comparisons), which indicated that our conclusions were independent of the method used for 

tail-length profiling. 

As expected if tail lengths become shorter over time in the cytoplasm (Sheiness and 

Darnell, 1973; Palatnik et al., 1979), mRNAs collected after the shortest labeling period (40 min) 

had the longest poly(A)-tail lengths, with median length of 133 nt (Figure 1B). As the average 

age of each labeled mRNA population increased with longer labeling periods, tail-length 

distributions shifted toward the steady-state distribution with respect to both length and 

abundance (Figure 1B). At each time interval, 10–20-nt tails preferentially possessed a 3′ 

terminal U (Figure S2E), although < 6.8% of tails had 3′ U residues in any sample, in keeping 

with previous reports on the fraction of short tails with terminal uridines at steady state (Chang et 

al., 2014; Lim et al., 2014). Analyses of mean poly(A)-tail lengths for mRNAs corresponding to 

thousands of individual genes showed that tails from mRNAs of essentially every gene shortened 

over time in the cytoplasm (Figures 1C and 1D). 
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Figure 1. Global Tail-Length Dynamics of Mammalian mRNAs 
(A) Schematic of 5EU metabolic labeling. Experiments were performed with two 3T3 cell lines 
designed to induce expression of either miR-155 or miR-1 (cell lines 1 and 2, respectively) but 
cultured without microRNA induction. The 8 is in parentheses because an 8-h labeling period was 
included for only one line (cell line 1). For simplicity, all subsequent figures show the results for 
cell line 1, unless stated otherwise. (B) Tail-length distributions of mRNA molecules isolated after 
each period of 5EU labeling (key). Left: distributions were normalized to each have the same area. 
Right: distributions were scaled to the abundance of labeled RNAs in each sample and then 
normalized such that the steady-state sample had an area of 1. The steady-state sample was 
prepared with unselected RNA from the 40-min time interval. Each bin is 2 nt; results for the bin 
with tail lengths ≥ 250 nt are not shown. (C) Distributions of mean poly(A)-tail lengths for mRNAs 
of each gene after the indicated duration of 5EU labeling. Values for all genes that passed the tag 
cutoffs for tail-length measurement at all time intervals were included (n = 3,048). Each bin is 2 
nt. Genes with mean mRNA tail-length values greater than ≥ 250 nt were assigned to the 250-nt 
bin. (D) Tail lengths over time. Mean tail lengths for mRNAs from each gene (n = 3,048) are 
plotted along with box-and-whiskers overlays (line, median; box, 25th–75th percentiles; whiskers, 
5th–95th percentiles). Ss, steady state. See also Figures S1 and S2. 
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Correspondence Between mRNA Half-life and Deadenylation Rate 

After 2 h of labeling, a broad range of mean tail lengths was observed, as mean tail lengths for 

mRNAs of some genes approached their steady-state values, whereas those for others still 

resembled their initial values (Figure 1C). These different rates of approach to steady state 

presumably at least partly reflected differences in mRNA degradation rates, as short-lived 

mRNAs were expected to reach their steady-state abundance and poly(A)-tail length more 

rapidly than long-lived mRNAs. 

To determine these degradation rates, we fit the yield of PAL-seq tags obtained for each 

gene at each time interval (normalizing to the spike-in controls) to the exponential function 

describing the approach to steady state, while also fitting a global offset to account for a delay 

between the time that 5EU was added and the time that labeled mRNAs appeared in the 

cytoplasm. This offset ranged from 27 to 36 min, depending on the experiment, a range 

consistent with single-gene measurements of the time required for mRNA transcription, 

processing, and export (Shav-Tal et al., 2004; Mor et al., 2010). Our half-life values (Table S1) 

correlated well with those previously reported for mRNAs of 3T3 cells growing in similar 

conditions (Schwanhäusser et al., 2011) (Figure S3A; Rs = 0.68–0.77), although our absolute 

values were substantially shorter (Figures S3B–S3D; median 2.1 h for mRNAs of the 3T3 cell 

line 1, as opposed to 9 h for previously reported values). This difference was attributable to 

potential divergence in the cell lines used in the two labs, as well as our focus on cytoplasmically 

enriched RNA and our absolute quantification of labeled RNA (enabled by spiking in standards). 

Previous global analyses of the relationship between mRNA half-life and mean tail length 

have been limited to steady-state tail-length measurements, for which no positive relationship is 

observed (Subtelny et al., 2014), despite the established role of poly(A) tails in conferring 
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mRNA stability. Our current datasets, which provided the opportunity to make this comparison 

using half-life and tail-length measurements acquired from the same cells, reinforced this 

finding; we observed no positive relationship between mRNA half-life and mean steady-state tail 

length (Figure S3G; Rs = −0.24). This result held when incorporating results of PAL-seq 

implemented with direct ligation to mRNA 3′ termini, which better detected very short or highly 

modified tails (Figure 2A; Rs = −0.02). Indeed, the mean tail lengths of long-lived mRNAs, 

including those of ribosomal protein genes (RPGs), closely resembled tail lengths of short-lived 

mRNAs, including those of immediate-early genes (IEGs) (Figure 2A).    

 

 

Figure 2. Correspondence Between mRNA Half-life and Deadenylation Rate 
(A) Relationship between half-life and mean steady-state tail length of mRNAs in 3T3 cells. For 
mRNAs of each gene, standard PAL-seq data were used to determine the length distribution of 
tails ≥ 50 nt, and data generated from a protocol that used single-stranded ligation to the mRNA 3′ 
termini (rather than a splinted ligation to the tail) were used to determine both the length 
distribution of tails < 50 nt and the fraction of tails < 50 nt. Compared to the tail-length distribution 
generated by only standard PAL-seq data, this composite distribution better accounted for very 
short and highly modified tails. Nonetheless, using the standard PAL-seq data without this 
adjustment produced a similar result (Figure S3G). Results for mRNAs of ribosomal protein genes 
(RPGs) and immediate-early genes (IEGs) (Tullai et al., 2007) are indicated (blue and red, 
respectively). (B) Relationship between mRNA half-life and mean tail length of metabolically 
labeled mRNAs isolated after 2 h of labeling. Otherwise as in (A). See also Figures S3A–S3D and 
S3G. 
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A very different picture emerged when considering pre-steady-state tail-length 

measurements. After 2 h of labeling, half-life strongly corresponded to mean tail length (Figure 

2B; Rs = 0.83). At this labeling interval, IEG mRNAs and other short-lived mRNAs had the 

shortest mean tail lengths, RPG mRNAs and other long-lived mRNAs had the longest mean tail 

lengths, and other mRNAs had mean tail lengths falling somewhere in between. The simplest 

explanation for this result is that the deadenylation rate dictates the stability of most mRNAs, and 

mean tail length at 2 h provides a proxy for deadenylation rate. Thus, slow deadenylation of 

long-lived mRNAs explains both why they have longer tails after 2 h of labeling and why they 

have such long half-lives, and rapid deadenylation of short-lived mRNAs explains why they have 

shorter tails after 2 h of labeling and why they have such short half-lives. 

Several notable outliers had half-lives that were shorter than expected from their mean 

tail lengths in the 2-h sample, suggesting that their degradation and deadenylation rates were 

incongruous. Rassf1, Serpine1, and two Gadd45 paralogs are known or suspected substrates for 

either nonsense-mediated decay (NMD) or other pathways that recruit UPF1 (Tani et al., 2012; 

Park and Maquat, 2013; Nelson et al., 2016). Another outlier, the Marveld1 mRNA, has not yet 

been reported to interact with UPF1, but its protein product does interact with UPF1 in human 

cells and regulates UPF1 activity (Hu et al., 2013). Association with UPF1 can trigger 

endonucleolytic cleavage of mammalian mRNAs, which would decouple the rates of decay and 

deadenylation (Muhlemann and Lykke-Andersen, 2010), disrupting the relationship between 

half-life and tail length at intermediate labeling intervals. Nonetheless, the most notable feature 

of the outliers was their scarcity; the striking overall correspondence observed between half-life 

and mean tail lengths after 2 h of labeling implied that for the vast majority of endogenous 



	 51 

mRNA molecules of mouse fibroblasts, the rate of mRNA deadenylation largely determines the 

rate of degradation. 

 

Initial Tail Lengths of Cytoplasmic mRNAs 

Analysis of tail-length distributions for individual genes and the changes in these distributions 

over increased labeling intervals supported and extended the conclusions drawn from global 

analyses of abundances and mean tail lengths. This analysis confirmed that tail-length dynamics 

of mRNAs with short half-lives (e.g., Metrnl) substantially differed from those of mRNAs with 

longer half-lives (e.g., Lsm1 and Eef2), with the short-lived mRNAs reaching their steady-state 

abundance and tail-length distribution much more rapidly (Figure 3). The stacked pattern of the 

distributions observed over increasing time intervals also illustrated that the longest-tailed 

mRNAs observed at steady state were essentially all recently transcribed, whereas the shortest-

tailed mRNAs were mostly the oldest mRNAs (Figure 3). 

Our tail-length data from short labeling periods provided the opportunity to examine the 

initial tail lengths of mRNAs soon after they entered the cytoplasm. The calculated 27–36-min 

delay in the appearance of labeled cytoplasmic mRNAs implied that most mRNAs isolated after 

40 min of labeling were subject to cytoplasmic deadenylation for < 13 min. Thus, for all but the 

most rapidly deadenylated mRNAs, the tail lengths observed after 40 min of labeling should 

have approximated the tail lengths of mRNAs that first entered the cytoplasm. 

Without data to the contrary, previous studies of tail-length dynamics have assumed that 

initial cytoplasmic tail lengths observed for mRNAs of one gene also apply to the mRNAs of all 

other genes. However, we observed substantial intergenic variation for average tail lengths at the 

shortest labeling period (Figures 1C, 3, and S3F), with the spread of the 5th–95th percentile values 
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at least that of steady state (112.2 ± 4.7 to 194.7 ± 6.0 nt for the 40-min samples and 84.8 ± 1.3 

to 124.6 ± 2.1 nt for the steady-state samples; values ± SD), which suggested that mRNAs from 

different genes exit the nucleus with tails of quite different lengths. To examine whether  

 
Figure 3. Tail-Length Dynamics of mRNAs with Different Half-Lives 
Tail-length distributions for mRNAs from individual genes. For each time interval (key), the 
distribution is scaled to the abundance of labeled RNA in the sample (top), and the distribution is 
also represented as a heatmap (bottom), with the range of coloration corresponding to the 5th–95th 
percentiles of the histogram density. Each bin is 5 nt. Bins for tails < 10 nt are not shown because 
the splinted ligation to the tail used in the standard PAL-seq protocol depletes measurements for 
tails < 8 nt. Bins for tails ≥ 250 nt are also not shown. See also Figures S3F and S3H–S3J. 
 
deadenylation occurring soon after nucleocytoplasmic export might have influenced this result, 

we focused on mRNAs with half-lives > 8 h. On average, mean tail lengths for these genes 

exhibited less than 4% change when comparing the 40-min and 1-h time intervals, implying that 

they also underwent little cytoplasmic deadenylation during the first 40 min of labeling. Average 

tail lengths observed at 40 min for mRNAs from these genes spanned a broad range, exceeding 

that observed at steady state (spread of the 5th–95th percentile values 128.3 ± 5.2 to 242.1 ± 16.1 

nt for the 40-min samples and 81.0 ± 1.0 to 119.4 ± 1.4 nt for the steady-state samples; values ± 

SD), although these tail-length values observed at 40 min had little correspondence with those 

observed at steady state (Rs = 0.12). 
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When comparing mRNAs from the same gene, tail-length distributions were also quite 

broad for the newly exported mRNAs, as illustrated for mRNAs from three genes (Figure 3), and 

further demonstrated by the mean coefficient of variation (c.v.) of 0.41 for mRNAs of all 

measured genes (Figure S3H), compared to a c.v. of 0.20 for the 160-nt standard spiked into the 

40-min sample. These c.v. values were reproducible between biological replicates and had little 

correspondence with mRNA half-life (Figures S3I and S3J). Although we cannot rule out the 

formal possibility that mRNA tails undergo exceedingly rapid and variable transient 

deadenylation immediately upon nuclear export, we interpret our results at short labeling periods 

to indicate that mRNAs exit the nucleus with considerable but reproducible intergenic and 

intragenic tail-length variability. 

 

A Quantitative Model of mRNA Deadenylation and Decay 

Our ability to isolate mRNAs of different age ranges for each gene and analyze their abundances 

and tail lengths (Figure 3) provided the unique opportunity to calculate the deadenylation rates 

and other metabolic rates and parameters for these mRNAs, thereby expanding the number of 

metabolically characterized mammalian mRNAs far beyond the four (Mt1, Fos, Hbb, and IL8) 

that have been examined using single-gene measurements (Mercer and Wake, 1985; Wilson and 

Treisman, 1988; Shyu et al., 1991; Gowrishankar et al., 2005). For each gene, the number of 

mRNA molecules with a given tail length is a function of (1) the rate of mRNA entering the 

cytoplasm, which in turn is a function of the rates of transcription, processing, and 

nucleocytoplasmic export; (2) the tail-length distribution of mRNA entering the cytoplasm; (3) 

the deadenylation rate; (4) the tail length below which the mRNA body is no longer protected 

from decay; and (5) the decay rate of the mRNA body (presumably preceded by decapping). 
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Therefore, we developed a mathematical model to determine, for mRNAs from thousands of 

genes, values for each of these parameters. 

Our model was based on a system of differential equations that describe the rates of 

change of abundance of mRNA intermediates (Figure 4A; Table S2), an approach resembling 

that used to model the metabolism of RNAs from single-gene reporters (Cao and Parker, 2001; 

Jia et al., 2011). For each gene, transcription, nuclear processing, and export (hereafter 

abbreviated as “production”) generates, with rate constant k0, a distribution of initial poly(A)-tail 

lengths. Over time, deadenylation shortens the tail, one nucleotide at a time, with rate constant 

k1. Decay of the mRNA body, with rate constant k2, can occur alongside deadenylation and 

monotonically increases as the poly(A) tails get shorter. One interpretation of this deadenylation-

dependent decay is that it represents decapping, followed by rapid degradation of the mRNA 

body. However, because we do not monitor cap status, our model was not designed to distinguish 

between decay mechanisms and is compatible with either 5′or 3′exonucleolytic decay of the 

mRNA body. 

For individual mRNAs generated from the same gene, the production terms varied 

according to a negative binomial distribution—a distribution routinely used to model the 

probability of a failure after a series of successes (in our case, creating an mRNA of tail length n 

+ 1 after successfully creating an mRNA of tail length n) (Figure 4A; Table S2). The decay rate 

constant (k2) followed a logistic function, which accelerated as tails shortened. The two 

parameters of this function (md and vd) were fit as global constants, while the scaling parameter 

(β) was fit to each gene (Table S2). Solving the differential equations of the model estimated 

both the tail-length distribution and the mRNA abundance at each time interval for mRNAs from 

each gene. 
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Figure 4. Computational Model of mRNA Deadenylation and Decay Dynamics 
(A) Schematic of the computational model. k0, k1, and k2 are terms for mRNA production, 
deadenylation, and decay, respectively, and ∅ represents the loss of the mRNA molecule. The 
curves (right) indicate the distributions used to model probabilities of production and decay as 
functions of tail length. They are schematized using the globally fitted parameters (vp, md, and vd) 
that defined each distribution (Table S2). The parameter mp controls the mean (µ) of the negative 
binomial distribution (top curve), whereas the decay rate constant, β, scales the decay distribution 
(bottom curve) (Table S2). (B) Correspondence between the model and the experimental data. 
Results for mRNAs of these four genes are shown as representative examples because their fits 
fell closest to the 10th, 25th, 75th, and 90th percentiles of the distribution of R2 values for all genes 
that passed expression cutoffs in the PAL-seq datasets (Figure S4F; n = 2,778). For each time 
interval, the blue line shows the fit to the model, and the red line shows the distribution of observed 
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tail-length species, plotted in 2-nt bins and scaled to standards as in Figure 1B, right. Ss, steady 
state. (C) Correspondence between mean tail lengths generated from the model simulation and tail 
lengths measured in the metabolic labeling experiment. Shown for each gene are mean tail lengths 
for mRNAs at each time interval (key) from the simulation plotted with respect to the values 
observed experimentally. The discrepancy observed for some mRNAs at early time intervals was 
attributable to low signal for long-lived mRNAs at early times. The dashed line indicates y = x. 
See also Figures S4, S5A, and S5B and Tables S1 and S2. 

 
Before arriving at the final version of the model (Figure 4A), we considered alternative 

models with varying levels of complexity. For example, building on the proposal that most 

mRNAs are substrates for both the PAN2–PAN3 and CCR4–NOT deadenylase complexes, with 

PAN2–PAN3 acting on tails > 110 nt and CCR4–NOT acting on shorter tails (Yamashita et al., 

2005), we tested the performance of a model with two deadenylation rate constants, in which the 

transition between the two occurred at a tail length of 110 nt (Figure S4A). This model yielded 

residuals that were only marginally improved (Figure S4B), and for each mRNA the two 

deadenylation rates resembled each other (Figure S4C). A model in which the transition between 

the deadenylation rates occurred at 150 nt (Yi et al., 2018) yielded similar results (Figures S4D 

and S4E). These results indicated that, for endogenous mRNAs in 3T3 cells, either a single 

deadenylase complex dominates—as recently proposed for mRNAs with tail lengths ≤ 150 (Yi et 

al., 2018)—or both complexes act with indistinguishable kinetics. Thus, we chose not to 

implement a more complex model with two deadenylation rate constants. 

Fitting the final version of the model to the tail-length and abundance measurements for 

mRNAs from thousands of genes yielded average initial tail lengths and rate constants for 

production, deadenylation, and deadenylation-dependent decay for each of these mRNAs (Table 

S2). The correspondence between the output of the model and the experimental measurements is 

illustrated for genes selected to represent different quantiles of fit based on the distribution of R2 

values (Figure 4B; Figure S4F). Mean tail-length values generated by the model corresponded 
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well to measured values (Figure 4C; Rs = 0.94, Rp = 0.90). Moreover, values fit for starting tail 

length, production, deadenylation, and deadenylation-dependent decay were reproducible 

between biological replicates and robust to parameter initialization as well as multinomial 

sampling (bootstrap analysis) (Figures S4G–S4J). 

 

The Dynamics of Cytoplasmic mRNA Metabolism 

Of the six yeast mRNAs and four mammalian mRNAs that have been metabolically 

characterized, the data for four yeast mRNAs and two mammalian mRNAs are of sufficient 

resolution to derive deadenylation rates. The two mammalian mRNAs, Fos and Mt1, have 

deadenylation rate constants that differ by 60-fold (20 and 0.33 nt/min, respectively) (Mercer and 

Wake, 1985; Shyu et al., 1991). Our analysis, which characterized the metabolism of 2,778 

mRNAs, greatly expanded the set of mRNAs with measured deadenylation rates and showed that 

deadenylation rate constants of mammalian mRNAs can differ by > 1000-fold—as fast as > 30 

nt/min and as slow as 1.8 nt/h (Figure 5A). Concordant with our direct analysis of the primary 

data, which indicated that most mRNAs degrade through a mechanism involving tail shortening 

(Figure 1F), mRNA half-lives corresponded strongly to deadenylation rate constants fit to our 

model (Rs = −0.95; Figure S5A). 

Our model and its fitted parameters allowed us to compute the deadenylation-dependent decay 

rates at each tail length and thereby infer the tail lengths at which mRNAs were degraded (Figure 

5B). This analysis indicated that nearly all decay of the mRNA body occurred after the tail lengths 

fell below 100 nt, which agreed with previous analyses of reporter genes (Yamashita et al., 2005). 

Decay accelerated as tail lengths fell below 50 nt (with > 92% of mRNAs decaying below this 
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length), a length less than the 54-nt footprint of two adjacent cytoplasmic poly(A)-binding protein 

(PABPC) molecules (Baer and Kornberg, 1983; Yi et al., 2018), but most mRNA  

 

 
Figure 5. Dynamics of Cytoplasmic mRNA Metabolism 
(A) Distribution of deadenylation rate constants (k1 values), as determined by fitting the model to 
data for mRNAs from each gene (n = 2,778). (B) Tail lengths at which mRNAs decay, as inferred 
by the model. The model rate constants were used to simulate a steady-state tail-length distribution 
for each gene. The abundance of each mRNA intermediate was then multiplied by the decay rate 
constant k2 to yield a distribution of decay events over all tail lengths. Plotted is the combined 
distribution for all mRNA molecules of all 2,778 genes. Results were indistinguishable when the 
distribution from each gene was weighted equally. Values for tails < 20 nt are shown as a dashed 
line because the model fit steady-state tail lengths < 20 nt as an average of the total abundance of 
tails in this region and, thus, did not provide single-nucleotide resolution for decay rates of these 
species. (C) Mean tail lengths at which mRNAs from each gene (n = 2,778) decayed, as inferred 
by the model. Otherwise, as in (B). (D) Distribution of decay rate constants (k2 values) for mRNAs 
with 20-nt tail lengths, as determined by fitting the model to data for mRNAs from each gene (n = 
2,778). (E) Correlation between the deadenylation rate constant (k1) and the decay rate constant 
(k2) at a tail length of 20 nt. The dashed line indicates y = x. See also Figure S4. 
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molecules (> 55%) did not decay until their tail lengths fell below 25 nt, a length less than the 

27-nt footprint of a single PABPC molecule (Figure 5B). 

When analyzing for mRNAs of each gene the mean tail length at which the mRNA body 

decays, the results generally concurred with those observed for all mRNAs combined, with 

mRNAs from most genes decaying at short mean tail lengths (Figure 5C; > 97% decaying at 

mean tail length < 50 nt and > 69% decaying at mean tail length < 25 nt). As expected, most 

mRNAs previously found to have discordant deadenylation and decay rates (Figure 1F) were 

also outliers in this analysis, with Gadd45b and Marveld1 degrading at mean tail lengths of 62, 

and 59 nt, respectively. The estimates of mean tail lengths at which mRNAs decay together with 

initial tail lengths and deadenylation rate constants enabled estimates of the time required to 

reach the mean tail length of decay, which corresponded to lifetime slightly better than did the 

deadenylation rate constants on their own to half-life (Figures S5A and S5B; Rs = −0.96 and 

−0.95, respectively.) 

Once tails reached a short length, the decay rate constants varied widely, with short-tailed 

mRNAs from some genes undergoing decay at rate constants > 1000-fold greater than those of 

short-tailed mRNAs from other genes (Figure 5D). Fos, a rapidly deadenylated mRNA, is 

degraded much faster upon reaching a short tail length than is Hbb, a less rapidly deadenylated 

mRNA (Shyu et al., 1991). More rapid degradation of short-tailed mRNAs that had been more 

rapidly deadenylated would help prevent the buildup of short-tailed isoforms of rapidly 

deadenylated mRNAs. However, such buildup sometimes does occur, as observed in Drosophila 

cells for three mRNAs characterized during heat shock (Dellavalle et al., 1994; Bönisch et al., 

2007) and in mammalian cells for Csf2 (Chen et al., 1995; Carballo et al., 2000), raising the 

question of the extent to which decay rates of short-tailed mRNAs are coupled to their 
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deadenylation rates. To answer this question, we examined the relationship between rate 

constants for deadenylation and those for decay of short-tailed mRNAs (the latter calculated for 

mRNAs with 20-nt tails). We found that more rapidly deadenylated mRNAs tended to be 

degraded more rapidly upon reaching short tail lengths (Figure 5E; Rs = 0.59). 

 

A Modest Buildup of Short-Tailed Isoforms of Short-Lived mRNAs 

Having found a strong tendency for more rapid clearing of mRNAs that had been more rapidly 

deadenylated, we investigated whether this phenomenon was able to prevent a large buildup of 

short-tailed isoforms of rapidly deadenylated mRNAs. For this investigation, we analyzed the 

steady-state dataset that incorporated results of PAL-seq implemented with direct ligation to 

mRNA 3′ termini, which better detected very short or highly modified tails. Despite the rapid 

decay of short-tailed mRNAs that had been more rapidly deadenylated, less-stable mRNAs 

generally did have a somewhat higher fraction of short-tailed transcripts (Figures 6A and S5C; Rs 

= −0.56). Nonetheless, the buildup of short-tailed isoforms of these unstable RNAs usually failed 

to exceed 30% of all transcripts (Figure 6A). 

This preferential buildup of short-tailed isoforms of unstable RNAs was more clearly 

visualized in a meta-transcript analysis of the tail-length distribution at steady state. Short-lived 

mRNAs (half-lives < 20 min) had two peaks of short-tailed isoforms, a major peak centering at 

7–15 nt and a minor peak at 0–1 nt, whereas long-lived mRNAs (half-lives > 10 h) were depleted 

of tails of < 20 nt (Figure 6B). Closer inspection of these two peaks revealed that these short-

tailed isoforms of short-lived mRNAs were dramatically enriched in mono- and oligouridylated 

termini (Figures 6C, 6D, and S5D), consistent with studies showing that uridylation occurs 

preferentially on shorter tails and helps to destabilize mRNAs (Kwak and Wickens, 2007; 
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Rissland et al., 2007; Rissland and Norbury, 2009; Chang et al., 2014; Lim et al., 2014), and 

further indicating that uridylation occurs preferentially on short-lived mRNAs. 

 
Figure 6. A Modest Buildup of Short-Tailed Isoforms of Short-Lived mRNAs 
(A) Relationship between the steady-state fraction of tails < 20 nt and mRNA half-life. For mRNAs 
of each gene, the fraction of tails < 20 nt was calculated from a composite distribution generated 
as in Figure 2A, which accounted for very short and highly modified tails. (B) Metatranscript 
distributions of steady-state tail lengths of short- and long-lived mRNAs (red and blue, 
respectively), with mRNAs from each gene contributing density according to their abundance. 
Results were almost identical when mRNAs were weighted such that each gene contributed 
equally. This analysis used the composite distributions as in (A). (C) Uridylation of short-lived 
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mRNAs with short poly(A) tails. For mRNAs with half-lives < 20 min, the fraction of molecules 
with the indicated poly(A)-tail length at steady state is plotted, indicating for each tail length the 
proportion of tails appended with 0 through 10 U nucleotides (key). For mRNAs with poly(A)-tail 
length of 0, U residues were counted only if they could not have been genomically encoded. As 
poly(A) tails approached 20 nt, the ability to map reads with ≥ 3 terminal U residues diminished, 
but the ability to map reads with 1–2 terminal U residues was retained for poly(A) tails of each 
length. (D) Uridylation of long-lived mRNAs (half-lives > 10 h) with short poly(A) tails. 
Otherwise as in (C). (E) Distribution of tailless tags (regardless of mRNA half-life) as a function 
of their distance from the annotated 3′ end of the UTR. Tags with a terminal A (or with a terminal 
A followed by one or more untemplated U) were excluded, even if the A might have been 
genomically encoded. The proportion of tails appended with 0 through 10 U nucleotides is shown 
(key). (F) Relationship between the standard deviation of steady-state tail length and mRNA half-
life. Otherwise as in (A). See also Figures S5C–S5J. 

 

The observation of a 0–1-nt peak in the steady-state tail-length distribution prompted 

examination of fully deadenylated isoforms of mRNAs that were initially polyadenylated. 

Molecules without tails were often also missing the last few nucleotides of the 3′ UTR (Figures 

6E and S5E), suggesting that after removing the tail, the deadenylation machinery (or some other 

3′-to-5′ exonuclease) usually proceeds several nucleotides into the mRNA body. Analysis of 

mRNAs with tails indicated that, with few exceptions, the last nucleotide of the 3′ UTR was 

consistently defined (Figures S5F–S5H), which supported the idea that the missing nucleotides 

of tailless molecules had not been lost during the process of cleavage and polyadenylation. 

Analysis of the final dinucleotides of tailless tags revealed no consistent pattern after accounting 

for the genomic background, suggesting that other factors, such as proteins or more distal 

nucleotide composition, influence the position at which the exonuclease stops. 

Despite their presence, the two peaks of short-tailed isoforms did not dominate the 

distribution, as most short-lived mRNAs (70%) had tails exceeding 30 nt (Figure 6B). Indeed, 

compared to long-lived mRNAs, these short-lived mRNAs also had modest enrichment for very 

long tails (> 175 nt) (Figures 6B, S5I, and S5J), perhaps due to an initial lag in assembling 

deadenylation machinery as mRNAs enter the cytoplasm, which would cause a relatively larger 
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fraction of short-lived mRNAs to exist in the cytoplasm prior to an initial encounter with a 

deadenylase. The increased fractions of both short-tail and long-tail isoforms for short-lived 

mRNAs led to broader overall tail-length distributions (Figure 6B) with increased standard 

deviations in tail length (Figure 6F; Rs = −0.41). Moreover, the increased fractions of shorter and 

longer isoforms offset each other when calculating mean tail length, leading to similar mean tail 

lengths for the short- and long-lived mRNAs (Figure S5K; median mean tail lengths = 89 and 92 

nt, respectively), which contributed to the lack of correlation between half-life and mean tail 

length at steady state (Figure 2A). Most importantly, the low magnitude of the buildup supported 

our conclusion that for most mRNAs the steps of deadenylation and subsequent decay are 

kinetically coupled: short-tailed mRNAs that had previously undergone more rapid 

deadenylation are more rapidly degraded. This coupling prevents a large buildup of short-tailed 

isoforms of rapidly deadenylated RNAs, thereby enabling the large range in deadenylation rate 

constants to impart a similarly large range in mRNA stabilities. 

 

Deadenylation and Decay Dynamics of Synchronous mRNA Populations 

Our continuous-labeling experiments were designed to measure the dynamics of mRNA 

metabolism in an unperturbed cellular environment. However, this framework required 

deadenylation and deadenylation-dependent decay parameters to be inferred as mRNAs from 

each gene approached their steady-state expression levels and tail lengths, with their populations 

becoming progressively less synchronous, causing the signal for their end behavior to be diluted. 

For orthogonal measurements of these parameters, we performed a pulse-chase-like experiment 

that more closely resembled previous studies with single-gene reporters, in that it monitored 

synchronous populations of mRNAs from each gene. After a 1-h pulse of 5EU, 3T3 cells were 
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treated with actinomycin D (actD) to block transcription, and abundances and poly(A)-tail 

lengths of the mRNAs produced during the 5EU-labeling period were measured over the next 15 

h, thereby revealing the behavior of synchronized mRNA populations as they age (Figure 7A). 

Figure 7. Deadenylation and Decay Dynamics of Synchronous mRNA Populations. 
(A) Schematic of 5EU metabolic-labeling and actD treatments used to analyze synchronized 
cellular mRNAs. Cells from cell line 2 were treated for 1 h with 5EU, then treated with actD 
continuously over a time course spanning 15 h. (B) Tail-length distributions of labeled mRNA 
molecules observed at the indicated times after stopping transcription (key). Left: distributions 
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were normalized to all have the same area. Right: distributions were scaled to the abundance of 
labeled RNAs in each sample and then normalized such that the 0-h time interval had an area of 
1. Each bin is 2 nt; results for the bins with tail lengths < 8 nt and ≥ 250 nt are not shown. At 0 h, 
7% of the tails were still ≥ 250 nt, which helps explain why the density for the remainder of the 
tails fell below that observed at 1 h. (C) Distributions of mean poly(A)-tail lengths for labeled 
mRNAs of each gene after the indicated duration of transcriptional shutoff. Values for all mRNAs 
that passed the cutoffs for tail-length measurement at all time points were included (n = 2,155). 
Each bin is 2 nt. (D) Relationship between half-life and mean tail length of labeled mRNAs from 
each gene after 1 h of actD treatment. (E) Labeled mRNA abundance as a function of mean tail 
length over time. Results are shown for mRNAs grouped by half-life quantiles (95%, 75%, 50%, 
25%, and 5%, left to right, with mRNAs in the 5% bin having the shortest half-lives). Each half-
life bin contains 100 genes. mRNA abundance was determined from paired RNA-seq data. Each 
line connects values for mRNA from a single gene. (F) Simulation of mRNA abundance as a 
function of mean tail length over time. For each gene in (E), model parameters fit from the 
continuous-labeling experiment were used to simulate the initial production of mRNA and its mean 
tail length from each gene, as well as the fates of these mRNAs and mean tail lengths after 
production rates were set to 0. Results are plotted as in (E), but using a shorter time course (key) 
to accommodate the faster dynamics observed without actD. See also Figure S3E. 

 

As expected, tail lengths of labeled mRNAs progressively decreased after transcriptional 

inhibition, with median lengths shortening from 123 to 51 nt over the course of the experiment 

(Figure 7B). Examination of mean tail lengths of mRNAs from each gene revealed a similar 

trend (Figure 7C). At later time points mean tail-length distributions peaked between 45 and 50 

nt (Figure 7C), far below the 100–105-nt mode of the steady-state distribution, which included 

mRNAs of all ages (Figure 1C). 

The actD treatment had some side effects. At later time points, a ∼30-nt periodicity 

emerged in the single-molecule tail-length distributions (Figure 7B). Although such phasing of 

tail lengths, with a period resembling the size of a PABPC footprint, has been observed in 

mammalian cells following CCR4 knockdown (Yi et al., 2018) and in C. elegans (Lima et al., 

2017), only subtle phasing was observed in unperturbed mammalian cells (Figure 6B). The more 

prominent periodicity observed after prolonged actD treatment was presumably the result of 

more dense packing of PABPC on poly(A) tails in the context of a diminishing mRNA pool. A 
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second side effect of actD treatment concerned mRNA half-lives, which increased from a median 

of 2.1 h in the continuous-labeling experiment to a median of 3.8 h in the transcriptional-shutoff 

experiment (Figure S3E). This increase was observed even for mRNAs with the shortest half-

lives, which indicated that it occurred before actD could have influenced protein output, i.e., in 

less time than that required for mRNA nucleocytoplasmic export and translation. This result 

generalized previous observations concerning the effects of actD on reporter-mRNA stabilities 

(Chen et al., 1995). 

Despite the side effects of actD, the rank order of mRNA half-lives determined from the 

transcriptional-shutoff experiment agreed well with that from the continuous-labeling experiment 

(Figure S3E; Rs = 0.78), indicating that the transcriptional-shutoff experiment captured key 

aspects of the unperturbed condition. In addition, mRNA half-lives calculated from the 

continuous-labeling experiment strongly corresponded to mean tail length observed 1 h after 

actD treatment (Figure 7D; note that 1 h after actD treatment was 2 h after 5EU labeling and thus 

most comparable to Figure 2B). Indeed, the strength of the correspondence between half-life and 

1-h tail length (Rs = 0.88) further supported our conclusion that the vast majority of mRNAs are 

primarily degraded through deadenylation-linked mechanisms. 

To further analyze the results of the transcriptional-shutoff experiment, we grouped 

mRNAs into cohorts based on their half-lives and monitored the abundance and average tail 

length of mRNAs from individual genes at each time point (Figure 7E). Regardless of mRNA 

half-life, tails initially shortened with little change in abundance until mean tail lengths fell 

below 100 nt. As expected based on the strong correspondence between half-life and 1-h tail 

length (Figure 7D), mRNAs with shorter half-lives underwent more rapid tail shortening (Figure 

7E). Once mean tail lengths fell below 50 nt (implying that a substantial fraction of tails fell 
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below 25 nt), degradation accelerated. This acceleration was more prominent for mRNAs with 

shorter half-lives, which confirmed our conclusion that short-tailed mRNAs that had undergone 

more rapid deadenylation are also more rapidly degraded (Figure 7E). 

To examine how well our model predicted this behavior, we used it to predict the results 

of the transcriptional-shutoff experiment, using the rate constants measured earlier from the 

continuous-labeling experiment. When simulating a shorter time course to account for the more 

rapid deadenylation and decay observed without actD, the results predicted by the model agreed 

well with the experimental observations (Rs = 0.93 and 0.61 for mean tail length and abundance, 

respectively; n = 11,273 values above the abundance threshold for 2,687 mRNAs), including the 

precipitous decline in abundance when mean tail lengths fell below 50 nt and the faster 

degradation of short-tailed mRNAs that had undergone faster deadenylation (Figure 7F). The 

striking correspondence between the predictions of the model, which had been trained on the 

continuous-labeling experiment, and the observations of the transcriptional-shutoff experiment 

validated the results and conclusions from both experiments as well as from our analytical 

framework. 

 

Discussion 

Previous studies provide information on deadenylation and degradation dynamics for four 

mammalian mRNAs and some derivatives, with deadenylation rates reported for two of these 

four (Mercer and Wake, 1985; Wilson and Treisman, 1988; Shyu et al., 1991; Chen et al., 1995; 

Gowrishankar et al., 2005; Yamashita et al., 2005). Our study provided a more comprehensive 

resource for deriving the principles of cytoplasmic mRNA metabolism. Initial analyses revealed 

unanticipated intra- and intergenic variability in initial tail lengths and indicated that almost all 
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endogenous mRNAs are degraded primarily through deadenylation-linked mechanisms, 

implying that the deadenylation rate of each mRNA largely determines its half-life with 

surprisingly little contribution from other mechanisms, such as endonucleolytic cleavage and 

deadenylation-independent decapping. 

Mathematical modeling of our data expanded the known range in deadenylation rate 

constants from 60-fold to 1000-fold and showed that the link between deadenylation rate and 

decay generally operates at two levels. First, mRNAs with faster deadenylation rate constants 

more rapidly reach the short tail lengths associated with destruction of the mRNA body. With 

respect to the reason that short tail lengths trigger decay, our analyses support the prevailing 

view that loss of PABPC binding to the poly(A) tail enhances decay, with destabilization 

beginning as tails become too short for cooperative binding of a PABPC dimer and accelerating 

as tails become too short for efficient binding of a single PABPC molecule. 

A more rapid approach to short-tailed isoforms is not the whole story. mRNAs with 

identical 20-nt tails but from different genes can have widely different decay rate constants 

(1000-fold). Moreover, there is a logic to these differences—a logic conferred by the second link 

between deadenylation rate and decay: mRNAs that had previously undergone more rapid 

deadenylation decay more rapidly upon reaching short tail lengths. The coherent regulation of 

deadenylation and short-tailed mRNA decay rates functionally integrates mRNA turnover into a 

single process to ensure that mRNAs that are rapidly deadenylated are also rapidly cleared from 

the cell. With respect to mechanism, perhaps changes that occur as mRNA–protein complexes 

are remodeled to enhance deadenylation also recruit the decapping machinery and its 

coactivators. Terminal uridylation, which is known to stimulate decapping (Rissland and 

Norbury, 2009; Morozov et al., 2010; Lim et al., 2014), may aid in this remodeling, as 
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uridylation was preferentially observed on rapidly deadenylated, short-lived mRNAs. Physical 

connections between the CCR4–NOT deadenylase complex and the decapping complex (Haas et 

al., 2010; Ozgur et al., 2010; Jonas and Izaurralde, 2015) as well as the intracellular 

colocalization of these complexes (Parker and Sheth, 2007) presumably also help coordinate 

deadenylation and short-tailed mRNA decay rates. 

The large differences observed for both deadenylation and deadenylation-dependent 

decay rate constants of mRNAs from different genes raise the question of what mRNA features 

might specify these differences. MicroRNAs and other factors that help recruit deadenylase 

complexes typically bind to sites in 3′ UTRs, implying that these sites help to specify the 

differences (Mauxion et al., 2009; Muhlemann and Lykke-Andersen, 2010; Vlasova-St Louis 

and Bohjanen, 2011; Van Etten et al., 2012; Fabian et al., 2013; Leppek et al., 2013; Du et al., 

2016; Bartel, 2018). However, global analyses of tandem UTR isoforms indicate that the 

magnitude of the differences conferred by 3′-UTR sequences in NIH 3T3 cells is relatively 

modest (Spies et al., 2013). Codon composition can also contribute to differences in mRNA 

stability, but this contribution explains only a small fraction of the variability observed for 

endogenous mRNAs of mammalian cells (Presnyak et al., 2015; Radhakrishnan et al., 2016; 

Forrest et al., 2018; Wu et al., 2019). Additional insight will be required to account more fully 

for the large differences in stabilities observed for different mRNAs. Our results indicate that the 

focus should be on sequences and processes that influence or correlate with deadenylation rates. 

Our global observation that mRNAs typically degrade only after their tail lengths shorten 

extended to the mammalian transcriptome the notion that exponential decay is not fully 

appropriate for modeling mRNA degradation (Shyu et al., 1991; Cao and Parker, 2001; Trcek et 

al., 2011; Deneke et al., 2013). For the exponential model to be appropriate, an mRNA would 
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need to have the same probability of decaying at any point after entering the cytoplasm. In 

contrast, recently exported, long-tailed mRNAs typically underwent little if any decay, which 

supported the restricted-degradation model in which mRNAs are provided a discrete time 

window to function in the cytoplasm. During this window, the body of the mRNA is unaltered, 

but its age and lifespan are tracked and determined through the action of tail-length dynamics. 

Nonetheless, for some analyses we used the exponential model and referred to its decay 

parameter as “half-life” when fitting abundance changes over time because in those cases a more 

complex model did not provide additional insight, and using mRNA half-lives is still common 

practice in the field. 

Despite the utility of our mathematical model, it did not capture some finer details of 

mRNA metabolism. For example, it was not designed to model the burst of deadenylation that 

typically accompanies the loss of each terminal PABPC molecule (Webster et al., 2018). 

However, when considering the aggregate behavior of multiple mRNAs from the same gene, 

these bursts become blurred, with some molecules in the burst phase and others between bursts. 

Accordingly, we fit a single, continuous deadenylation rate constant for the mRNAs of each 

gene. Likewise, we fit a single, continuous production rate constant for the mRNAs of each gene, 

despite the known burst behavior of transcription initiation when examined in single cells (Cai et 

al., 2008). 

The uniform deadenylation rate constants of the model were also not suitable for 

capturing aspects of tail behavior that occurred as tails fell below 20 nt. For example, our 

analysis of steady-state data revealed buildups of isoforms of short-lived mRNAs at two tail-

length ranges: 0–1 and 7–15 nt. A model with uniform deadenylation rate constants can 

potentially explain a peak at 0 nt but not one at an intermediate tail length, such as 7–15 nt. 
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Recognizing this limitation but still wanting to accurately account for the buildup of isoforms 

with tails < 20 nt observed for short-lived mRNAs, we fit the abundance of tails < 20 nt by 

averaging abundance over this length range and comparing this average to that predicted by the 

model—an approach that did not require additional parameters to model a buildup of 7–15-nt 

tails. Such parameters might be warranted if further study shows that the fate of mRNAs with 7–

15-nt tails differs from that of mRNAs with 0-nt tails—studies that can be contemplated now that 

the existence of this buildup is known. Another aspect of mRNA metabolism remaining to be 

incorporated into a mathematical model is terminal uridylation, which was particularly 

prominent on short-tailed isoforms of short-lived mRNAs. 

A recent study observed that cytoplasmic noncanonical poly(A) polymerases can extend 

tails, acting on longer-tailed mRNAs and adding mostly A residues but also sometimes 

generating a mixed tail including a G or another non-A nucleotide (Lim et al., 2018). Because 

most mRNAs with these mixed tails would not be detected by PAL-seq, these mRNAs would 

have appeared to have been degraded in our analysis. Thus, our observation of little-to-no 

degradation of long-tailed mRNAs indicated that, in 3T3 cells, mRNAs with mixed tails 

comprised only a small fraction of the mRNA molecules at any point in time and did not impact 

the overall conclusions of our study. 

Although our current approach does not model all aspects of mRNA metabolism, there is 

every reason to believe that the broad behaviors observed in these initial analyses will continue 

to be observed in more detailed representations of mRNA metabolism. With the acquisition of 

suitable pre-steady-state data, the dynamics of tail-length changes in the 0–20-nt range, of 

terminal uridylation, and of cytoplasmic polyadenylation could be better characterized—

ultimately enabling incorporation of these phenomena into a comprehensive model of mRNA 
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metabolism. Our methods and analytical framework offer inspiration as well as a foundation for 

these future efforts. 
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Methods 

Experimental Model and Subject Details 
 
Cell lines and cell culture 

Clonal 3T3 cell lines engineered to express miR-155 (cell line 1) or miR-1 (cell line 2) upon 

doxycycline treatment were previously described (Eichhorn et al., 2014). Cells were grown at 

37°C in 5% CO2 in DMEM supplemented with 10% BCS (Sigma-Aldrich) and 2 μg/mL 

puromycin. 3T3 cells are male. Mycoplasma testing was performed and no contamination was 

observed. 

 

Methods Details 

Metabolic-labeling Time Courses 

Cells from each line were plated onto 500 cm2 plates at 6.6 million cells per plate and cultured 

for two days such that they reached ∼70%–80% confluency, at which point growth media was 

supplemented with 5-ethynyl uridine (5EU, Jena Biosciences) (Jao and Salic, 2008) at a final 

concentration of 400 μM. After the desired labeling intervals cells were harvested (Figure 1A). 

Four plates were harvested for each 40 min time interval, three plates for each 1 h time interval, 

and two plates for each other time interval. A plate that had never received 5EU was harvested in 

parallel for each condition. 

Cells were harvested at 4°C, washed twice with 50 mL ice-cold PBS, pH 7.3 containing 

100 μg/mL cycloheximide and then used to prepare cytoplasmically enriched lysate as described 

(Subtelny et al., 2014). An aliquot of cleared lysate was flash frozen for use in ribosome 

profiling (Eisen et al., 2020), and the rest of the lysate was added to 5 volumes of TRI reagent 

(Ambion) and frozen at –80°C. Samples stored in TRI reagent were thawed at room temperature, 
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and RNA was purified according to the manufacturer’s protocol and used for RNA-seq or PAL-

seq v2. 

 

RNA standards 

Two sets of tail-length standards (set 1 and set 3, Table S3) were described previously (standard 

mix 2 and standard mix 1) (Subtelny et al., 2014). The other set of standards (set 2, Table S3) 

was prepared based on a 705 nt fragment of the Renilla luciferase mRNA, which was transcribed 

and gel purified as described (Subtelny et al., 2014) and then capped using a Vaccinia capping 

system (2000 μL reaction containing 500 μg RNA, 1000 U Vaccinia capping enzyme (NEB), 1X 

Capping Buffer (NEB), 0.1 mM S-adenosyl methionine, 0.5 mM GTP, 50 nM [α–32P]-GTP, 

2000 U SUPERaseIn (ThermoFisher) at 37°C for 1 h), monitoring the amount of incorporated 

radioactivity to ensure that capping was quantitative. Following the capping reaction, the 2′,3′ 

cyclic phosphate at the 3′ end was removed using T4 polynucleotide kinase (Subtelny et al., 

2014).  The capped, dephosphorylated product was joined by splinted ligation to each of seven 

different poly(A)-tailed barcode oligonucleotides (Subtelny et al., 2014). These seven 3′ ligation 

partners included 110 and 210 nt poly(A) oligonucleotides prepared as described (Subtelny et al., 

2014), and five gel-purified synthetic oligonucleotides (IDT), one with a 10 nt poly(A) tract and 

the other four with a 29 nt poly(A) tract followed by either A, C, G, or U. Ligation products were 

gel purified, mixed in desired ratios, with the final ratios of the different-sized species confirmed 

by analysis on a denaturing polyacrylamide gel. 

Short and long standards were used to monitor enrichment of 5EU-containing fragmented 

RNA or non-fragmented RNA, respectively. Short 5EU standards were prepared by in vitro 

transcription of annealed DNA oligos to produce a 30 nt and 40 nt RNA, with the latter 
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containing a single 5EU (Table S3). In vitro transcription was performed with the MEGAscript 

T7 transcription kit (ThermoFisher) according to the manufacturer’s protocol, except UTP was 

replaced with 5-ethynyluridine-triphosphate (Jena Biosciences) when transcribing the 40 nt 

RNA. Long standards were prepared by in vitro transcription of sequences encoding firefly 

luciferase and GFP using the MEGAscript T7 transcription kit and 0.1 μM PCR product as the 

template. When transcribing GFP RNA, a 20:1 ratio of UTP to 5-ethynyluridine-triphosphate 

was used. Short and long standards were gel purified and stored at –80°C. Prior to use, a portion 

of each standard was cap-labeled and gel purified again, which enabled measurement of the 

recovery of the 5EU-containing standard relative to that of the uridine-only standard. 

Three 28–30 nt RNAs (Table S3) were synthesized (IDT) for use as quantification 

standards in RNA-seq. These standards were gel purified, and 0.1 fmol of each was added to 

each sample immediately prior to library preparation. 

 

Biotinylation of 5EU Labeled RNA 

The RNA-seq libraries analyzed in this study were from fragmented RNAs, size selected to 

match ribosome-profiling libraries (Eisen et al., 2020). For these libraries, poly(A) RNA was 

purified from 50 μg total RNA of the 40 min, 1, 2, and 4 h samples and 25 μg total RNA of the 8 

h sample using oligo(dT) Dynabeads (ThermoFisher) according to manufacturer’s protocol. 

RNA was fragmented and 27–33 nt fragments were isolated as described (Subtelny et al., 2014) 

and short standards that monitored 5EU enrichment were added. Biotinylation was performed in 

the presence of a Cu(II) catalyst in a 20 μL reaction containing 50 mM HEPES, pH 7.5, 4 mM 

disulfide biotin azide (Click Chemistry Tools), 2.5 mM CuSO4, 2.5 mM Tris(3-

hydroxypropyltriazolylmethyl)amine (THPTA, Sigma-Aldrich), and 10 mM sodium ascorbate 
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(Sigma-Aldrich), incubated at room temperature for 1 h. Reactions were stopped with 5 mM 

EDTA and then extracted with phenol–chloroform (pH 8.0). For the steady-state samples, 5 μg 

of RNA from the 40 min sample was poly(A) selected and fragmented, and 27–33 nt fragments 

were size selected and carried forward without enriching for 5EU. 

For PAL-seq v2, long standards used to monitor 5EU enrichment and recovery were 

added to total RNA (using a 1:10 ratio of 5EU-containing standard to non-5EU-containing 

standard), and samples were click labeled as above in reactions with 2.5 μg/μL RNA. For 

samples from the cell line 1 time course, click reactions were performed with 500, 500, 250, 200, 

or 100 μg total RNA for the 40 min, 1 h, 2 h, 4 h, or 8 h samples. For samples from the cell line 2 

time course, click reactions were performed with 800, 525, 350, or 200 μg total RNA for the 40 

min, 1 h, 2 h, or 4 h, respectively. For both cell lines, the steady-state samples did not undergo 

biotinylation or pull-down. 

 

Purification of Biotinylated RNA 

For RNA-seq, Dynabeads MyOne Streptavidin C1 beads (ThermoFisher) for each set of samples 

were combined and batch washed, starting with 200 μL of beads per reaction. Beads were 

washed twice with 1X B&W buffer (5 mM Tris-HCl, pH 7.5, 0.5 mM EDTA, 1 M NaCl and 

0.005% Tween-20), twice with solution A (0.1 M NaOH, 50 mM NaCl), twice with solution B 

(0.1 M NaCl), and then twice with water, using for each wash a volume equal to that of the initial 

bead suspension. Following the last wash, beads were resuspended in an initial bead volume of 

1X high salt wash buffer (HSWB, 10 mM Tris-HCl, pH 7.4, 1 mM EDTA, 0.1 M NaCl, 0.01% 

Tween-20) supplemented with 0.5 mg/mL yeast RNA (ThermoFisher) and incubated at room 

temperature for 30 min with end-over-end rotation, again using a volume equal to that of the 
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initial bead suspension. Beads were then washed three times with 200 μL 1X HSWB per reaction 

and split for each reaction during the last wash. After the wash was removed, sample RNA 

resuspended in 200 μL 1X HSWB was added to blocked beads and incubated with end-over-end 

rotation at room temperature for 30 min. Beads were washed twice with 800 μL water at 50°C, 

incubating at 50°C for 2 min for each wash, and then twice with 800 μL 10X HSWB. RNA was 

eluted from beads by incubating with 200 μL 0.5 M tris(2-carboxyethyl)phosphine (TCEP, 

Sigma-Aldrich) at 50°C for 20 min with end-over-end rotation. The initial eluate was collected, 

and beads were resuspended in 150 μL water and eluted again, combining the two eluates for 

each sample. RNA from the eluate was then ethanol precipitated using linear acrylamide as a 

carrier. 

 Purifications of non-fragmented RNA were performed as above, except bead volumes 

were adjusted based on estimates of the amount of labeled RNA in each sample. For the cell line 

1 samples, 292, 431, 410, 598, and 500 μL of beads were used for the 40 min, 1 h, 2 h, 4 h, and 8 

h samples, respectively. For the cell line 2 samples, 467, 452, 575, and 598 μL streptavidin beads 

were used for the 40 min, 1 h, 2 h, and 4 h samples, respectively. 

 Pilot experiments designed to optimize the 5EU biotinylation and purification confirmed 

that RNAs containing at least one 5EU could be purified efficiently, with over 80% of a model 

RNA substrate containing a single 5EU becoming biotinylated in a 1 h reaction (Eisen et al., 

2020). This high reaction efficiency was important for the RNA-seq samples, as RNA fragments 

from these libraries, generated to match ribosome-profiling samples (Eisen et al., 2020), were 

only ∼30 nt long and estimated to typically contain at most a single 5EU. Indeed, for each of the 

three protocols, which started with either full-length RNA (PAL-seq) or fragmented RNA (RNA-
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seq), metabolically labeled RNA was substantially enriched above background (Eisen et al., 

2020). 

 

PAL-Seq v2 

This method starts with the same mRNA workup as the initial version of PAL-seq (Subtelny et 

al., 2014), except the design of the 3′ adaptor allows for ligation to tails ending with a uridine 

nucleotide, as implemented in an improved version of TAIL-seq (Lim et al., 2016). PAL-seq v2 

also includes a primer-extension reaction that occurs on the Illumina flowcell, with the goal of 

extending the sequencing primer all of the way through the poly(A) tail, so that the first 

sequencing read identifies both the mRNA and its cleavage-and-polyadenylation site, as in PAL-

seq v1 (Subtelny et al., 2014). After stripping the extended primer, the poly(A)-tail length is then 

measured by direct sequencing of the poly(A) tail, as in TAIL-seq (Chang et al., 2014) (Figure 

S1A). 

We used RNA standards of defined tail lengths to monitor library preparation, 

sequencing, and the computational pipeline for improved versions of PAL-seq and our 

implementation of TAIL-seq. Depletion of long-tailed sequences was the most prevalent source 

of measurement error. For TAIL-seq, this depletion seemed highly dependent on the sequencing 

protocol, with the best results obtained on a HiSeq machine in high-output mode using the v3 

reagent kit. 

Steady-state RNA (25 μg of unselected RNA from the 40 min sample) or half of the RNA 

eluted from each 5EU-selected sample was used to prepare PAL-seq libraries. Tail-length 

standard mixes (1 ng of set 1 and 2 ng of set 2 for each 5EU-selected sample, and twice these 

amounts for the steady-state sample), and trace 5′-radiolabeled marker RNAs (Table S3) were 
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added to each sample to assess tail-length measurements and ligation outcomes, respectively. 

Polyadenylated ends including those with a terminal uridine were ligated to a 3′-biotinylated 

adaptor DNA oligonucleotide (1.8 μM) in the presence of two splint DNA oligonucleotides (1.25 

μM and 0.25 μM for the U and A-containing splint oligos, respectively, Table S3) using T4 Rnl2 

(NEB) in an overnight reaction at 18°C. Following 3′-adaptor ligation the RNA was extracted 

with phenol–chloroform (pH 8.0), precipitated, resuspended in 1X RNA T1 sequence buffer 

(ThemoFisher), heated to 50°C for 5 min and then put on ice. RNase T1 was then added to a 

final concentration of 0.006 U/μL, and the reaction was incubated at room temperature for 30 

min, followed by phenol–chloroform extraction and RNA precipitation. Precipitated RNA was 

captured on streptavidin beads, 5′ phosphorylated, and ligated to a 5′ adaptor as described 

(Subtelny et al., 2014) but using a modified 5′ adaptor sequence (Table S3). Following reverse 

transcription using SuperScript III (Invitrogen) with a barcode-containing DNA primer, cDNA 

was purified as described (Subtelny et al., 2014), except a 160–810 nt size range was selected. 

Libraries were amplified by PCR for 8 cycles using Titanium Taq (Takara) polymerase 

according to the manufacturer’s protocol with a 1.5 min combined annealing/extension step at 

57°C. PCR-amplified libraries were purified using AMPure beads (Agencourt, 40 μL beads per 

50 μL PCR, two rounds of purification) according to the manufacturer’s instructions. 

The use of a splinted ligation of the 3′ adaptor to the poly(A) tail had the advantage of 

specifically ligating to mRNAs without the need to deplete ribosomal or other abundant RNAs. 

However, this approach was not suitable for acquiring measurements for mRNAs with tails that 

were either very short (< 8 nt) or extended by more than one uridine, because such tails would 

ligate less efficiently (or not at all) when using a splinted ligation to the 3′ adaptor. To account 

for these mRNAs with either very short or highly modified tails, we implemented a protocol that 
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used single-stranded (ss) ligation and different mRNA enrichment steps to prepared libraries 

from steady-state RNA isolated from each of the two cell lines. For each sample, 5 μg of total 

RNA was depleted of rRNA using RiboZero Gold HMR (Illumina) and further depleted of the 

5.8S rRNA by subtractive hybridization. Subtractive hybridization was performed by mixing 2x 

SSC buffer (3M sodium chloride, 300mM sodium citrate, pH 7.0), total RNA, and 4.8 μM of 

each 5.8S subtractive-hybridization oligo (Table S3) in a 50 μL reaction, heating the reaction to 

70°C for 5 min, then cooling it at 1°C/min to 37°C to anneal the oligos to the RNA. During this 

cooling, 250 μL of Dynabeads MyOne Streptavidin C1 beads per sample (ThermoFisher) were 

washed twice with 1X B&W buffer (5 mM Tris-HCl, pH 7.5, 0.5 mM EDTA, 1 M NaCl and 

0.005% Tween-20), twice with solution A (0.1 M NaOH, 50 mM NaCl), twice with solution B 

(0.1 M NaCl), and then resuspended in 50 μL of 2X B&W buffer. After cooling, the entire 50 μL 

RNA/oligo mixture was added to 50 μL of washed beads, then incubated at room temperature for 

15 min with end-over-end rotation. The sample was then magnetized and the supernatant was 

withdrawn and precipitated by adding 284 μL of water, 4 μL of 5 mg/mL linear acrylamide, and 

1 mL of ice-cold 96% ethanol. After resuspension, RNA was ligated to a 3′ adaptor containing 

four random-sequence nucleotides and an adenylyl group at its 5′ end (Table S3) in a 70 μl 

reaction containing 10 μM adaptor, 1X T4 RNA Ligase Reaction Buffer (NEB), 20 U/μL T4 

RNA Ligase 2 truncated KQ (NEB), 0.3 U/μL SUPERaseIn (ThermoFisher), and 20% PEG 

8000. The reaction was incubated at 22°C overnight and then stopped by addition of EDTA (3.5 

mM final concentration after bringing the reaction to 400 μL with water). RNA was phenol–

chloroform extracted, precipitated, and subsequent library preparation was as for the splinted-

ligation libraries. 
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 PAL-seq v2 libraries were sequenced on an Illumina HiSeq 2500 operating in rapid 

mode. Hybridization mixes were prepared with 0.375 fmol PCR-amplified library that had been 

denatured with standard NaOH treatment and brought to a final volume of 125 μL with HT1 

hybridization buffer (Illumina, 3 pM library in final mix). Following standard cluster generation 

and sequencing-primer hybridization, two dark cycles were performed for the splinted-ligation 

libraries (i.e., two rounds of standard sequencing-by-synthesis in which imaging was skipped), 

which extended the sequencing primer by 2 nt, thereby enabling measurement of poly(A) tails 

terminating in non-adenosine bases. For the direct-ligation libraries, six dark cycles were 

performed instead of two, which extended the sequencing primer past the four random-sequence 

nucleotides in the 3′ adaptor and the last two residues of the tail. 

Following the two dark cycles, a custom primer-extension reaction was performed on the 

sequencer using 50 μM dTTP as the only nucleoside triphosphate in the reaction. To perform this 

extension, the flow cell temperature was first set to 20°C. Then, 120 μL of universal sequencing 

buffer (USB, Illumina) was flowed over each lane, followed by 150 μL of Klenow buffer (NEB 

buffer 2 supplemented with 0.02% Tween-20). Reaction mix (Klenow buffer, 50 μM dTTP, and 

0.1 U/μL Large Klenow Fragment, NEB) was then flowed on in two aliquots (150 μL and 100 

μL). The flow-cell temperature was then increased to 37°C at a rate of 8.5°C per min and the 

incubation continued another 2 min after reaching 37°C. 150 μL of fresh reaction mix was then 

flowed in, and following a 2 min incubation, 75 μL of reaction mix was flowed in eight times, 

with each flow followed by a 2 min incubation. The reaction was stopped by decreasing the flow 

cell temperature to 20°C, flowing in 150 μL of quench buffer (Illumina HT2 buffer 

supplemented with 10 mM EDTA) and then washing with 75 μL of HT2 buffer. The flow cell 

was prepared for subsequent sequencing with a 150 μL and a 75 μL flow of HT1 buffer 
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(Illumina). 50 cycles of standard sequencing-by-synthesis were then performed to yield the first 

sequencing read (read 1). XML files used for this protocol are provided at 

https://github.com/kslin/PAL-seq. 

The flow cell was stripped, a barcode sequencing primer was annealed, and seven cycles 

of standard sequencing-by-synthesis were performed to read the barcode. The flow cell was then 

stripped again, and the same primer as used for read 1 was hybridized and used to prime 250 

cycles of standard sequencing-by-synthesis to generate read 2. Thus, each PAL-seq tag consisted 

of three reads: read 1, read 2, and the indexing (barcode) read. For cases in which a tag 

corresponded to a polyadenylated mRNA, read 1 was the reverse complement of the 3′ end of the 

mRNA immediately 5′ of the poly(A) tail and was used to identify the mRNA and cleavage-and-

polyadenylation site of long-tailed mRNAs. The indexing read was used to identify the sample, 

and read 2 was used to measure poly(A)-tail length and identify the mRNA and cleavage-and-

polyadenylation site of short-tailed mRNAs. The intensity files of reads 1 and 2 were used for 

poly(A)-tail length determination, along with the Illumina fastq files. 

 

PAL-Seq v2 Data Analysis 

Tail lengths for the splinted-ligation data were determined using a Gaussian hidden Markov 

model (GHMM) from the python2.7 package ghmm (http://ghmm.org/), analogous to the model 

used in TAIL-seq (Chang et al., 2014) and described in the next paragraph. Read 1 was mapped 

using STAR (v2.5.4b) run with the parameters ‘–alignIntronMax 1 –outFilterMultimapNmax 1 –

outFilterMismatchNoverLmax 0.04 –outFilterIntronMotifs RemoveNoncanonicalUnannotated –

outSJfilterReads’, aligning to an index of the mouse genome built using mm10 transcript 

annotations that had been compressed to unique instances of each gene selecting the longest 
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transcript and removing all overlapping transcripts on the same strand (Eichhorn et al., 2014). 

The genome index also included sequences of the quantification spikes and the common portion 

of the poly(A)-tail length standards. The sequences that identified each RNA standard (the last 

20 nt of each standard sequence, Table S3) were not aligned using STAR. Instead, the unix 

program grep (v2.16) was used to determine which reads matched each standard (allowing no 

mismatches), and these reads were added to the aligned reads from the STAR output. Tags 

corresponding to annotated 3′ UTRs of mRNAs were identified using bedtools (v2.26.0), and if 

the poly(A)-tail read (read 2) contained a stretch of ≥ 10 T residues (the reverse complement of 

the tail) in an 11-nt window within the first 30 nt, this read was carried forward for GHMM 

analysis. If read 2 failed to satisfy this criterion but began with ≥ 4 T residues, the tail length was 

called based on the number of contiguous T residues at the start of read 2; by definition, these 

tails were < 10 nt and thus easily determined by direct sequencing. 

For each read 2 that was to be input into the GHMM a ‘T signal’ was first calculated by 

normalizing the intensity of each channel for each cycle to the average intensity of that channel 

when reading that base in read 1 and then dividing the thymidine channel by the sum of the other 

three channels. Sometimes a position in a read would have a value of 0 for all four channels. A 

read was discarded if it contained more than five such positions.  Otherwise, the values for these 

positions were imputed using the mean of the five non-zero signal values upstream and 

downstream (ten positions total) of the zero-valued position. A three-state GHMM was then used 

to decode the sequence of states that occurred in read 2. It consisted of an initiation state (state 

1), a poly(A)-tail state (state 2), and a non-poly(A)-tail state (state 3). All reads start in state 1. 

From state 1 the model can remain in state 1 or transition to state 2. From state 2 the model can 
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either remain in state 2 or transition to state 3. The model was initialized with the following 

transition probabilities: 

 

The initial emissions were Gaussian distributions with means of 100, 1, and −1 and 

variances of 1, 0.25 and 0.25, respectively. In general, the emission Gaussians for the model 

corresponded to the logarithm of the calculated T signal at each sequenced base in read 2. The 

initial state probabilities were 0.998, 0.001, and 0.001 for states 1, 2 and 3, respectively. 

After initializing the model, unsupervised training was performed on 10,000 randomly 

selected PAL-seq tags, and then the trained model was used to decode all tags, with the number 

of state 2 cycles reporting the poly(A)-tail length for a tag. Only genes with ≥ 50 poly(A)-tail 

length measurements were considered for analyses involving mean poly(A)-tail lengths. 

 

Analysis of PAL-Seq ss-Ligation Data 

To account for mRNAs with very short tails or extensive terminal modifications, we 

implemented a version of PAL-seq that did not use splinted ligation. Tail lengths from these ss-

ligation datasets, acquired for steady-state samples from both cell lines, were determined using a 

modified version of the PAL-seq analysis pipeline written for python3. The T-signal in this 

pipeline was modified to allow more accurate detection of mRNAs lacking tails. Instead of 

normalizing the intensity of each channel for each cycle to the average intensity of that channel 

when reading that base in read 1, the intensity of each channel was normalized to the average 

intensity of the channels for the other three bases in read 1. The intensity of the T channel was 

from \ to state1 state2 state3
state1 0.001 0.95 0.049
state2 0.001 0.95 0.049
state3 0.001 0.001 0.998
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then divided by the sum of the other channel intensities to calculate the T signal, and tails were 

called using the hmmlearn package (v0.2.0). Tags representing short tails, including short tails 

that ended with many non-A residues, were identified as those for which read 1 and read 2 

mapped to the same mRNA 3′ UTR (usually ∼4% of the tags). Tail lengths for these tags were 

called without the use of the GHMM. Instead, their tail lengths were determined by string 

matching, allowing any number of untemplated U residues but no more than two G or C residues 

to precede the A stretch. Tags not identified as representing short-tails were analyzed using the 

GHMM, excluding from further analysis occasional outliers determined by the GHMM to have 

tails ≤ 8 nt. 

Most of the tags that had either only a very short tail or no tail did not correspond to 

mRNA cleavage-and-polyadenylation sites. Therefore, to be carried forward in our analysis, 

short-tailed tags were required to have a 3′-most genome mapping position (as determined from 

read 1 but requiring that read 2 also map uniquely to the same 3′ UTR) that fell within a 10 nt 

window of a PAL-seq–annotated cleavage-and-polyadenylation site. 

Although the single-stranded ligation protocol provided the opportunity to account for 

mRNAs with very short or highly modified tails, examination of the recovery of internal 

standards indicated that tags representing longer tails (≥ 100 nt) were not as well recovered in the 

datasets in which we implemented ss ligation. Therefore, for steady-state samples from each cell 

line, we generated composite tail-length distributions in which the ss-ligation dataset contributed 

to the distribution of tails < 50 nt, and the splinted-ligation dataset contributed to the distribution 

of tails ≥ 50 nt. For example, Slc38a2 had 635 standard PAL-seq tags, 169 of which (∼27%) had 

tails < 50 nt, and this same gene had 703 ss-ligation PAL-seq tags, 393 of which (∼56%) had 

tails < 50 nt. The composite tail-length distribution replaced the 169 short-tailed splinted-ligation 
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PAL-seq tags with the 393 short-tailed ss-ligation PAL-seq tags, normalizing the latter cohort by 

a scaling factor. This scaling factor was determined from the ratio of the counts of the splinted-

ligation tags with tail lengths between 30–70 nt (135 tags) to the counts of the corresponding tags 

in the ss-ligation dataset (153 tags). 

3′-end annotations were generated from PAL-seq tags with tails ≥ 11 nt, using an 

algorithm previously developed for data from poly(A)-position profiling by sequencing (3P-seq) 

(Jan et al., 2011). Each PAL-seq read 1 that mapped (with at least 1 nt of overlap) to an 

annotated 3′ UTR (Eichhorn et al., 2014) was compiled by the genomic coordinate of its 3′-UTR 

nucleotide closest to the tail. The genomic coordinate with the most mapped reads was annotated 

as a 3′ end. All reads within 10 nt of this end (a 21 nt window) were assigned to this end and 

removed from subsequent consideration. This process was repeated until there were no 

remaining 3′ UTR-mapped reads. For each gene, the 3′-end annotations were used in subsequent 

analyses if they accounted for ≥ 10% of the 3′ UTR-mapping reads for that gene. 

Documentation and code to calculate and analyze T signals and determine tail lengths are 

available for both the splinted-ligation and ss-ligation pipelines at https://github.com/kslin/PAL-

seq. 

 

TAIL-Seq 

The 2 h time-interval TAIL-seq sample used for comparison with PAL-seq was prepared using 

the same library cDNA as was used for PAL-seq v2 libraries, but amplifying the library using 

different primers (Table S3). The first read of TAIL-seq involved sequencing the 3′ UTR from 

the gene body toward the tail, with the sequencing primer annealing to sequences added with the 

5′ adaptor. This 5′ adaptor was an equimolar mixture of four sequences with different numbers of 



	 87 

nucleotides in between the primer binding site and the insert (Table S3) to ensure that highly 

abundant sequences (such as rRNA fragments) did not cause a large portion of the flow cell to 

fluoresce in a single channel. Amplification and purification were as for PAL-seq v2. Samples 

were sequenced with either a paired-end 50-by-250 run (2 h time-interval sample) using a HiSeq 

2500 operating in normal mode using a v3 kit. Other Illumina sequencing chemistries (including 

v1, v2, and v4 kits run in rapid and normal modes) did not yield accurate tail-length 

measurements when used in paired-end mode. Analysis was as described for PAL-seq v2, except 

a five-state GHMM was used (Chang et al., 2014) to accommodate the difference in the nature of 

the T-signal output imparted by the different mode of sequencing. The five states were an 

initiation state, a poly(A) state, a poly(A) transition state, a non-poly(A) transition state, and a 

non-poly(A) state. 

 

RNA-Seq 

Fragmented poly(A)-selected RNAs were supplemented with three short quantification standards 

(Table S3), and then ligated to adapters, reverse-transcribed, and amplified to prepare the RNA-

seq and ribosome-profiling libraries, respectively (Subtelny et al., 2014). These libraries were 

sequenced on an Illumina HiSeq 2500. For all RNA-seq data, only reads mapping to ORFs of 

annotated gene models (Eichhorn et al., 2014) were considered, excluding the first 50 nt of each 

ORF. The latter requirement which was implemented to match ribosome-profiling data of a 

concurrent study examining the effects of miRNAs (Eisen et al., 2020). A cutoff of ≥ 10 reads 

per million mapped reads (RPM) was applied to each gene in each sample. 

 



	 88 

Calculation of mRNA Half-Lives 

Half-lives were estimated independently from both RNA-seq data and PAL-seq tag abundance. 

Prior to half-life fitting, mRNA abundances were normalized across time intervals based on the 

quantification standards added to each sample prior to library preparation. 

Half-lives associated with the mRNAs from each gene j were determined by fitting to the 

equation 

𝑚!(𝑡") = 𝛿
𝛼!
𝛽!
+1 − 𝑒#$!(&"#&#$$)/ 

	

(1) 

in the case of the continuous-labeling experiment, or to the equation 

𝑚!(𝑡") =
𝛼!
𝛽!
𝑒#$!&" + 𝑐! 	 (2) 

in the case of the transcriptional shutoff experiment, where 𝑚!(𝑡") is the expression of mRNA j 

at time t, αj is the rate constant for mRNA production, βj is the rate constant for mRNA 

degradation, 𝑡()) is a global time offset, δ is a global scaling parameter to adjust the steady-

state time point, and cj is a baseline for the final expression of each gene in the transcriptional-

shutoff experiment. Because the quantification standards were not applicable to the steady-state 

samples (as these samples did not undergo 5EU purification), the steady-state samples were 

normalized by a globally fitted constant (setting 𝑡" to 100 h for this time interval). 

Because the half-life fitting for the continuous-labeling experiment required the global 

parameters 𝑡()) and δ, half-lives for all genes needed to be fit simultaneously. Accordingly, we 

minimized the least-squares error loss function, L2(p): 
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𝐿*(𝑝) =445ln	(𝑚"!(𝑝)) − ln	(𝑦"!):
*

+

!

,

"

, 

	

 
(3) 

for the simulated number of normalized tags at time point i for gene j, mij, and the observed 

number, yij. The total number of time points and genes are denoted by I and J, respectively. L2 

depends on the parameters p = (α1, α2, …, αJ, β1, β2, …, βJ, toff, and δ). The optimization for αj, βj, 

toff, and δ was performed using the “L-BFGS-B” method in the optim function in R. 

 To increase the efficiency of the optimization, we also calculated and implemented the 

analytical gradient of the model-and-loss function. This gradient computed the quantity -.%
-/

 

which, when passed to the optimizer, decreased the number of iterations required to minimize the 

loss. This quantity was computed for each of the parameters as follows: 
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(4.4) 

where 𝜁 is the first component of the derivative of the loss function 
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𝜁 = 2>lnA
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	. 

 

	

 
(5.1) 

δ is constrained such that its value is 1 for non-steady–state time points and only fit at steady 

state (i.e. fit when 𝑡" =	 𝑡00 and 1 otherwise).  

 The range of rate constants fit to this exponential model and the subsequent 

deadenylation model was bounded to reflect the lack of confidence in values of and differences 

between extreme outliers. Half-life values were bounded to fall between 6 min and 100 h, 

deadenylation rate constants were truncated to fall between 0.03 and 30 nt/min, decay rate 

constants at 20 nt were truncated to fall between 0.003 and 3 min−1, and production rate 

constants were truncated to fall between 10−8 and 10−5 normalized reads/min. Reads were spike-

normalized and background subtracted, as detailed in subsequent methods.  

 

Model of mRNA metabolism 

The model of mRNA production, deadenylation, and decapping (decay) was a system of 

differential equations 

𝑑𝐴1
𝑑𝑡 = 𝑘2 − (𝑘3 + 𝑘*)𝐴1 	

 
(6.1) 

𝑑𝐴1#3
𝑑𝑡 = 𝑘2 + 𝑘3𝐴1 − (𝑘3 + 𝑘*)𝐴1#3	

 
(6.2) 

𝑑𝐴1#*
𝑑𝑡 = 𝑘2 + 𝑘3𝐴1#3 − (𝑘3 + 𝑘*)𝐴1#*	

 
(6.3) 

⋮  
 
(6.4) 
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𝑑𝐴2
𝑑𝑡 = 𝑘2 + 𝑘3(𝐴3) − 𝑘*(𝐴2)	,	

 

where Al is an mRNA with tail length l, and k0, k1, and k2 are rate constants that describe the 

production, deadenylation and decay rates, respectively. The final deadenylation product (A0) has 

a deadenylation rate constant of zero, as it has no tail. The rate constants k0 and k2 are themselves 

functions of tail length (l), specified by the respective negative binomial and logistic functions 

𝑘2(𝑙) = 	
α𝛤+𝑣/ + 𝑙/
𝑙! 𝛤+𝑣//

>
𝑚/

𝑣/ +𝑚/
?
1

>
𝑣/

𝑣/ +𝑚/
?
4&

 
 
(7.1) 

𝑘*(𝑙) = 	
$

5367
'
(')*
+* 8

 ,  
(7.2) 

where the parameters α, β, vp, mp, md, vd, are fitted parameters. The parameters α and β are 

scaling terms for production and decay distributions, respectively. The parameters mp and md 

describe the expected value of those distributions, and vp and vd describe the spread. 

Equations (6) were re-written as a linear, time-invariant (LTI) system (Dahleh et al., 

2004) 

 ,       (8) 

or, more succinctly, as 

, (9) 

where the coefficient matrix, C, is specified by the coefficients of the differential equations (6), 

and the source vector D is specified by the production rate. C is a 251×251 matrix, whereas D, 

x =

k1 k2 0 … 0 0
k1 k1 k2 0

0 k1 k2 0
0 0 … k1 k2

x(t)+

k0
k0

k0
k0

!x =Cx(t)+D
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x(t), and ẋ are 251×1 vectors. Although k0 and k2 do not depend on time, they do depend on tail 

length (Equations 7). In the case of the continuous-labeling experiment,	𝑥(𝑡 = 0) = 	𝟎. The 

transcriptional-shutoff experiment begins with 𝑥(𝑡 =	– 1		h) = 	𝟎, but 𝑥(𝑡 = 0) is determined by 

the values of the system after 1 h of simulation. 

 Equation (9) has the analytical solution 

, (10) 

where I is the identity matrix and  is the matrix exponential of the coefficient matrix scaled by 

time. Both this analytical solution and numerical integrators (which do not require an analytical 

solution) can be used to compute the result. We found that numerical stability and computational 

efficiency were optimal when using the LSODE solver with parameters set for a banded Jacobian 

matrix in the deSolve package (v1.21) of R, with the model written in C and dynamically loaded 

into R. Increasing the number of allowed tail-length states from 250 to 300 had little effect on the 

resulting fitted rate constants but greatly increased computation time. 

The model yielded abundances for each tail-length isoform at each time interval, using 

seven parameters for each gene, three of which were shared across all of the genes (Table S2). 

From these abundances, the residual sum of squares was computed from the corresponding 

standard-normalized PAL-seq datasets. Although the 250 nt tail length was modeled, 

measurements for this length were not available from PAL-seq v2, and thus were excluded from 

the fitting. Likewise, tail-lengths < 20 were modeled for all time intervals, but because the 

abundance of tail lengths < 20 nt was only available for steady state, these lengths were excluded 

from fitting all but the steady-state interval. As a result, for the continuous-labeling experiment 

using cell line 1, parameters for each gene were fit to 1400 data points (230 tail lengths × 5 time 

intervals + 250 for the steady-state), and for the experiment using the cell line 2, parameters for 

x(t) =C(eCt − I )D

eCt
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each gene were fit to 1170 data points. The optimization was performed using the “L-BFGS-B” 

method in the optim function of R, or, in the case of the global fitting, using the “L-BFGS-B” 

method in the NLopt package (v1.0.4) of R. 

A simple L2 loss function skewed the fits to the time intervals that had larger values. A 

common solution to this problem is to fit to log-transformed values, but because our data were 

sparse, with many tail-length positions having zero tags, pseudo-counting to allow log-space 

fitting resulted in poor fits. Therefore, residuals were variance weighted using the loss function 

𝐿*(𝑝) =444	
9

:

+

!

(𝑥"!:(𝑝) − 𝑦"!:)*

Var(𝑦")

,

"

	, 
 
(11) 

where i, j, and k are the time-interval, gene, and tail length with I, J and K as the maximal values 

of time-intervals, genes, and tail lengths, and  Var(𝑦") is the variance of the dataset from time-

interval i.  

  The model is constrained by the 0-tail-length species, which builds up when decay is 

slow with respect to deadenylation. Such a buildup was observed in the steady-state tail-length 

distribution of short-lived mRNAs but occurred primarily between 0 and 20 nucleotides (Figure 

6C). Because of this discrepancy, a composite residual was calculated for the model and the data. 

Abundances for tails < 20 nt were averaged and this average was used to replace the abundances 

for each tail length < 20 nt for the steady-state data. In addition, when comparing the associated 

short tails from the data and the model, the residuals for tails < 20 nt were weighted by either 6- 

or 5-fold (cell lines 1 and 2, respectively) to account for opting not to fit to measurements for 

tails < 20 nt in the non-steady–state samples. 

 As with gene-specific parameters, global parameters vp, md, and vd were fit using pre-

steady-state measurements of tails ranging from 20–249 nt. The composite steady-state tail-
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length distributions of Figure 2A were also used, which constrained buildup of short-tailed 

mRNAs. Fitting was performed on subsets of 100 genes (selected randomly without replacement 

from genes with composite steady-state distributions, yielding 22 and 15 subsets for cell lines 1 

and 2, respectively), including vp, md, and vd in the parameter vector. Median values of the global 

parameters (Table S1) were then used to fit each gene-specific parameter. 

 

Bootstrap Analysis 

Tags in the cell line 1 PAL-seq dataset were resampled 10 times with replacement and assigned 

to a gene and tail length based on a multinomial probability distribution generated from the 

counts for each tail length in the original dataset. These resampled datasets were then used for 

background subtraction, global parameter determination, and model fitting. 

 

Background Subtraction for PAL-Seq Data 

Although the efficacy of the 5EU purification enabled efficient enrichment of labeled RNAs at 

short time intervals (Eisen et al., 2020), we also modeled and corrected for residual background 

caused by non-specific binding of the unlabeled RNA to the streptavidin beads (Figure S2F). 

We designed our background model under the assumption that the background in the 

time courses stems primarily from the capture of a fixed amount of non-5EU labeled mRNA 

during the 5EU purification. Accordingly, we subtracted a fraction (0.3%) of the steady-state 

data from each continuous-labeling dataset. This fraction of input sample was chosen such that at 

40 min long-lived genes (half-life ≥ 8 h) had no mRNAs with tail lengths ⪅100 nt on average, 

but short-lived genes (half-life ≤ 30 min) were unaffected (Figure S2F). Likewise, we subtracted 

standard-normalized time-interval–matched input data from each transcriptional-inhibition 
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dataset, as actD influenced which unlabeled cellular mRNAs were available to contribute to the 

background. The fraction of each input sample to subtract was chosen such that at 0 h long-lived 

genes (half-life ≥ 8 h) had no mRNAs with tail lengths ⪅100 nt on average, but short-lived genes 

(half-life ≤ 30 min) were unaffected. Genes were included in the final background-subtracted set 

only if the sum of their background-subtracted tag counts was ≥ 50 tags. 

After background subtraction, PAL-seq datasets were scaled to each time interval by 

matching the total number of background-subtracted tags for all genes at all tail lengths to the 

total number of tags for all genes for the corresponding time interval in the RNA-seq data. The 

scaled PAL-seq data were then used to compute half-lives for each gene, scaling the steady-state 

sample using a globally fitted constant. 

 

ActD Treatment 

Cell line 2 was cultured as in the continuous-labeling experiments. We prepared 2, 2, 2, 3, and 4 

500 cm2 plates for the 0, 1, 3, 7 and 15 h time intervals, respectively. 5EU (400 μM final) was 

added to each plate (with one non-5EU plate prepared in parallel), and after 1 h actD (5 μg/mL 

final concentration, Sigma-Aldrich) was added. Cells were harvested as described for the 

continuous-labeling experiments, except that a quantitative spike RNA containing 5EU and 

corresponding to the chloramphenicol-resistance gene sequence (Table S3) was added to the 

lysis buffer at a concentration of 0.57 ng/mL, or 2 ng/plate. This RNA was prepared using an in 

vitro transcription reaction as above, with a 5EUTP-to-UTP ratio of 1:20. 
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Quantification and Statistical Analysis 

Graphs were generated and statistical analyses were performed using R (R Core Team, 2019). 

Statistical parameters including the value of n, statistical test, and statistical significance (p 

value) are reported in the figures and their legends. No statistical methods were used to 

predetermine sample size. 

 

Data and Code Availability 

Raw and processed RNA-seq, PAL-seq, and TAIL-seq read data are available at the GEO, 

accession number GEO: GSE134660. Code for configuring an Illumina HiSeq 2500 machine for 

PAL-seq and for calculation of tail lengths from PAL-seq or TAIL-seq data are available at 

https://github.com/kslin/PAL-seq. Code for fitting kinetic models of abundance and tail length is 

available at https://github.com/timeisen/DynamicsOfCytoplasmicMrnaMetabolism.  
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Supplemental Figures and Legends 

 

 
 
Figure S1. PAL-seq v2 Methodology and Benchmarking, Related to Figure 1 
(A) Schematic of PAL-seq v2. The original version of PAL-seq (Subtelny et al., 2014) was 
modified to include an additional splint oligonucleotide capable of ligating to tails with a terminal 
U (step 1); two dark cycles prior to the primer-extension reaction (step 13), which prevented non-
adenosine terminal residues from terminating the subsequent primer extension; primer extension 
through the tail with dTTP as the only nucleoside triphosphate (step 14); sequencing on a HiSeq 
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machine, with the opportunity for multiplexing (steps 16 and 17); an additional read using the read 
1 sequencing primer (read 2), which collected sequence and intensity information used to call 
poly(A)-tail lengths, as in TAIL-seq (Chang et al., 2014) (steps 18 and 19). (B) Recovery of RNA 
standards. Before preparing libraries, two sets of RNA standards were added to each of the 34 
RNA samples analyzed by PAL-seq v2 in this study and an accompanying study (Eisen et al., 
2020). Set 1 contained seven RNAs with different tail lengths, and set 2 contained four RNAs with 
different tail lengths (Table S3). For each set of standards, the relative abundance of each standard 
in the final sequencing output was compared its relative abundance in the initial standard mixture, 
and this recovery ratio is plotted for each sample on a log scale. The relative recovery of standards 
varied somewhat, with no systematic bias that would indicate substantial depletion of poly(A)-
tails of certain lengths. The 30 nt standard from set 2 was excluded from this analysis because it is 
an equal mixture of four different standards that end in a terminal A, C, G or U (Table S3), which 
was added to assess the ability to detect tails with a terminal U, as described in the next panel. (C) 
Terminal nucleotide compositions of RNAs with tail measurements ≥5 nt. Libraries were prepared 
using a 5:1 mixture of splint oligos that would hybridize perfectly to either the 3′ end of RNAs 
ending in eight adenosines or the 3′ end of RNAs ending in seven adenosines followed by a 
terminal uridine, respectively. Left: Terminal nucleotide composition of PAL-seq v2 tags from the 
RNA standards for which poly(A) tails were prepared using poly(A) polymerase and ATP. These 
standards were expected to terminate exclusively with adenosine. Middle: Terminal nucleotide 
composition of PAL-seq v2 tags from the synthetic 30 nt standard, which was prepared with a tail 
designed to have an equal mixture of terminal A, C, G, or U. Although the splint oligonucleotides 
perfectly matched the versions ending A and U, the terminal U was somewhat depleted compared 
to the terminal A, and a substantial fraction of terminal G was also captured, perhaps due to 
wobble-pairing between the T in the splint and the terminal G in the standard. Right: Terminal 
nucleotide composition of PAL-seq v2 tags from mRNAs. (D) The tail length distributions of the 
synthetic RNA standards, as measured by PAL-seq v2.  Plotted is the cumulative distribution of 
poly(A)-tail lengths for each standard in the steady-state sample from cell line 1. The poly(A)-tail 
lengths measured by polyacrylamide gel electrophoresis (Subtelny et al., 2014) are indicated (key). 
(E) Mean poly(A)-tail lengths of the two sets of synthetic standards, as measured by PAL-seq v2. 
For each standard, the mean tail length in each of the 34 samples in this study and an accompanying 
study (Eisen et al., 2020), as measured using PAL-seq v2, is plotted (black points). Also plotted is 
the mean tail length of each standard, as determined using denaturing gels (red crosses). Tails that 
exceeded 250 nt were not expected to be measured accurately, because their length exceeded the 
length of the sequencing read used to measure the tail. (F) Comparison of the frequencies in which 
UTR 3′ ends were called by biological replicates of PAL-seq v2 (left) or the two different versions 
of PAL-seq (right). Each point is the number of tags that mapped to a genomic position, adding a 
pseudo-count of 0.1 tags. Dashed lines represent equivalency, after accounting for different 
sequencing depths. 
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Figure S2. Reproducibility of PAL-seq v2, Related to Figure 1 
(A) Comparisons of biological replicates for different library preparation and tail-profiling 
protocols. For each gene that passed a 50-tag cutoff, mean poly(A)-tail lengths after 2 h of 
continuous labeling are shown for PAL-seq (left panel), our implementation of TAIL-seq (Lim et 
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al., 2016), (middle panel), or PAL-seq v2 (right panel). Whereas the RNA examined using TAIL-
seq and PAL-seq v2 datasets was isolated using 5EU labeling, the RNA examined using PAL-seq 
v1 dataset was isolated using 4-thiouridine labeling. The 2 h time interval was chosen for this 
analysis because its broad range of average tail lengths made it most suitable for comparing the 
results of different methods (Figure 1C). The dashed line represents y = x. (B) Comparisons 
between different tail-profiling protocols. Compared are mean tail lengths generated by TAIL-seq 
and PAL-seq v2 (left panel), PAL-seq v1 and PAL-seq v2 (middle panel), and TAIL-seq and PAL-
seq v1 (right panel). Otherwise, as in (A). (C) Recovery of tail standards in the PAL-seq v1, TAIL-
seq (splinted ligation) and PAL-seq v2 steady-state (single-stranded ligation) datasets. For 
analyses of the recovery of tail standards in PAL-seq v2 (splint-ligation) datasets, see Figure S1B. 
All six libraries contained seven standards from standard set 1; the TAIL-seq libraries contained 
three standards from standard set 2; and the PAL-seq v1 library contained seven standards from 
standard set 3. Tail lengths of the standards as determined by polyacrylamide-gel electrophoresis 
(Subtelny et al., 2014) are indicated (key) and shown as x-axis labels. The 30 nt standard from set 
2 was excluded from this analysis because it was an equal mixture of four different standards that 
ended in A, C, G or U (Table S3) and was added to assess the ability to detect tails with a terminal 
U. The relative abundances of the standards in the sequencing data were quantified and compared 
to their relative starting abundance, and this recovery ratio is plotted for all samples. The values of 
each library were normalized to the abundance of the 107 nt standard in set 1. (D) Mean tail lengths 
of the standards shown in (C) and the 30 nt standard. Otherwise, as in (C). For analysis of mean 
tail lengths of the standards in PAL-seq v2 (splint-ligation) datasets, see Figure S1E. (E) 
Uridylation frequency as a function of tail length. The fraction of single uridine residues at the 3′ 
end of mRNA-mapping tags is plotted as a function of tail lengths ≥5 nt (black) along with a 
LOESS smoothing kernel (blue, with 5th–95th percent confidence intervals in grey) for either cell 
line 2 (top panels) or cell line 1 (bottom panels). These values were scaled by a factor of 5.23 to 
correct for the depletion of tags containing a terminal uridine, estimated from the ratio of tags 
mapping to the 30 nt standards terminating with either A or U, which had been added to 
the libraries at an equal molar ratio (Figure S1C). Uridine fractions corresponding to tail lengths 
≥246 nt were combined into one bin at 246 nt. (F) Effects of background subtraction of PAL-seq 
data at the earliest (40 min) time interval. Distributions of the unsubtracted (blue) and background-
subtracted (red) tail lengths for short-lived (half-life <30 min, n = 293 for both unsubtracted and 
background subtracted) and long-lived (half-life >8 h, n = 379) mRNAs. The background 
subtraction differentially affected the long half-life mRNAs, as these had a proportionally smaller 
amount of labeled relative to unlabeled RNA at short time intervals, and thus unlabeled RNAs 
contributed a larger fraction of their reads at these intervals. 
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Figure S3. Half-life and Initial Tail-Length Measurements, Related to Figures 2 and 3 
(A) Pairwise correlations (Rs) of half-life measurements. n = 4485, 4748, 3048, 1743, and 4658 
genes for cell line 1 poly(A)-selected, cell line 2 poly(A)-selected, cell line 1 PAL-seq, cell line 2 
PAL-seq, and Schwanhäusser et al. 2011 samples, respectively. (B) Distributions of half-lives for 
mRNAs from all genes (n = 3048), ribosomal-protein genes (RPGs, n = 31), or immediate-early 
genes (IEGs, n = 19) (Tullai et al., 2007) obtained using PAL-seq data from cell line 1. (C) 
Distribution of mRNA half-lives obtained using PAL-seq data from cell line 1 (n = 3048). (D) 
Comparison of published half-life measurements (Schwanhäusser et al., 2011) with those obtained 
from 5EU continuous labeling. Dashed line is y = x. (E) Comparison of half-life measurements 
from the transcriptional-shutoff experiment and those obtained from the continuous-labeling 
experiment. Dashed line is y = x. (F) Comparison of mean poly(A)-tail lengths of mRNAs isolated 
from cell line 2 after 40 min of labeling with those isolated from cell line 1 after 40 min of labeling. 
Dashed line is y = x. (G) Relationship between half-life and mean steady-state tail length of 
mRNAs in 3T3 cells. Tail lengths and half-lives were determined using only standard PAL-seq 
data, in which the adapter oligo was appended to the tail using splinted ligation. Otherwise, as in 
Figure 2A. (H) The distribution of c.v. values of tail lengths after 40 min of labeling for mRNAs 
from each gene. Each c.v. value is the average of two biological replicates. (I) Comparison of c.v. 
values of tail lengths after 40 min of labeling between two biological replicates. (J) Relationship 
between mRNA half-life and c.v. values of tail lengths after 40 min of labeling. Each c.v. value is 
the average of two biological replicates.  
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Figure S4. Model Development and Testing, Related to Figures 4 and 5 
(A) Schematic of the model with two deadenylation rates. Deadenylation is parameterized with 
two rate constants, one that describes deadenylation of tail lengths >110 nt (k1) and one that 
describes deadenylation of tails ≤110 nt (k1′). The transition between these rates is determined by 
a generalized logistic function with a transition parameter arbitrarily set to 1 (a sharp transition). 
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Otherwise, as in Figure 4A. (B) Comparison of the residual sum of squares (RSS) between the 
model with two deadenylation rates (A) and the model with one deadenylation rate. Dashed line 
is y = x. (C) Relationship between the second (k1′) and the first (k1) deadenylation rate constant fit 
for mRNAs of each gene using the model in (A). Dashed line is y = x. (D) Comparison of a model 
with two deadenylation rates in which the transition between the rates occurs at a tail length of 150 
nt and the model with one deadenylation rate. Otherwise, as in (B). (E) Relationship between the 
second (k1′) and the first (k1) deadenylation rate fit for mRNAs of each gene using the model in 
(D). Dashed line is y = x. (F) Distribution of R2 values for all genes fit by the model (n = 2778). 
Dashed lines indicate the R2 values of the four genes shown in Figure 4B. (G) Analysis of the 
robustness of fitted rate constants to input parameter identities. The distributions of s.d. values of 
rate constants for all fitted genes over 10 rounds of fitting with varying input parameters are 
displayed as empirical cumulative distributions. The input parameters were randomly selected 
from a uniform distribution bounded by the 10th to 90th percentiles of rate constants of all genes 
during a previous round of fitting. Using an unbounded randomized parameter selection resulted 
in larger variation but also larger final residuals. The s.d. values for 90% of genes were less than 
3.7 × 10−5, 3.5 × 10−5, 5.8 × 10−5, and 2.4 × 10−4 for rate constants for starting tail length, 
production, deadenylation, and decapping, respectively (with all parameters shown as s.d. of the 
log10 of the value). (H) Bootstrapping analysis of fitted rate constants. For each dataset, the total 
number of tags was resampled ten times based on a multinomial probability distribution specified 
by the original tag counts for every tail length position for each gene. These resampled datasets 
were then background subtracted and fit to the computational model. Shown for each fitted gene-
specific parameter is the cumulative distributions of its c.v. values for all fitted genes. The s.d. for 
90% of genes were less than 0.01, 0.03, 0.06, and 0.49, for rate constants for starting tail length, 
production, deadenylation, and decapping, respectively  (with all parameters shown as s.d. of the 
log10 of the value). The greater variation observed for the decapping parameter reflected the 
relatively few data points effectively used for its fitting, as this parameter related primarily to the 
short-tailed region of the distribution. (I) Relationship between production rate from an 
exponential fit to the data and the production rate as determined by the computational model. 
Dashed line is y = x. (J) Model reproducibility across biological replicates. Plots show the 
relationship between mean starting tail lengths (mp, left panel), production-rate scaling terms (a, 
middle left panel), deadenylation rate constants (d, middle right panel) or decapping-rate scaling 
terms (β, right panel) for mRNAs from the same genes in the two cell lines. Dashed line is y = x. 
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Figure S5. Analyses of Deadenylation Rate Constants and Steady-State Tail Lengths and 
Modifications, Related to Figures 5 and 6 
(A) Relationship between mRNA half-life, as determined by an exponential fit to abundance, and 
deadenylation rate constant, as determined by the model. Because the structure of the 
computational model enhanced the correspondence between half-life and deadenylation rate 
constants, analyses performed with primary data (Figure 2B and Figure 7D) provide a more 
accurate indication of the correspondence between mRNA half-life and deadenlylation rate. (B) 
Relationship between measured mRNA lifetime and mRNA lifetime inferred by the model. For 
mRNAs from each gene, the number of tail nucleotides separating the mean starting tail length 
(Figure S4J) and the mean tail length at decapping (Figure 5C) was multiplied by the deadenylation 
rate constant (Figure 5A). Measured lifetime (the inverse of the degradation rate from an 
exponential fit) was then compared to this inferred lifetime. The dashed line indicates y = x. (C) 
Relationship between the steady-state abundance of short-tailed transcripts and mRNA half-life. 
For each tail length from 1–100 nt, the fraction of mRNAs with tail lengths that fell below that 
position was calculated for each gene, and the relationship (Rs) between this fraction falling below 
the tail-length cutoff and half-life was determined as in Figure 6A. These 100 Rs values are plotted 
as a function of the tail-length cutoff used to classify short-tailed transcripts. This analysis started 
with the composite steady-state tail-length distribution generated for the analysis of Figure 2A, 
which accounted for very short and highly modified tails. (n = 2,778). (D) The distribution of 
terminal uridylation on short- and long-lived mRNAs at steady state. The tail-length distributions 
of Figure 6B are replotted and colored by uridylation frequency (key). (E) Examples of mRNA 3′-
end isoforms plotted in Figure 6E. For the genomic locus corresponding to the dominant cleavage-
and-polyadenylation site of Actb, several possible 3′-end isoforms lacking poly(A) tails are shown, 
along with distance from the dominant 3′ end and whether or not the isoform would be included 
in the plot of Figure 6E.  Also depicted is a long-tail mRNA used to annotate the 3′ end of the UTR 
for the analyses of Figure 6E and Figures S6F–I. (F) Distribution of tags as a function of the 
distance between the inferred 3′ end of their UTR and the dominant 3′ end. Only tags with a 
poly(A)-tail longer than 30 nt were used in this analysis. (G) Fraction of tail-containing tags for 
each gene as a function of the distance between the inferred 3′ end of their UTR and the dominant 
3′ end. As each dominant 3′ end was defined as the position represented by the most tags in a 21 
nt window, in principle, no gene should have >50% of its tags at a position other than the dominant 
end. However, because dominant 3′ end annotations were determined using data from a separate 
experiment (standard PAL-seq with splinted ligation to the mRNA 3′ end), >50% of tags for some 
genes mapped to a position other than 0; these outliers represent discrepancies between biological 
replicates. (H) Nucleotide composition near cleavage-and-polyadenylation sites. For each tag 
mapping to within 10 nt of an annotated 3′ end of an mRNA 3′ UTR, the frequency of each genomic 
nucleotide is plotted as a function of the distance from the annotated 3′ end. The depletion of A at 
position 0 and its enrichment at position 1 were artifacts of 3′-end annotation because any A at the 
final nucleotide of a 3′ UTR was assigned to the poly(A) tail, even if that A might have been 
genomically encoded. (I) Relationship between the steady-state fraction of tails >175 nt and 
mRNA half-life. Otherwise as in Figure 6A. (J) Relationship between the steady-state abundance 
of long-tailed transcripts and mRNA half-life. For each tail length from 250–100, the fraction of 
mRNAs with tail lengths that fell above that position was calculated for each gene, and the 
relationship (Rs) between this fraction falling above the tail-length cutoff and half-life was 
determined as in (I) and plotted as in (C). (K) Mean tail lengths for mRNAs from each gene plotted 
in Figure 6B. Violin plots show distributions of short- and long-lived mRNAs, with the median of 
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each distribution shown as a horizontal line (and indicated above each group). Otherwise as in 
Figure 6B. 
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Supplemental Table, Table Titles, and Legends 
 
Table S1. Parameters of the Computational Model, Related to Figure 4  
Table of fitted parameters for the computational model. Staring tail lengths (mp), production rate 
scaling terms (α), deadenylation rate constants (δ), and decapping rate scaling terms (β) were fit 
to the computational model. The global parameters vp, md, and vd were 16.27, 263.95, and 11.05 
for cell line 1 and 15.5, 265.44, and 13.97 for cell line 2. mRNA half-lives were fit to an 
exponential model.  
 

 
Table S3. Oligonucleotides Used in This Study 
	
 

 

Parameter Symbol Distribution Relevant equation Parameter fit 
Production rate α	 Negative 

binomial #$(&) = 	 )*+,-./0/!*+,-0
2 3-
,-.3-

4
/
2 ,-
,-.3-

4
,-

  
Gene specific 

Starting tail length mp	 ′′ ′′ Gene specific 

Production rate spread vp	 ′′ ′′ Global 

Deadenylation  δ	  #: =	δ Gene specific 

Decapping β	 Logistic #<(&) = 	
=

(1+@A
(/A3B)
,B )

 Gene specific 

     
Mean decapping tail 
length 

md	 ′′ ′′ Global 

     
Decapping spread vd	 ′′ ′′ Global 

The equation defining production (k0) has three fitted parameters: production rate (α) and starting tail length 
(mp), which were both fit for each gene, and spread of the starting tail length distribution (vp), which was fit 
globally. Deadenylation (k1) was fit for each gene as a single parameter, deadenylation rate (δ). Decapping (k2) 
uses the decapping rate (β) which was fit for each gene, as well as two globally fitted parameters, the 
decapping position (md) and the decapping rate spread (vd).  
	

Table S2. Model Parameter Equations, Related to Figure 4 



Name Sequence Type Source Comment

30nt5EU

5′-7meG*-
GACACAAGGACAGACUCACACGAGACAGAC-OH-
3′ RNA

In vitro 
transcription

For 5‐EU purification monitoring of
RNA/RPF libraries. Asterisk denotes 
p32 label.

40nt5EU
5′-7meG*-GACGAACACAAGGACAGAG-5EU-
GACACGAGACAGACGACAGC-OH-3′

RNA containing a 
single 5‐EU

In vitro 
transcription

For 5‐EU purification monitoring of
RNA/RPF libraries. Asterisk denotes 
p32 label.

Rluc

5′-ppp-
GGGCAAAUCAGGCAAAUCUGGUAAUGGUUCUUA
UAGGUUACUUGAUCAUUACAAAUAUCUUACUGC
AUGGUUUGAACUUCUUAAUUUACCAAAGAAGAU
CAUUUUUGUCGGCCAUGAUUGGGGUGCUUGUUU
GGCAUUUCAUUAUAGCUAUGAGCAUCAAGAUAA
GAUCAAAGCAAUAGUUCACGCUGAAAGUGUAGU
AGAUGUGAUUGAAUCAUGGGAUGAAUGGCCUGA
UAUUGAAGAAGAUAUUGCGUUGAUCAAAUCUGA
AGAAGGAGAAAAAAUGGUUUUGGAGAAUAACUU
CUUCGUGGAAACCAUGUUGCCAUCAAAAAUCAU
GAGAAAGUUAGAACCAGAAGAAUUUGCAGCAUA
UCUUGAACCAUUCAAAGAGAAAGGUGAAGUUCG
UCGUCCAACAUUAUCAUGGCCUCGUGAAAUCCC
GUUAGUAAAAGGUGGUAAACCUGACGUUGUACA
AAUUGUUAGGAAUUAUAAUGCUUAUCUACGUGC
AAGUGAUGAUUUACCAAAAAUGUUUAUUGAAUC
GGACCCAGGAUUCUUUUCCAAUGCUAUUGUUGA
AGGUGCCAAGAAGUUUCCUAAUACUGAAUUUGU
CAAAGUAAAAGGUCUUCAUUUUUCGCAAGAAGA
UGCACCUGAUGAAAUGGGAAAAUAUAUCAAAUC
GUUCGUUGAGCGAGUUCUCAAAAAUGAACAAUA
AUUCUAGGAGCU-OH-3′ RNA

In vitro 
transcription

Common sequence of the standards, 
without the individual identifiers

Table S3: Oligonucleotides Used in This Study
RNA standards



5′-7meG*-
AUGGAAGACGCCAAAAACAUAAAGAAAGGCCCG
GCGCCAUUCUAUCCGCUGGAAGAUGGAACCGCU
GGAGAGCAACUGCAUAAGGCUAUGAAGAGAUAC
GCCCUGGUUCCUGGAACAAUUGCUUUUACAGAU
GCACAUAUCGAGGUGGACAUCACUUACGCUGAG
UACUUCGAAAUGUCCGUUCGGUUGGCAGAAGCU
AUGAAACGAUAUGGGCUGAAUACAAAUCACAGA
AUCGUCGUAUGCAGUGAAAACUCUCUUCAAUUC
UUUAUGCCGGUGUUGGGCGCGUUAUUUAUCGGA
GUUGCAGUUGCGCCCGCGAACGACAUUUAUAAU
GAACGUGAAUUGCUCAACAGUAUGGGCAUUUCG
CAGCCUACCGUGGUGUUCGUUUCCAAAAAGGGG
UUGCAAAAAAUUUUGAACGUGCAAAAAAAGCUC
CCAAUCAUCCAAAAAAUUAUUAUCAUGGAUUCU
AAAACGGAUUACCAGGGAUUUCAGUCGAUGUAC
ACGUUCGUCACAUCUCAUCUACCUCCCGGUUUU
AAUGAAUACGAUUUUGUGCCAGAGUCCUUCGAU
AGGGACAAGACAAUUGCACUGAUCAUGAACUCC
UCUGGAUCUACUGGUCUGCCUAAAGGUGUCGCU
CUGCCUCAUAGAACUGCCUGCGUGAGAUUCUCG
CAUGCCAGAGAUCCUAUUUUUGGCAAUCAAAUC
AUUCCGGAUACUGCGAUUUUAAGUGUUGUUCCA
UUCCAUCACGGUUUUGGAAUGUUUACUACACUC
GGAUAUUUGAUAUGUGGAUUUCGAGUCGUCUUA
AUGUAUAGAUUUGAAGAAGAGCUGUUUCUGAGG
AGCCUUCAGGAUUACAAGAUUCAAAGUGCGCUG
CUGGUGCCAACCCUAUUCUCCUUCUUCGCCAAA
AGCACUCUGAUUGACAAAUACGAUUUAUCUAAU
UUACACGAAAUUGCUUCUGGUGGCGCUCCCCUC
UCUAAGGAAGUCGGGGAAGCGGUUGCCAAGAGG
UUCCAUCUGCCAGGUAUCAGGCAAGGAUAUGGG
CUCACUGAGACUACAUCAGCUAUUCUGAUUACA
CCCGAGGGGGAUGAUAAACCGGGCGCGGUCGGU
AAAGUUGUUCCAUUUUUUGAAGCGAAGGUUGUG
GAUCUGGAUACCGGGAAAACGCUGGGCGUUAAU
CAAAGAGGCGAACUGUGUGUGAGAGGUCCUAUG
AUUAUGUCCGGUUAUGUAAACAAUCCGGAAGCG
ACCAACGCCUUGAUUGACAAGGAUGGAUGGCUA
CAUUCUGGAGACAUAGCUUACUGGGACGAAGAC
GAACACUUCUUCAUCGUUGACCGCCUGAAGUCU
CUGAUUAAGUACAAAGGCUAUCAGGUGGCUCCC
GCUGAAUUGGAAUCCAUCUUGCUCCAACACCCC
AACAUCUUCGACGCAGGUGUCGCAGGUCUUCCC
GACGAUGACGCCGGUGAACUUCCCGCCGCCGUU
GUUGUUUUGGAGCACGGAAAGACGAUGACGGAA
AAAGAGAUCGUGGAUUACGUCGCCAGUCAAGUA
ACAACCGCGAAAAAGUUGCGCGGAGGAGUUGUG
UUUGUGGACGAAGUACCGAAAGGUCUUACCGGA
AAACUCGACGCAAGAAAAAUCAGAGAGAUCCUC
AUAAAGGCCAAGAAGGGCGGAAAGAUCGCCGUG
AA-OH-3′

For 5‐EU purification monitoring of  

RNA/RPF libraries. Asterisk denotes 

p32 label.

In vitro 

transcriptionRNAFluc



Chloram

5′-7meG-
AUGGAGAAAAAAAUCACUGGAUAUACCACCGUU
GAUAUAUCCCAAUGGCAUCGUAAAGAACAUUUU
GAGGCAUUUCAGUCAGUUGCUCAAUGUACCUAU
AACCAGACCGUUCAGCUGGAUAUUACGGCCUUU
UUAAAGACCGUAAAGAAAAAUAAGCACAAGUUU
UAUCCGGCCUUUAUUCACAUUCUUGCCCGCCUG
AUGAAUGCUCAUCCGGAAUUCCGUAUGGCAAUG
AAAGACGGUGAGCUGGUGAUAUGGGAUAGUGUU
CACCCUUGUUACACCGUUUUCCAUGAGCAAACU
GAAACGUUUUCAUCGCUCUGGAGUGAAUACCAC
GACGAUUUCCGGCAGUUUCUACACAUAUAUUCG
CAAGAUGUGGCGUGUUACGGUGAAAACCUGGCC
UAUUUCCCUAAAGGGUUUAUUGAGAAUAUGUUU
UUCGUCUCAGCCAAUCCCUGGGUGAGUUUCACC
AGUUUUGAUUUAAACGUGGCCAAUAUGGACAAC
UUCUUCGCCCCCGUUUUCACCAUGGGCAAAUAU
UAUACGCAAGGCGACAAGGUGCUGAUGCCGCUG
GCGAUUCAGGUUCAUCAUGCCGUCUGUGAUGGC
UUCCAUGUCGGCAGAAUGCUUAAUGAAUUACAA
CAGUACUGCGAUGAGUGGCAGGGCGGGGCGUAA-
OH-3′ RNA containing 5‐EU

In vitro 

transcription

For quantitative spike normalization 

of actinomycin D libraries

GFP

5′-7meG*-
AUGGUGAGCAAGGGCGCCGAGCUGUUCACCGGC
AUCGUGCCCAUCCUGAUCGAGCUGAAUGGCGAU
GUGAAUGGCCACAAGUUCAGCGUGAGCGGCGAG
GGCGAGGGCGAUGCCACCUACGGCAAGCUGACC
CUGAAGUUCAUCUGCACCACCGGCAAGCUGCCU
GUGCCCUGGCCCACCCUGGUGACCACCCUGAGC
UACGGCGUGCAGUGCUUCUCACGCUACCCCGAU
CACAUGAAGCAGCACGACUUCUUCAAGAGCGCC
AUGCCUGAGGGCUACAUCCAGGAGCGCACCAUC
UUCUUCGAGGAUGACGGCAACUACAAGUCGCGC
GCCGAGGUGAAGUUCGAGGGCGAUACCCUGGUG
AAUCGCAUCGAGCUGACCGGCACCGAUUUCAAG
GAGGAUGGCAACAUCCUGGGCAAUAAGAUGGAG
UACAACUACAACGCCCACAAUGUGUACAUCAUG
ACCGACAAGGCCAAGAAUGGCAUCAAGGUGAAC
UUCAAGAUCCGCCACAACAUCGAGGAUGGCAGC
GUGCAGCUGGCCGACCACUACCAGCAGAAUACC
CCCAUCGGCGAUGGCCCUGUGCUGCUGCCCGAU
AACCACUACCUGUCCACCCAGAGCGCCCUGUCC
AAGGACCCCAACGAGAAGCGCGAUCACAUGAUC
UACUUCGGCUUCGUGACCGCCGCCGCCAUCACC
CACGGCAUGGAUGAGCUGUACAAGUGA-OH-3′ RNA containing 5‐EU

In vitro 

transcription

For 5‐EU purification monitoring of  

RNA/RPF libraries. Asterisk denotes 

p32 label.

FragmentedRNAnor

m1

5′-OH-
GGCAUUAACGCGGCCGCUCUACAAUAGUGA-OH-
3′ RNA IDT

For quantitative‐spike normalization 

of fragmented libraries

FragmentedRNAnor

m2

5′-OH-
GGCAUUAACGCGAACUCGGCCUACAAUAGU-OH-
3′ RNA IDT

For quantitative‐spike normalization 

of fragmented libraries

FragmentedRNAnor

m3

5′-OH-
GAAAAAAAAAAAAAAUACAUUCCAAAAU-OH-
3′ RNA IDT

For quantitative‐spike normalization 

of fragmented libraries



Name Sequence Type Source Comment

32mer

5′-p*-
GGCAUUAACGCGAACUCGGCCUACAAUAGUGA-
OH-3′ RNA IDT

For following the PAL‐seq 3′‐ligation. 

Asterisk denotes p32 label.

A29U

5′-p*-
AAUGUCCGUUCAUUACUACUAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAU-OH-3′ RNA IDT

For following the PAL‐seq 3′‐ligation. 

Asterisk denotes p32 label.

A65

5′-p*-
UCCAUCAACUAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AAAAAAAAA-OH-3′ RNA IDT

For following the PAL‐seq 3′‐ligation. 

Asterisk denotes p32 label.

Name Sequence Type Source Comment
5.8SRrnaSubHybM

mu1
5′ ACGAGCCGAGTGATCCACCGC•Biotin 
3′ DNA IDT

5.8SRrnaSubHybM

mu2
5′ ATTCACATTAATTCTCGCAGC•Biotin 
3′ DNA IDT

5.8SRrnaSubHybM

mu3
5′ GCAAGTGCGTTCGAAGTGTCG•Biotin 
3′ DNA IDT

Name Sequence Type Source Comment

3pAdpater
5PhosAGATCGGAAGAGCACACGTCT-
dT•Biotin-dT•Biotin-ddC-3'

DNA with a 5′ 

phosphate, two 

internal biotins, and a 

3′ terminal 

dideoxycytidine IDT

U_Splint TTCCGATCTATTTTTTT DNA IDT

A_Splint TTCCGATCTTTTTTTTT DNA IDT

5pAdapter

AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCTrNrN*rNr
NrNrNrNrN DNA/RNA chimera IDT

RNA bases are denoted r(N). * 

represents one of 4 phasing 

barcodes mixed in equal propotions 

(below)

RT_Primer
CAAGCAGAAGACGGCATACGAGATBBBBBBGTG
ACTGGAGTTCAGACGTGTGCTCTTCCGA DNA IDT

BBBBBB represets the barcode, used 

only for sequencing cDNA with TAIL‐

seq

PAL_SeqPcrAmpFW

D
CAAGCAGAAGACGGCATACGAGATBBBBBBCGT
CTTTCCCTACACGACGCTCTTCC DNA IDT

BBBBBB represents the barcode, 

used for PAL‐seq sequencing

PAL_SeqPcrAmpREV
AATGATACGGCGACCACCGAGATCTACACGTGA
CTGGAGTTCAGACGTGTGCTCTTCCGA DNA IDT

SeqPrimer1
GTGACTGGAGTTCAGACGTGTGCTCTTCCGATC
T DNA IDT

For PAL‐seq v2 sequencing of reads 

1 and 2

SeqPrimer2 AGATCGGAAGAGCGTCGTGTAGGGAAAGACG DNA IDT

For PAL‐seq v2 sequencing of the 

index read

TailSeqPcrAmpFWD
AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCC DNA IDT

TailSeqPcrAmpREV
CAAGCAGAAGACGGCATACGAGATBBBBBBGTG
ACTGGAGTTCAGACGTGTGCTCTTCCGA DNA IDT

BBBBBB represents the barcode, 

used for TAIL‐seq sequencing of PCR 

products.

3pAdapterSingleStr

andedLig
5AmpNNNNAGATCGGAAGAGCACACGTCT-
dT•Biotin-dT•Biotin-ddC-3'

DNA with a 5′ 

adenylyl group, two 

internal biotins, and a 

3′ terminal 

dideoxycytidine IDT

Note that that oligo was ordered 

with a 5' phosphate and then 

adenylylated. 

PAL‐seq trace oligos

5.8S rRNA depletion oligos  for ss‐ligation PAL‐seq

PAL‐seq and TAIL‐seq oligos

TAIL‐seq 5p Adapters



Name Sequence Type Source Comment

5pAdapterPhase1

AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCTrNrNrArN
rNrNrNrNrN DNA/RNA chimera 5pAdapter

If position 3 of the sequencing read 

is an A, sequencing of the molecule 

of interest begins at position 10; 

note that this is also the 5p adapter 

used for the single‐stranded ligation 

experiments.

5pAdapterPhase2

AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCTNNGANNNN
NN DNA/RNA chimera 5pAdapter

If position 3‐4 of the sequencing 

read is a GA, sequencing of the 

molecule of interest begins at 

position 11

5pAdapterPhase3

AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCTrNrNrCrG
rArNrNrNrNrNrN DNA/RNA chimera 5pAdapter

If position 3‐5 of the sequencing 

read is an CGA, sequencing of the 

molecule of interest begins at 

position 12

5pAdapterPhase4

AATGATACGGCGACCACCGAGATCTACACTCTT
TCCCTACACGACGCTCTTCCGATCTrNrNrUrC
rGrArNrNrNrNrNrN DNA/RNA chimera 5pAdapter

If position 3‐6 of the sequencing 

read is an TCGA, sequencing of the 

molecule of interest begins at 

position 13

Name Sequence Type Source Comment

A10_6 AAUGUCCGUUUCUCAAACUC-A10 RNA Set 2

Not added to the same libraries as 

set 3. Poly(A)‐tail length, 10 nt.

A30_6 AAUGUCCGUUCAUUACUACU-A29-A/U/C/G RNA Set 2

Not added to the same libraries as 

set 3. Poly(A)‐tail length, 30 nt.

A110_6 AAUGUCCGUUACUCCAUCAU-A110 RNA Set 2

Not added to the same libraries as 

set 3. Poly(A)‐tail length, 110 nt.

A210_6 AAUGUCCGUUUACAAUCCCU-A210 RNA Set 2

Not added to the same libraries as 

set 3. Poly(A)‐tail length, 210 nt.

A10_7 AUCACAGCAUUCUCAAACUC-A10 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 10 nt.

A50_7 AUCACAGCAUAUUCCAUCAC-A57 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 57 nt.

A100_7 AUCACAGCAUAAAUUCCUCC-A107 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 107 nt.

A150_7 AUCACAGCAUAACACUCUUC-A60 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 60 nt.

A200_7 AUCACAGCAUCUAACUUACC-A215 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 215 nt.

A250_7 AUCACAGCAUUACAUCCAUC-A273 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 273 nt.

A300_7 AUCACAGCAUCUCACUAUAC-A324 RNA Set 1 (AOS 2)

Subtelny et al., 2014. Poly(A)‐tail 

length, 324 nt.

chrS_10 AAUGUCCGUUCCUACAACUU-A10 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 10 nt.

chrS_50 AAUGUCCGUUUCCAUCAACU-A56 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 56 nt.

chrS_100 AAUGUCCGUUACUCCAUCAU-A107 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 107 nt.

chrS_150 AAUGUCCGUUAAAUCCCCUU-A167 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 167 nt.

chrS_200 AAUGUCCGUUUACAAUCCCU-A205 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 205 nt.

chrS_250 AAUGUCCGUUCCACUACUAU-A263 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 263 nt.

chrS_300 AAUGUCCGUUAUACCUACCU-A302 RNA Set 3 (AOS 1)

Subtelny et al., 2014. Poly(A)‐tail 

length, 302 nt.

Barcode portion (3′‐most 20nt, appended to Rluc sequence above) of PAL‐seq and TAIL‐seq RNA tail‐length 

standards
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Summary  

MicroRNAs (miRNAs) specify the recruitment of deadenylases to mRNA targets. Despite this 

recruitment, we find that miRNAs have almost no effect on steady-state poly(A)-tail lengths of 

their targets in mouse fibroblasts, which motivates the acquisition of pre-steady-state 

measurements of the effects of miRNAs on tail lengths, mRNA levels, and translational 

efficiencies. Effects on translational efficiency are minimal compared to effects on mRNA 

levels, even for newly transcribed target mRNAs. Effects on target mRNA levels accumulate as 

the mRNA population approaches steady state, whereas effects on tail lengths peak for recently 

transcribed target mRNAs and then subside. Computational modeling of this phenomenon 

reveals that miRNAs cause not only accelerated deadenylation of their targets but also 

accelerated decay of short-tailed target molecules. This unanticipated effect of miRNAs largely 

prevents short-tailed target mRNAs from accumulating despite accelerated target deadenylation. 

The net result is a nearly imperceptible change to the steady-state tail-length distribution of 

targeted mRNAs. 
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Introduction 

The microRNA (miRNA) pathway targets mRNAs from most human genes (Friedman et al., 

2009). Each miRNA associates with an Argonaute (AGO) protein to form a silencing complex. 

Within this complex, the miRNA pairs to regulatory sites within mRNAs (Bartel, 2018), whereas 

AGO interacts with TNRC6/GW182, which in turn recruits the PAN2–PAN3 and the CCR4–

NOT deadenylase complexes, with the CCR4–NOT complex being more consequential (Chen et 

al., 2009; Braun et al., 2011; Chekulaeva et al., 2011; Fabian et al., 2011; Christie et al., 2013; 

Huntzinger et al., 2013). This recruitment explains the observation that miRNAs accelerate 

deadenylation of reporter mRNAs (Giraldez et al., 2006; Wu et al., 2006; Chen et al., 2009) and 

is thought to underlie the widespread influence of miRNAs on post-transcriptional gene 

expression (Jonas and Izaurralde, 2015; Bartel, 2018).  

 The regulatory effects of miRNAs can differ, depending on the consequences of tail 

shortening in the posttranscriptional regulatory regime operating in the cell (Subtelny et al., 

2014).  For example, in early zebrafish embryos, where poly(A)-tail length influences 

translational efficiency but not mRNA stability, miRNAs cause reduced translational efficiency 

with little effect on mRNA stability (Bazzini et al., 2012; Subtelny et al., 2014). However, in 

gastrulating embryos, which are undergoing a developmental shift in the nature of translational 

control, such that poly(A)-tail length no longer influences translational efficiency but instead 

influences mRNA stability, miRNAs predominantly cause reduced mRNA stability (Bazzini et 

al., 2012; Subtelny et al., 2014). Likewise, in the post-embryonic systems that have been studied 

to date, mRNA destabilization is the principal mode of miRNA-mediated repression of 

endogenous messages, with a minor contribution from translational repression sometimes also 

detected (Baek et al., 2008; Hendrickson et al., 2009; Guo et al., 2010; Eichhorn et al., 2014). 
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This minor contribution from translational repression is not attributable to poly(A)-tail 

shortening, as poly(A)-tail length is not coupled with translational efficiency in these post-

embryonic systems (Subtelny et al., 2014).  

The lack of substantial effects of miRNAs on translational efficiency observed in post-

embryonic systems at steady state does not rule out the idea that miRNAs might have a greater 

effect on translation soon after they encounter their targets. Investigations of this idea involving 

the dynamics of miRNA-mediated repression have yielded different results, depending upon the 

experimental approach. One approach has been to rapidly induce the expression of a reporter 

mRNA and measure its initial repression by a highly expressed constitutive miRNA (Bethune et 

al., 2012; Djuranovic et al., 2012), and the other approach has been to rapidly induce the 

expression of a miRNA and measure the repression of cellular mRNAs (Eichhorn et al., 2014). 

Translational repression seems to be much more prominent at early time points of the first 

approach compared to those of the second. One explanation for this discrepancy is that 

repression can be more readily detected at early time points if the miRNA is already at full 

strength at these time points. A second explanation is that reporter mRNAs might respond 

differently than endogenous cellular mRNAs. Analyses of the initial repression of newly 

transcribed endogenous mRNAs could distinguish between these possibilities. 

Pre-steady-state analyses of miRNA effects might also provide mechanistic insight into 

miRNA-mediated mRNA destabilization. For instance, if the miRNA pathway acts 

independently of other decay pathways, then it would be expected to contribute less to the decay 

rate of rapidly decaying targets and, by extension, have greater influence on the expression level 

of long-lived mRNAs. Alternatively, if the miRNA pathway acts together with and reinforces 

other mRNA-decay pathways, then it would be expected to act more rapidly on mRNAs that are 
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already decaying more rapidly and contribute more equally to the destabilization of mRNAs 

regardless of their basal decay rate. Analyses of steady-state data seem to indicate that mRNAs 

with shorter half-lives are less susceptible to miRNA-mediated destabilization, which suggests at 

least some independence (Larsson et al., 2010). However, steady-state data cannot speak to the 

question of whether the miRNA pathway is acting more rapidly on some mRNAs than on others, 

and the results leave open the possibility of concerted action with other pathways. 

We developed an experimental and computational framework to study the dynamics of 

deadenylation and decay of endogenous mRNAs of thousands of genes (Eisen et al., 2020).  A 

conclusion of that study, performed in parallel with the current study, is that once deadenylation 

has proceeded to the point that mRNAs have short tails, these short-tailed mRNAs degrade at 

dramatically different rates. Moreover, mRNAs that have undergone more rapid deadenylation 

decay more rapidly upon reaching short tail lengths (Eisen et al., 2020). These results bring up 

the possibility that miRNA-mediated mRNA destabilization might have a second mechanistic 

component: in addition to the well-established role of promoting deadenylation, miRNAs might 

also cause more rapid decay of short-tailed target mRNAs. To investigate this possibility and to 

explore other questions that have awaited a pre-steady-state analysis of the global effects of 

miRNAs on endogenous mRNAs of the cell, we set out to investigate the effects of miRNAs on 

the dynamics of cytoplasmic mRNA metabolism, simultaneously examining their effects on tail 

lengths, translation, and decay of target mRNAs. 
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Results 

Very Slight Effects of miRNAs on Bulk mRNA Poly(A)-Tail Lengths 

Because miRNAs specify the recruitment of deadenylation machinery to their mRNA targets 

(Jonas and Izaurralde, 2015), we first examined the global effects of miRNAs on the steady-state 

tail lengths of mammalian mRNAs, making use of an improved version of poly(A)-tail length 

profiling by sequencing (PAL-seq) (Eisen et al., 2020). In this experiment, miR-1 was induced 

for 48 h in a clonal 3T3 cell line previously engineered to enable inducible miR-1 expression 

(Eichhorn et al., 2014), and tail lengths were profiled in these cells expressing miR-1 as well as 

cells grown in parallel without miR-1 induction. Despite robust reduction of both mRNA and 

ribosome-protected fragments (RPFs) of predicted miR-1 targets, as measured using RNA 

sequencing (RNA-seq) and ribosome-footprint profiling (Ingolia et al., 2009), respectively, the 

mean tail-length change for these targets was < 0.1 nucleotides (nt), and was not statistically 

significant (Figure 1A, left; p = 0.83). When focusing the analysis on a set of top-repressed 

targets, defined as those repressed by at least 25% in a prior experiment in which miR-1 was 

induced (Eichhorn et al., 2014), mean tail-length change was still < 0.1 nt (Figure 1A, right; p = 

0.90). Essentially no change was also observed for predicted miR-155 targets after inducing 

miR-155 (Figure 1B; < 1 nt change for both predicted targets and top targets, p = 0.35 and 0.46, 

respectively). 
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Figure 1. Very Small Effect of miRNAs on Steady-State Poly(A)-Tail Lengths 
(A) Impact of miR-1 and miR-155 (left and right, respectively) on RNA abundance, RPF 
abundance, and mean poly(A)-tail length of their predicted targets (n = 657 and 466 for miR-1 and 
miR-155, respectively) and top predicted targets (n = 133 and 65, respectively). Values were 
normalized to those of mRNAs with no site to the induced miRNA (n = 2,170 and 3,501, 
respectively). Significant changes are indicated with asterisks below the bar (∗p ≤ 0.05; ∗∗p ≤ 0.001, 
one-tailed t test). Error bars are the standard error of the mean (SEM), propagating the error for 
the SEM of the no-site mRNAs. (B) Impact of miR-1 and miR-155 on RNA abundance, RPF 



	 127 

abundance, and mean poly(A)-tail length of their predicted targets (n = 643 and 417 for miR-1 and 
miR-155, respectively) and top predicted targets (n = 130 and 57, respectively) when using a 
protocol that does not deplete very short or highly modified tails. For each gene, PAL-seq data 
were used to determine the length distribution of tails ≥ 50 nt, and data generated using a protocol 
without a splinted ligation were used to determine both the length distribution of tails < 50 nt and 
the fraction of tails < 50 nt. Values were normalized to those of mRNAs with no site to miR-1 or 
miR-155 (n = 2,131 and n = 3,138, respectively); otherwise, as in (A). (C) Very small influence of 
miR-1 on the steady-state tail-length distribution of its predicted targets. Left: cumulative 
distributions of poly(A)-tail lengths in miR-1–uninduced and miR-1–induced cells (–miR-1 
and +miR-1, respectively) for predicted miR-1 targets (n = 643) and a set of no-site mRNAs with 
the same distribution of 3′ UTR lengths (n = 626). To ensure that the tail-length distributions were 
not unduly influenced by a few highly expressed mRNAs, values for mRNAs with more than the 
median number of poly(A) tags were down-weighted such that they contributed to the distribution 
as much as values from the mRNA with the median value. Right: as on the left, but plotting the 
results for top predicted targets of miR-1 (n = 130) and a set of no-site mRNAs matched for UTR 
length (n = 130). Results are from datasets used in (B), which avoided depletion of mRNAs with 
very short or highly modified tails. (D) Very small influence of miR-155 on the steady-state tail-
length distributions of its predicted targets. Analysis is as in (C) but showing the effect of 
inducing miR-155 on tail lengths of its predicted targets (n = 417 and 57 for predicted and top 
targets, respectively) and matched controls (n = 417 and 57, respectively). (E) Influence of miR-1 
on the steady-state tail-length distribution of short-tailed mRNAs. Analysis as in (C), except 
showing results for predicted targets (left) and top predicted targets (right) with tails ≤ 50 nt as a 
histogram. (F) Influence of miR-155 on the steady-state tail-length distributions of short-tailed 
mRNAs. Otherwise as in (E). (G) Reanalysis of data monitoring mRNA levels and tail lengths 
after transfecting miR-1 into HeLa cells (Chang et al., 2014). Changes in mRNA abundance of 
predicted miR-1 targets (n = 354) and top predicted miR-1 targets (n = 140) normalized to no-site 
controls (n = 908). For each time point, changes were normalized by the corresponding median 
log2 fold change of the 0-h time point. Otherwise as in (A). 

 

These analyses used datasets generated from a splint ligation to the poly(A) tail, which 

was expected to be less efficient for mRNAs with tail lengths <8 nt, and although the protocol 

was able to detect mRNAs with tails modified with a single terminal U, albeit at reduced 

efficiency, it was not designed to detect mRNAs with tails with an oligo(U) or other modification 

(Eisen et al., 2020). Reasoning that this method might obscure miRNA-induced tail-length 

changes for mRNAs with very short or extensively modified tails, we performed the same 

experiments, except the splint ligation was replaced with single-stranded ligation. With these 
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additional data, mean tail length changes were all <1 nt, and statistically significant for only one 

of the four comparisons (Figure 1B, p = 0.011 for predicted targets of miR-1). 

Having found that inducing expression of a miRNA caused essentially no detectable 

changes to the mean tail lengths of its predicted targets, we compared single-molecule tail-length 

distributions to query whether miRNAs altered these distributions in ways that did not affect 

mean values. Such differences would be expected if miRNAs preferentially direct the 

deadenylation of shorter tails, as might be inferred from reports that (1) miRNA function 

depends more on recruitment of the CCR4–NOT deadenylase complex than it does on 

recruitment of the PAN2–PAN3 deadenylase complex (Behm-Ansmant et al., 2006; Tritschler et 

al., 2010), and (2) the CCR4–NOT deadenylase complex acts at a later, more processive step of 

mRNA deadenylation than does the PAN2–PAN3 complex (Yamashita et al., 2005). Contrary to 

this expectation, induction of either miR-1 or miR-155 had almost no influence on the 

distribution of single-molecule tail-length measurements for all predicted targets or top-repressed 

targets of each miRNA (Figures 1C and 1D). 

Analysis of tail-length distributions of mRNAs from different genes showed that for 116 

of 1,060 predicted targets, induction of the miRNA shortened the tail-length distribution 

(Kolmogorov–Smirnov [K–S] test, p < 0.01, Figure S1). However, this group of 116 was not 

much larger than the 81 predicted targets for which induction of the miRNA lengthened the tail-

length distribution. Moreover, for 83 of 1,041 no-site controls, induction of the miRNA also 

significantly shortened the tail-length distribution. Taken together, these analyses hinted at a 

signal, albeit of very low magnitude, for miRNA-dependent shortening of tail lengths. Indeed, 

closer inspection of the distributions in Figures 1C and 1D revealed a slight increase in short-

tailed isoforms of predicted targets in the presence of the miRNA, which was most pronounced 
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at tail lengths of 7–20 nt (Figures 1E and 1F)—a range resembling that of the build-up generally 

observed for short-tailed isoforms of short-lived mRNAs (Eisen et al., 2020). However, for each 

comparison, these increases involved only a small fraction (0.001–0.021) of the target mRNAs. 

 

Time-Resolved Measurements of miRNA-Mediated Changes 

How then, might this low-magnitude effect observed for endogenous mRNAs be reconciled with 

both the established role for the poly(A) tail in stabilizing mRNAs (Goldstrohm and Wickens, 

2008) and the established role for miRNAs in directing poly(A)-tail shortening of both reporter 

mRNAs in mammalian cells and endogenous mRNAs in early zebrafish embryos (Giraldez et al., 

2006; Wu et al., 2006; Subtelny et al., 2014)? A clue to this riddle comes with the report of tail-

length shortening measured 3, 6, and 9 h after miRNA transfection into HeLa cells (Chang et al., 

2014). Further analyses of these tail-length changes revealed statistically significant, albeit small, 

tail-length shortening of predicted targets in this system in which the transcriptome is still 

adjusting to the recent transfection of a miRNA and has not yet reached a new steady state 

(Figure 1G, mean changes of 1.9 and 4.0 nt for all predicted targets and top predicted targets, 

respectively, 6 h after transfection). Perhaps measurements obtained at steady-state are not 

suitable for detecting miRNA effects on tails, and pre-steady-state measurements must be 

examined instead. 

To understand how the miRNA pathway leverages the relationship between tail lengths 

and mRNA turnover, we set out to build an experimental and analytical framework for the global 

study of pre-steady-state miRNA-mediated changes in tail lengths and mRNA levels. To address 

lingering questions related to the dynamics of miRNA-mediated translational repression and the 

potential relationship between these dynamics and those of mRNA decay, we also designed the 
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experiments to detect early miRNA-mediated changes in translational efficiency. Our framework 

built upon the one that we concurrently developed to study the dynamics of cytoplasmic mRNA 

metabolism more generally (Eisen et al., 2020). Indeed, the cells used in that study had been 

engineered to have the ability to inducibly express either miR-1 or miR-155, which allowed data 

generated in the uninduced condition to be used in both that study and in the current study. In the 

other study, data generated in the uninduced condition were used to examine the dynamics of 

mRNA deadenylation and decay, whereas in the current study, those data provided the baseline 

for comparison to analogous datasets concurrently generated using the same cell lines grown for 

48 h in the presence of doxycycline, which induced either miR-1 or miR-155, depending on the 

cell line. In these conditions, mRNAs emerged into a cytoplasm in which the induced miRNA 

was expressed at a level comparable to those of the highest-expressed endogenous miRNAs 

(Eichhorn et al., 2014). 

Study of pre-steady-state mRNA dynamics and the influence of miRNAs on these 

dynamics required datasets reporting mRNA abundance, poly(A)-tail length, and translation for 

mRNAs of different ages. To generate these datasets, we performed continuous metabolic-

labeling experiments in which the uridine analog 5-ethynyl uridine (5EU) was added to cells, and 

after different time intervals, cytoplasmic RNA was harvested for analysis of mRNA 

abundances, translational efficiencies, and tail lengths (Figure 2A). These analyses were each 

designed to report on only RNA that had been produced after 5EU addition, which was separated 

from pre-existing RNA by virtue of the alkyne moiety of 5EU; this moiety can be specifically 

and efficiently biotinylated using click chemistry, thereby enabling isolation of metabolically 

labeled RNA (Jao and Salic, 2008; Kwasnieski et al., 2019; Eisen et al., 2020). When accounting 

for the time required for 5EU incorporation, mRNA processing, and mRNA export, most 
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mRNAs isolated from the 40-min time interval had been in the cytoplasm for 0–10 min, whereas 

mRNAs isolated from longer time intervals had a correspondingly broader range of ages (Eisen 

et al., 2020). For example, most mRNAs isolated from the 1-h time interval had been in the 

cytoplasm for 0–30 min. For time-resolved tail-length profiling, 5EU-containing RNA was 

isolated prior to PAL-seq, whereas for time-resolved ribosome-footprint profiling, 5EU-

containing RPFs were isolated and sequenced (Figure 2B). Likewise, to generate RNA-seq data 

comparable to the RPF data, we fragmented mRNA to the size of RPFs, and isolated and 

sequenced 5EU-containing mRNA fragments (Figure 2B). Generation of these RPF and RNA-

seq datasets required purification of fragments containing a single 5EU, a task greatly facilitated 

by the high efficiency of 5EU biotinylation (Figure S2). 
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Figure 2. Profiling Dynamics of miRNA Effects 
(A) Schematic of 5EU metabolic labeling. The time point in parentheses indicates that experiments 
with miR-155-inducible cells but not miR-1-inducible cells included an 8-h labeling period. (B) 
Schematic of the global assays applied to mRNAs labeled with 5EU (U∗). All samples were 
harvested as cytoplasmically enriched lysates, and for each cell line and condition, all three 
libraries for each time interval were prepared from the same starting sample. 
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Effect of miRNAs on Tail-Lengths but not on Translational Efficiency of Young mRNAs 

In cells in which miR-1 was induced, we observed significant decreases in both mRNA and 

RPFs for predicted miR-1 targets, and the magnitude of these decreases accrued with longer 

labeling periods (Figure 3A). When considering only the top predicted targets, repression was 

both more pronounced at each time period and reached statistical significance at earlier time 

periods (Figure 3A, bottom). Analogous results were observed upon miR-155 induction (Figure 

3B). Translational repression, measured as changes in RPFs beyond those observed for mRNA 

abundance, was difficult to detect in either the miR-1 or the miR-155 experiment. Thus, miRNA-

mediated translational repression of cellular mRNAs either does not occur in these cells or is too 

subtle to be reliably detected, even soon after the onset of miRNA-mediated regulation. The 

observation of robust mRNA destabilization with no sign of translational repression implied that 

early translational repression is not required to achieve destabilization of endogenous mRNAs. 
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Figure 3. Influence of miRNAs on the Dynamics of mRNA Metabolism 
(A) The dynamics of miR-1-mediated repression. Plotted are mean fold changes in mRNA 
abundance, RPF abundance, and mean poly(A)-tail length of mRNAs captured after labeling with 
5EU for the indicated time intervals, comparing the values observed with and without miR-1 for 
predicted miR-1 targets (top) and top miR-1 targets (bottom), normalized to those observed for 
no-site mRNAs (n = 290, 70, and 684, respectively). Results are shown for mRNAs that passed 
the cutoffs for RNA, RPF, and tail-length measurements at all time intervals. Normalization, error 
bars, and significance testing were as in Figure 1A. Ss, steady state. (B) The dynamics of miR-
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155-mediated repression. Analysis was of values for predicted miR-155 targets (top) and top miR-
155 targets (bottom) normalized to those observed for no-site mRNAs (n = 251, 41, and 1,470, 
respectively); otherwise, as in (A). (C) Tail-length changes for predicted and top predicted targets 
of miR-1. Lines connect results for mRNAs from the same gene, and boxplots show the spread of 
the distribution (line, median; box, 25th–75th percentiles; whiskers, 5th–95th percentiles). Otherwise 
as in (A). (D) Tail-length changes for predicted and top predicted targets of miR-155. Otherwise 
as in (C). 
 

In contrast to miRNA-mediated translational repression, miRNA-mediated tail shortening 

was readily detected in the pre-steady-state time periods, and moreover, it exhibited very 

different dynamics from those observed for mRNA and RPF changes. For the predicted targets 

of miR-1, statistically significant tail shortening was detectable after only 40 min of labeling, 

peaked between 1 and 2 h, and then abated such that no significant miRNA-mediated tail 

shortening was observed at steady state (Figure 3A, top). The same behavior was observed for 

the predicted targets of miR-155 with inclusion of the 8-h labeling interval, indicating that tail-

length changes abated by this time (Figure 3B, top). Median tail-length changes observed after 1 

h of labeling for predicted targets of miR-1 and miR-155 were 4.4 and 7.1 nt, respectively 

(Figures 3C and 3D). When considering only the top predicted targets for each miRNA, 

essentially the same dynamics were observed (Figures 3A and 3B, bottom) but with larger 

median changes of 9.6 and 12.8 nt observed after 1 h of labeling for top targets of miR-1 and 

miR-155, respectively (Figures 3C and 3D). In both experiments, statistically significant tail-

length changes either preceded or occurred concurrently with statistically significant RNA and 

RPF changes (Figure 3). 

 

An Analytical Framework for miRNA-mediated mRNA Dynamics 

To explain the pattern of tail-length changes observed for miRNA targets, we used a 

computational model that describes the dynamics of deadenylation and decay for thousands of 
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mRNAs (Eisen et al., 2020). This model, which had been fit to the continuous-labeling data for 

tail lengths and mRNA abundances in the absence of miRNA induction, was used to simulate the 

effects of miRNAs over time by using three alternative approaches that each tested a different 

explanation for the fold change in steady-state abundance for the predicted targets (Figures 4A 

and 4B). One explanation tested was the prevailing notion that miRNAs act to destabilize 

mRNAs by causing more rapid deadenylation of their targets. To test this possibility, we 

increased the deadenylation rate constants to achieve the fold changes in steady-state abundance 

observed with miRNA induction and then used the model with and without these increased 

values to simulate the miRNA-mediated mRNA and tail-length changes observed in the 

continuous-labeling experiment, including a 35-min offset to account for nuclear processing and 

export. Although attributing the entire miRNA effect to increased rates of deadenylation resulted 

in simulated mRNA-abundance changes that roughly matched the observed changes, the 

simulated mean tail-length changes diverged from the observed measurements at later time 

intervals (Figures 4A and 4B, green). Attributing the entire miRNA effect to only increased rates 

of short-tailed mRNA decay resulted in even greater divergence between the simulated and 

observed tail-length changes, as more rapid decay of short-tailed mRNAs led to increased rather 

than decreased mean tail lengths (Figures 4A and 4B, red). By contrast, when miRNAs were 

allowed to increase the rates for both deadenylation and short-tailed mRNA decay, the best 

concordance was achieved; as for the observed mean tail-length changes, simulated changes 

peaked at short time periods, and then as short-tailed targets decayed more rapidly and a new 
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steady state was established, the effects on mean tail length disappeared (Figures 4A and 4B, 

blue). 

 
Figure 4. miRNAs Affect Deadenylation and Short-Tailed mRNA Decay 
(A) Simulations of effects of miR-1 on its predicted targets (top panels) and top predicted targets 
(bottom panels). Effects of miRNA were simulated starting with fitted parameters describing 
initial tail lengths, production rates, deadenylation rates, and deadenylation-dependent decay rates 
of predicted targets over time without miRNA induction (Eisen et al., 2020). Effects of the miRNA 
were then modeled as changes in either the decay rate constant, the deadenylation rate constant, or 
both rate constants. These changes in rate constants were fit for mRNAs of each gene, minimizing 
the squared difference between the simulated and measured fold change in steady-state mRNA 
abundance. Using these fitted values, the mean fold changes in mRNA abundance (left) and 
mean tail lengths (right) were simulated and plotted over time with a 35-min offset to account for 
nuclear processing and export. For each simulation, the rate constant or combination of rate 
constants that was changed is indicated (key), with shading showing the SEM. Numbers of 
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predicted targets in each set are as in Figure 3A. Ss, steady state. (B) Simulations of effects of 
miR-155 on its predicted targets (top panels) and top predicted targets (bottom panels). Otherwise 
as in (A), with numbers of targets as in Figure 3B. (C) Schematic illustrating why miRNAs 
minimally affect steady-state tail lengths. In the absence of the miRNA, the mRNA exits the 
nucleus and undergoes deadenylation and then ultimately decay, once its tail becomes short (blue). 
In the presence of the miRNA, the mRNA target undergoes faster deadenylation, and once its tail 
is short, faster decay (red). With this more rapid decay of short-tailed isoforms, the targeted mRNA 
transits through the same distribution of tail lengths as it would have if it were not targeted—but 
just more rapidly. As a result, the weighted average of the populated tail-length states at steady 
state (the mean tail length) is unaffected, and the effect of the miRNA on tail length is revealed 
only when observing pre-steady–state kinetics. 
 

These results indicate that miRNAs cause not only an increase in deadenylation rates of 

their targets but also an increase in rates at which short-tailed targets are degraded. The increased 

rate of short-tailed target degradation prevents a steady-state buildup of short-tailed isoforms; 

without this additional effect of miRNAs, the miRNA-mediated increase in deadenylation rate 

would lead to a corresponding increase in steady-state short-tailed isoforms, thereby decreasing 

steady-state mean tail length. With this additional effect of miRNAs, targeted mRNAs can transit 

through essentially the same distribution of tail lengths, spending the same proportion of time at 

each tail length in the presence of the miRNA as they would have in its absence (Figure 4C). 

Thus, this additional effect of miRNAs explains how miRNAs can cause accelerated target 

deadenylation with minimal influence on tail-length distributions (Figure 1) and why the effect 

of the miRNA on tail length is revealed only when examining the dynamics of mRNA 

metabolism. 

 

Influence of mRNA Half-Life on the Dynamics of miRNA-Mediated Repression  

One factor proposed to influence the impact of miRNAs on the expression of their targets is the 

basal decay rate of the target (Larsson et al., 2010). Indeed, if the induced miRNAs acted 

independently of the basal decay factors (which include other miRNAs), then the decay rate of a 
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miRNA target would be the sum of the basal decay rate of the target and the decay rate imposed 

by the induced miRNA, in which case, the targets with faster basal decay rates would experience 

smaller fold changes upon miRNA induction than targets with slower basal decay rates. 

To examine this possibility, we looked at the relationship between steady-state repression 

of predicted targets and their basal half-lives. Although short-lived predicted targets of miR-1 

appeared somewhat less repressed at steady state, the opposite trend was observed for predicted 

targets of miR-155 (Figure 5A, Rs = –0.13 and 0.15, respectively, with p = 0.007 and 0.008). 

This comparable repression of targets with short and long half-lives could not be explained by 

more effective target recognition of short-lived mRNAs, offsetting less effective repression of 

these mRNAs (Figure S3). These results did not support the model in which miRNAs 

independently add to the basal decay rates of their targets. Instead, they supported a model in 

which the miRNA silencing complex acts together with the basal decay factors, such that 

mRNAs with faster basal decay are no less influenced by miRNA targeting.  
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Figure 5. mRNA Half-life as a Determinant of miRNA-Mediated Repression 
(A) The influence of basal half-lives on miR-1–mediated steady-state repression. miR-1–mediated 
changes in RNA abundance at steady state were compared to mRNA half-life in the uninduced 
condition. The median fold change of no-site mRNAs (n = 1,274) was subtracted from the fold 
changes of predicted targets (n = 461). Horizontal dashed gray lines denote the median values of 
each group, with asterisks denoting significance testing as in Figure 1A. The p value is the rank-
order association test indicating the probability of a slope ≠ 0. (B) The influence of basal half-lives 
on miR-155–mediated steady-state repression. miR-155–mediated changes in RNA abundance at 
steady state were compared to mRNA half-life in the uninduced condition, with median fold 
change of no-site mRNAs (n = 1,862) subtracted from the fold change of the predicted targets (n 
= 316). Otherwise as in (A). (C) Dynamics of miR-1–mediated repression of predicted miR-1 
targets split into three equally sized groups based on half-life. The groups have half-lives ranging 
from 0.01–0.985 h, 0.985–2.365 h, and 2.365–20 h, respectively, with 92 target genes in each 
group, based on half-life measurements from uninduced miR-155–inducible cells. For each group, 
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fold changes were normalized to those of a set of no-site mRNAs with the same range of half-lives 
(n = 183, 168, and 289, respectively). Otherwise, as in (A). (D) Dynamics of miR-155–mediated 
repression of predicted miR-155 targets split into three equally sized groups based on half-life. 
These groups have half-lives ranging from 0.01–1.03 h, 1.03–2.8 h, or 2.8–20 h, respectively, with 
83 target genes in each group, and were normalized to a set of no-site mRNAs with the same range 
of half-lives (n = 368, 462, and 614, respectively). Otherwise as in (A). See also Figure S4.  
 

Our conclusion that the induced miRNAs acted together with basal decay factors to 

further reduce the stability of mRNAs that were already short lived predicted that miRNA effects 

would be observed earlier for short-lived mRNAs than for long-lived mRNAs. Analysis of our 

pre-steady-state results confirmed this prediction. Steady-state RNA and RPF repression levels 

were reached substantially earlier for predicted targets of miR-1 with shorter basal half-lives, 

with maximal miRNA-mediated tail shortening also occurring earlier for these predicted targets 

(Figure 5C). Although the dynamics of miRNA-mediated deadenylation and decay came into 

sharper focus when grouping predicted targets with similar basal half-lives, we still did not 

observe compelling evidence for miRNA-mediated translational repression, even at early time 

intervals. Analogous results were observed for the destabilization and tail-length dynamics of the 

top predicted targets (Figure S4A) and for targets and top predicted targets of miR-155 after 

inducing this miRNA (Figures 5D and S4B). Collectively, these analyses demonstrated that the 

basal half-life of the mRNA target strongly influences the dynamics of miRNA-mediated 

repression, again implying connections between the basal and miRNA-recruited decay factors. 

 

Discussion 

Our experiments provided the opportunity to observe the early effects of miRNAs on translation 

and also to learn how miRNAs influence the dynamics of deadenylation and decay in 

mammalian cells. Although in postembryonic cells miRNAs mostly act to enhance the decay of 
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their mRNA targets (Guo et al., 2010; Eichhorn et al., 2014), translational repression can 

comprise a relatively greater fraction of the repression observed soon after a miRNA encounters 

an mRNA target. However, the magnitude of this phenomenon depends on the experimental 

approach. Substantial effects on translation are observed soon after inducing a reporter with sites 

to an expressed miRNA (Bethune et al., 2012; Djuranovic et al., 2012), whereas more modest 

effects on endogenous mRNAs are observed soon after inducing a miRNA (Eichhorn et al., 

2014).  

The results of our metabolic-labeling approach provided insight into the different effect 

sizes observed for the two previous experimental approaches. Like the miRNA-induction 

experiments, our metabolic-labeling experiments examined effects in 3T3 cells (indeed, in the 

same clonal lines as used in the previous miRNA-induction experiments) and monitored 

endogenous mRNAs rather than reporters. Like the reporter experiments, our metabolic-labeling 

experiments examined the early response to a preexisting, highly expressed miRNA, which 

presumably provides the best opportunity to observe the early effects of the miRNAs, which 

were already at full strength when the early measurements were taken. Despite this presumed 

greater sensitivity, our metabolic-labeling experiments were no better than the miRNA-induction 

experiments in detecting translational repression—indeed, they appeared to be somewhat worse. 

They did not detect convincing translational repression at any time interval (Figures 3 and 5), 

whereas the miRNA-induction experiments performed in the same cell lines seem to detect some 

translational repression after miR-155 induction (but not after miR-1 induction) (Eichhorn et al., 

2014). This inability of our metabolic-labeling approach to detect translational repression at early 

time intervals indicated that the notion that translational repression constitutes a notable 
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component of the effect soon after a miRNA encounters a target mRNA does not apply to 

miRNA-mediated repression of endogenous mRNAs—at least not in NIH 3T3 cells. 

In contrast to translational repression, miRNA-mediated enhanced deadenylation was 

observed at early time intervals. Indeed, it was reliably detected prior to or coincident with 

accelerated mRNA degradation—results that integrated deadenylation and previously observed 

effects of miRNA-mediated repression. The influence on poly(A)-tails peaked at intermediate 

time points and then disappeared at steady state. Explaining this disappearance was our 

discovery that miRNAs not only accelerate deadenylation of their regulatory targets but also 

accelerate the decay of these target mRNAs once their tails become shortened. 

We speculate that accelerated decay of short-tailed mRNAs occurs through accelerated 

decapping. This accelerated decapping need not be through the direct contacts between TNRC6 

(or AGO) and the decapping machinery or its coactivators. Instead, the changes that occur as the 

miRNA silencing complex helps remodel target mRNA-protein complexes to accelerate 

deadenylation might also recruit the decapping machinery or its coactivators. Indeed, physical 

connections between the CCR4–NOT deadenylase complex and the decapping complex (Haas et 

al., 2010; Ozgur et al., 2010; Jonas and Izaurralde, 2015) as well as the intracellular 

colocalization of these complexes (Parker and Sheth, 2007) could help link deadenylation with 

decapping. 

Our concurrent analysis of the dynamics of cytoplasmic mRNA metabolism shows that 

mRNAs that undergo more rapid deadenylation generally undergo more rapid decay once their 

tails have become short (Eisen et al., 2020). This more rapid decay of short-tailed mRNAs that 

had previously been more rapidly deadenylated prevents a large buildup of short-tailed isoforms 

of rapidly deadenylated mRNAs, thereby enabling the broad range in mRNA deadenylation rates 
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to impart a similarly broad range in mRNA decay rates (Eisen et al., 2020). These results 

observed when examining mRNA metabolism more generally—not just when looking at the 

effects of miRNAs—suggest that processes of deadenylation and short-tailed–mRNA decay are 

coupled for not only miRNA targets but also targets of other degradative pathways. Moreover, 

our finding that miRNAs work in conjunction with and reinforce these other degradative 

pathways reveals another dimension of interconnectivity that further supports this emerging view 

of broad integration of post-transcriptional regulatory processes. In this view, targeting by an 

added miRNA would accelerate the coherently coupled processes of deadenylation and short-

tailed–mRNA decay already occurring for each of the cellular mRNAs. 

 

Acknowledgements 

We thank J. Kwasnieski and other members of the Bartel lab for helpful discussions and the 

Whitehead Genome Technology Core for high-throughput sequencing. This research was 

supported by NIH grants GM061835 and GM118135 (D.P.B.) and an NSF Graduate Research 

Fellowship (T.J.E.). A.O.S. was supported by the NIH Medical Scientist Training Program 

fellowship T32GM007753. D.P.B. is an investigator of the Howard Hughes Medical Institute. 

 

Declaration of Interests 

The authors declare no competing interests.   



	 145 

Methods 

 

Experimental Model and Subject Details 
 
Cell Lines and Cell Culture 

Clonal 3T3 cell lines engineered to express miR-155 (cell line 1) or miR-1 (cell line 2) upon 

doxycycline treatment were previously described (Eichhorn et al., 2014). Cells were grown at 

37°C in 5% CO2 in DMEM supplemented with 10% BCS (Sigma-Aldrich) and 2 μg/mL 

puromycin. 3T3 cells are male. Mycoplasma testing was performed and no contamination was 

observed. 

 

Methods Details 

Metabolic-Labeling Time Courses 

Cells from each line were plated onto 500 cm2 plates at 6.6 million cells per plate and cultured 

for two days such that they reached ∼70%–80% confluency. Cells from each line were then re-

plated in parallel for the uninduced and induced conditions, again at 6.6 million cells per 500 cm2 

plate, with the uninduced cells cultured in DMEM with 10% BCS, and the induced cells cultured 

in DMEM with 10% BCS and 2 μg/mL doxycycline. After 48 h, growth media was 

supplemented with 5-ethynyl uridine (5EU, Jena Biosciences) (Jao and Salic, 2008) at a final 

concentration of 400 μM, and cells were harvested after the desired labeling intervals (Figure 

2A). Four plates were harvested for each 40 min time interval, three plates for each 1 h time 

interval, and two plates for each other time interval. A plate that had never received 5EU was 

harvested in parallel for each condition. 
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Cells were harvested at 4°C, washed twice with 50 mL ice-cold PBS, pH 7.3 containing 

100 μg/mL cycloheximide and then used to prepare cytoplasmically enriched lysate as described 

(Subtelny et al., 2014). An aliquot of cleared lysate was flash frozen for use in ribosome 

profiling, and the rest of the lysate was added to 5 volumes of TRI reagent (Ambion) and frozen 

at –80°C. Samples stored in TRI reagent were thawed at room temperature, and RNA was 

purified according to the manufacturer’s protocol and used for RNA-seq and PAL-seq. The non-

5EU sample for the miR-1 cell line was labeled with 100 μM 4-thiouridine for 4 h prior to 

harvesting. 4-thiouridine has no known cross-reactivity with the reagents used to label 5EU. 

 

RNA Standards 

Two sets of tail-length standards (set 1 and set 3; Table S1) were described previously (standard 

mix 2 and standard mix 1) (Subtelny et al., 2014). The other set of standards (set 2; Table S1) 

was prepared based on a 705 nt fragment of the Renilla luciferase mRNA, which was transcribed 

and gel purified as described (Subtelny et al., 2014) and then capped using a Vaccinia capping 

system (2000 μL reaction containing 500 μg RNA, 1000 U Vaccinia capping enzyme (NEB), 1X 

Capping Buffer (NEB), 0.1 mM S-adenosyl methionine, 0.5 mM GTP, 50 nM [α–32P]-GTP, 

2000 U SUPERaseIn (ThermoFisher) at 37°C for 1 h), monitoring the amount of incorporated 

radioactivity to ensure that capping was quantitative. Following the capping reaction, the 2′,3′ 

cyclic phosphate at the 3′ end was removed using T4 polynucleotide kinase (Subtelny et al., 

2014).  The capped, dephosphorylated product was joined by splinted ligation to each of seven 

different poly(A)-tailed barcode oligonucleotides (Subtelny et al., 2014). These seven 3′-ligation 

partners included 110 and 210 nt poly(A) oligonucleotides prepared as described (Subtelny et al., 

2014), and five gel-purified synthetic oligonucleotides (IDT), one with a 10 nt poly(A) tract and 
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the other four with a 29 nt poly(A) tract followed by either A, C, G, or U. Ligation products were 

gel purified, mixed in desired ratios, with the final ratios of the different-sized species confirmed 

by analysis on a denaturing polyacrylamide gel. 

Short and long standards were used to monitor enrichment of 5EU-containing fragmented 

RNA or non-fragmented RNA, respectively. Short 5EU standards were prepared by in vitro 

transcription of annealed DNA oligos to produce a 30 nt and 40 nt RNA, with the latter 

containing a single 5EU (Table S1). In vitro transcription was performed with the MEGAscript 

T7 transcription kit (ThermoFisher) according to the manufacturer’s protocol, except UTP was 

replaced with 5-ethynyluridine-triphosphate (Jena Biosciences) when transcribing the 40 nt 

RNA. Long standards were prepared by in vitro transcription of sequences encoding firefly 

luciferase and GFP using the MEGAscript T7 transcription kit and 0.1 μM PCR product as the 

template. When transcribing GFP RNA, a 20:1 ratio of UTP to 5-ethynyluridine-triphosphate 

was used. Short and long standards were gel purified and stored at –80°C. Prior to use, a portion 

of each standard was cap-labeled and gel purified again, which enabled measurement of the 

recovery of the 5EU-containing standard relative to that of the uridine-only standard. 

Three 28–30 nt RNAs (Table S1) were synthesized (IDT) for use as quantification 

standards in RNA-seq and ribosome-profiling libraries. These standards were gel purified, and 

0.1 fmol of each was added to each sample immediately prior to library preparation. 

 

Biotinylation of 5EU Labeled RNA 

For RNA-seq libraries, poly(A) RNA was purified from 50 μg total RNA of the 40 min, 1, 2, and 

4 h samples and 25 μg total RNA of the 8 h sample and non-5EU-labeled sample using oligo(dT) 

Dynabeads (ThermoFisher) according to manufacturer’s protocol. RNA was fragmented, 27–33 
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nt fragments were isolated as described (Subtelny et al., 2014), short standards that monitored 

5EU enrichment were added. Biotinylation was performed in the presence of a Cu(II) catalyst in 

a 20 μL reaction containing 50 mM HEPES, pH 7.5, 4 mM disulfide biotin azide (Click 

Chemistry Tools), 2.5 mM CuSO4, 2.5 mM Tris(3-hydroxypropyltriazolylmethyl)amine 

(THPTA, Sigma-Aldrich), and 10 mM sodium ascorbate, incubated at room temperature for 1 h. 

Reactions were stopped with 5 mM EDTA and then extracted with phenol-chloroform (pH 8.0). 

For the steady-state samples, 5 μg of RNA from the 40 min sample was poly(A) selected and 

fragmented, and 27–33 nt fragments were size selected and carried forward without enriching for 

5EU. 

For ribosome profiling libraries, 800 μL aliquots of lysate were digested with 0.7 U/μL 

RNase I (Ambion) for 30 min at room temperature and then run on a sucrose gradient to purify 

monosomes (Subtelny et al., 2014). For each 40 min sample, monosomes from three aliquots 

were combined. For samples from all other time intervals, monosomes from two aliquots were 

combined, and for the non-5EU-labeled sample, only one aliquot was run. RPFs were released 

and purified (Subtelny et al., 2014), short standards used to monitor 5EU enrichment and 

recovery were added (using a 1:10 ratio of 5EU-containing standard to non-5EU-containing 

standard), and then click reactions were performed as above. For the steady-state samples, RPFs 

were isolated from one aliquot of the 40 min sample and carried forward without enriching for 

5EU. 

For PAL-seq v2, long standards used to monitor 5EU enrichment and recovery were 

added to total RNA (using a 1:10 ratio of 5EU-containing standard to non-5EU-containing 

standard), and samples were biotinylated as above in reactions with 2.5 μg/μL RNA. For samples 

from the uninduced and induced miR-1 time courses, biotinylation was performed with 800, 525, 
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350, 200, or 50 μg total RNA for the 40 min, 1 h, 2 h, 4 h, or non-5EU-labeled samples, 

respectively. For samples from the uninduced miR-155 time course, biotinylation was performed 

with 500, 500, 250, 200, or 100 μg total RNA for the 40 min, 1 h, 2 h, 4 h, or 8 h samples, and 

for samples from the induced miR-155 time course, biotinylation was performed with 400, 400, 

250, 200, or 100 μg total RNA for the 40 min, 1 h, 2 h, 4 h, or 8 h samples, respectively. The 

non-fragmented miR-155 time course samples did not include a non-5EU-labeled sample (used 

solely to determine the background recovery in Figure S2). 

 

Purification of 5EU Labeled RNA 

For RNA-seq and ribosome-profiling samples, Dynabeads MyOne Streptavidin C1 beads 

(ThermoFisher) for each set of samples were combined and batch washed, starting with 200 μL 

of beads per reaction. Beads were washed twice with 1X B&W buffer (5 mM Tris-HCl, pH 7.5, 

0.5 mM EDTA, 1 M NaCl and 0.005% Tween-20), twice with solution A (0.1 M NaOH, 50 mM 

NaCl), twice with solution B (0.1 M NaCl), and then twice with water, using for each wash a 

volume equal to that of the initial bead suspension. Following the last wash, beads were 

resuspended in an initial bead volume of 1X high salt wash buffer (HSWB, 10 mM Tris-HCl, pH 

7.4, 1 mM EDTA, 0.1 M NaCl, 0.01% Tween-20) supplemented with 0.5 mg/mL yeast RNA 

(ThermoFisher) and incubated at room temperature for 30 min with end-over-end rotation, again 

using a volume equal to that of the initial bead suspension. Beads were then washed three times 

with 200 μL 1X HSWB per reaction and split for each reaction during the last wash. After the 

wash was removed, sample RNA resuspended in 200 μL 1X HSWB was added to blocked beads 

and incubated with end-over-end rotation at room temperature for 30 min. Beads were washed 

twice with 800 μL 50°C water, incubating at 50°C for 2 min for each wash, and then twice with 
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800 μL 10X HSWB. RNA was eluted from beads by incubating with 200 μL 0.5 M tris(2-

carboxyethyl)phosphine (TCEP, Sigma-Aldrich) at 50°C for 20 min with end-over-end rotation. 

The initial eluate was collected, and beads were resuspended in 150 μL water and eluted again, 

combining the two eluates for each sample. RNA from the eluate was then ethanol precipitated 

using linear acrylamide as a carrier. 

Purifications of non-fragmented RNA were performed as above, except bead volumes 

were adjusted based on estimates of the amount of labeled RNA in each sample. For the 

uninduced and induced miR-1 samples, 467, 452, 575, 598, and 250 μL streptavidin beads were 

used for the 40 min, 1 h, 2 h, 4 h, and non-5EU-labeled samples, respectively. For the uninduced 

miR-155 samples, 292, 431, 410, 598, and 500 μL of beads were used, and for the induced miR-

155 samples, 234, 345, 410, 598, and 500 μL of beads were used for the 40 min, 1 h, 2 h, 4 h, 

and 8 h samples, respectively. 

Pilot experiments designed to optimize the 5EU biotinylation and purification confirmed 

that RNAs containing at least one 5EU could be purified efficiently, with over 80% of a model 

RNA substrate containing a single 5EU becoming biotinylated in a 1 h reaction (Figure S2A). 

This high reaction efficiency was critical for both the ribosome-profiling and RNA-seq analyses, 

as RPFs and the RNA fragments from the paired RNA-seq libraries were only ∼30 nt long and 

estimated to typically contain at most a single 5EU. Indeed, for each of the three protocols, 

which started with either full-length RNA (PAL-seq) or fragmented RNA (RNA-seq and 

ribosome-footprint profiling), captured labeled RNA was substantially enriched above 

background (Figures S2B and S2C). 
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PAL-Seq 

We used an improved form of PAL-seq called PAL-seq v2, using RNA standards of defined tail 

lengths to monitor library preparation, sequencing, and the computational pipeline. Steady-state 

RNA (25 μg of unselected RNA from the 40 min sample) or half of the RNA eluted from each 

5EU-selected sample was used to prepare PAL-seq libraries. Tail-length standard mixes (1 ng of 

set 1 and 2 ng of set 2 for each 5EU-selected sample, and twice these amounts for the steady-

state sample), and trace 5′-radiolabeled marker RNAs (Table S1) were added to each sample to 

assess tail-length measurements and ligation outcomes, respectively. Polyadenylated ends 

including those with a terminal uridine were ligated to a 3′-biotinylated adaptor DNA 

oligonucleotide (1.8 μM) in the presence of two splint DNA oligonucleotides (1.25 μM and 0.25 

μM for the U and A-containing splint oligos, respectively, Table S1) using T4 Rnl2 (NEB) in an 

overnight reaction at 18°C. Following 3′-adaptor ligation the RNA was extracted with phenol-

chloroform (pH 8.0), precipitated, resuspended in 1X RNA T1 sequence buffer (ThemoFisher), 

heated to 50°C for 5 min and then put on ice. RNase T1 was then added to a final concentration 

of 0.006 U/μL and the reaction incubated at room temperature for 30 min followed by phenol 

chloroform extraction and precipitation. RNA was subsequently captured on streptavidin beads, 

5′ phosphorylated, and ligated to a 5′ adaptor as described (Subtelny et al., 2014) but using a 

modified 5′ adaptor sequence (Table S1). Following reverse transcription using SuperScript III 

(Invitrogen) with a barcode-containing DNA primer, cDNA was purified as described (Subtelny 

et al., 2014), except a 160–810 nt size range was selected. Libraries were amplified by PCR for 8 

cycles using Titanium Taq polymerase according to the manufacturer’s protocol with a 1.5 min 

combined annealing/extension step at 57°C. PCR-amplified libraries were purified using 
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AMPure beads (Agencourt, 40 μL beads per 50 μL PCR, two rounds of purification) according 

to the manufacturer’s instructions. 

The use of a splinted ligation of the 3′ adaptor to the poly(A) tail had the advantage of 

specifically ligating to mRNAs without the need to deplete ribosomal or other abundant RNAs. 

However, this approach was not suitable for acquiring measurements for mRNAs with tails that 

were either very short (< 8 nt) or extended by more than one uridine, because such tails would 

ligate less efficiently (or not at all) when using a splinted ligation to the 3′ adaptor. To account 

for these mRNAs with either very short or highly modified tails, we implemented a protocol that 

used single-stranded (ss) ligation and different mRNA enrichment steps to prepare libraries from 

steady-state RNA isolated from miR-1 and miR-155 cell lines in uninduced and induced 

conditions. For each sample, 5 μg of total RNA was depleted of rRNA using RiboZero Gold 

HMR (Illumina) and further depleted of the 5.8S rRNA by subtractive hybridization. Subtractive 

hybridization was performed by mixing 2x SSC buffer (3 M sodium chloride, 300 mM sodium 

citrate, pH 7.0), total RNA, and 4.8 μM of each 5.8S subtractive-hybridization oligo (Table S1) 

in a 50 μL reaction, heating the reaction to 70°C for 5 min, then cooling at 1°C/min to 37°C to 

anneal the oligos to the RNA. During this cooling, 250 μL of Dynabeads MyOne Streptavidin C1 

beads per sample (ThermoFisher) were washed twice with 1X B&W buffer (5 mM Tris-HCl, pH 

7.5, 0.5 mM EDTA, 1 M NaCl and 0.005% Tween-20), twice with solution A (0.1 M NaOH, 50 

mM NaCl), twice with solution B (0.1 M NaCl), and then resuspended in 50 μL of 2X B&W 

buffer. After cooling, the entire 50 μL RNA/oligo mixture was added to 50 μL of washed beads, 

then incubated at room temperature for 15 min with end-over-end rotation. The sample was then 

magnetized and the supernatant was withdrawn and precipitated by adding 284 µL of water, 4 

µL of 5 mg/mL linear acrylamide, and 1 mL of ice-cold 96% ethanol. After resuspension, RNA 
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was ligated to a 3′ adaptor containing four random-sequence nucleotides and an adenylyl group 

at its 5′ end (Table S1) in a 70 μl reaction containing 10 μM adaptor, 1X T4 RNA Ligase 

Reaction Buffer (NEB), 20 U/μL T4 RNA Ligase 2 truncated KQ (NEB), 0.3 U/μL SUPERaseIn 

(ThermoFisher), and 20% PEG 8000. The reaction was incubated at 22°C overnight and then 

stopped by addition of EDTA (3.5 mM final after bringing the reaction to 400 μL with water). 

RNA was phenol–chloroform extracted, precipitated, and subsequent library preparation was as 

for the splinted-ligation libraries. 

PAL-seq v2 libraries were sequenced on an Illumina HiSeq 2500 operating in rapid 

mode. Hybridization mixes were prepared with 0.375 fmol PCR-amplified library that had been 

denatured with standard NaOH treatment and brought to a final volume of 125 μL with HT1 

hybridization buffer (Illumina, 3 pM library in final mix). Following standard cluster generation 

and sequencing-primer hybridization, two dark cycles were performed for the splinted-ligation 

libraries (i.e., two rounds of standard sequencing-by-synthesis in which imaging was skipped), 

which extended the sequencing primer by 2 nt, thereby enabling measurement of poly(A) tails 

terminating in non-adenosine bases. For the direct-ligation libraries, six dark cycles were 

performed instead of two, which extended the sequencing primer past the four random-sequence 

nucleotides in the 3′ adaptor and then the last two residues of the tail. 

Following the two dark cycles, a custom primer-extension reaction was performed on the 

sequencer using 50 μM dTTP as the only nucleoside triphosphate in the reaction. To perform this 

extension, the flow cell temperature was first set to 20°C. Then, 120 μL of universal sequencing 

buffer (USB, Illumina) was flowed over each lane, followed by 150 μL of Klenow buffer (NEB 

buffer 2 supplemented with 0.02% Tween-20). Reaction mix (Klenow buffer, 50 μM dTTP, and 

0.1 U/μL units Large Klenow Fragment, NEB) was then flowed on in two aliquots (150 μL and 



	 154 

100 μL). The flow-cell temperature was then increased to 37°C at a rate of 8.5°C per min and the 

incubation continued another 2 min after reaching 37°C. 150 μL of fresh reaction mix was then 

flowed in, and following a 2 min incubation, 75 μL of reaction mix was flowed in eight times, 

with each flow followed by a 2 min incubation. The reaction was stopped by decreasing the flow 

cell temperature to 20°C, flowing in 150 μL of quench buffer (Illumina HT2 buffer 

supplemented with 10 mM EDTA) and then washing with 75 μL of HT2 buffer. The flow cell 

was prepared for subsequent sequencing with a 150 μL and a 75 μL flow of HT1 buffer 

(Illumina). 50 cycles of standard sequencing-by-synthesis were then performed to yield the first 

sequencing read (read 1). XML files used for this protocol are provided at 

https://github.com/kslin/PAL-seq. 

The flow cell was stripped, a barcode sequencing primer was annealed, and seven cycles 

of standard sequencing-by-synthesis were performed to read the barcode. The flow cell was then 

stripped again, and the same primer as used for read 1 was hybridized and used to prime 250 

cycles of standard sequencing-by-synthesis to generate read 2. Thus, each PAL-seq tag consisted 

of three reads: read 1, read 2, and the indexing (barcode) read. For cases in which a tag 

corresponded to a polyadenylated mRNA, read 1 was the reverse complement of the 3′ end of the 

mRNA immediately 5′ of the poly(A) tail and was used to identify the mRNA and cleavage-and-

polyadenylation site of long-tailed mRNAs. The indexing read was used to identify the sample, 

and read 2 was used to measure poly(A)-tail length and identify the mRNA and cleavage-and-

polyadenylation site of short-tailed mRNAs. The intensity files of reads 1 and 2 were used for 

poly(A)-tail length determination, along with the Illumina fastq files. 
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PAL-Seq v2 Data Analysis 

Tail lengths for the splinted-ligation data were determined using a Gaussian hidden Markov 

model (GHMM) from the python2.7 package ghmm (http://ghmm.org/), analogous to the model 

used in TAIL-seq (Chang et al., 2014) and described in the next paragraph. Read 1 was mapped 

using STAR (v2.5.4b) run with the parameters ‘–alignIntronMax 1 –outFilterMultimapNmax 1 –

outFilterMismatchNoverLmax 0.04 –outFilterIntronMotifs RemoveNoncanonicalUnannotated –

outSJfilterReads’, aligning to an index of the mouse genome built using mm10 transcript 

annotations that had been compressed to unique instances of each gene selecting the longest 

transcript and removing all overlapping transcripts on the same strand (Eichhorn et al., 2014). 

The genome index also included sequences of the quantification spikes and the common portion 

of the poly(A)-tail length standards. The sequences that identified each RNA standard (the last 

20 nt of each standard sequence; Table S1) were not aligned using STAR. Instead, the unix 

program grep (v2.16) was used to determine which reads matched each standard (allowing no 

mismatches), and these reads were added to the aligned reads from the STAR output. Tags 

corresponding to annotated 3′ UTRs of mRNAs were identified using bedtools (v2.26.0), and if 

the poly(A)-tail read (read 2) contained a stretch of ≥ 10 T residues (the reverse complement of 

the tail) in an 11-nt window within the first 30 nt, this read was carried forward for GHMM 

analysis. If read 2 failed to satisfy this criterion but began with ≥ 4 T residues, the tail length was 

called based on the number of contiguous T residues at the start of read 2; by definition, these 

tails were < 10 nt and thus easily determined by direct sequencing. 

For each read 2 that was to be input into the GHMM a ‘T signal’ was first calculated by 

normalizing the intensity of each channel for each cycle to the average intensity of that channel 

when reading that base in read 1 and then dividing the thymidine channel by the sum of the other 
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three channels. Sometimes a position in a read would have a value of 0 for all four channels. A 

read was discarded if it contained more than five such positions. Otherwise, the values for these 

positions were imputed using the mean of the five non-zero signal values upstream and 

downstream (ten positions total) of the zero-valued position. A three-state GHMM was then used 

to decode the sequence of states that occurred in read 2. It consisted of an initiation state (state 

1), a poly(A)-tail state (state 2), and a non-poly(A)-tail state (state 3). All reads start in state 1. 

From state 1 the model can remain in state 1 or transition to state 2. From state 2 the model can 

either remain in state 2 or transition to state 3. The model was initialized with the following 

transition probabilities:  

 

The initial emissions were Gaussian distributions with means of 100, 1, and –1 and variances of 

1, 0.25 and 0.25, respectively. In general, the emission Gaussians for the model corresponded to 

the logarithm of the calculated T signal at each sequenced base in read 2. The initial state 

probabilities were 0.998, 0.001, and 0.001 for states 1, 2 and 3, respectively. 

After initializing the model, unsupervised training was performed on 10,000 randomly 

selected PAL-seq tags, and then the trained model was used to decode all tags, with the number 

of state 2 cycles reporting the poly(A)-tail length for a tag. Only genes with ≥ 50 poly(A)-tail 

length measurements were considered for analyses involving mean poly(A)-tail lengths. 

 

from \ to state1 state2 state3
state1 0.001 0.95 0.049
state2 0.001 0.95 0.049
state3 0.001 0.001 0.998
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Analysis of PAL-Seq SS-Ligation Protocol 

To account for mRNAs with very short tails or extensive terminal modifications, we 

implemented a version of PAL-seq that did not use splinted ligation. Tail lengths from these ss-

ligation datasets, acquired for steady-state samples from both cell lines, were determined using a 

modified version of the PAL-seq analysis pipeline written for python3. The T-signal in this 

pipeline was modified to allow more accurate detection of mRNAs lacking tails. Instead of 

normalizing the intensity of each channel for each cycle to the average intensity of that channel 

when reading that base in read 1, the intensity of each channel was normalized to the average 

intensity of the channels for the other three bases in read 1. The intensity of the T channel was 

then divided by the sum of the other channel intensities to calculate the T signal, and tails were 

called using the hmmlearn package (v0.2.0). Tags representing short tails, including short tails 

that ended with many non-A residues, were identified as those for which read 1 and read 2 

mapped to the same mRNA 3′ UTR (usually ∼4% of the tags). Tail lengths for these tags were 

called without the use of the GHMM. Instead, their tail lengths were determined by string 

matching, allowing any number of untemplated U residues but no more than two G or C residues 

to precede the A stretch. Tags not identified as representing short-tails were analyzed using the 

GHMM, excluding from further analysis occasional outliers determined by the GHMM to have 

tails ≤ 8 nt. 

Most of the tags that had either only a very short tail or no tail did not correspond to 

mRNA cleavage-and-polyadenylation sites. Therefore, to be carried forward in our analysis, 

short-tailed tags were required to have a 3′-most genome mapping position (as determined from 

read 1 but requiring that read 2 also map uniquely to the same 3′ UTR) that fell within a 10 nt 

window of a PAL-seq–annotated cleavage-and-polyadenylation site. 
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Although the single-stranded ligation protocol provided the opportunity to account for 

mRNAs with very short or highly modified tails, examination of the recovery of internal 

standards indicated that tags representing longer tails (≥100 nt) were not as well recovered in the 

datasets in which we implemented ss ligation. Therefore, for steady-state samples from each cell 

line, we generated composite tail-length distributions in which the ss-ligation dataset contributed 

to the distribution of tails < 50 nt, and the splinted-ligation dataset contributed to the distribution 

of tails ≥ 50 nt. For example, Slc38a2 had 635 standard PAL-seq tags, 169 of which (∼27%) had 

tails < 50 nt, and this same gene had 703 ss-ligation PAL-seq tags, 393 of which (∼56%) had 

tails < 50 nt. The composite tail-length distribution replaced the 169 short-tailed splinted-ligation 

PAL-seq tags with the 393 short-tailed ss-ligation PAL-seq tags, normalizing the latter cohort by 

a scaling factor. This scaling factor was determined from the ratio of the counts of the splinted-

ligation tags with tail lengths between 30–70 nt (135 tags) to the counts of the corresponding tags 

in the ss-ligation dataset (153 tags). 

3′-end annotations were generated from PAL-seq tags with tails ≥ 11 nt, using an 

algorithm previously developed for data from poly(A)-position profiling by sequencing (3P-seq) 

(Jan et al., 2011). Each PAL-seq read 1 that mapped (with at least 1 nt of overlap) to an 

annotated 3′ UTR (Eichhorn et al., 2014) was compiled by the genomic coordinate of its 3′-UTR 

nucleotide closest to the tail. The genomic coordinate with the most mapped reads was annotated 

as a 3′ end. All reads within 10 nt of this end (a 21 nt window) were assigned to this end and 

removed from subsequent consideration. This process was repeated until there were no 

remaining 3′ UTR-mapped reads. For each gene, the 3′-end annotations were used in subsequent 

analyses if they accounted for ≥ 10% of the 3′-UTR–mapping reads for that gene. 
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Documentation and code to calculate and analyze T signals and determine tail lengths are 

available for both the splinted-ligation and ss-ligation pipelines at https://github.com/kslin/PAL-

seq. 

 

RNA-Seq and Ribosome Profiling 

Fragmented poly(A)-selected RNA and RPFs were supplemented with three short quantification 

standards (Table S1), and then ligated to adaptors, reverse-transcribed, and amplified to prepare 

the RNA-seq and ribosome-profiling libraries, respectively (Subtelny et al., 2014). These 

libraries were sequenced on an Illumina HiSeq 2500. For all RNA-seq and ribosome-profiling 

data, only reads mapping to ORFs of annotated gene models (Eichhorn et al., 2014) were 

considered, excluding the first 50 nt of each ORF. A cutoff of ≥ 10 reads per million mapped 

reads (RPM) was applied to each gene in each sample, with the exception of those samples 

generated from miRNA-induced cell lines, for which no cutoff was applied. 

 

Calculation of miRNA-Mediated Repression 

Secondary effects of expressing a miRNA can have a greater impact on mRNAs with longer 3′ 

UTRs relative to those with shorter 3′ UTRs (Agarwal et al., 2015), presumably because longer 

3′ UTRs tend to contain more sites to other regulatory factors, including other miRNAs. As a 

result, 3′-UTR length differences can complicate the measurement of the repressive effects of an 

expressed miRNA. For this reason, we first normalized the fold-changes of all mRNAs based on 

their 3′ UTR length. The relationship between the fold-change for all mRNAs without a 6-nt 

seed-matched site to the induced miRNA in the entire transcript (no-site mRNAs) and 3′-UTR 

length was calculated using linear regression, and then the fold-changes of all mRNAs (with and 
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without a target site) were normalized by their 3′ UTR lengths such that the slope of the 

relationship between no-site mRNAs and 3′ UTR length was 0. We then compared normalized 

fold-changes for mRNAs containing at least one predicted miRNA target site in their 3′-UTR to 

those for the no-site mRNAs. For all mRNAs passing our expression threshold in the uninduced 

samples, we calculated the log2 fold-changes in mRNA abundance, RPF abundance, or poly(A)-

tail length in samples from induced cells relative to the corresponding samples from uninduced 

cells. The repressive effect of the miRNA on a set of predicted miRNA targets was then 

calculated by subtracting the median-normalized fold-change for no-site mRNAs from the mean-

normalized fold-change for a set of predicted targets. Top targets were defined using RPF 

measurements from a previous study (Eichhorn et al., 2014), choosing from among the predicted 

targets those with expression that decreased to ≤ 75% of their original expression after 12 hours 

of miRNA induction. 

The cumulative-distribution plots each used a subset of all possible no-site mRNAs for 

display and analysis. The subsets were generated by choosing, for each site-containing mRNA, a 

no-site mRNA from the complete list of no-site mRNAs by random sampling (without 

replacement) such that the chosen no-site mRNA had a UTR length that fell within 20% of the 

length of the UTR of the site-containing mRNA. For each dataset, this sampling was performed 

101 times and the control cohort yielding the median fold-change was chosen and used for 

plotting and analysis. The residual pool of no-site mRNAs was occasionally not sufficient to 

choose a no-site mRNA for each site-containing mRNA, which is why, for some figures, the no-

site cohort had a slightly smaller n, particularly when the site-containing cohort had a large n. 
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Modeling miRNA Effects 

To fit miRNA effects, we used model parameters for mRNAs from each gene, which had been fit 

for the uninduced miR-1 and miR-155 cell lines (Eisen et al., 2020) as a starting point for an 

additional round of model fitting. In this fitting, either the deadenylation rate constant, the rate 

constant for deadenylation-dependent decay of the mRNA body, or both of these rate constants 

were tuned in order to minimize the residual between the observed and simulated miRNA-

induced fold-changes in mRNA abundance at steady state (calculated by summing the output of 

the model over all tail lengths ≤ 249). The optimization was performed using the “L-BFGS-B” 

method of the optim function in R. 

 

Background Subtraction for PAL-Seq Data 

Although the efficacy of the 5EU purification enabled efficient enrichment of labeled RNAs at 

short time intervals, we also modeled and corrected for residual background caused by non-

specific binding of the unlabeled RNA to the streptavidin beads (Eisen et al., 2020). 

We designed our background model under the assumption that the background in the 

time courses stems primarily from the capture of a fixed amount of non-5EU labeled mRNA 

during the 5EU purification. Accordingly, we subtracted a fraction (0.3%) of the steady-state 

data from each continuous-labeling dataset. This fraction of input sample was chosen such that at 

40 min long-lived genes (half-life ≥ 8 h) had no mRNAs with tail lengths ⪅100 nt on average, 

but short-lived genes (half-life ≤ 30 min) were unaffected (Eisen et al., 2020). Genes were 

included in the final background-subtracted set only if the sum of their background-subtracted 

tag counts was ≥ 50 tags. 
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After background subtraction, PAL-seq datasets were scaled to each time interval by 

matching the total number of background-subtracted tags for all genes at all tail lengths to the 

total number of tags for all genes for the corresponding time interval in the RNA-seq data. The 

scaled PAL-seq data were then used to compute half-lives for each gene, scaling the steady-state 

sample using a globally fitted constant. 

 

Quantification and Statistical Analysis 

Graphs were generated and statistical analyses were performed using R (R Core Team, 2019). 

Statistical parameters including the value of n, statistical test, and statistical significance (p 

value) are reported in the figures and their legends. No statistical methods were used to 

predetermine sample size. 

 

Data and Code Availability 

Raw and processed RNA-seq, ribosome profiling, and PAL-seq data are available at the GEO, 

accession number GSE134660. Code for configuring an Illumina HiSeq 2500 machine for PAL-

seq and for calculation of tail lengths from PAL-seq data are available 

at https://github.com/kslin/PAL-seq. Code for fitting kinetic models of abundance and tail length 

are available at https://github.com/timeisen/DynamicsOfCytoplasmicMrnaMetabolism. 
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Supplemental Table Titles and Legends 

Table S1. Oligonucleotides Used in This Study, Related to STAR Methods 

This table is published as Table S3 in Chapter 2. 
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Supplemental Figures and Legends 

 

 

Figure S1. Very Small Effect of miRNAs on Steady-State Poly(A)-Tail Lengths When 
Examining mRNAs from Individual Genes, Related to Figure 1 
(A) Influence of miR-1 on tail-length distributions of mRNAs from individual genes. On the left, 
K–S tests were performed for each predicted target of miR-1 (n = 643, red) and a corresponding 
set of no-site mRNAs (n = 624, blue). The p values (–log10) from these tests are plotted as a 
function of the miR-1–mediated fold-change in expression (log2), with placement above or below 
the x axis indicating the direction of the more significant p value in a one-tailed test, with values 
above the axis indicating a more significant increase in tail lengths with induction of the miR-1 
and values below the axis indicating a more significant decrease in tail lengths. Horizontal dashed 
lines indicate p values of 0.01; for each quadrant, the number of predicted-target and no-site genes 
with p values below this threshold is indicated (red and blue, respectively).  The median of the 
fold-change in expression for predicted targets of miR-1 after subtracting the median fold-change 
for the no-site controls is also indicated (red line).  The analysis on the right is the same but 
considering the top predicted targets and their no-site controls (n = 130 and 130, respectively). (B) 
Influence of miR-155 on tail-length distributions of mRNAs from individual genes. Analysis is as 
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in (A), except for predicted targets of miR-155 and their no-site controls (n = 417 and 417, 
respectively) and top predicted targets of miR-155 and their no-site controls (n = 57 and 57, 
respectively). (C) Typical influence of miR-1 on tail-length distributions. Tail-length distributions 
observed with and without miRNA induction (red and blue, respectively) are plotted for mRNAs 
with the median p values in (A). Rbms (top left) was the mRNA from the no-site cohort of the 
predicted miR-1 targets with the median p value; Mrps12 (top right) was the mRNA from the no-
site cohort of the top predicted miR-1 targets with the median p value; Ncam1 was the predicted 
miR-1 target with the median p value, and Mtmr2 was the top predicted miR-1 target with the 
median p value. The p values, calculated in (A), are shown along with the numbers of tags in each 
distribution (key). (D) Typical influence of miR-155 on tail-length distributions. Tail-length 
distributions observed with and without miRNA induction (red and blue, respectively) are plotted 
for mRNAs with the median p values in (B). Otherwise, this panel is as in (A). 
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Figure S2. Enrichment of 5EU–Labeled RNA, Related to Figure 2 
(A) Biotinylation of a 5EU–containing RNA. A 40 nt RNA containing a single uridine and a 30 nt 
RNA containing a single 5EU were mixed with or without an additional 50 µg of 5EU–labeled 
total RNA and then reacted with disulfide biotin azide for the indicated amount of time. Decreased 
mobility was observed upon biotinylation, with ~80% of the 5EU–containing RNA shifting to a 
slower mobility (30mer-5EU clicked) after 1 h and no detectable formation of a slower-mobility 
product from the 40 nt RNA that lacked 5EU. The clicked-labeled form of the RNA tended to run 
as a doublet, but reduced to a single band upon treatment with TCEP (not shown). Note that 
although in this pilot experiment the 40 nt RNA lacks 5EU and the 30 nt RNA contains it, the 
samples prepared for sequencing used a 30 nt RNA lacking 5EU and a 40 nt RNA containing it so 
that the 5EU containing RNA would be removed after size selection. (B) Abundance normalization 
of sequencing reads. mRNA was fragmented using either alkali (left) or as ribosome protected 
fragments (RPFs, right), and then 5EU-containing fragments were isolated and used to make 
libraries. To evaluate the background in labeled samples, we also attempted to isolate 5EU-
containing fragments of both types starting with RNA from cells that had never received 5EU. All 
samples contained RNA standards that were used to scale mRNA abundance measurements. 
Median-scaled expression is plotted for both sets of libraries in the miR-1 line after normalizing 
to that of the 4 h sample for mRNAs passing cutoffs for RNA-seq and RPF analyses. No cutoff 
and a pseudo-count of 0.1 reads was applied to the unlabeled samples used to assess background. 
The normalized background expression is plotted as a dashed grey line. (C) Enrichment of labeled 
RNAs in fragmented RNA and RPF samples. Absolute mRNA abundance in each sample was 
normalized to expression in the corresponding unlabeled background sample, and the enrichment 
ratios for mRNA from each gene are plotted as a histogram. An enrichment of 1 would indicate as 
many reads in the labeled sample as in the background sample. For all mRNAs with enrichments 
>1, most reads came from labeled RNA; otherwise, as in (B).   
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Figure S3. Half-life Analyses of miRNA Top Targets, Related to Figure 5 
(A) The relationship between basal half-lives and predicted miR-1 target-site efficacy. Total 
context++ scores (Agarwal et al., 2015) for predicted targets of miR-1 were plotted with respect 
to half-life in the uninduced condition. mRNAs with predicted sites that do not have context ++ 
scores (n = 10) have sites in mRNA isoforms that fell below the TargetScan7 cutoff for isoform 
abundance. Otherwise as in Figure 5A. (B) The relationship between basal half-lives and predicted 
miR-155 target-site efficacy. As in (A), except plotting the miR-155 predicted targets in Figure 5B 
and the respective context++ scores. Two mRNAs had sites in isoforms that fell below the 
TargetScan7 cutoff for isoform abundance. 
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Figure S4. Half-life Analyses of miRNA Top Targets, Related to Figure 5 
(A) The dynamics of miR-1–mediated repression for top targets. miR-1-mediated changes in RNA 
and RPF abundance and mean poly(A)-tail length for top miR-1 targets that were split into three 
groups (n = 25, 17 and 24 for short, medium and long half-life targets, respectively, using the same 
no-site genes and half-life ranges as in Figure 5C). Only mRNAs passing cutoffs for half-life 
measurements and RNA, RPF, and poly(A)-tail length measurements at all time points were 
analyzed. (B) The dynamics of miR-155–mediated repression for top targets. miR-155–mediated 
changes in RNA and RPF abundance and mean poly(A)-tail length for top miR-155 targets that 
were split into three groups (n = 19, 11 and 11 for short, medium and long half-life targets, 
respectively). Half-life cutoffs and numbers of no-site genes as in Figure 5D.  Otherwise, as in (A). 
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Summary 

Neurons require unique mechanisms of translational control to modify gene expression programs 

rapidly in response to stimuli. These mechanisms are reflected in the broad range of translational 

efficiencies (TE) that can be observed using ribosome profiling. Here, we investigate the 

landscape of translational control in neurons and neuronal tissues to determine features of 

mRNAs that explain this broad range. Building on reports that the length of the poly(A) tail 

influences TE, we profiled poly(A)-tail lengths transcriptome-wide using poly(A)-tail length 

sequencing (PAL-seq) and TAIL-seq. These data show that tail lengths change in response to 

stimulation in the visual cortex of light-stimulated mice, and a subset of these changes occur 

without corresponding changes to expression level, perhaps through cytoplasmic 

polyadenylation. Despite these changes, tail length explains only ~5% of the variance in TE in 

primary-culture neurons, and even less in neuronal tissues. Larger determinants of TE include 

coding-sequence length, expression level, and codon composition. Overall, our linear model of 

translation explains 30–40% of the variance in TE, indicating that the factors contributing to the 

majority of this variance remain unknown.  
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Introduction 

In the biochemically tractable cells that are often used for high-throughput biochemical studies, 

transcriptional regulation accounts for a large fraction of the variance in gene expression 

(Schwanhausser et al., 2011; Li et al., 2014). Global techniques such as RNA sequencing, 

ribosome profiling, and mass spectrometry have shown that the relationship between mRNA 

levels and protein levels is a close one, and indeed if one also considers the fraction of the 

genome that is transcriptionally silent, this relationship improves still further. Conclusions such 

as these, despite their robustness in well-studied cells, such as the mouse NIH 3T3 cell and the 

human A549, HeLa, and HEK293T cells, do not generalize to every tissue, particularly those 

with rapid temporal or precise spatial requirements for protein expression.  

In the brain, the signals of learning and memory are integrated throughout rapidly-

responding networks that alter their proteome in response to stimuli (Costa-Mattioli et al., 2009). 

Decades of study of these expression changes have enticed researchers to query the role of 

translation at a transcriptome-wide scale, curious as to whether the paradigms developed for cell 

lines can be applied to the less uniform and more delicate neuronal systems. Studies using 

ribosome profiling in neurons and brain tissues have indeed found an impressive variance in 

translational regulation, with mRNAs from some genes exhibiting an average of 1000-fold 

greater translational efficiency than others (Cho et al., 2015; Hornstein et al., 2016; Blair et al., 

2017; Zappulo et al., 2017; Liu et al., 2018; Umegaki et al., 2018; Biever et al., 2019; Das 

Sharma et al., 2019; Rodriguez et al., 2019; Simbriger et al., 2020). Why these mRNAs are better 

translated, however, and what features of the mRNAs induce ribosome recruitment or avoidance, 

is not yet clear. Examples of motifs, such as the TOP motif (Thoreen et al., 2012), or proteins, 

such as FMRP (Qin et al., 2005), contribute to the landscape of translational control, but by 
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themselves are insufficient to explain the vast diversity of translational efficiency in mammalian 

neurons and brain tissues. 

Additional phenomena that modify mRNAs also control translation, although the scope 

of their effect has not been investigated on a transcriptome-wide scale in neurons. Cytoplasmic 

polyadenylation, which extends the length of the poly(A)-tail of substrate mRNAs (Richter, 

1999), is one such phenomenon. The ability of this extension to control translation was originally 

observed in Xenopus oocytes (Fox and Wickens, 1990; de Moor and Richter, 1997). A motif 

involved in cytoplasmic polyadenylation, the cytoplasmic polyadenylation element (CPE), is also 

found in a highly-expressed, activity-induced neuronal mRNA, Camk2a, and can cause poly(A)-

tail lengthening of this mRNA in response to stimulation, both in cultured neurons and brain 

tissues (Wu et al., 1998; Dziembowska et al., 2012).  Additional mRNAs may also be substrates 

for cytoplasmic polyadenylation in neurons, and screens to identify them, relying on differential 

thermal elution from poly(U)-sepharose columns, have revealed tens to hundreds more mRNAs, 

many containing the canonical CPE motif (Du and Richter, 2005; Udagawa et al., 2012). The 

impact of tailing is less clear, and questions remain about the extent of molecules affected, the 

extent of tail lengthening, the effect of the phenomenon on translation, and whether it is both 

cell-wide or distal-dendrite specific in its subcellular localization (Wu et al., 1998; Du and 

Richter, 2005). 

In this study, we combined transcriptome-wide measurements of translation and poly(A)-

tail length in mouse primary-culture neurons and brain tissues in order to investigate the mRNA 

features underlying translation, and whether control of poly(A)-tail length plays a central role in 

the activity-induced translation of mRNAs. We found a small but significant relationship 

between the length of the tail and the translational efficiency of mRNAs, but this relationship 
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was dwarfed by other features of the mRNAs, such as the length and composition of the coding 

sequence and 5′ UTR. After stimulation, we observe robust changes in tail lengths for mRNAs 

from immediate-early genes and others. Some of these changes cannot be explained by 

concomitant increases in expression, suggesting that while some mRNAs experience increased 

tail length because of their recent transcription, cytoplasmic polyadenylation modifies tail 

lengths of others.  

 

Results 

Light Stimulation Induces Poly(A)-Tail Length Changes in the Visual Cortex 

We used visual stimulus of the primary visual cortex to investigate the relationship between 

stimulation and changes to mRNA levels and poly(A)-tail lengths. This paradigm is frequently 

used as a controlled physiological stimulus, as it generates rapid and widespread alterations to 

large portions of the visual cortex (Majdan and Shatz, 2006; Mardinly et al., 2016). In this study, 

we used tissue from an experiment investigating the diversity of cellular responses to stimulation 

using single-cell RNA sequencing (Hrvatin et al., 2018). The experiment harvested visual-cortex 

tissue from 8 mice between 6 and 7 weeks old that had been housed in the dark for one week 

prior to the dissection. Four of these mice were exposed to light for 1 h prior to dissection. The 

samples were used to prepare libraries for tail-length profiling using PAL-seq (Eisen et al., 

2020b) (Figure 1A).  

Addition of tail-length standards of known length to these libraries allowed quantification 

of recovery and tail-length estimation for standards of different lengths. Modest depletion of 

long-tailed standards was observed for tail lengths ≳160 nt, with some libraries exhibiting worse 

depletion than others (Figure S1A). Despite these issues, tail lengths were called accurately 
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(Figure S1B), and biological replicates showed reasonable agreement between the eight mice (RS 

≥ 0.65 for all samples without stimulation, Figure S1C). 

The PAL-seq tag yields of these data allowed investigation of experience-induced gene 

expression changes in the visual cortex tissue. mRNAs with significant changes mostly increased 

expression, and many were known or suspected immediate-early genes (Figure 1B). When 

considering the tail lengths for all mRNAs from all samples, stimulation did not change the 

shape of the distribution and only subtly affected the mean tail length (weighted mean of all tail 

lengths of 87.8 and 89.8 for unstimulated and stimulated samples, respectively, Figure 1C), and 

only modestly affected the distribution of tail lengths when considering the mean length from 

mRNAs from each gene (average mean tail length of 85.2 and 89.5 nt for unstimulated and 

stimulated samples, respectively, Figure 1D). Despite the modest global changes, several 

mRNAs significantly increased tail lengths upon stimulation, with the average mean tail length 

increase across the four stimulated replicates exceeding 30 nt for one mRNA (Egr3) but more 

often increasing by ~20 nt (Figure 1E) for those mRNAs with significant tail-length changes.  
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Figure 1. Light Stimulation Changes Poly(A)-Tail Lengths in the Visual Cortex  
(A) Schematic of light stimulation. Mice between 6 and 7 weeks old were housed in the dark for 
1 week and the experimental cohort was exposed to light for 1 h prior to dissection and library 
preparation (Hrvatin et al., 2018). (B) Changes in gene expression between the light-stimulated 
and unstimulated cohorts. For each gene, the fold change in expression is plotted as a function of 
the mean number of normalized PAL-seq tags. mRNAs with significant changes in gene 
expression, as determined by DESeq (Anders and Huber, 2010), are plotted in red (p < 0.05, 
negative binomial test, n = 4 mice per cohort). (C) Distribution of tail lengths for all reads mapping 
to annotated genes, shown for the unstimulated and stimulated cohorts (key) n = 8,797,239 and 
6,236,196 tags for the unstimulated and stimulated samples, respectively. (D) Mean tail lengths 
for each gene, plotted as a histogram. For each gene that passed a 50-read cutoff for each of the 
four samples from one cohort, the mean tail length from each sample was calculated and then the 
four means were averaged. n = 4,552 and 4,635 genes for the unstimulated and stimulated 
distributions, respectively. (E) Comparison of mean tail lengths for mRNAs from each gene in the 
unstimulated and stimulated cohorts. mRNAs that have four mean tail-length values that differ 
significantly in the two cohorts are shown in blue (p < 0.05, t test, n = 4 values in each cohort). (F) 
Comparison of stimulation-induced fold changes in tail length and expression. Colors and 
significance testing as in (B) and (E) (key). (G) Histograms of tail-length distributions for mRNAs 
labeled in (F). Distributions were normalized to all have unit area.  

 

Tail-length increases for mRNAs from individual genes could stem from predominantly 

two mechanisms. One possibility is that, because stimulation increases expression of many 

mRNAs (Spiegel et al., 2014)(Figure 1B), some of these mRNAs may have failed to achieve a 

new steady-state when the tissue was harvested, 1 h after light stimulation. In this scenario, mean 

tail length increases would stem predominantly from the nascent population of mRNAs that have 

just been transcribed, which generally exhibit longer tails (Eisen et al., 2020b). An alternative 

scenario is that mature mRNAs become substrates for cytoplasmic polyadenylation upon 

stimulation (Wu et al., 1998). The former hypothesis predicts that changes in tail length should 

accompany changes in expression, while the latter does not require changes in expression, 

although expression changes may still accompany tail-length changes for a different population 

of mRNAs from the same gene. To investigate these relationships, we plotted the fold-change in 

expression compared with the fold-change in mean tail length (Figure 1F). This analysis revealed 

that mRNAs tend to behave in different ways, with some mRNAs (n = 4, such as Egr3) 
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exhibiting both large increases in tail length and expression, and others exhibiting only increases 

in expression with no significant tail-length change (n = 34, such as Egr1). This second cohort 

might have achieved a new steady-state tail length at a higher expression level. Still other 

mRNAs (n  = 49, such as Spred1) exhibited changes in tail length with little accompanying 

expression change. Investigation of the individual tail-length distributions of these mRNAs 

supported these observations (Figure 1G). Presence or absence of a CPE motif (Fox and 

Wickens, 1990) (analysis as in (Subtelny et al., 2014)) did not provide more insight into tail 

length increases (Figure S2). 

 

Primary-Culture Neurons Exhibit Tail-Length Changes in Response to Stimulants 

The primary visual cortex, like all brain tissues, is composed of many cells of distinct lineages, 

including many non-neuronal cells (Hrvatin et al., 2018). Because of this, our previous 

conclusions regarding the relationships between tail length and expression are not specific to 

neurons, and indeed are most likely an integration of many signals. To assess tail-length changes 

in neurons, we measured tail lengths from primary cultured neurons dissected from the cortex of 

early postnatal animals, treated with cytosine arabinoside (ara-C, a potent poison of diving cells), 

and grown for 14 days in vitro (DIV14). These cells were then stimulated with either BDNF 

(Ghosh et al., 1994) or glutamate and glycine to mimic long-term potentiation (LTP) induction 

(Lu et al., 2001) (Figure 2A). Stimulation was performed for 30 min prior to harvest. Both 

treatments resulted in induction of immediate-early genes, but the BDNF stimulation provided 

more robust and larger induction (Figure 2B–C, left panels). 

Tail-length changes sometimes accompanied induction (Figure 2B–C, middle panels), in 

keeping with analysis of the light-induction experiment (Figure 1). Inter-sample correlations 
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improved in the culture experiment, however, perhaps because these samples are mixtures of 

cells from many animals (usually ~15 pups per culture set, ~5 pups per sample), rather than a 

single animal, or because the culture and treatment methods mitigate some of the biological 

diversity among live mice. The samples treated with either glutamate and glycine or BDNF 

exhibited many mRNAs with concordance between tail-length changes and expression changes 

upon stimulation, indicating that these mRNAs are captured prior to their return to steady-state 

levels and a nascent population is providing the tail-length increases. Some mRNAs, however, 

like the light-stimulation system, exhibited changes in expression without changes in tail length 

(e.g. Btg2 in the glutamate and glycine condition), while others exhibited changes in tail length 

without changes in expression (e.g. Pnrc1 in both conditions). Despite the three classes of 

mRNA tail-length behaviors observed in response to stimulation in both the tissue and primary 

culture experiments, many of the mRNAs that increased either tail length or expression or both 

did not do so consistently across the two types of experiments, indicating differences in the 

nature of the signals in the two systems and confirming the notion that in vivo gene expression 

can differ markedly from in vitro models.  
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Figure 2. Tail Length and Expression Changes During Stimulation for Primary Cortical 
Cultures 
(A) Schematic of two culture experiments. Primary mouse cortical cultures were harvested at 
DIV14 after stimulating for 30 minutes with either glutamate and glycine or BDNF. (B) 
Expression, tail length, and the relationship between them during glu/gly treatment. (Left) 
Correlation between the number of PAL-seq tags after 30 min of glu/gly stimulation and the 
number of tags in the untreated control. (Middle) Correlation between the mean tail-length changes 
after 30 min of glu/gly treatment and the untreated control for the subset of mRNAs in the left 
panel that passed a 50-read expression cutoff. (Right) Relationship between the change in 
expression and the change in tail length, normalized to the untreated control. Labels (RefSeq gene 
symbols) were added for all points with a log2 fold change in expression of > 1.3 or < –0.1 or in 
tail length of > 0.3 using the ggrepel package (Slowikowski, 2019). (C) As in (B), except plotting 
the data for the sample stimulated for 30 min with BDNF, using the matched DIV 14 culture as a 
control. Labels were added for all points exceeding a log2 fold change in expression of > 1.3 or < 
–0.1 or in tail length of > 0.4. 
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An Extensive Range of Translational Efficiencies 

mRNA poly(A)-tails serve different functions in different contexts. In the embryonic systems of 

the frog and fish, and in the oocyte (and activated egg) of the fly, tail length is coupled to 

translational efficiency, with mRNAs with longer tails translated better than mRNAs with shorter 

ones (Subtelny et al., 2014; Eichhorn et al., 2016). Such systems are marked by little if any 

mRNA decay. As development continues, a new paradigm is established in which translation is 

no longer influenced by the length of the tail (Subtelny et al., 2014). This uncoupled state is a 

feature of all cell lines and adult tissues studied so far, including the mouse samples of liver 

tissue and 3T3 cells. The length of the poly(A)-tail serves a different role in these uncoupled 

states: the tail is a platform to chart deadenylation rate, which determines the rate of decay of the 

mRNA (Eisen et al., 2020b). Neurons exhibit mRNA decay, and thus are unlike any coupled 

system previously investigated. However, they also exhibit cytoplasmic polyadenylation, a 

feature of coupled systems, with increased translational efficiency a suggested outcome of tail 

lengthening for several mRNAs (Wu et al., 1998; Du and Richter, 2005; Dziembowska et al., 

2012; Udagawa et al., 2012). By measuring both tail-length and translational efficiency from the 

same samples, we were able to investigate the extent of coupling between tail length and 

translation in neuronal cells and tissues. 

We performed ribosome profiling and matched fragmented RNA-seq of the primary 

cortical culture samples, in addition to a primary hippocampal tissue sample, a primary cortical 

tissue sample, and an embryonic hippocampal tissue sample. We also performed ribosome 

profiling on three additional primary cortical cultures used for studies of microRNA effects. The 

ribosome profiling data from these samples showed strong enrichment for coding sequence 
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(CDS, Figure S3A), as well as 3-nt periodicity across the CDS (Figure S3B), as expected 

(Ingolia et al., 2009; Guo et al., 2010). Comparison of our datasets with nine datasets from six 

studies of neurons from the literature (Cho et al., 2015; Hornstein et al., 2016; Zappulo et al., 

2017; Liu et al., 2018; Das Sharma et al., 2019; Gonatopoulos-Pournatzis et al., 2020) showed 

reasonable agreement, although a substantial range in correlation depending on the sample and 

study (Rs = 0.16 to Rs = 0.71 for samples from this study compared with the literature, Figure 

S3C). A similar range in agreement was observed when only considering datasets from the 

literature (Rs = –0.07 to Rs = 0.57, Figure S3C).  

Ribosome profiling of the primary cortical culture samples supported the notion that 

translational efficiency is regulated in neuronal contexts. The measurements ranged over 300-

fold, and these values were reproducible across multiple samples (Figure 3A and Figure S3C). 

Despite this large range, the stimulus-induced changes to translational efficiency were modest 

and dwarfed by the differences between mRNAs from different genes (Figure 3A). Hierarchical 

clustering of translational efficiencies from all ribosome-profiling datasets in this study showed 

strong relationships between samples from primary cortical culture, but substantial differences 

between these samples and brain tissues (Figure 3B). 
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Figure 3. Translational Efficiencies in Neuronal Cultures and Tissues 
(A) Correlation between translational efficiency (TE) in stimulated and unstimulated cortical 
cultures for the BDNF (left), and glutamate and glycine (right) samples. TE was calculated as the 
number of ribosome-protected fragments normalized to fragmented RNA-seq reads for ORFs of 
mRNAs from all genes that exceeded an RNA-seq expression threshold of 10 RPM. In each 
sample, TE values (log2) were median centered by subtracting the median TE value of that sample 
from each value (Eichhorn et al., 2016). (B) Heatmap showing the relationship between TEs for 
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all mRNAs measured in each of the 9 samples in this study. For each sample, TEs were z-score 
normalized and then clustered using k-means into 5 clusters. Gene index is plotted as a function 
of sample and colored by TE, thresholding any TE values < –3 or > 3. mRNAs from n = 2,835 
genes passed cutoffs in all samples.  
 

A Modest Coupling Between Translational Efficiency and Poly(A)-Tail Length 

While the dynamic range of the translational efficiency measurements proved expansive, even 

comparable to the translational efficiencies ranges in the early embryonic systems of the frog and 

fish, the ranges in mean tail length were much narrower than previously investigated coupled 

systems (Subtelny et al., 2014). The relationships between poly(A)-tail lengths and translational 

efficiencies for mRNAs from the six primary cortical culture samples had a modest relationship 

with translational efficiencies (Rs = 0.19–0.24, Figure 4A), indicating mean poly(A)-tail length 

in these cultures explained a small amount of the variance in translational efficiencies. The tissue 

samples, by contrast, had lower and more variable correlations overall (Rs = 0.06–0.19, Figure 

4B), perhaps due to the heterogenous nature of these samples.  

A coupling between tail length and TE that exists exclusively in neuronal cells might 

result from features of the neuronal cytoplasm that allow this coupling, such as a regime of 

limiting PABP concentration, for example. Alternatively, mRNAs expressed in neurons might 

contain sequences that allow translational regulation by tail length. In the latter scenario, 

considering only transcripts that are exclusively expressed in neurons, rather than ubiquitously 

expressed or exclusively expressed in non-neuronal cells, might enhance the relationship 

between tail length and translational efficiency. To investigate this possibility, we used an RNA-

seq dataset of sorted populations of neurons and non-neuronal cells to subset our data (Zhang et 

al., 2014). Considering only mRNAs with neuronal-biased expression failed to increase the 

correlation between tail length and TE for most samples, suggesting that, as a class, neuronal-
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biased mRNAs do not exhibit more coupling. (Figure S4). Subsetting the data based on a study 

that determined mRNAs highly enriched in the hippocampal synaptic neuropil, a region enriched 

for dendrites, axons and glia but depleted of neuronal somata, did not improve the correlations 

either (Cajigas et al., 2012).   
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Figure 4. Tail Length and Translational Efficiency in Primary Cortical Cultures 
(A) Correlation between TE and mean tail length for mRNAs from each gene that passed cutoffs 
for both measurements. Plotted are all correlations for six primary cultures used in this study. (B) 
Correlation between TE and mean tail for tissue samples. Otherwise as in (A). 
 

MicroRNAs Decrease mRNA Target Abundance  

MicroRNAs (miRNAs), 21–24 nt guide RNAs, direct recruitment of the effector protein 

Argonaute (AGO) to repress target mRNAs (Bartel, 2018). They predominantly act by 

destabilizing these targets in most cell lines and tissues (Guo et al., 2010; Eichhorn et al., 2014). 

In neurons, studies have detailed the role of miRNAs but have reached different conclusions 

regarding mechanism. When knocked out, miR-128, a highly expressed miRNA, induces 

phenotypes related to neuronal overexcitability and epilepsy, altering mRNA levels in the 

striatum (Tan et al., 2013). In the retina, miRNAs of the miR-183/96/182 cluster induce changes 

to mRNA levels (Krol et al., 2010). At the synapse, however, miRNAs are reported to mediate 

translational repression with relatively little change in mRNA levels, with the proposal that the 

transience of this mode of regulation might allow more rapid expression of mRNA targets 

(Banerjee et al., 2009; Schratt, 2009; Sambandan et al., 2017). 

We established a lentiviral-based gene-delivery system to investigate miRNA activity in 

neuronal cultures. Primary cortical cultures were infected with a lentivirus expressing one of two 

exogenous miRNAs, miR-1 or miR-155, from the 3′ UTR of GFP (Figure 5A). Almost all 

neurons were fluorescent upon infection (Figure S5A), although perhaps the molecules 

contributing to this fluorescence failed to generate miRNAs, as the processing steps required for 

generating a miRNA would cleave a portion of the GFP 3′ UTR. The cultures also expressed the 

exogenous miRNAs, however (Figure S5B). Neither miRNA reached the levels of miR-124, a 

highly-expressed and endogenous miRNA in neurons, indicating that the exogenous miRNAs 
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were not expressed at levels exceeding physiological ones. RNA-sequencing of samples from the 

cultures showed that mRNA targets were repressed and that site-type hierarchy, with some 

target-sites more efficacious than others (Bartel, 2009), was maintained (Figure S5C–D). 

Translational repression due to miRNAs was not observed in primary neuronal cultures. 

When investigating all predicted targets of either miR-1 or miR-155, most of the changes to 

ribosome-protected fragment levels could be attributed to changes in RNA abundance, indicating 

no additional change to ribosome-protected fragment levels beyond those captured by RNA-seq 

(Figure 5B, left and middle bars). The same observation held true when considering only the top-

predicted targets, defined as mRNAs repressed by either miR-1 or miR-155 in a separate study 

(Eichhorn et al., 2014), despite the increased repression observed for these targets (Figure 5C, 

left and middle bars). These results support previous conclusions regarding miRNA mechanism 

when examined for neurons or neuronal tissues without subcellular fractionation.  
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Figure 5. MicroRNA-Mediated Repression in Cultured Neurons from Mouse Cortex 
(A) Schematic of the miRNA-transduction construct. Pre-miR-1 or pre-miR-155, along with 100 
nt of flanking sequence, were cloned as the 3′ UTR of GFP. These constructs were packaged into 
lentivirus in HEK293FT cells, and purified virus was used to transduce primary culture neurons at 
DIV5, and neurons were harvested at DIV14. (B) Impact of miR-1 (left) and miR-155 (right) on 
RNA levels, ribosome protected fragments, and mean tail lengths for predicted targets of miR-1 
(n = 270 and 203 for miR-1 and miR-155, respectively). Values were normalized to those of 
mRNAs with no site to the transduced miRNA (n = 745 and 1017 for no-site cohorts for miR-1 
and miR-155, respectively). Significant changes are indicated with asterisks below the bar (*p < 
0.05; **p < 0.001, one-tailed t test). (C) Analysis as in (B), but considering only top predicted 
targets (n = 39 and 17 for miR-1 and miR-155, respectively). These values were normalized to the 
same cohort of no-site mRNAs in (B).  
 

Like translational repression, the ability of miRNAs to elicit changes in tail length 

depends on context. In the early zebrafish embryo, miRNAs predominantly induce translational 

repression of mRNA targets (Bazzini et al., 2012). This difference in mechanism relates to the 

predominant mechanism of regulatory control: in the embryonic system, unlike in cell lines or 

mature tissues (Guo et al., 2010; Eichhorn et al., 2014), translational control, mediated by tail 

length changes, rather than transcriptional control, takes precedent, as little mRNA decay occurs 

during this developmental stage. As development continues, mean tail lengths for mRNAs 

exhibit increasingly narrower ranges of values, and the miRNA-mediated tail-shortening that 

previously caused translational repression gives way to mRNA destabilization (Subtelny et al., 

2014).  

Mature cell types and tissues exhibit miRNA-mediated changes to RNA levels but nearly 

imperceptible changes to steady-state tail lengths (Chang et al., 2014; Eisen et al., 2020a). 

Although they accelerate deadenylation, miRNAs also accelerate short-tailed decay of their 

mRNA targets, allowing an equivalent distribution of mRNA tail lengths with or without the 

miRNA. Without a shift in the distribution of tail lengths, miRNA-mediated repression does not 

result in a change to steady-state tail length (Eisen et al., 2020a). This explanation is consistent 
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with our results in primary neurons, in which neither miR-1 nor miR-155 altered tail lengths of 

their respective target mRNAs (Figure 5B–C, right bars). Indeed, the neuronal system, unlike the 

early zebrafish embryo, exhibits mRNA decay. 

 

A Linear Model of Translational Efficiency 

The expansive range of translational efficiency in neurons and neuronal tissues, combined with 

the datasets measuring tail length, prompted us to determine features of mRNAs that contribute 

to translation in neurons. A previous study investigated features in human embryonic-stem-cell 

derived neuronal cultures using polysome profiling, and concluded that CDS length, 3′ UTR 

length, and 5′ UTR length influenced translation most consistently across the samples tested, 

with CDS length correlating positively with translation and UTR length correlating negatively 

(Blair et al., 2017). Our analysis integrated these features and others to build a predictive model 

of translational efficiency from ribosome profiling data. To do so, we chose two samples to 

compare: an unstimulated primary cortical culture and an adult cortical tissue sample, reasoning 

that these two samples represent distinct classes (Figure 3B). The model construction was similar 

to another study investigating the determinants of mRNA stability (Spies et al., 2013). 

The most important features for predicting translational efficiency in adult cortex and 

cortical culture were CDS length and expression, respectively (Figure 6A–B). While observed 

previously, the correlation with CDS length is stronger in the adult cortex than other systems 

described (Blair et al., 2017), including the culture system, where it had very little effect (Figure 

6D). The final model for adult cortex yielded an R2 of 0.31 (Figure 6C). In cultured neurons, the 

model was less explanatory, with an overall R2 of 0.23 (Figure 6D). Notable features in the 
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culture system included the GC content of the CDS (R2 = 0.06) and tail length (R2 = 0.03), the 

latter of which was poorly predictive in the cortex.  
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Figure 6. A Linear Model Quantifying Features of Translation in Neurons 
(A) Correlation between the cortical tissue TE and its largest explanatory feature, coding-sequence 
length. (B) Correlation between the DIV14 cortical culture control TE and its largest explanatory 
feature, expression level. Expression levels are read counts from PAL-seq tags. (C) Sequence 
features used to predict TE in adult cortex (n = 2,210 mRNAs). These features are arranged in 
approximate order of importance in the linear model. Features are grouped into cohorts that have 
significant collinearity in order to avoid overinterpretation. The Pearson R relationship between 
features within a category and the most-predictive feature is shown. The relationship between each 
individual feature is also shown, along with the sign of the relationship and its effect on the 
cumulative model of TE. Error bars denote a 95% confidence interval on each feature after 
bootstrapping the data 1000 times using the boot package in R. Note that the R2 values differ 
slightly from the R values in panel A because the model uses only the subset of mRNAs for which 
tail length was measured. (D) Analysis as in (C), except showing the results for a model trained 
on data from primary cortical cultures instead of cortical tissue (n = 3,145 mRNAs). 
 

Inspired by reports of regulation of translation elongation in neurons (Darnell et al., 2011; 

Das Sharma et al., 2019), we investigated whether CDS composition might be an important 

feature of translational efficiency. The mRNAs expressed in cortical culture neurons tended to 

have codons that clustered largely into two categories, with two codons either mutually exclusive 

or found together (Figure S6A). When comparing the frequency of each codon in a particular 

coding sequence with the translational efficiency of that transcript, some codons tended to be 

associated with better translation, and some with worse, with all six primary culture samples 

showing similar trends (Figure 7A). The codon associated with the second-worst translation, 

AGA encoding arginine, was previously observed to induce ribosome pausing the C57BL6J 

mouse strain (the strain used in this study) due to a single nucleotide polymorphism in the n-Tr20 

tRNA, an isodecoder for arginine (Ishimura et al., 2014). The observation that this codon is 

associated with poor translation is paradoxical because pausing would be expected to increase 

RPFs for these codons, but perhaps mRNAs that are translated well are under pressure to use this 

codon less. A second codon correlated with poor translation, AAA encoding lysine, is associated 

with ribosome ‘sliding’ and reduced translation in E. coli and S. cerevisiae (Koutmou et al., 
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2015), and sometimes causes stalling (Kostova et al., 2017). This is in contrast to another codon, 

AAG also encoding lysine, which was not translated poorly in that study, consistent with the 

effect of these two codons on translational efficiency here. Three other codons poorly translated 

in our analysis, TTA, ATA, and CTA, were previously shown to be rarely used in HEK293T 

cells and generally excluded from the ribosomal-protein genes, a well-translated cohort in that 

system (Saikia et al., 2016). 

 

Figure 7. Codon Composition Increases the Predictions of a Linear Model of TE 
(A) Some codons correlate with TE. The relationship between codon frequency and TE is plotted 
for each of the 61 codons. Error bars represent standard deviation for the R values for all 6 primary 
culture samples used in this study. (B) Codon composition increases the predictive efficacy of a 
linear model of TE in adult cortex. The full linear model in Figure 6C was re-trained with the 61 
codon frequencies, adjusting the R2 to account for the number of model features. Bar plots show 
this model along with a model that lacks the codon frequency parameters. Error bars as in Figure 
6C. (C) Codon composition increases the predictive efficacy of a linear model of TE in primary 
cortical culture. Analysis as in (B). 
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Lys and arg codons code for positively charged amino acids, which can have electrostatic 

interactions with the ribosome exit tunnel, influencing elongation rate (Lu and Deutsch, 2008). 

To examine whether we could observe this influence, we re-analyzing our CDS composition, 

considering amino-acids instead of codons (Figure S6B). In this analysis, Lys and Arg were 

associated with decreased translation, but the magnitude of these correlation was lower than 

when considering codons, perhaps because some Lys and Arg codons (e.g. CGC) are favorably 

associated with translation. Furthermore, glutamate also tends to be associated with worse 

translational efficiency, despite its negative charge.  

Encouraged by these modest but reproducible relationships, we underwent a second 

round of model building in which we incorporated codon composition into the linear framework. 

Because each codon was represented as its own feature, we used an adjusted R2 to offset the 

increased R2 that would be achieved by chance by incorporating the 61 additional features. Even 

with this adjustment, addition of the codon composition features significantly increased the 

predictive power of both the primary culture and adult cortex models (Figure 7B–C), in keeping 

with hypotheses concerning regulation of translation elongation rate in neurons.  

 

Discussion 

One goal of this study was to build a predictive framework for translational control in 

mammalian neurons. Our R2 value, and the features that we have collected, indicate that the 

majority of the variance in translational regulation between mRNAs from different genes has yet 

to be explained. Some of this variation will be attributable to experimental noise, but the 

reproducibility of our measurements, and their general agreement with similar studies from the 
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literature, suggest that we are missing major features of mRNAs that control their translation. 

One such feature is structure. In this study, GC content and computational folding with RNAfold 

are used as a proxy for structural accessibility, but finer accounting for structure—and finer 

positioning of structures at defined positions with respect to start codons, stop codons or 

transcript ends, will increase the power of our predictions. 

With respect to tail length, our study supports the notion that the length of the poly(A)-

tail influences translation in neurons. Indeed, the complete lack of correlation (or slightly 

negative correlation) observed between translational efficiency and tail length in the mouse and 

human samples previous profiled (Subtelny et al., 2014) implies that the relationship observed 

here is unique among tissues of the adult mouse. Despite this signal, it is modest, explaining less 

than 6% of the variance in translation for the most correlated samples. A modest relationship 

suggests several interpretations.  

One possibility is that the coupling that we observe in neuronal cultures might be 

strengthened with the ability to capture and correctly quantify long-tailed mRNAs. This would 

expand the dynamic range of tail length measurements beyond those described here, allowing 

analysis of mRNA populations spanning tail-length ranges not previously observed. The median 

tail lengths in our samples are already some of the longest reported in the literature, and perhaps 

use of long-read sequencing or approaches that do not require reverse transcription and PCR, 

such as Oxford Nanopore Sequencing, might allow capture of longer ones.  

A second possibility is that there exists a subcellular context in which this relationship 

might be improved. The initial studies that characterized this relationship for Camk2a and a 

handful of other mRNAs did so while arguing for a dendrite-specific role for this mechanism 

(Wu et al., 1998; Du and Richter, 2005; Dziembowska et al., 2012; Udagawa et al., 2012). Many 
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aspects of this hypothesis are intriguing because the different concentrations of decay machinery, 

PABP, and translation machinery present in the dendrites leave open the possibility of a 

fundamentally different regulatory regime. Perhaps mRNA decay might be substantially slower 

in the distal regions of the neuron, as a parallel to the coupled embryonic systems. Indeed, 

calculations based on dendritic volume suggest that concentrations of most macromolecules 

differ between the dendrite and soma (Kosik, 2016). Tail-length mediated control of translation 

could serve to tune translational output on rapid timescales, while mRNA transcription, 

processing, transport to the dendrites, and local translation might take too long.  

Experimental validation of the local tail-length regulation hypothesis requires 

biochemical purification of the dendrites. So far, many studies of RNAs in synapses rely on 

synaptosome or synaptoneurosome preparations. These are biochemical purifications of the 

synaptic bouton, which can respond to stimulation even after purification and are widely used to 

investigate questions that microscopy cannot yet answer about the biology of the dendrite. The 

enrichments with these preparations are modest when assessed using western blotting for PSD95 

or other postsynaptic proteins (sometimes with 2–4 fold) because these proteins are expressed 

highly in the soma as well. Electron-microscopy–based examination of synaptosomes indicates 

the purified samples are complex and variable (Nagy and Delgado-Escueta, 1984; Chicurel et al., 

1993; Bagni et al., 2000; Villasana et al., 2006; Westmark et al., 2011). Using RNAs as markers 

for enrichment is more challenging still, as a bona fide synapse-specific RNA has yet to be 

identified. Many mRNAs studied, while enriched in the dendrite when compared to other 

mRNAs that could be in the dendrite, have the majority of their molecules in the cytoplasm. 

Because of these challenges, the modest coupling between tail length and translation observed in 

this study is unlikely to strengthen with standard biochemical methods to enrich neuronal 
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processes. Further investigation of the local regulatory regime awaits techniques that can 

measure these elusive signals. 
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Methods 

 
Cell lines and cell culture for transformed lines 

HEK293FT cells (ThermoFisher) were used for packaging lentivirus. These cells were grown at 

37°C in 5% CO2 in DMEM supplemented with 10% FBS (Takara). HEK293 cells are female 

with a complex karyotype. No mycoplasma testing was performed. 

 

Methods Details 

Mouse Husbandry 

Mice were group-housed (fewer than 5 mice per cage, co-housing females or sibling males) in a 

12 hr light/dark cycle (light between 07:00 and 19:00) in a temperature-controlled room (21.1 ± 

1.1°C) at the Whitehead Institute for Biomedical Research with food and water ad libitum. Mice 

were maintained according to protocols approved by the Massachusetts Institute of Technology 

Committee on Animal Care. Euthanasia was performed by CO2 inhalation except for neonates, 

where rapid decapitation was used. Mouse ages are indicated in the figure legends. Sex was not 

determined for embryos or neonatal pups. For analyses of older animals (non-neonatal), only 

male mice were used. 

 

Primary Cortical Culture 

Primary neurons were cultured as described (Beaudoin et al., 2012) with slight modifications. 

The six samples used in this study were prepared in two batches of three samples from two litters 

per batch. Cortices were dissected from male and female P0–P1 mouse pups in ice-cold 

dissection medium (Hanks Balanced Salt Solution, ThermoFisher, supplemented with 1 mM 

sodium pyruvate, 0.1% glucose, and 10 mM HEPES, pH 7.3) and washed twice with ice-cold 
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dissection medium. Samples were trypsinized by incubating half of the cortices in each of two 15 

mL conical tubes containing 5 mL dissection medium and 0.25% trypsin for 20 min at 37°C. 

DNase (0.1% final) was added and the sample was incubated for 2–5 min to prevent clumping. 

Tissue was washed again in room-temperature dissection medium at which point the medium 

exchanged for 10 mL of plating medium (Basal Medium Eagle, ThermoFisher, supplemented 

with 20% FBS, 0.45% glucose, 1 mM sodium pyruvate, 2 mM GlutaMAX, ThermoFisher, and 

100 U/mL penicillin/streptomycin), taking care not to allow the tissue to become exposed to air. 

The tissue was then triturated in two 15 mL conical tubes with an FBS-coated 5 mL serological 

pipet in 3 rounds, performing no more than 10 triturations per round and transferring the 

dissociated cells to a new 15 mL conical tube between each round. Dissociated cells were passed 

through a 70 µm cell strainer, counted, and plated in plating medium at ~100,000 cells/cm2 on 15 

cm tissue culture plates coated with poly-D-lysine (50 µg/mL). Cells were only cultured if 

viability, assessed by Trypan Blue staining, exceeded 80% upon plating. Plating medium was 

exchanged for maintenance medium (Neurobasal, ThermoFisher, supplemented with 1X B27 

Serum-Free supplement, and 2 mM GlutaMAX), between 2–6 h after plating. Two days after 

plating, cells were treated with 5 µM AraC for 24 h and then maintenance media was fully 

exchanged. Neurons were fed using half-media exchanges every 3 days thereafter. All neurons in 

this study were harvested at DIV 14 (with the day of plating considered DIV 1).  

 

Lentiviral Production and Transduction 

The day prior to transfection, ~18,000 293FT cells/cm2 were plated onto 15 cm dishes, with each 

dish preparing a different virus. The following day a transfection mix was prepared with 9 µg of 

shuttle vector, 9 µg of pCMV-dR8.91 packaging plasmid (a gift from Jonathan Weissman), and 1 
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µg of the envelope plasmid pMD2.G (a gift from Didier Trono; Addgene #12259) in 1 mL of 

Optimem (ThermoFisher) and 125 µL of FuGene HD (Promega). The mix was incubated for 15 

minutes at room temperature, then brought up to volume with 20 mL of Optimem containing 

10% FBS and used to refeed the cells. The following day the cells were refed with 30 mL of 

DMEM containing 10% FBS and grown for two more days, at which point the medium was 

collected and cleared of cell debris by filtering through a 0.45 µM PES syringe filter, using two 

filters per supernatant to prevent clogging. The ~30 mL of viral supernatant was concentrated by 

addition of 10 mL of Lenti-X Concentrator (Takara), overnight incubation at 4°C, and 

centrifugation at 1,500g for 45 min in a swinging-bucket rotor in a 50 mL conical tube. After 

discarding the supernatant, the pellet was resuspended in 1 mL of ice-cold PBS, aliquoted into 

100 µL aliquots, flash frozen, and stored at –80°C. Neurons were transduced by infecting with 

800 µL of virus at DIV 5 (4/5th of the total virus) in a 15 cm plate. 

 

Small-RNA Blots 

Small-RNA blots were performed as described (Kleaveland et al., 2018). Briefly, total RNA (1 

µg) from miRNA-transduced neuronal cultures was denatured with 2X formamide loading dye 

(ThermoFisher) and resolved on a 15% urea-polyacrylamide gel. RNA was then transferred onto 

an Amersham Hybond-NX neutral nylon membrane (GE Healthcare) using a semi-dry transfer 

apparatus (BioRad). Membranes were crosslinked with 0.466 g EDC (N-(3-

dimethylaminopropyl)-N0-ethylcarbodiimide; ThermoFisher) dissolved in 15 mL of 125 mM 1-

methylimidazole for 1 h at 60°C and then pre-incubated with ULTRAhyb Oligo Buffer 

(ThermoFisher) for 30 minutes at 42°C with rotation. 5′ radiolabeled probe was then added and 

the membrane was hybridized overnight with rotation at 42°C. The next morning, membranes 
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were rinsed twice with low-stringency buffer (2X SSC and 0.1% SDS), then incubated for 30 

min under rotation at 42°C, rinsed twice with high-stringency buffer (0.1X SSC and 0.1% SDS), 

and incubated for 30 min under rotation at 42°C. The blots were then exposed to a 

phosphorimaging screen for several hours or overnight. Signal was detected using the Typhoon 

FLA 7000 phosphorimager (GE Healthcare Life Sciences).  

 In order to hybridize additional probes, membranes were stripped of the original probe. 

To do so, they were incubated four times with 100 mL of boiling stripping buffer (0.1% SDS, 

0.1x SSC) for 10 minutes each time with vigorous shaking. Membranes were rinsed with water 

to remove residual SDS, exposed to a phosphorimager screen to check the residual signal, and 

then pre-hybridized and hybridized as above. 

 

Linear Model 

Multiple linear regression was performed as described previously by using the core R packages 

(Spies et al., 2013). Prior to modeling, variables were log transformed if indicated, then Z-score 

normalized. To determine features that were highly correlated with one another, all pairwise 

correlations were clustered using the core R command hclust into five clusters. For the Kozak 

sequence feature, the canonical sequence was defined as GCCACC in the last 6 nt of the 5′ UTR 

and the hamming distance between this sequence and the observed sequence was used as a linear 

variate. 5′ UTR folding energy was determined by using RNAfold to calculate the minimum free 

energy structure for the first 70 nt of the 5′ UTR (Lorenz et al., 2011). The last 70 nt were used 

because of a previous report showing that the folding energy of this region had the strongest 

relationship with translational efficiency (Weinberg et al., 2016). 3′ UTR lengths were 
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determined from PAL-seq annotations using the eight light-stimulation visual cortex PAL-seq 

datasets.  

 

Light Stimulation of Mouse Visual Cortex 

Total RNA samples from the visual cortex of light-stimulated mice were a kind gift from Sinisa 

Hrvatin and Michael Greenberg and used to prepare sequencing libraries for a separate study 

(Hrvatin et al., 2018). Briefly, mice were housed under standard light cycles (6:00–18:00) until 

aged between 6 and 8 weeks, at which time they were placed in complete darkness for 7 d. Four 

mice (the stimulated cohort) were then exposed to light for 1 h prior to isoflurane anesthesia. 

Eyes were then enucleated and animals were transcardially perfused with 25 mM sodium 

bicarbonate per liter, 12 mM glucose, 1.25 mM monobasic sodium phosphate, 7.5 mM 

magnesium chloride hexahydrate, 2.5 mM potassium chloride, 10 mM HEPES, 110 mM choline 

chloride, 13 mM ascorbic acid, and 3.9 mM g pyruvic acid. This perfusion buffer contained the 

following additives, designed to inhibit residual stimulation or transcription: 1 μM TTX (Sigma), 

100 μM AP-V (ThermoFisher), 5 μg/mL actinomycin D (Sigma) and 10 μM triptolide (Sigma). 

Following perfusion, visual cortex V1 was microdissected. RNA was isolated using the RNeasy 

Mini (Qiagen) procedure according to the manufacturer’s instructions, unlike the other RNA in 

this study, which was isolated using TRIzol (ThermoFisher).  

 

Tissue Preparation 

Hippocampi from pups from embryonic day 16 were dissected individually into Eppendorf tubes 

and flash frozen. The adult hippocampus from a male mouse was dissected and flash frozen. 
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Adult cortex from a male mouse was flash frozen. Samples were stored at -80°C until lysate 

preparation. 

To prepare lysate, frozen tissue was transferred to a 2 mL Dounce homogenizer filled 

with ribosome-profiling lysis buffer (10 mM Tris-HCl, pH 7.4, 5 mM MgCl2, 100 mM KCl, 1 % 

Triton-X 100, 2 mM DTT, 100 µg/mL cycloheximide, 500 U/mL RNasein Plus (Promega), and 

cOmplete mini EDTA-free protease inhibitor tablets (Roche, 1 tablet/10 mL)) (Subtelny et al., 

2014). Samples were then homogenized with 10 strokes of pestle A followed by 10 strokes of 

pestle B, taking care not to introduce bubbles into the buffer. Following homogenization, the 

sample was transferred to two Eppendorf tubes, centrifuged at 1,300g for 10 min, and the 

supernatant was aliquoted and flash frozen at -80°C for use in ribosome profiling, RNA 

sequencing, and tail sequencing.  

 

PAL-Seq v2 

PAL-seq v2 was performed for the eight samples dissected from the visual cortex and the adult 

and embryonic hippocampal tissue samples (10 samples in total). Library preparation was as 

described previously (Eisen et al., 2020b), and summarized as follows. 20–30 μg of total RNA 

was used to prepare PAL-seq libraries. Tail-length standard mixes (1 ng of set 1 and 2 ng of set 

2), and trace 5′-radiolabeled marker RNAs were added to each sample to assess tail-length 

measurements and ligation outcomes, respectively. Polyadenylated ends, including those with a 

terminal uridine, were ligated to a 3′-biotinylated adaptor DNA oligonucleotide (1.8 μM) in the 

presence of two splint DNA oligonucleotides (1.25 μM and 0.25 μM for the U and A-containing 

splint oligos, respectively) using T4 Rnl2 (NEB) in an overnight reaction at 18°C. Following 3′-

adaptor ligation the RNA was extracted with phenol–chloroform (pH 8.0), precipitated, 
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resuspended in 1X RNA T1 sequence buffer (ThemoFisher), heated to 50°C for 5 min and then 

put on ice. RNase T1 was then added to a final concentration of 0.006 U/μL, and the reaction 

was incubated at room temperature for 30 min, followed by phenol–chloroform extraction and 

RNA precipitation. Precipitated RNA was captured on streptavidin beads, 5′ phosphorylated, and 

ligated to a 5′ adaptor as described (Subtelny et al., 2014) but using a modified 5′ adaptor 

sequence. Following reverse transcription using SuperScript III (Invitrogen) with a barcode-

containing DNA primer, cDNA was purified as described (Subtelny et al., 2014), except a 160–

810 nt size range was selected. Libraries were amplified by PCR for 8 cycles using Titanium Taq 

(Takara) polymerase according to the manufacturer’s protocol with a 1.5 min combined 

annealing/extension step at 57°C. PCR-amplified libraries were purified using AMPure beads 

(Agencourt, 40 μL beads per 50 μL PCR, two rounds of purification) according to the 

manufacturer’s instructions. 

 PAL-seq v2 libraries were sequenced on an Illumina HiSeq 2500 operating in rapid 

mode. Hybridization mixes were prepared with 0.375 fmol PCR-amplified library that had been 

denatured with standard NaOH treatment and brought to a final volume of 125 μL with HT1 

hybridization buffer (Illumina, 3 pM library in final mix). Following standard cluster generation 

and sequencing-primer hybridization, two dark cycles were performed for the splinted-ligation 

libraries (i.e., two rounds of standard sequencing-by-synthesis in which imaging was skipped), 

which extended the sequencing primer by 2 nt, thereby enabling measurement of poly(A) tails 

terminating in non-adenosine bases. For the direct-ligation libraries, six dark cycles were 

performed instead of two, which extended the sequencing primer past the four random-sequence 

nucleotides in the 3′ adaptor and the last two residues of the tail. 
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Following the two dark cycles, a custom primer-extension reaction was performed on the 

sequencer using 50 μM dTTP as the only nucleoside triphosphate in the reaction. To perform this 

extension, the flow cell temperature was first set to 20°C. Then, 120 μL of universal sequencing 

buffer (USB, Illumina) was flowed over each lane, followed by 150 μL of Klenow buffer (NEB 

buffer 2 supplemented with 0.02% Tween-20). Reaction mix (Klenow buffer, 50 μM dTTP, and 

0.1 U/μL Large Klenow Fragment, NEB) was then flowed on in two aliquots (150 μL and 100 

μL). The flow-cell temperature was then increased to 37°C at a rate of 8.5°C per min and the 

incubation continued another 2 min after reaching 37°C. 150 μL of fresh reaction mix was then 

flowed in, and following a 2 min incubation, 75 μL of reaction mix was flowed in eight times, 

with each flow followed by a 2 min incubation. The reaction was stopped by decreasing the flow 

cell temperature to 20°C, flowing in 150 μL of quench buffer (Illumina HT2 buffer 

supplemented with 10 mM EDTA) and then washing with 75 μL of HT2 buffer. The flow cell 

was prepared for subsequent sequencing with a 150 μL and a 75 μL flow of HT1 buffer 

(Illumina). 50 cycles of standard sequencing-by-synthesis were then performed to yield the first 

sequencing read (read 1). XML files to configure a HiSeq 2500 for this protocol are provided at 

https://github.com/kslin/PAL-seq. 

The flow cell was stripped, a barcode sequencing primer was annealed, and seven cycles 

of standard sequencing-by-synthesis were performed to read the barcode. The flow cell was then 

stripped again, and the same primer as used for read 1 was hybridized and used to prime 250 

cycles of standard sequencing-by-synthesis to generate read 2. Thus, each PAL-seq tag consisted 

of three reads: read 1, read 2, and the indexing (barcode) read. For cases in which a tag 

corresponded to a polyadenylated mRNA, read 1 was the reverse complement of the 3′ end of the 

mRNA immediately 5′ of the poly(A) tail and was used to identify the mRNA and cleavage-and-
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polyadenylation site of long-tailed mRNAs. The indexing read was used to identify the sample, 

and read 2 was used to measure poly(A)-tail length and identify the mRNA and cleavage-and-

polyadenylation site of short-tailed mRNAs. The intensity files of reads 1 and 2 were used for 

poly(A)-tail length determination, along with the Illumina fastq files. 

 

TAIL-Seq 

The primary cortical culture samples and the adult cortex sample (7 samples in total) were 

prepared using TAIL-seq (Chang et al., 2014). The library preparation for this protocol was the 

same as for PAL-seq v2, but the resulting cDNA was amplified using different primers and 

sequenced using a different protocol. The first read of TAIL-seq involved sequencing the 3′ UTR 

from the gene body toward the tail, with the sequencing primer annealing to sequences added 

with the 5′ adaptor. This 5′ adaptor was an equimolar mixture of four sequences with different 

numbers of nucleotides in between the primer binding site and the insert to ensure that highly 

abundant sequences (such as rRNA fragments) did not cause a large portion of the flow cell to 

fluoresce in a single channel. Amplification and purification were as for PAL-seq v2. Samples 

were sequenced with a paired-end 50-by-250 run using a HiSeq 2500 operating in normal mode 

using a v3 kit. Analysis was as described for PAL-seq v2, except a five-state GHMM was used 

(Chang et al., 2014) to accommodate the difference in the nature of the T-signal output imparted 

by the different mode of sequencing. The five states were an initiation state, a poly(A) state, a 

poly(A)-transition state, a non-poly(A) transition state, and a non-poly(A) state. 
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PAL-Seq v2 Data Analysis 

Tail lengths for the splinted-ligation data were determined using a Gaussian hidden Markov 

model (GHMM) from the python2.7 package ghmm (http://ghmm.org/), analogous to the model 

used in TAIL-seq (Chang et al., 2014) and described in the next paragraph. Read 1 was mapped 

using STAR (v2.5.4b) run with the parameters ‘–alignIntronMax 1 –outFilterMultimapNmax 1 –

outFilterMismatchNoverLmax 0.04 –outFilterIntronMotifs RemoveNoncanonicalUnannotated –

outSJfilterReads’, aligning to an index of the mouse genome built using mm10 transcript 

annotations that had been compressed to unique instances of each gene selecting the longest 

transcript and removing all overlapping transcripts on the same strand (Eichhorn et al., 2014). 

The genome index also included sequences of the quantification spikes and the common portion 

of the poly(A)-tail length standards. The sequences that identified each RNA standard (the last 

20 nt of each standard sequence) were not aligned using STAR. Instead, the unix program grep 

(v2.16) was used to determine which reads matched each standard (allowing no mismatches), 

and these reads were added to the aligned reads from the STAR output. Tags corresponding to 

annotated 3′ UTRs of mRNAs were identified using bedtools (v2.26.0), and if the poly(A)-tail 

read (read 2) contained a stretch of ≥ 10 T residues (the reverse complement of the tail) in an 11-

nt window within the first 30 nt, this read was carried forward for GHMM analysis. If read 2 

failed to satisfy this criterion but began with ≥ 4 T residues, the tail length was called based on 

the number of contiguous T residues at the start of read 2; by definition, these tails were < 10 nt 

and thus easily determined by direct sequencing. 

For each read 2 that was to be input into the GHMM a ‘T signal’ was first calculated by 

normalizing the intensity of each channel for each cycle to the average intensity of that channel 

when reading that base in read 1 and then dividing the thymidine channel by the sum of the other 
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three channels. Sometimes a position in a read would have a value of 0 for all four channels. A 

read was discarded if it contained more than five such positions.  Otherwise, the values for these 

positions were imputed using the mean of the five non-zero signal values upstream and 

downstream (ten positions total) of the zero-valued position. A three-state GHMM was then used 

to decode the sequence of states that occurred in read 2. It consisted of an initiation state (state 

1), a poly(A)-tail state (state 2), and a non-poly(A)-tail state (state 3). All reads start in state 1. 

From state 1 the model can remain in state 1 or transition to state 2. From state 2 the model can 

either remain in state 2 or transition to state 3. The model was initialized with the following 

transition probabilities: 

 

The initial emissions were Gaussian distributions with means of 100, 1, and −1 and 

variances of 1, 0.25 and 0.25, respectively. The emission Gaussians for the model corresponded 

to the logarithm of the calculated T signal at each sequenced base in read 2. The initial state 

probabilities were 0.998, 0.001, and 0.001 for states 1, 2 and 3, respectively. 

After initializing the model, unsupervised training was performed on 10,000 randomly 

selected PAL-seq tags, and then the trained model was used to decode all tags, with the number 

of state 2 cycles reporting the poly(A)-tail length for a tag. Only genes with ≥ 50 poly(A)-tail 

length measurements were considered for analyses involving mean poly(A)-tail lengths. 

Documentation and code to calculate and analyze T signals and determine tail lengths are 

available for both the TAIL-seq and PAL-seq pipelines, for the splinted and single-stranded 

ligation, at https://github.com/kslin/PAL-seq. 

from \ to state1 state2 state3
state1 0.001 0.95 0.049
state2 0.001 0.95 0.049
state3 0.001 0.001 0.998
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Annotation of 3′ Ends 

3′-end annotations were generated from PAL-seq tags from the eight light-stimulation datasets. 

All data from these samples were combined and mRNAs with tails ≥ 11 nt were used for 

annotation, using an algorithm previously developed for data from poly(A)-position profiling by 

sequencing (3P-seq) (Jan et al., 2011). Each PAL-seq read 1 that mapped (with at least 1 nt of 

overlap) to an annotated 3′ UTR (Eichhorn et al., 2014) was compiled by the genomic coordinate 

of its 3′-UTR nucleotide closest to the tail. The genomic coordinate with the most mapped reads 

was annotated as a 3′ end. All reads within 10 nt of this end (a 21 nt window) were assigned to 

this end and removed from subsequent consideration. This process was repeated until there were 

no remaining 3′ UTR-mapped reads. For each gene, the 3′-end annotations were used in 

subsequent analyses if they accounted for ≥ 10% of the 3′ UTR-mapping reads for that gene. 

 

RNA-Seq and Ribosome Profiling 

Total RNA was either poly(A)-selected (as for the adult hippocampus and embryonic 

hippocampus samples) or Ribozero-depleted (all six primary cortical culture samples and the 

adult cortex sample). For ribosome profiling libraries, 300–600 μL aliquots of lysate were 

digested with 0.3 U/μL RNase I (Ambion) for 30 min at room temperature and then run on a 10–

50% sucrose gradient to purify monosomes (Subtelny et al., 2014). RNAs from both RNA-seq 

and ribosome profiling were then size-selected, ligated to adapters, reverse-transcribed, and 

amplified (Subtelny et al., 2014). These libraries were sequenced on an Illumina HiSeq 2500. For 

all RNA-seq and ribosome profiling data, only reads mapping to ORFs of annotated gene models 
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(Eichhorn et al., 2014) were considered, excluding the first 50 nt of each ORF. A cutoff of ≥ 10 

reads per million mapped reads (RPM) was applied to each gene in each RNA-seq sample. 

 
Calculation of miRNA-Mediated Repression 

Secondary effects of expressing a miRNA can have a greater impact on mRNAs with longer 3′ 

UTRs relative to those with shorter 3′ UTRs (Agarwal et al., 2015), presumably because longer 

3′ UTRs tend to contain more sites to other regulatory factors, including other miRNAs. As a 

result, 3′-UTR length differences can complicate the measurement of the repressive effects of an 

expressed miRNA. For this reason, we first normalized the fold-changes of all mRNAs based on 

their 3′ UTR length as in (Eisen et al., 2020a). The relationship between the fold-change for all 

mRNAs without a 6-nt seed-matched site to the induced miRNA in the entire transcript (no-site 

mRNAs) and 3′-UTR length was calculated using linear regression, and then the fold-changes of 

all mRNAs (with and without a target site) were normalized by their 3′ UTR lengths such that 

the slope of the relationship between no-site mRNAs and 3′ UTR length was 0. We then 

compared normalized fold-changes for mRNAs containing at least one predicted miRNA target 

site in their 3′-UTR to those for the no-site mRNAs. For all mRNAs passing our expression 

threshold in the GFP-overexpression sample, we calculated the log2 fold-changes in mRNA 

abundance, RPF abundance, or poly(A)-tail length in samples from neurons transduced with 

either miR-155 or miR-1 compared to neurons transduced with GFP. The repressive effect of the 

miRNA on a set of predicted miRNA targets was then calculated by subtracting the median-

normalized fold-change for no-site mRNAs from the mean-normalized fold-change for a set of 

predicted targets. Top targets were defined using RPF measurements from a previous study 

(Eichhorn et al., 2014), choosing from among the predicted targets those with expression that 

decreased to ≤ 75% of their original expression after 12 hours of miRNA induction. 
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Figure S1. PAL-seq Standards and Reproducibility, Related to Figure 1 
(A) Two sets of PAL-seq v2 library standards were added to total RNA prior to each library 
preparation. The recovery of each standard in each of the 8 PAL-seq datasets is normalized to the 
107 nt standard. Recovery was adjusted for expected values based on quantification of the original 
spike mixture. (B) Mean tail length measurements of the synthetic standards of each standard in 
(A). For each standard in each dataset, the mean tail length measured from PAL-seq is plotted on 
the y axis. The tail length measured from PAGE is plotted on the x-axis, with red crosses denoting 
expected measurements. Standards with tail lengths > 250 nt were not expected to be measured 
accurately because their tail length exceeded the length of the sequencing read used to measure the 
tail. (C) Pairwise correlations between tail length measurements for each biological replicate in 
the condition in which the mice had not been exposed to light (n = 4). Shown are mean tail lengths 
for mRNAs from each gene exceeding the 50-tag cutoff in both samples. Dashed line is y = x.  
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Figure S2. No Evidence for Longer Tail Lengths of CPE-Containing mRNAs, Related to 
Figure 1 
(A) CPEB-bound mRNAs do not have longer tails. RNA immunoprecipitation followed by 
sequencing (RIP-seq) data for CPEB1, CPEB4, or their intersection (Parras et al., 2018) from the 
mouse striatum were used to bin mean tail lengths from one unstimulated visual cortex sample. 
CPEB-bound mRNAs do not tend to have longer tail lengths. n = 622 mRNAs bound by only 
CPEB1, 1215 mRNAs bound by only CPEB4, 1064 mRNAs bound by both CPEB1 and CPEB4, 
and 5198 mRNAs not bound by either. Line, median. Box, 25th and 75th percentiles. Whiskers, 
1.5x interquartile range. Data beyond the whiskers is plotted as points. Using the other visual 
cortex datasets did not change this result. (B) mRNAs containing CPE motifs do not become 
polyadenylated in response to light stimulation. Mean tail lengths for the unstimulated and 
stimulated cohort (n = 4 mice per cohort) are plotted. mRNAs in blue contain one CPE motif, 
defined as one stretch of 12 contiguous uridines in their 3′ UTR, allowing one non-uridine 
anywhere in this stretch (Subtelny et al., 2014). Points in yellow contain more than one CPE motif.  
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Figure S3. Assessment of Ribosome Profiling Data, Related to Figure 3 
(A) Distribution of reads across the coding sequence and UTRs for the nine ribosome profiling 
and matched RNA-seq datasets in this study. For each dataset, the fraction of reads per million 
mapped reads per kilobase of either the coding sequence or UTRs is displayed for the RNA-seq 
data (red) and the ribosome profiling data (green). Reads that map to introns or 10 kb upstream or 
downstream of the transcription start and end, respectively, comprise the other category. Analysis 
was performed using RSeQC software (Wang et al., 2012). (B) Periodicity in ribosome profiling 
data. The expected 3 nt periodicity is observed in the ribosome profiling but not the RNA-seq data. 
Shown is a meta-transcript from the primary cortical culture control sample generated by 
calculating the distance between the 5′-most nucleotides of gene-mapping reads and the start (left 
plot) or end (right plot) of coding sequences. (C) Agreement between TE measurements from 
different studies. Pairwise spearman correlations of translational efficiencies (log2) between each 
dataset are plotted, along with a color indicating their strength. Data are from the following brain 
or neuron-derived samples in mouse: Cho et al. profiled primary hippocampal culture and tissue 
(Cho et al., 2015); Liu et al. profiled adult neural stem cells (Liu et al., 2018); Das Sharma et al. 
profiled mouse cortex (Das Sharma et al., 2019); Hornstein et al. profiled two biological replicates 
from brain (Hornstein et al., 2016); Zappulo et al. profiled somata and neurites from neurons 
induced from embryonic stem cells (Zappulo et al., 2017); Gonatopoulos-Pournatzis profiled 
embryonic stem-cell derived neurons. Also shown are the cortical culture, adult hippocampus, and 
adult cortex samples from this study. The order of the samples is the result of hierarchical 
clustering using the hclust command in R. n = 3,577 mRNAs passed cutoffs in each dataset and 
are included in the comparison. 
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Figure S4. Neuronal mRNAs Do Not Exhibit Stronger Correlations Between Tail Length and 
TE, Related to Figure 4 
For each of the 9 samples for which tail length and TE were measured, a subset of mRNAs were 
considered based on their biased expression in neurons. To determine this subset, mRNAs were 
ranked by the RPKM ratio of neuronal expression to non-neuronal expression (Zhang et al., 2014). 
These rankings were binned into 100 quantiles, and the fraction of these quantiles considered is 
shown on the x axis, with larger values indicating increasing stringency of neuronal-biased 
expression. The y axis is the Spearman correlation between tail length and TE for the mRNAs 
considered. These correlation coefficients are highly susceptible to sample size, and as such 100 
random subsets of the original data with the same sample size at each threshold are shown in grey, 
with the subsetting based on enrichment shown in black. Asterisks denote significance using an 
empirical p < 0.05 based on the 50th quantile.  
  



 
 

226 

 

 
Figure S5. Exogenous miRNAs Are Expressed in Neurons, Related to Figure 5 
(A). Almost every neuron expresses lentivirus. A representative brightfield (left) and fluorescent 
(488 nm, right) micrograph of the neuronal cultures transduced with miRNA-expressing virus. (B) 
miRNAs are expressed in neurons. Shown is an RNA blot for miR-124 (top) with a standard curve 
(fmol/µg) and 1 µg of total RNA loaded from either GFP-expressing, miR-1-expressing, or miR-
155-expressing cultured neurons. This blot was stripped and re-probed for either miR-1 or miR-
155. Quantification based on the standard curve (in fmol) is below the band. For miR-124 and 
miR-155, all bands were included in the quantification. (C) Site-type hierarchies are maintained 
for miR-1 in neurons. mRNAs were classified as to whether they lacked a site throughout their 
entire sequence or whether they contained one of the four canonical target-site types (Bartel, 2009). 
The fold change in RNA-seq reads between the miR-1-transduced and GFP-transduced primary 
cultures was calculated and plotted as a CDF, binned by site type. Numbers of targets are shown 
in parentheses. (D) Site-type hierarchies are maintained for miR-155 in neurons. Analysis as in 
(C), except plotting data for primary neurons transduced with the miR-155 virus instead of the 
miR-1 virus, and considering only seed-match sites to miR-155.  
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Figure S6. Frequencies of Some Amino Acids Correlate With TE, Related to Figures 6–7 
(A) Codon composition across mRNAs expressed in DIV14 primary cortical culture neurons. For 
each of the 61 coding codons, its frequency in mRNAs that passed cutoffs for expression (n = 
5,128) was determined. The Pearson correlation between these frequencies was calculated for 
every pair of codons and the resulting data were clustered using Euclidean distance. Positive values 
indicate that two codons are more likely to appear in the same transcript, while negative values 
indicate that two codons are more likely to be mutually exclusive. (B) The TE and amino acid 
frequency were compared for all measured transcripts in each of the six primary culture samples. 
The resulting Pearson R value is plotted as a bar plot, with error bars denoting the standard 
deviation between different cortical culture samples. Correlations are ranked by the mean R value. 
Otherwise as in Figure 7B.  
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The Dynamics of Cytoplasmic mRNA Metabolism 

Our experiments and analysis of poly(A)-tail lengths of ageing mRNAs in mammalian cells have 

provided the basis for understanding the dynamics of mRNA decay. We find deadenylation rates 

that span 1000-fold and form the basis for mRNA decay rates. After mRNA tail lengths become 

short, the decay rates of these mRNAs vary by a similar 1000-fold range, indicating that 

additional mechanisms governing either decapping or decay of the mRNA body contribute to 

mRNA decay rate overall. These short-tailed decay rates are tuned to the deadenylation rates, 

with faster deadenylation predictive of more rapid decay of short-tailed isoforms. Collectively, 

these observations suggest that mRNA decay is an integrated process, with deadenylation and 

short-tailed decay coupled, a coupling that ensures the uninterrupted flow of intermediates 

through the decay pathway.  

 How the rate of short-tailed mRNA decay is coupled to the rate of deadenylation remains 

unclear. Known physical interactions between the CCR4–NOT complex and the DCP1–DCP2 

complex, mediated by EDC4 and other proteins, link the two complexes (Haas et al., 2010). In 

addition, the two activities of decapping and deadenylation are colocalized subcellularly in 

processing bodies (Parker and Sheth, 2007). From these observations, one model is that 

additional recruitment of the deadenylase complex to mRNAs that are rapidly degraded also 

recruits the decapping machinery. However, this model poses several challenges. One such 

challenge is that our results do not indicate a change in substrate preference for decapping 

complexes active on rapidly degraded mRNAs: long-lived and short-lived mRNAs appear to be 

degraded at similar tail lengths. Thus, for the increased-recruitment model to be appropriate, 

additional decapping complexes would be present but inactive during the rapid deadenylation, 

and only when tail length passes the decapping threshold, perhaps due to loss of PABP, they 
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would become active. This posits a poised decapping model, where the decapping complex is 

concentrated on young, long-tailed and short-lived mRNAs.  

In these studies, we did not investigate the directionality of deadenylation-dependent 

mRNA decay. Previous analyses of some rapidly degraded mRNAs revealed that they are 

substrates for NMD (Bicknell et al., 2012). Perhaps, for these cleaved mRNAs, we are observing 

deadenylation of their 3′ fragments. If this generalizes to other mRNAs, the coupling between 

deadenylation and decapping might be mediated by two simultaneous but largely independent 

phenomena that achieve the same goal of degrading the message. Recruitment of the decapping 

complex need not be enhanced by rapid deadenylation. 

 A technically challenging but exciting direction would be to extend the time-resolved 

sequencing experiments performed here to include 5′-end status. This could be achieved by 

additional biochemical separation of capped and uncapped mRNAs, or by long-read sequencing. 

Oxford Nanopore Technology can measure poly(A)-tail lengths alongside full-length transcript 

information, albeit at lower coverage, a higher mutation rate, and poorer quality tail-length 

measurements (Krause et al., 2019; Workman et al., 2019). These data might shed light on the 

fraction of mRNAs of different tail lengths that have intact 5′ ends.  

 In addition to questions related to mechanism, the scope of the coupling between tail 

length and short-tailed decay has yet to be addressed. Thus far, detailed studies of mRNA decay 

have been confined to biochemically tractable biological systems such as yeast, 3T3 cells, and 

human cell lines. These systems have provided enormous insight into mRNA decay dynamics 

but might prove poor correlates of in vivo contexts. A systematic study of steady-state tail 

lengths of many tissues in a mouse, for example, has not been undertaken. Ideally, this study 

would make these measurements using a technique that does not limit poly(A)-tail lengths to 250 
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nt, because for some tissues, much longer tail lengths have been reported (Wu et al., 1998). The 

technique would also not require mRNAs to have a poly(A)-tail, as different tissues might 

contain different fractions of tail-less mRNAs, which could provide insights into the relative 

rates of deadenylation and decay in those contexts. Finally, such a study would require kinetics. 

In vivo metabolic labeling has been performed successfully in Drosophila using temporally and 

spatially restricted expression of uracil phosphoribosyltransferase (UPRT), an enzyme that is 

required to incorporate 4-thiouridine into RNA (Miller et al., 2009; Gay et al., 2013). Additional 

studies used the approach to label RNAs in several tissues of the mouse including the intestine 

and adipose tissue (Matsushima et al., 2018), sperm (Sharma et al., 2018), and hippocampus 

(Chatzi et al., 2016). Using transient expression of UPRT or transient dosing of 4-thiouridine 

would allow estimates of mRNA turnover and tail length dynamics in tissues, but the lack of a 

meaningful steady-state might make subsequent analyses difficult. Such challenges can be 

overcome, however, by using short, length-invariant labeling intervals (Scheetz et al., 2000; 

Rabani et al., 2011). 

  The studies concerning mRNA decay thus far have been restricted to cytoplasmic 

mRNAs. While the bulk of RNA degrades in the cytoplasm, many quality control pathways for 

aberrant nuclear RNA have been described. Two complexes are the exosome and the Trf4–Air2–

Mtr4 (TRAMP) complex. The exosome is a ring-like complex that, along with Rrp6, functions in 

rRNA-precursor processing (Houseley et al., 2006; Vanacova and Stefl, 2007) as well as quality 

control of many types of RNA. It degrades RNA by threading it through a central channel to its 

exonucleolytic subunit. The TRAMP complex provides specificity for the nuclear exosome by 

adding short oligo(A) tails to molecules that are destined for degradation (Jia et al., 2011). These 

activities, combined with the polyadenylation activity that occurs on almost all pre-mRNAs after 
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cleavage, suggest a dynamic landscape of tail lengths and mRNA processing. Investigating these 

dynamics for the milieu of endogenous nuclear RNA will provide new insight into nuclear RNA 

turnover. 

 Despite the discovery of many cytoplasmic and nuclear factors that influence mRNA 

decay, our understanding of the variance in deadenylation rate is still incomplete. A linear model 

that uses features of the mRNA, such as protein-binding motifs, miRNA-target sites, structure, 

and codon optimality to predict decay rate accurately would indicate a thorough understanding of 

the cytoplasmic players contributing to mRNA decay. One prerequisite problem is understanding 

the variance in miRNA targeting, where there has been headway (McGeary et al., 2019). Another 

study captured some of the differences in mRNA decay rate, with CDS exon junction density as 

the most predictive feature (Spies et al., 2013). We are also encouraged that recent efforts to 

predict mRNA expression level from sequence have captured a majority of the variance 

(Agarwal and Shendure, 2018), but further work is required to interpret the complex networks of 

proteins and RNAs that cause mRNA decay.  

 

MicroRNA Cause Accelerated Decay of Short-Tailed Target mRNAs 

Prior to our work, investigators appreciated the interaction between TNRC6 and the CCR4–NOT 

complex, and, by extension, the interaction between CCR4–NOT and DCP1–DCP2. But 

miRNAs do not alter poly(A)-tail lengths of their targets either 6 hpf in the developing Zebrafish 

embryo (Subtelny et al., 2014) or in steady-state 3T3 cells (Eisen et al., 2020). This paradox may 

be explained by a concomitant increase in both the deadenylation rate and the short-tailed decay 

rate. When rapidly deadenylated molecules are more rapidly cleared from the cell, these 

molecules fail to drive down the mean tail length. The increase in short-tailed decay rate need 
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not be specific to miRNAs. Indeed, because connections exist between the deadenylation and 

decay machinery more generally, it may be difficult to accelerate one rate without the other. 

 The observation that miRNAs fail to alter steady-state tail length does not support one of 

the mechanisms proposed for miRNA-mediated translational repression. In this mechanism, 

deadenylation due to miRNAs decreases PABP occupancy, which in turn decreases the affinity 

of eIF4E for the cap. As the steady-state fraction of short-tailed mRNAs is unchanged when they 

become miRNA targets, PABP occupancy would be unaltered. In pre-steady state conditions, 

however, miRNAs change tail length. Despite these tail length changes, we fail to observe 

significant translational repression at any time interval, suggesting that the fraction of short-

tailed mRNAs is either not sufficient to produce significant translational repression, or short-

tailed mRNAs are still efficiently translated (Subtelny et al., 2014; Eisen et al., 2020). A study in 

Drosophila S2 cells using reporters for miRNA activity observed substantial translational 

repression but no changes to pre-steady state or steady-state tail lengths (Djuranovic et al., 2012), 

proposing tail-length independent mechanisms of translational repression.  

 A technical achievement of our study was the ability to perform translation measurements 

using ribosome profiling on nascent mRNAs. This advance was made possible by the 5-ethynyl 

uridine labeling system, which allowed purification of RNA fragments containing a single 

labeled uridine. The previous thiouridine labeling systems (Dolken et al., 2008; Duffy et al., 

2015) were too inefficient to achieve substantial signal above background for molecules 

containing one labeled uridine. Despite this advance, the earliest time interval examined was 40 

minutes, which more closely resembled a 13-minute time interval because of the amount of time 

required for mRNAs to be transcribed, processed and exported, and we used only 

cytoplasmically enriched RNA (Eisen et al., 2020). An exciting future direction from these 
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experiments involves a more detailed study of time-resolved translation of mRNAs as they age. 

This would require earlier time intervals to observe an early phase of translation, when only a 

few ribosomes are bound to the mRNA just after it has exited the nucleus. Such data might 

provide insight into NMD, which is thought to target nascent mRNAs that retain exon-junction 

complexes after the pioneering round of translation. Literature is in conflict as to whether NMD 

occurs immediately after the pioneering round (Lykke-Andersen and Jensen, 2015; Hoek et al., 

2019), but the timing of this translation event has not been investigated for endogenous mRNAs.  

A related direction would be to recover aged mRNAs at late time intervals in a pulse-

chase–like experiment. These data might speak to whether an mRNA’s age dictates its ability to 

be translated. Perhaps as an mRNA lives in the cytoplasm for longer periods, it is more likely to 

develop impediments to translation that reduce its output, leading it to decay. 

 

Poly(A)-Tail Length has a Significant but Modest Effect on Translational Efficiency in 

Neurons 

An observation that our study confirmed is the dramatic range of translational efficiencies that 

neurons exhibit, with a 1000-fold difference between the best and the worst translated mRNAs 

(Hornstein et al., 2016). Our linear model was able to explain a small but significant fraction of 

this variance, but the two systems that we used, primary mouse cultured neurons and brain 

tissues, exhibited differences. In both contexts, expression is an important feature, suggesting 

that mRNAs are optimized for both high expression and high translational output. In tissues from 

the brain, coding sequence length inversely correlates with translational efficiency, with short 

coding sequences translated best. In all samples, however, we observed that codon composition 

greatly increases the predictive accuracy of our linear model. This finding is in keeping with 
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reports suggesting extensive ribosome stalling (Das Sharma et al., 2019) and elongation-rate 

determinants of translational efficiency in neurons (Darnell et al., 2011).  

In cultured cortical neurons, we observe a modest but consistent relationship between 

poly(A)-tail length and translational efficiency, explaining ~5% of the variance, depending on 

the sample. The compelling future direction from our study is to understand this effect. At least 

two possibilities exist for such a modest relationship: (1) cis-acting elements that regulate 

translation but vary between genes dwarf the effects of tail length, or (2) this signal is driven by a 

subset of mRNAs in a specific subcellular compartment. In the former case, experiments that 

compare mRNAs from the same gene and measure tail lengths, stratifying based on translational 

efficiency, should observe a stronger relationship. We performed experiments to investigate this 

hypothesis using polysome profiling but failed to see signal for a relationship between tail length 

and translation. The same method could not observe a strong relationship in the coupled system 

of the Xenopus oocyte, however, indicating that technical challenges of polysome profiling, such 

as its limited dynamic range of translation efficiency measurements and imprecise assignment of 

ribosome numbers to mRNAs, clouded these results. Alternative methods for selecting a subset 

of highly translating mRNAs exist, however. Translating ribosome affinity purification can 

purify translating mRNAs using an EGFP tag on a large ribosomal subunit protein (Heiman et 

al., 2008), with many mouse lines harboring labels of different cell populations in the brain. 

Other ribosomal tagging strategies have also proven fruitful (Sanz et al., 2009; Simsek et al., 

2017). Perhaps these strategies would allow discovery of the tail length differences between 

translating and non-translating pools for neuronal populations in vivo.  

The more pressing issue concerning this study is whether the relationship between tail 

length and translational efficiency might increase when considering only mRNA in the distal 



 236 

regions of the neuron, such as the synapse or part of the dendrite. Biochemical purifications of 

these regions have been challenging, either because of the low enrichments that are often 

observed, for example in synaptoneurosome preparations, or because of the small amounts 

material recovered, which is in keeping with the small volume and numbers of mRNAs that have 

been hypothesize to exist in dendrites (Kosik, 2016). A recent report used microdissection of the 

rat synaptoneuropil, a region of the hippocampus largely devoid of neuronal somata, and 

performed ribosome profiling (Biever et al., 2020). They observed that monosomes, rather than 

polysomes, are more frequently found translating mRNAs in this region as compared to the cell 

bodies, in keeping with the lower frequency of ribosomes in the dendrites. These samples would 

be interesting to use for examining the role of poly(A)-tail length in translational efficiency.  

 

Conclusion 

Previous study of poly(A)-tail length in mammalian cells was limited to either the dynamics of a 

couple of mRNAs or the transcriptome-wide measurement of mRNAs at steady-state. By 

combining these two approaches, we were able to measure rate constants for many steps in the 

metabolism of thousands of mRNAs. Subsequent analysis of these rate constants revealed 

insights into mRNA decay and miRNA-mediated repression. These rate measurements generate 

more questions than answers though. Future studies are required to describe the concerted 

mechanism of mRNP remodeling during decay, the role of the tail in different in vivo contexts, 

the dynamics of translational efficiency, and the cohort of mRNAs for which tail-length controls 

translation in neurons. New techniques that describe full-length transcripts, require less material, 

and capture mRNAs as they age will certainly be of use.  

  



 237 

References 

Agarwal, V., and Shendure, J. (2018). Predicting mRNA abundance directly from genomic 
sequence using deep convolutional neural networks. bioRxiv. 

Bicknell, A.A., Cenik, C., Chua, H.N., Roth, F.P., and Moore, M.J. (2012). Introns in UTRs: 
why we should stop ignoring them. Bioessays 34, 1025-1034. 

Biever, A., Glock, C., Tushev, G., Ciirdaeva, E., Dalmay, T., Langer, J.D., and Schuman, E.M. 
(2020). Monosomes actively translate synaptic mRNAs in neuronal processes. Science 367. 

Chatzi, C., Zhang, Y., Shen, R., Westbrook, G.L., and Goodman, R.H. (2016). Transcriptional 
Profiling of Newly Generated Dentate Granule Cells Using TU Tagging Reveals Pattern Shifts in 
Gene Expression during Circuit Integration. eNeuro 3. 

Darnell, J.C., Van Driesche, S.J., Zhang, C., Hung, K.Y., Mele, A., Fraser, C.E., Stone, E.F., 
Chen, C., Fak, J.J., Chi, S.W., et al. (2011). FMRP stalls ribosomal translocation on mRNAs 
linked to synaptic function and autism. Cell 146, 247-261. 

Das Sharma, S., Metz, J.B., Li, H., Hobson, B.D., Hornstein, N., Sulzer, D., Tang, G., and Sims, 
P.A. (2019). Widespread Alterations in Translation Elongation in the Brain of Juvenile Fmr1 
Knockout Mice. Cell Rep 26, 3313-3322 e3315. 

Djuranovic, S., Nahvi, A., and Green, R. (2012). miRNA-mediated gene silencing by 
translational repression followed by mRNA deadenylation and decay. Science 336, 237-240. 

Dolken, L., Ruzsics, Z., Radle, B., Friedel, C.C., Zimmer, R., Mages, J., Hoffmann, R., 
Dickinson, P., Forster, T., Ghazal, P., et al. (2008). High-resolution gene expression profiling for 
simultaneous kinetic parameter analysis of RNA synthesis and decay. RNA 14, 1959-1972. 

Duffy, E.E., Rutenberg-Schoenberg, M., Stark, C.D., Kitchen, R.R., Gerstein, M.B., and Simon, 
M.D. (2015). Tracking Distinct RNA Populations Using Efficient and Reversible Covalent 
Chemistry. Mol Cell 59, 858-866. 

Eisen, T.J., Eichhorn, S.W., Subtelny, A.O., and Bartel, D.P. (2020). MicroRNAs Cause 
Accelerated Decay of Short-Tailed Target mRNAs. Mol Cell 77, 775-785 e778. 

Gay, L., Miller, M.R., Ventura, P.B., Devasthali, V., Vue, Z., Thompson, H.L., Temple, S., 
Zong, H., Cleary, M.D., Stankunas, K., et al. (2013). Mouse TU tagging: a chemical/genetic 
intersectional method for purifying cell type-specific nascent RNA. Genes Dev 27, 98-115. 

Haas, G., Braun, J.E., Igreja, C., Tritschler, F., Nishihara, T., and Izaurralde, E. (2010). HPat 
provides a link between deadenylation and decapping in metazoa. J Cell Biol 189, 289-302. 

Heiman, M., Schaefer, A., Gong, S., Peterson, J.D., Day, M., Ramsey, K.E., Suarez-Farinas, M., 
Schwarz, C., Stephan, D.A., Surmeier, D.J., et al. (2008). A translational profiling approach for 
the molecular characterization of CNS cell types. Cell 135, 738-748. 



 238 

Hoek, T.A., Khuperkar, D., Lindeboom, R.G.H., Sonneveld, S., Verhagen, B.M.P., Boersma, S., 
Vermeulen, M., and Tanenbaum, M.E. (2019). Single-Molecule Imaging Uncovers Rules 
Governing Nonsense-Mediated mRNA Decay. Mol Cell 75, 324-339 e311. 

Hornstein, N., Torres, D., Das Sharma, S., Tang, G., Canoll, P., and Sims, P.A. (2016). Ligation-
free ribosome profiling of cell type-specific translation in the brain. Genome Biol 17, 149. 

Houseley, J., LaCava, J., and Tollervey, D. (2006). RNA-quality control by the exosome. Nat 
Rev Mol Cell Biol 7, 529-539. 

Jia, H., Wang, X., Liu, F., Guenther, U.P., Srinivasan, S., Anderson, J.T., and Jankowsky, E. 
(2011). The RNA helicase Mtr4p modulates polyadenylation in the TRAMP complex. Cell 145, 
890-901. 

Kosik, K.S. (2016). Life at Low Copy Number: How Dendrites Manage with So Few mRNAs. 
Neuron 92, 1168-1180. 

Krause, M., Niazi, A.M., Labun, K., Torres Cleuren, Y.N., Muller, F.S., and Valen, E. (2019). 
tailfindr: alignment-free poly(A) length measurement for Oxford Nanopore RNA and DNA 
sequencing. RNA 25, 1229-1241. 

Lykke-Andersen, S., and Jensen, T.H. (2015). Nonsense-mediated mRNA decay: an intricate 
machinery that shapes transcriptomes. Nat Rev Mol Cell Biol 16, 665-677. 

Matsushima, W., Herzog, V.A., Neumann, T., Gapp, K., Zuber, J., Ameres, S.L., and Miska, 
E.A. (2018). SLAM-ITseq: sequencing cell type-specific transcriptomes without cell sorting. 
Development 145. 

McGeary, S.E., Lin, K.S., Shi, C.Y., Pham, T.M., Bisaria, N., Kelley, G.M., and Bartel, D.P. 
(2019). The biochemical basis of microRNA targeting efficacy. Science 366. 

Miller, M.R., Robinson, K.J., Cleary, M.D., and Doe, C.Q. (2009). TU-tagging: cell type-specific 
RNA isolation from intact complex tissues. Nat Methods 6, 439-441. 

Parker, R., and Sheth, U. (2007). P bodies and the control of mRNA translation and degradation. 
Mol Cell 25, 635-646. 

Rabani, M., Levin, J.Z., Fan, L., Adiconis, X., Raychowdhury, R., Garber, M., Gnirke, A., 
Nusbaum, C., Hacohen, N., Friedman, N., et al. (2011). Metabolic labeling of RNA uncovers 
principles of RNA production and degradation dynamics in mammalian cells. Nat Biotechnol 29, 
436-442. 

Sanz, E., Yang, L., Su, T., Morris, D.R., McKnight, G.S., and Amieux, P.S. (2009). Cell-type-
specific isolation of ribosome-associated mRNA from complex tissues. Proc Natl Acad Sci U S 
A 106, 13939-13944. 

Scheetz, A.J., Nairn, A.C., and Constantine-Paton, M. (2000). NMDA receptor-mediated control 
of protein synthesis at developing synapses. Nat Neurosci 3, 211-216. 



 239 

Sharma, U., Sun, F., Conine, C.C., Reichholf, B., Kukreja, S., Herzog, V.A., Ameres, S.L., and 
Rando, O.J. (2018). Small RNAs Are Trafficked from the Epididymis to Developing Mammalian 
Sperm. Dev Cell 46, 481-494 e486. 

Simsek, D., Tiu, G.C., Flynn, R.A., Byeon, G.W., Leppek, K., Xu, A.F., Chang, H.Y., and 
Barna, M. (2017). The Mammalian Ribo-interactome Reveals Ribosome Functional Diversity 
and Heterogeneity. Cell 169, 1051-1065 e1018. 

Spies, N., Burge, C.B., and Bartel, D.P. (2013). 3' UTR-isoform choice has limited influence on 
the stability and translational efficiency of most mRNAs in mouse fibroblasts. Genome Res 23, 
2078-2090. 

Subtelny, A.O., Eichhorn, S.W., Chen, G.R., Sive, H., and Bartel, D.P. (2014). Poly(A)-tail 
profiling reveals an embryonic switch in translational control. Nature 508, 66-71. 

Vanacova, S., and Stefl, R. (2007). The exosome and RNA quality control in the nucleus. EMBO 
Rep 8, 651-657. 

Workman, R.E., Tang, A.D., Tang, P.S., Jain, M., Tyson, J.R., Razaghi, R., Zuzarte, P.C., 
Gilpatrick, T., Payne, A., Quick, J., et al. (2019). Nanopore native RNA sequencing of a human 
poly(A) transcriptome. Nat Methods 16, 1297-1305. 

Wu, L., Wells, D., Tay, J., Mendis, D., Abbott, M.A., Barnitt, A., Quinlan, E., Heynen, A., 
Fallon, J.R., and Richter, J.D. (1998). CPEB-mediated cytoplasmic polyadenylation and the 
regulation of experience-dependent translation of alpha-CaMKII mRNA at synapses. Neuron 21, 
1129-1139. 

 



 

 240 

Appendix A. Affinity Inequality among Serum Antibodies That Originate in Lymphoid 
Germinal Centers 
 
Myungsun Kang1,2*, Timothy J. Eisen3,4*, Ellen A. Eisen5†, Arup K. Chakraborty1,2,6,7,8,9†, 
Herman N. Eisen3,10†† 
 
1Department of Chemical Engineering, Massachusetts Institute of Technology, Cambridge, 
Massachusetts, United States of America 
2Institute for Medical Engineering & Science, Massachusetts Institute of Technology, 
Cambridge, Massachusetts, United States of America 
3Department of Biology, Massachusetts Institute of Technology, Cambridge, Massachusetts, 
United States of America 
4Whitehead Institute for Biomedical Research, Massachusetts Institute of Technology, 
Cambridge, Massachusetts, United States of America  
5Environmental Health Sciences, School of Public Health, University of California, Berkeley, 
California, United States of America 
6Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts, 
United States of America  
7Department of Chemistry, Massachusetts Institute of Technology, Cambridge, Massachusetts, 
United States of America 
8Department of Biological Engineering, Massachusetts Institute of Technology, Cambridge, 
Massachusetts, United States of America 
9Ragon Institute of the Massachusetts General Hospital, Massachusetts Institute of Technology, 
and Harvard Medical School, Cambridge, Massachusetts, United States of America,  
10Koch Institute for Integrative Cancer Research, Massachusetts Institute of Technology, 
Cambridge, Massachusetts, United States of America 
 
*These authors contributed equally to this work.  
†Correspondence: arupc@mit.edu (AKC); eeisen@berkeley.edu (EAE) 
††Deceased. 
 
Published as: Kang, M., Eisen, T.J., Eisen, E.A., Chakraborty, A.K., and Eisen, H.N. (2015). 
Affinity Inequality among Serum Antibodies That Originate in Lymphoid Germinal Centers. 
PLoS One 10, e0139222. 
 
 



RESEARCH ARTICLE

Affinity Inequality among Serum Antibodies
That Originate in Lymphoid Germinal Centers
Myungsun Kang1,2☯, Timothy J. Eisen3,4☯, Ellen A. Eisen5*, Arup K. Chakraborty1,2,6,7,8,9*,
Herman N. Eisen3,10†

1 Department of Chemical Engineering, Massachusetts Institute of Technology, Cambridge, Massachusetts,
United States of America, 2 Institute for Medical Engineering & Science, Massachusetts Institute of
Technology, Cambridge, Massachusetts, United States of America, 3 Department of Biology,
Massachusetts Institute of Technology, Cambridge, Massachusetts, United States of America, 4 Whitehead
Institute for Biomedical Research, Massachusetts Institute of Technology, Cambridge, Massachusetts,
United States of America, 5 Environmental Health Sciences, School of Public Health, University of California,
Berkeley, California, United States of America, 6 Department of Physics, Massachusetts Institute of
Technology, Cambridge, Massachusetts, United States of America, 7 Department of Chemistry,
Massachusetts Institute of Technology, Cambridge, Massachusetts, United States of America, 8 Department
of Biological Engineering, Massachusetts Institute of Technology, Cambridge, Massachusetts, United States
of America, 9 Ragon Institute of the Massachusetts General Hospital, Massachusetts Institute of
Technology, and Harvard Medical School, Cambridge, Massachusetts, United States of America, 10 Koch
Institute for Integrative Cancer Research, Massachusetts Institute of Technology, Cambridge,
Massachusetts, United States of America

†Deceased.
☯ These authors contributed equally to this work.
* arupc@mit.edu (AKC); eeisen@berkeley.edu (EAE)

Abstract
Upon natural infection with pathogens or vaccination, antibodies are produced by a process

called affinity maturation. As affinity maturation ensues, average affinity values between an

antibody and ligand increase with time. Purified antibodies isolated from serum are invari-

ably heterogeneous with respect to their affinity for the ligands they bind, whether macromo-

lecular antigens or haptens (low molecular weight approximations of epitopes on antigens).

However, less is known about how the extent of this heterogeneity evolves with time during

affinity maturation. To shed light on this issue, we have taken advantage of previously pub-

lished data from Eisen and Siskind (1964). Using the ratio of the strongest to the weakest

binding subsets as a metric of heterogeneity (or affinity inequality), we analyzed antibodies

isolated from individual serum samples. The ratios were initially as high as 50-fold, and

decreased over a few weeks after a single injection of small antigen doses to around unity.

This decrease in the effective heterogeneity of antibody affinities with time is consistent with

Darwinian evolution in the strong selection limit. By contrast, neither the average affinity nor

the heterogeneity evolves much with time for high doses of antigen, as competition between

clones of the same affinity is minimal.
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Introduction
The strength of bonds formed by antibodies (Abs) with antigens (Ags) is one of the critical
determinants of immune responses against pathogens. Ags are generally proteins and structur-
ally so complex that much of what was first learned about Ab-Ag bonding, and how that
evolves as affinity maturation ensues, is based upon Ab binding of small molecules that closely
approximate the sites on protein Ags (epitopes) that are recognized by Abs. Called haptens,
these small molecules bind specifically to Ag binding sites but themselves are not immuno-
genic. The strengths of the bonds that haptens form with Abs extend over about a million-fold
range (103 or 104–1010 M-1) [1,2]. This range encompasses the bond strengths measured for
authentic protein Ags binding with Abs—whether monoclonal Abs or average values for het-
erogeneous (polyclonal) populations of purified Abs isolated from serum.

Long before Ab affinity could be measured it was known that immune sera to bacteria, red
blood cells and proteins cross-reacted with structures that resembled the inciting antigen (the
immunogen) and that after adsorption or precipitation of all Abs to cross-reacting (heterolo-
gous) structures, the remaining Abs could still react with the immunogen. These findings were
attributed to a diversity of serum Abs that could react with different components of the com-
plex immunogens. In 1936, however, Landsteiner and van der Scheer showed that antisera
raised against an immunogen having a chemically defined epitope (azophenylsuberanilic acid)
could be exhaustively adsorbed with various cross-reacting alternate forms of the epitope and
the remaining Abs could still react with the homologous epitope; hence their conclusion that
Abs to a singular epitope “are not entirely uniform but vary in specificity to some degree” [3].

Studies of Ab binding to haptens confirmed and extended previous work on more complex
immunogens. Haptens used either to inhibit specific precipitation of Abs from antisera by hap-
tenated Ags (hapten-inhibition) [4], or to bind directly, in absence of any Ag, to purified Abs
[5], demonstrated variability in Ab binding. When ligands were added incrementally to Abs at
a constant concentration in hapten inhibition experiments, the resulting binding curves were
nearly always non-linear, as though apparent equilibrium constants, determined for each
point, decreased with increasing concentration of the ligand. Such non-linearity was attributed
to the variability inherent in the combined free energy of Abs with hapten in heterogeneous
anti-arsanilate antiserum, which could be accounted for by a Gaussian error function [4].
There were misgivings about the quantitative nature of this approach because in hapten-inhibi-
tion of specific precipitation the composition of soluble complexes—of Ab, Ag, and hapten—
were unknown [6]. However, Karush found that there was good agreement between hapten-
Ab interactions measured directly by equilibrium dialysis and the theoretical binding curves
based upon an assumed Gaussian distribution of free energy of hapten-Ab binding [7,8]. Thus
binding of a hapten to a population of cognate Ab molecules isolated from serum could be
characterized by two constants: i) the average bond-strength (K0, the mean equilibrium associ-
ation constant or intrinsic affinity), and ii) an index of heterogeneity with respect to affinity
(sigma, σ).

In response to most immunogens, Abs made initially have low affinity and those made later
have progressively higher affinity [9,10]. This progression, or affinity maturation, arises from
events that take place in germinal centers (GC), small clusters of cells in secondary lymphoid
tissues including lymph nodes, spleen, and Peyer’s patches on intestinal mucosae [11]. Much
of what we know about how processes in GCs lead to higher affinity Abs was learned subse-
quent to the first descriptions of affinity maturation. Each GC is formed by a few antigen (Ag)-
stimulated naïve B cells [12] which, in GC, express the antigen-activated cytidine deaminase,
AID, that causes mutations in the variable regions of the H and L chains of the Ab expressed
by that B cell [13]. The diverse population of B cells thus generated express different Ag-
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binding receptors (BCR). These cells are then selected against the antigen, which is displayed
on follicular dendritic cells (FDC) in the GC [14–16]. Cells with BCRs that have high affinity
for Ag bind it more readily than those with low affinity BCRs and are thus more likely to
receive survival signals [17]. BCRs are also endocytic receptors [18]. Hence, cells with high
affinity BCRs are more capable than those with low affinity BCRs to endocytose the Ag and
present it as peptide-MHC-II complexes. These peptide-MHC-II complexes can engage with T
cell receptors on the surface of cognate CD4 helper T cells in the GC [19]. The different B cells
compete with each other for limiting numbers of T helper cells; B cells that internalize more
antigens have a competitive advantage. Receipt of signals from T helper cells has been shown
to be the key gatekeeper of B cell survival [20]. Inability to bind to Ag sufficiently strongly or
receive T cell help results in apoptosis [21]. A few selected B cells emerge from the GC and dif-
ferentiate into memory cells and antibody-secreting plasma cells, but most are recycled for fur-
ther rounds of mutation and selection [22]. Thus, in vaccinated or infected individuals,
Darwinian evolution occurs in a relatively short time-scale to generate antibodies with increas-
ingly higher affinity as time ensues.

Advances in microscopy of live cells in intact lymph nodes have provided remarkable visu-
alization of the cellular dynamics underlying the evolutionary events in GC [17,20,23]. Implicit
in these observations, and in some of the mathematical models that characterize GC reactions,
is an expectation that the Abs produced in a given immune response evolve over time to
become relatively homogeneous and of high affinity [24–27]. Previously, however, affinity het-
erogeneity was found to increase over time, not to decrease [28]. Resolving this disparity is of
interest as the extent of heterogeneity may have implications for the evolution of cross-reactive
antibodies against highly mutable and persistent virus infections such as HIV-1 and HCV.

To examine the disparity between expected and observed changes in the heterogeneity of
affinity of Abs undergoing affinity maturation, we re-analyzed previously published data of
Eisen and Siskind [28] on the binding of haptens by serum Abs. Our analysis is based on affin-
ity measurements of purified Abs obtained from rabbit sera. The protocol from the original
paper collected sera over several weeks after dosing with a range of the hapten-bearing immu-
nogens and characterized each collected population by average equilibrium constant (K0) and
sips heterogeneity index (a). In view of the overall approximately million-fold range in intrinsic
affinity values measured for Ab-hapten and Ab-Ag reactions in general, our re-analysis
addresses three specific questions. 1. How large is the diversity of Ab affinities, henceforth
referred to as affinity inequality, in bleeds from individual animals or serum pools from a few
individuals (rabbits)? 2. Does affinity inequality change over time after initiation of the
response to the injected Ag? 3. To what extent is inequality affected by the quantity of Ag
introduced?

To measure affinity inequality, we have relied primarily on affinity ratios between the stron-
gest binding 5% and the weakest binding 5% of each purified Ab population. In response to rel-
atively small doses of the immunogen, the heterogeneity indices have been found to increase
over time [29,30]. Eisen and Siskind (26) originally interpreted their observation that heteroge-
neity increases over time to suggest that maintenance of Ab heterogeneity during the immune
response is evolutionarily advantageous. But, we now show here, at low Ag dose, the extent of
heterogeneity changes more slowly than the increase in the average affinity. As a result, the
effective affinity inequality decreases. At high doses of Ag, however, affinity inequality is
greater and more persistent. This finding suggests that, at low Ag dose, the Darwinian evolu-
tion process of affinity maturation is in the strong selection limit, while this is not the case
when Ag dose is high.
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Methods
The data we analyze are drawn from studies in which rabbits were injected with “haptenated”
proteins 2, 4- dinitrophenyl (DNP)-bovine-γ-globulin. The quantities of Ag administered var-
ied from 5mg to 250mg given as a single injection via footpads. Hapten-specific Abs were pre-
cipitated (or adsorbed) from serum by hapten-protein conjugates in which the protein
component differed from (and did not cross-react with) the protein in the immunogen. Puri-
fied Abs recovered from the precipitates (or adsorbates) corresponded generally to� 30–90%
of total precipitable Abs in sera. Binding of haptens, ε-DNP-L-lysine, at various concentrations
by fixed amounts of purified Abs were measured by equilibrium dialysis or fluorescence energy
transfer (at 2–30°C).

The average equilibrium constants (K0) were obtained as the reciprocal of the free ligand
concentration when half the Ab binding sites were occupied [4,31]. From titrations of the hap-
ten-Ab binding, an index of heterogeneity with respect to affinity could be obtained from the
generalized adsorption isotherm [6,32]

r
n

¼ ðK0cÞa
1þ ðK0cÞa

ð1Þ

or more conveniently when expressed in alternative form [33] as

log
r

n� r

� �
¼ a logðK0Þ þ a logðcÞ ð2Þ

where r is mols hapten bound per Ab molecule, n is the number of binding sites per Ab mole-
cule of the IgG type (2), c is the free ligand concentration, and a is an index of heterogeneity

with respect to K0 (affinity). By plotting log r
n�r

� �
vs. log(c), the data fall on a straight line whose

slope is a, the Sips index of heterogeneity with respect to K0.
The Sips and Gaussian probability distributions are virtually congruent [32] and affinity

inequality was measured by converting values for the Sips heterogeneity index (a) to sigma (σ),
the corresponding index of heterogeneity of the Gaussian distribution. The conversion was
based upon the assumption that variations in ΔG described by the Sips distribution

NðDGÞ ¼ 1

p
� sinðpaÞe½ð a

RTÞðDG
��DGÞ�

1þ 2cosðpaÞ e½ð a
RTÞðDG

��DGÞ� þ e½ð
2a
RTÞðDG

��DGÞ� ð3Þ

are equivalent to those described by the Gaussian distribution,

WðDGÞ ¼ 1

s
ffiffiffi
p

p � e�½ðDG��DGÞ2=ðRTsÞ2 � ð4Þ

when ΔG0, the maximum free energy values for hapten-Ab bonding, are equivalent such that N
(ΔG°) =W(ΔG°), thus satisfying s ¼ 2

ffiffiffi
p

p ðcotpa=2Þ.
The extent of affinity inequality among Ab subpopulations in each of the purified serum Ab

preparations, which are described by the Gaussian distributions, can be measured as a ratio
between the average bond strength of the strongest 5% subset and that of the weakest 5% sub-
set. For each serum sample with average equilibrium constant (K0) and Gaussian heterogeneity
index (σ), the weighted average of equilibrium binding constant (a) of the weakest 5% Ab was
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calculated as
R a5th percentile

104
ae�ða�K0Þ2=s2 daR a5th percentile

104
e�ða�K0Þ2=s2 da

where Abs with affinity lower than a5th percentile correspond to the lowest 5% of the population.
Similarly, the average of the strongest 5% population was calculated as

R 1010

a95th percentile
ae�ða�K0Þ2=s2 da

R 1010

a95th percentile
e�ða�K0Þ2=s2 da

where Abs with affinity higher than a95th percentile correspond to the highest 5% of the popula-
tion. Equilibrium constants for Ab binding of ligands that most closely approximate the epi-
tope in the immunogen are rarely, if ever, found to be less than 104 M-1 or greater than 1010 M-

1, whether measured with monoclonal Abs or heterogeneous populations of purified serum
Abs [1,2]. These limits were therefore taken as the boundaries of the truncated Gaussian distri-
bution. The affinity inequalities are essentially unchanged if the boundaries are taken as
103−1010 M-1 instead of 104−1010 M-1. The 5th and the 95th percentiles of each population were
calculated by first transforming the truncated Gaussian distribution to its error function, and
then inverting it to calculate the respective percentiles using Matlab software.

Results
Listed in Table 1 are average equilibrium constants (K0) for the binding of various Ab isolates
to ε-DNP-L-lysine. ε-DNP-L-lysine approximates the principal epitope of the relevant immu-
nogen DNP-BGG, bovine-γ-globulin with DNP groups linked to ε-amino groups of multiple
lysine residues. The Abs were isolated from serum obtained at various times (2–8 weeks) from
19 rabbits injected once with various amounts of the immunogen in water-in-oil emulsion as
“incomplete” Freund’s adjuvant. For those that received the smallest dose (5mg, Fig 1A), the
mean affinity (K0) rose progressively and heterogeneity with respect to affinity also increased;
Values of a in the Sips distribution tended to decrease and Gaussian σ to increase. However,
the mean affinity (K0) increased faster. Hence, the coefficient of variance (σ/K0 ratio) decreased
progressively over the 2–8 week period. Correspondingly, the ratios between the strongest and
the weakest binding subsets also decreased: at the earliest time (2 weeks) this ratio was largest
(the highest affinity subsets exhibited�13-55-fold higher K0 than that of the weakest subsets)
and it then fell progressively to where at 8 weeks the ratio was close to 1.0. Thus, although the
affinity heterogeneity index (a or σ) tended to increase, affinity inequality decreased over time
indicating a decreasing effective diversity in Abs.

When higher doses (50, 100 or 250mg) of the same immunogen were used to initiate
responses, the mean K0 values were also initially low and affinity heterogeneity values were
high (Table 2). But in contrast to the responses to the 5mg dose, in 13 of 14 rabbits that
received the higher doses, these initial parameters did not change over the 2–8 week period. It
is especially notable that affinity inequality remained high and changed little over at least 8
weeks. It is possible that the one exception, rabbit # 9, may not have received the full 50 mg
dose.

Discussion
In view of the wide (�million-fold) range of affinity values and the affinity heterogeneity indi-
ces previously measured for Ab-Ag and Ab-hapten reactions [1,2], one may have expected that
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the affinity values of Abs to a defined epitope, isolated from a given serum sample, would also
extend over a wide range, and indeed they do. But, importantly, the affinity inequality, mea-
sured as the ratio of the strongest and weakest binding Ab subsets, exhibits a somewhat unex-
pected behavior. In a comprehensive set of changes over time in response to various Ag doses,
the affinity of the strongest subset was only about 10-to 30- fold higher than the weakest in
early bleeds taken two weeks after a small dose of Ag injection. This limited inequality then
decreased progressively to the point where at eight weeks after immunization the difference
between these subsets was essentially not detectable. The observed progressive reduction in the
effective affinity inequality is in accord with the view that GC B cells are in competition for lim-
iting amounts of Ag, and evolution occurs in the strong selection limit. Note, however, that
from the data (collected almost 50 years ago) we cannot comment on the evolution of the het-
erogeneity of clones during GC reactions. Following low Ag dose (e.g. 5mg in Table 1, Fig 1A),
B cells with high affinity BCR are preferentially selected over B cells with low affinity BCR to
mature into Ab-secreting plasma cells and memory B cells. For high Ag doses, there is a surfeit
of Ag, and even B cells with low affinity BCR can also be stimulated to internalize sufficient
antigen and receive T cell help from a potentially less limiting amount of cognate T helper
cells. Thus, most B cells can mature into Ab producing plasma cells and memory B cells. High
Ag dose corresponds to conditions of weak selection. While there is a dearth of information on
how the actual levels of Ag on FDC depends upon dose, the two quantities are likely to be

Table 1. Affinity inequality of antibodies after single injection of 5mg dose of the immunogen in rabbits.

Dose
(mg)

RabbitNo. Weeks
fromantigeninjection

Avg.
equilibriumconstant

(K0)(M
-1 X 10^6)

Heterogeneity
index

Coefficient
ofvariation

( s
K0
)

Average
ofthe lowest
5thpercentile
(M-1 X 10^6)

Average
ofthe

highest
5th

percentile
(M-1 X
10^6)

Affinityinequality

Sips
(a)
(M-1

X
10^6)

Gaussian
(σ*†)(M-1

X 10^6)

5 #1 2 0.60 0.70 1.8 3.0 0.070 3.4 49

" 5 32 0.50 3.5 0.11 27 37 1.4

5 #2 2 1.6 0.70 1.8 1.1 0.15 4.3 29

" 5 27 0.70 1.8 0.067 24 30 1.3

5 #3 2 0.32 0.70 1.8 5.6 0.059 3.2 54

" 5 1.6 0.60 2.6 1.6 0.14 5.5 39

" 8 20 0.30 7.0 0.35 9.9 30 3.0

5 #4 2 1.0 0.80 1.2 1.2 0.10 2.7 27

" 5 5.9 0.60 2.6 0.44 2.2 9.7 4.4

" 8 250 0.30 7.0 0.028 240 260 1.1

5 #5 2 0.78 0.90 0.56 0.72 0.12 1.6 13

" 5 1.5 0.50 3.5 2.4 0.14 7.0 50

" 8 80 0.50 3.5 0.044 75 85 1.1

* σ derived from sips to Gaussian distribution transformation by Karush (1964) equation

† Standard deviation is σ/
ffiffiffi
2

p

Antibodies were isolated from serum after single injection of 2, 4-DNP-bovine-γ-globulin as incomplete Freund's adjuvant in rabbits. Numbers are rounded

up to two significant figures (except for data from rabbit # 4 at 8 weeks).

doi:10.1371/journal.pone.0139222.t001
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proportional. In Table 1, Table 2 and Fig 1 the dose effect is strikingly clear because the same
Ag was given to all rabbits in the same way.

Though high Ag doses, like those in Table 2, are not now used in clinical vaccines, and rarely
used experimentally, they are nevertheless of interest because they provide a glimpse of the
range of affinities of BCR on the naïve B cells that initially respond to immunogens. Thus in
rabbits that received 100–250mg Ag (Table 2), the affinities of their serum Abs were on average
�105 M-1 and ranged from�104−105 M-1 at the lower level to�106 M-1 at the upper level. Val-
ues in the former range are similar to those reported for IgM monoclonal antibodies whose
intrinsic univalent affinities have been carefully measured [8,34]. These low affinity levels may
well be characteristic of BCRs on the naïve IgM+ naïve B cells that are first activated by immu-
nogens and initiate formation of GC [17,20].

In the haptenated proteins used as immunogens for studies of Ab-hapten interactions and
affinity maturation, there typically are many haptenic groups per protein molecule (e.g.�50
DNP groups attached to a protein molecule with�70 lysine residues). It has therefore been
suggested that the haptenated epitopes are actually diverse, despite having a common haptenic
group, and that this diversity could account for the affinity heterogeneity observed with a sim-
ple ligand, such as ε-DNP-L-lysine, which only approximates the actual epitopes. This possibil-
ity has been evaluated with an immunogen, ε-41-DNP-ribonuclease, in which the DNP group
was attached to the epsilon amino group of lysine 41; Abs from rabbits immunized with this
mono-epitope Ag were just as heterogeneous with respect to affinity for ε-DNP-L-lysine as
those Abs elicited with conventional haptenated Ags [35]. The Abs elicited with another sin-
gle-epitope immunogen, DNP-lysine attached to the single SH group of papain, were also het-
erogeneous in terms of their diverse L chains, though their affinities were not determined [36].

Fig 1. Mean affinity and Gaussian deviation of antibodies over time. (A) Mean affinity (K0) and Gaussian
deviation (σ) (calculated from Sips to Gaussian transformation, Karush (1964)) of antibodies isolated from
serum 2–8 weeks after injection of 5mg of the immunogen (2,4-DNP-bovine-γ-globulin) as incomplete
Freund's adjuvant in rabbits. (B) As in (A), except 50mg injection dose. (C) As in (A), except 100mg injection
dose. (D) As in (A), except 250mg injection dose.

doi:10.1371/journal.pone.0139222.g001
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Table 2. Affinity inequality of antibodies after injection of high dose of the immunogen in rabbits.

Dose
(mg)

Rabbit
No.

Weeks from
antigen
injection

Avg.
equilibrium
constant (K0)
(M-1 X 10^6)

Heterogeneity index Coefficient of
variation ( s

K0
)

Average of the
lowest 5th
percentile
(M-1 X 10^6)

Average of the
highest 5th
percentile
(M-1 X 10^6)

Affinity
inequality

Sips(a)
(M-1

X10^6)

Gaussian
(σ*†) (M-1 X
10^6)

50 #6 5 0.21 0.60 2.6 12 0.072 4.4 61

" 8 0.55 0.70 1.8 3.3 0.067 3.4 51

50 #7 2 0.21 0.70 1.8 8.6 0.055 3.1 56

" 5 0.36 0.70 1.8 5.0 0.060 3.2 53

" 8 0.97 0.70 1.8 1.9 0.090 3.7 41

50 #8 2 0.26 0.60 2.6 9.9 0.074 4.4 59

" 5 0.20 0.60 2.6 13 0.072 4.4 61

" 8 1.4 0.50 3.5 2.5 0.14 6.9 49

50 #9 2 0.78 0.90 0.56 0.72 0.12 1.6 13

" 5 2.7 0.90 0.56 0.21 1.9 3.5 1.8

" 8 32 0.80 1.2 0.036 30 34 1.1

50 #10 2 0.28 0.80 1.2 4.1 0.044 2.1 48

" 5 0.20 0.70 1.8 9.0 0.055 3.1 56

100 # 11 2 0.21 0.70 1.8 8.6 0.055 3.1 56

" 5 0.29 0.60 2.6 8.9 0.075 4.5 60

100 #12 2 0.37 0.70 1.8 4.9 0.060 3.2 53

" 5 0.59 0.60 2.6 4.4 0.085 4.7 55

" 8 0.89 0.50 3.5 4.0 0.11 6.4 58

100 #13 2 0.17 0.60 2.6 15 0.071 4.4 62

" 5 0.13 0.60 2.6 20 0.070 4.4 63

" 8 0.23 0.90 0.56 2.4 0.030 1.2 40

100 #14 2 0.87 0.80 1.2 1.3 0.081 2.7 33

" 5 1.0 0.80 1.2 1.2 0.096 2.8 29

" 8 0.55 0.70 1.8 3.3 0.067 3.4 51

100 #15 2 0.26 0.70 1.8 6.9 0.057 3.2 56

" 5 0.19 0.80 1.2 6.1 0.041 2.1 51

" 8 0.37 0.90 0.56 1.5 0.039 1.3 33

250 # 16 2 0.14 0.90 0.56 4.0 0.027 1.1 41

" 5 0.13 0.80 1.2 8.9 0.040 2.1 53

" 8 0.10 0.70 1.8 18 0.052 3.1 60

250 #17 2 0.36 0.90 0.56 1.6 0.039 1.3 33

" 5 0.23 0.70 1.8 7.9 0.056 3.2 57

" 8 0.38 0.90 0.56 1.5 0.040 1.3 33

250 #18 2 0.13 0.80 1.2 8.9 0.040 2.1 53

" 5 0.12 0.80 1.2 9.6 0.039 2.1 54

" 8 0.16 0.70 1.8 11 0.054 3.1 57

250 #19 2 0.26 0.60 2.6 9.9 0.074 4.5 61

" 5 0.19 0.70 1.8 9.5 0.055 3.1 56

" 8 0.11 0.70 1.8 16 0.053 3.1 58

* σ derived from sips to Gaussian distribution transformation by Karush (1964) equation

† Standard deviation is σ/
ffiffiffi
2

p

Antibodies were isolated from serum after single injection of 2, 4-DNP-bovine-γ-globulin in 50, 100 or 250mg as incomplete Freund's adjuvant in rabbits.

Numbers are rounded up to two significant figures.

doi:10.1371/journal.pone.0139222.t002
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It is important to note that affinity has its limits as a measure of diversity: Ab molecules
with the same affinity for a given ligand could differ markedly in on- and off-rates and have dif-
ferent paratopes and cross-reactivities with structural variants of a ligand. In contrast to the
historic data presented here, which was collected by equilibrium dialysis, recent techniques
such as mutation analyses in Ig genes and Ig repertoire sequencing can trace the breadth of Abs
raised against Ag as the immune response progresses, quantifying how the diversity of muta-
tions correlates with affinity [37]. Thus, the micro-evolution in GC towards less affinity
inequality seen in responses to low Ag dose (Table 1, Fig 1) tells us more about forces driving B
cell selection in GCs than about the extent of cross reactions and protective efficacy of affinity
matured serum Abs. Indeed, the broadly-neutralizing monoclonal Abs, such as VRC01, iso-
lated from persons persistently infected with HIV-1, are widely cross-reactive with structural
variants of the epitope in many different strains of the virus despite being homogenous with
respect to their affinity for a viral epitope [38]. In addition, low intrinsic affinity IgM (immuno-
globulin M), which have ten binding sites per molecule, can bind strongly with high avidity to
Ags that have multiple repeats of closely spaced cognate epitopes as, for example, on pneumo-
coccal polysaccharides and influenza virus hemagglutinin. These IgM Abs have been found to
protect mice against otherwise lethal influenza virus infection [39].

The measure of affinity inequality used here is based upon the assumption that a normal
probability distribution function (Sips or Gaussian) is an apt description of the diversity of
bond-strengths or equilibrium constants that characterize the binding of epitopes by a hetero-
geneous population of Ab molecules isolated from serum by immune precipitation or adsorp-
tion. This assumption is supported by agreement between theoretical curves based upon
normal distribution functions and measured K values [6–8,28]. It does not mean, of course,
that other distribution functions may not also be applicable. However, the only report of non-
Gaussian distributions of which we are aware is based on Ab affinity measurements made with
crude globulin fractions of antisera [40]; the skewed distributions bordering on bimodality
may have been due to low affinity Abs produced by B cells that differentiate into Ab secretors
outside of GCs, or even perhaps to non-Ig proteins in the crude globulin fractions [41].

It may well be that the affinity diversity of the Abs produced by a small number of plasma
cells emerging from a single lymph node or a few GC would not correspond to a normal distri-
bution. Nevertheless, the average affinity values (K0) considered here (Tables 1 and 2, Fig 1)
were obtained by analyzing samples of Ag-specific precipitable Abs that each contained about
1020 ~1021 purified Ab molecules under approximation that all Abs are 7S-IgG. Thus, these
data represent the average of the output of a large number of plasma cells arising from a great
many GCs. Given these conditions, normal distributions (Sips or Gaussian) remain the most
useful means for describing the affinity diversity of serum Abs that recognize a particular
epitope.
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The use of cisplatin in the clinic began more than 45 years ago in the 
absence of understanding of the cellular and molecular mechanisms 
that underlie its efficacy1. Nonetheless, cisplatin has become a com-
ponent of treatment regimens for at least 18 distinct tumor types2. 
However, cisplatin-induced side effects and the emergence of resistance 
to treatment led to the development of two derivatives, carboplatin and 
oxaliplatin, which have also seen considerable clinical use for a wide 
array of cancers. Interestingly, oxaliplatin has a side-effect profile that 
differs from those of cisplatin and carboplatin, and it is used in colorec-
tal and other gastrointestinal cancers, against which cisplatin and car-
boplatin have minimal efficacy. The decision to use oxaliplatin to treat 
colorectal cancer was motivated primarily by its activity against color-
ectal cancer cell lines, rather than because of any rationale involving  
its mechanism of action3,4. Although the assumption has been 
that oxaliplatin, as does cisplatin, kills cells by eliciting a DNA- 
damage response, no satisfactory explanation for the unique clinical 
use and side-effect profile of oxaliplatin has been identified. Here we 
demonstrate that oxaliplatin acts through a fundamentally distinct 
mechanism of action relative to that of cisplatin, and we propose that 
these agents should be used in a mechanism-targeted manner for the 
treatment of cancer.

RESULTS
Diverse mechanisms of action for platinum compounds
To examine the mechanism of action of cisplatin and its platinum 
analogs, we used an RNAi-based functional genetic strategy to predict  
the mechanism of cytotoxic drug action5–7. This methodology has 

the advantages of being mammalian, isogenic and unbiased by dos-
age effects resulting from export or metabolism. Additionally, it has 
previously been used to characterize the mechanism of action of 
other metal-based anti-cancer agents8–15. It is based on a fluores-
cence competition assay that uses lymphoma cells partially infected 
with eight short hairpin RNAs (shRNAs) that target distinct genes 
encoding proteins with known or putative roles in cell-death sig-
naling pathways: p53 (Trp53), Chk2 (Chek2), Chk1 (Chek1), ATR 
(Atr), ATX (Smg1), DNAPKcs (Prkdc), Bok (Bok) and Bim (Bcl2l11). 
The shRNA-bearing cells either enrich or deplete relative to the 
uninfected population, depending on the survival advantage or  
disadvantage conferred by a given shRNA (Fig. 1a). The combined 
responses of these cells to different drugs constitute drug ‘signatures.’ 
Signatures of all classes of clinically used cytotoxic agents have been 
generated and assembled into a reference set separated into eight 
distinct drug categories, which are based on the constituents’ shared 
molecular mechanism of action (Supplementary Table 1). A new 
drug signature can then be classified by a probabilistic K–near-
est neighbors algorithm to determine whether a drug belongs to a  
class in the reference set or requires a new category not represented 
therein (Fig. 1b).

To eliminate dosage or potency effects from confounding the RNAi 
signatures, all agents were administered at a concentration that killed 80–
90% (lethal dose (LD)80–90) of the cells at 48 h. LD80–90 concentrations 
varied greatly from one compound to the next (Supplementary Fig. 1a). 
However, through atomic-absorption spectroscopy, we determined that, 
for cisplatin analogs representing low, medium and high potency, the 
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A subset of platinum-containing chemotherapeutic agents 
kills cells by inducing ribosome biogenesis stress
Peter M Bruno1,2, Yunpeng Liu1,2, Ga Young Park3, Junko Murai4, Catherine E Koch1,2, Timothy J Eisen2,5,  
Justin R Pritchard1,2, Yves Pommier4, Stephen J Lippard1,3 & Michael T Hemann1,2

Cisplatin and its platinum analogs, carboplatin and oxaliplatin, are some of the most widely used cancer chemotherapeutics. 
Although cisplatin and carboplatin are used primarily in germ cell, breast and lung malignancies, oxaliplatin is instead 
used almost exclusively to treat colorectal and other gastrointestinal cancers. Here we utilize a unique, multi-platform 
genetic approach to study the mechanism of action of these clinically established platinum anti-cancer agents, as well as 
more recently developed cisplatin analogs. We show that oxaliplatin, unlike cisplatin and carboplatin, does not kill cells 
through the DNA-damage response. Rather, oxaliplatin kills cells by inducing ribosome biogenesis stress. This difference 
in drug mechanism explains the distinct clinical implementation of oxaliplatin relative to cisplatin, and it might enable 
mechanistically informed selection of distinct platinum drugs for distinct malignancies. These data highlight the functional 
diversity of core components of front-line cancer therapy and the potential benefits of applying a mechanism-based rationale 
to the use of our current arsenal of anti-cancer drugs. 

©
 2

01
7 

N
at

u
re

 A
m

er
ic

a,
 In

c.
, p

ar
t 

o
f 

S
p

ri
n

g
er

 N
at

u
re

. A
ll 

ri
g

h
ts

 r
es

er
ve

d
.

http://dx.doi.org/10.1038/nm.4291
http://www.nature.com/naturemedicine/


a r t i c l e s

462  VOLUME 23 | NUMBER 4 | APRIL 2017 nature medicine

amount of platinum required inside the cells for killing corresponded to 
their respective LD80–90 values (Supplementary Fig. 1b). For instance, 
pyriplatin treatment at LD80–90 led to much more intracellular plati-
num than the other LD80–90 treatments, indicating that each molecule 
of pyriplatin is relatively less toxic. Thus, differences in cellular uptake 
were controlled effectively by using LD80–90 concentrations.

Next, to examine the mechanisms of action of cisplatin, carbopla-
tin, and oxaliplatin, we obtained their RNAi signatures. Cisplatin and 
carboplatin were both predicted to be DNA cross-linkers (Fig. 1c,d, 
Supplementary Table 2, and Supplementary Fig. 2a). Previously, the 
three US Food and Drug Administration (FDA)-approved platinum-
based drugs were understood to function primarily as DNA-damag-
ing agents that form intra- and inter-strand cross-links. Intrastrand 
cross-links are removed largely by excision repair, whereas interstrand 
cross-links require homologous recombination (HR) and interstrand 
cross-link (ICL) repair. The latter generate single- or double-stranded 
breaks in the process16. However, despite the fact that oxaliplatin forms 
1,2-intra-strand and other cross-links on DNA, like cisplatin and car-
boplatin, we found that oxaliplatin was most similar to compounds that 
inhibit transcription or translation (transcription–translation inhibitors) 
(Fig. 1c,d, Supplementary Table 2 and Supplementary Fig. 2a). These 
results may begin to explain why oxaliplatin has a different cytotoxicity 
profile and clinical application than cisplatin or carboplatin. Additionally, 
RNAi signatures of cisplatin and oxaliplatin, when taken in combination 
with 5-fluorouracil (5-FU)—the primary drug with which oxaliplatin is 
paired—preserved these mechanistic differences (Supplementary Fig. 3).  
Prior analysis of NCI-60 data similarly concluded that oxaliplatin acts 
in a manner distinct from that of cisplatin and carboplatin, although no 
cellular function was identified as being responsible for the difference17. 
Notably, in this prior study, compounds clustered strictly by structure, 
which is indicative of the NCI-60 methodology’s emphasis on drug 
metabolism and transport over mechanism of action18.

Interestingly, phenanthriplatin, a monofunctional and highly potent 
platinum(II) compound, also classified as a transcription–translation 
inhibitor (Fig. 1c,d, Supplementary Table 2 and Supplementary Fig. 2c).  
Because phenanthriplatin is incapable of making DNA cross-links, yet 
also classifies as a transcription and translation inhibitor, like oxali-
platin, the ability of oxaliplatin to form cross-links on the DNA might 
be irrelevant to its mechanism of action. We went on to characterize 
seven additional platinum compounds and discovered that most also 
classified as DNA cross-linkers or transcription–translation inhibitors 
(Supplementary Fig. 2b,c and Supplementary Table 2). Curiously, 
two monofunctional platinum agents, acriplatin and pyriplatin, were 
found to have mechanisms of action not represented in our reference 
set (Supplementary Fig. 2d and Supplementary Table 2). This result 
suggests that potential mechanisms of action for platinum compounds 
extend beyond the scope of anti-cancer agents in current clinical use. 
Furthermore, these signature predictions are maintained in all permuta-
tions of leave-one-out cross-validation of the drugs in the reference set 
(Supplementary Table 3). Additionally, we used an indicator of struc-
tural similarity, the Tanimoto coefficient19, to cluster the compounds. 
Hierarchically, we found that structural clustering was unable to reca-
pitulate RNAi-signature-based clustering, regardless of whether the 
compounds were clustered by their native structure or their anticipated 
structure once inside the cell (Supplementary Fig. 4). Thus, mechanism 
cannot be correctly predicted on the basis of structure alone.

To more thoroughly examine the differences in RNAi signatures 
used to classify these molecules, we performed a detailed analysis of all 
of their signatures. The most notable differences included decreased 
resistance with shChk2 and decreased sensitivity with shChk1 for 

the transcription–translation-inhibitor-like compounds relative  
to the DNA-cross-linker-like compounds (Fig. 1e and Supplementary 
Table 4). As another means of visualizing the data, we used prin-
cipal-component analysis (PCA) to represent the variance of our  
data in fewer dimensions. After plotting all of our tested platinum ana-
logs with canonical transcription–translation inhibitors, DNA-cross-
linking agents and topoisomerase II (Top2) poisons, we saw that the  
transcription–translation inhibitors separated from DNA cross-link-
ers along the first principal component (PC1) (Fig. 1e). Upon examin-
ing the variable contributions that made up PC1, we saw that shChk2 
contributed most strongly among the hairpins. We also identified 
shChk2 as the greatest contributor to the distinction between these 
two sets of drugs in a p185+ BCR-Abl Cdkn2aArf−/− mouse model of 
acute lymphoblastic leukemia (ALL)20 (Supplementary Fig. 2e,f).

DNA-damage response affects response to cisplatin but not 
oxaliplatin
To confirm the RNAi-signature data using a parallel approach, we 
examined drug response in the avian DT40 cell line21. Here 40 different 
DT40 cell lines, each with a different gene knockout related to DNA-
damage repair and tolerance, were dosed with five different platinum 
agents. In agreement with our RNAi signatures, the DT40 knockouts 
showed distinct sensitivities to oxaliplatin and phenanthriplatin rela-
tive to the other three platinum agents (Fig. 2a,b, and Supplementary 
Tables 5 and 6). In particular, loss of genes involved in HR (XRCC2, 
XRCC3 and BRCA2) and ICR (FANCC, FANCD2 and FANCG) showed 
the greatest differences between the two categories of platinum agents. 
The relative lack of sensitivity of HR- and ICR-deficient cells to oxali-
platin suggests that it, as with phenanthriplatin, fails to form intra- and 
inter-strand cross-links. Interestingly, genes necessary for replication 
bypass (POLZ and PCNA) were critical for all of the platinum deriva-
tives. This result suggests that oxaliplatin and phenanthriplatin treat-
ment create lesions on the DNA that are toxic only in the absence of 
normal replication-bypass machinery. In addition, these results were 
recapitulated using RNAi against several genes related to DNA-damage 
repair and/or tolerance in Eµ-Myc Cdkn2aArf−/− lymphoma cells and 
in Eµ-Myc Trp53−/− lymphoma cells (Supplementary Fig. 5a,b). Thus, 
relative drug sensitivities in the context of DT40 knockout cells support 
the RNAi-based category classifications.

Dependence on checkpoint kinases stratifies platinum agents
Given the importance of the two cell-cycle checkpoint kinases,  
Chk1 and Chk2, in discriminating between the two mechanis-
tic classes of platinum drug action and DNA-damage response  
signaling, we decided to first confirm that these distinctions are 
relevant in vivo. To do this, we conducted a cell-competition  
experiment using the Eµ-Myc Cdkn2aArf−/− lymphoma cells that 
were partially infected with GFP-tagged shChk2 and then tail-vein 
injected into syngeneic recipient mice. Tumors from untreated, 
cisplatin-, oxaliplatin- or phenanthriplatin-treated mice were then 
analyzed for GFP percentage. As the in vitro data predicted, shChk2-
containing cells were significantly enriched as compared to unin-
fected cells in mice treated with cisplatin, but not in mice treated with 
oxaliplatin or phenanthriplatin (Fig. 3a). These results suggest that  
dependence on Chk2 activity, a key mediator of the canonical DNA-
damage response, represents a primary distinction between the 
mechanistic classifications of DNA cross-linkers and transcription–
translation inhibitors.

Subsequently, we examined the cell-cycle profiles of cells treated 
with phenanthriplatin, oxaliplatin and cisplatin for 12 h at LD80–90.  
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Oxaliplatin and phenanthriplatin induced a G1 cell-cycle arrest, 
whereas cisplatin arrested cells in the S and G2/M phases (Fig. 3b).  
We obtained similar results with the three drugs after 24 h of treatment 
in human lung adenocarcinoma and colorectal cell lines, A549 and 
LoVo, respectively (Supplementary Fig. 6). To determine the mecha-
nistic basis for these cell-cycle differences, we examined signaling path-
ways that may be engaged following the induction of the DNA-damage 
response. As shown by western blot, p21 (encoded by CDKN1A) protein 
is activated more quickly in response to oxaliplatin and phenanthripla-
tin than to cisplatin (Supplementary Fig. 7a). Additionally, knockdown 
of p21 sensitizes cells to oxaliplatin and phenanthriplatin treatment but 
elicits resistance to cisplatin (Supplementary Fig. 7b).

Next, to gain further insight into DNA-damage signaling in 
response to these compounds, we examined the p53-activating kinase, 
Chk2. Chk2 is activated in response to double-strand breaks, whereby 
it goes on to phosphorylate p53 on serine 20 (serine 18 in mice), 
which relieves MDM2 (MDM2) inhibition of p53 (ref. 22). Thus, 
treatment of cells with DNA-damaging agents selects for cells harbor-
ing Chk2 or p53 hairpins. Consequently, mechanistic characteristics 
of DNA-cross-linking agents should be discernible by examining 
canonical markers of DNA damage. We therefore tested for γ-H2AX 
(phospho-ser139 of H2afx), a canonical marker of DNA damage, and  
phospho-ser18 p53 by western blot at 12 h, with and without  
hairpins targeting Chk1 and Chk2, for cisplatin, oxaliplatin and  
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phenanthriplatin. We observed that treatment with oxaliplatin 
and phenanthriplatin resulted in γ-H2AX signal, but that  
this effect was not dependent on Chk2, as it was for cisplatin  
(Fig. 3c,e). All three drugs also elicited total p53 induction and 
phosphorylation of p53; however, this behavior was dependent on 
Chk2 for cisplatin (Fig. 3d). Additionally, the same was observed 
for both γ-H2AX and p53 at 4 h, when comparing cisplatin and 
phenanthriplatin with and without shChk2 (Supplementary  
Fig. 8a,b). Moreover, we observed upregulation of the p53 tran-
scriptional targets Puma and Noxa following phenanthriplatin 
treatment, concomitant with the increase in p53 levels seen by 
western blot (Fig. 3d,f). Subsequently, we examined γ-H2AX and 

phospho-ser18 p53 at and before 4 h. Phenanthriplatin, and to a 
lesser degree,  oxaliplatin, induced γ-H2AX, phospho-ser18 p53 and 
total p53 accumulation, sooner and to a greater degree than cispla-
tin (Supplementary Fig. 8c,d). Phenanthriplatin and oxaliplatin 
also caused more rapid cell death than cisplatin and doxorubicin 
(Supplementary Fig. 9). We confirmed that cisplatin-induced phos-
phorylation of serine 20 of p53 was Chk2-dependent in the human 
LoVo colorectal cell line (Supplementary Fig. 10a). Furthermore, 
transcript levels of the pro-apoptotic gene NOXA were increased fol-
lowing treatment with all platinum agents tested in multiple human 
cell lines (Supplementary Fig. 10c–e). Taken together, the early acti-
vation of apoptosis, along with the early appearance, persistence and 
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Chk2 independence of γ-H2AX and phospho-ser18 p53, suggest a 
mechanism of cell death induced by oxaliplatin and phenanthriplatin 
that does not rely on canonical DNA-strand-break signaling.

Oxaliplatin does not induce a DNA-damage response
Considering the aforementioned rapid induction of γ-H2AX sig-
nal and early apoptosis following oxaliplatin and phenanthripla-
tin treatment, we examined γ-H2AX via immunofluorescence to 
distinguish DNA-damage-related foci from pan-nuclear γ-H2AX; 
the latter is indicative of apoptosis23,24. We observed, as expected, 
that cisplatin-treated cells had γ-H2AX foci characteristic of a 
DNA-damage response. However, similar to untreated cells, oxali-
platin- and phenanthriplatin-treated cells did not have γ-H2AX foci  
(Fig. 4a–d). Quantification of γ-H2AX signal showed that at both 4 h  
and 8 h, nearly all of the γ-H2AX signal in oxaliplatin- and phen-
anthriplatin-treated cells was derived from pan-nuclear γ-H2AX  
(Fig. 4c). Additionally, in the human LoVo cell line, we confirmed 
that oxaliplatin-treated cells had substantially fewer γ-H2AX foci as 
compared to cisplatin-treated cells (Supplementary Fig. 10f).

To further explain the absence of a DNA-damage response follow-
ing treatment with oxaliplatin and phenanthriplatin, comet assays 
were performed 6 h after treatment. Comet assays test for the pres-
ence of smaller-weight DNA fragments produced following DNA 
breaks. A neutral comet assay, most sensitive to double-strand-DNA 
breaks, indicated that oxaliplatin and phenanthriplatin treatment 

results in significantly fewer double-strand breaks than untreated or  
cisplatin-treated mouse lymphoma or human breast cancer cells  
(Fig. 4e and Supplementary Fig. 10g). Interestingly, an alkaline 
comet assay, sensitive to both single-strand and double-strand breaks, 
indicated that only oxaliplatin treatment yielded significantly fewer 
DNA breaks than either no treatment or cisplatin treatment (Fig. 4f).  
In the alkaline comet assay, S-phase cells yield longer tails than G1 
or G2 cells. This result is consistent with having a large proportion of 
cells in S phase, as in the untreated condition, particularly relative to 
oxaliplatin and phenanthriplatin treatment25.

Oxaliplatin and phenanthriplatin induce ribosome biogenesis stress
Our RNAi signatures predicted that the mechanism of action of oxali-
platin and phenanthriplatin would involve transcription or translation 
inhibition. To further explore this possibility, we first measured the 
amount of platinum on RNA and DNA after 3 h of cisplatin, oxali-
platin and phenanthriplatin treatment at LD80–90. Atomic-absorption 
spectroscopy revealed that all three compounds were present at appre-
ciable amounts on both nucleic acids (Fig. 5a). Interestingly, oxalipla-
tin treatment yielded the least amount of platinum on either nucleic 
acid—potentially because it has the lowest LD80–90 concentration.

Defects in ribosome biogenesis can rapidly induce cell death in a 
p53-dependent and DNA-damage-independent manner26. Given the 
similarity between this type of cell death and that induced by oxali-
platin and phenanthriplatin treatment, we examined ribosomal RNA 
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Figure 3 Phenanthriplatin and oxaliplatin exhibit distinct differences from cisplatin in cell-cycle profiles, γ-H2AX and p53 signaling in Eµ-Myc  
Cdkn2aArf−/− cells. (a) Results of a GFP competition assay in vivo. Fold change in GFP% was assessed relative to untreated mice after Eµ-Myc  
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(rRNA) synthesis following drug treatment. Indeed, we observed that 
within 30 min, pre-rRNA was decreased by nearly 50% in response 
to oxaliplatin and phenanthriplatin treatment (Fig. 5b). At later time 
points, pre-rRNA was upregulated many-fold by oxaliplatin and phen-
anthriplatin exposure—a phenotype paralleled by actinomycin D, a 

known inducer of ribosome biogenesis stress26, but not by cisplatin 
(Fig. 5b). Importantly, RNA polymerase II transcript levels were unaf-
fected by treatment with any of the platinum agents (Supplementary 
Fig. 11). Finally, to demonstrate on a functional genetic level that 
ribosome biogenesis stress was relevant to cell death caused by  
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Figure 4 Immunofluorescence of γ-H2AX and comet assays reveal lack of DNA damage resulting from oxaliplatin and phenanthriplatin treatment  
in Eµ-Myc Cdkn2aArf−/−cells. (a) Foci per nucleus for each condition at both 4 h and 8 h after treatment. Data are represented as mean ± s.e.m.  
for each field. *P < 0.05, **P < 0.01 or ***P < 0.001 for each group relative to untreated by one-way ANOVA with Dunnett’s multiple-comparison test.  
(b) Apoptotic cells identified via pan-nuclear γ-H2AX as a percent of total nuclei. Data are represented as mean ± s.e.m. for each field. ***P < 0.0005 
for each group relative to untreated by one-way ANOVA with Dunnett’s multiple-comparison test. (c) The sum of the integrated intensity of pan-nuclear 
γ-H2AX divided by the total RFP signal for each field. Data are represented as mean ± s.e.m. for each field. ***P < 0.0005 for each group relative to 
untreated by one-way ANOVA with Dunnett’s multiple-comparison test. For a–c, four fields were analyzed for each condition except the 4-h cisplatin and 
8-h phenanthriplatin conditions, which had five each. (d) Representative images of γ-H2AX immunofluorescence staining. Insets are 2.5× magnified. 
Blue, DAPI staining of DNA; red, γ-H2AX. (e) Quantification of tail moment after performing a neutral comet assay 6 h after indicated drug treatment. 
Box center line represents the mean, and box limits are quartiles 1 and 3, and whiskers show 10th and 90th percentiles. Right, representative images 
from each untreated, cisplatin-treated and oxaliplatin-treated cells. *P < 0.05, **P < 0.01 or ***P < 0.001 for each group relative to untreated or 
cisplatin-treated cells, by one-way ANOVA with Dunnett’s multiple-comparison test. Number of comets analyzed for untreated, cisplatin-, oxaliplatin-, 
phenanthriplatin- and actinomycin-D-treated cells were 117, 37, 77, 76 and 143, respectively. (f) Quantification of percentage of DNA in tail after 
performing a neutral comet assay 6 h after indicated drug treatment. Box center line represents the mean, and box limits are quartiles 1 and 3, and 
whiskers show 10th and 90th percentile. Right, representative images from untreated, cisplatin-treated and oxaliplatin-treated cells. *P < 0.05 for each 
group relative to untreated or cisplatin by one-way ANOVA with Dunnett’s multiple-comparison test. Number of comets analyzed for untreated, cisplatin-, 
oxaliplatin-, phenanthriplatin- and actinomycin-D-treated cells were 67, 77, 64, 50 and 91, respectively.
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oxaliplatin and phenanthriplatin, we examined the role of RPL11 
(Rpl11) in drug-induced cell death. Ribosome biogenesis stress results 
in excess subunits of RPL11 that then bind MDM2 and block the 
ability of MDM2 to bind p53 (ref. 26). shRNA-mediated knockdown 
of RPL11 in Eµ-Myc Cdkn2aArf−/− lymphoma cells and A549 human 
lung adenocarcinoma cells confers resistance to agents that induce 
ribosome biogenesis stress, including actinomycin D, rapamycin, 

mithramycin A, BMH-21 and 5-FU (Fig. 5c and Supplementary  
Fig. 12a–c). shRPL11 also induced resistance to oxaliplatin or phen-
anthriplatin treatment. Furthermore, we examined total p53 and 
cleaved poly-ADP ribose polymerase I (cPARP) levels with or with-
out an RPL11 hairpin 12 h after treating with the platinum agents and 
actinomycin D (Fig. 5d and Supplementary Fig. 12d). We saw that 
RPL11 knockdown led to diminished total p53 and cPARP levels in 
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Figure 5 Oxaliplatin and phenanthriplatin induce ribosome biogenesis stress. (a) Platinum per µg of nucleic acid, as determined by atomic-absorption 
spectroscopy as a result of 3 h of treatment of Eµ-Myc Cdkn2aArf−/− lymphoma cells with cisplatin, oxaliplatin or phenanthriplatin at a concentration 
required to achieve LD80–90 at 48 h. Data are represented as mean ± s.e.m. from three independent doses and cultures. **P < 0.005 by a two-tailed 
Student’s t-test. (b) Percentage of pre-ribosomal RNA at various time points after treatment of Eµ-Myc Cdkn2aArf−/− lymphoma cells, as determined by 
qPCR and normalized to Gapdh. Dashed red line indicates no change. Data are represented as mean ± s.e.m. from four independent doses and cultures, 
except 3-h treatment of all conditions, which had five. (c) A heat map depicting enrichment or depletion of two validated hairpins against RPL11 as 
a result of drug treatment of Eµ-Myc Cdkn2aArf−/− lymphoma cells. (d) Top, western blot for total p53, cleaved PARP (cPARP) and GAPDH 12 h after 
treatment with or without a hairpin against RPL11 in of Eµ-Myc Cdkn2aArf−/− lymphoma cells. Bottom, densitometry quantification of cPARP. Shown is 
the ratio of cPARP in the shRPL11-2 condition relative to control for each treatment. Data are represented as mean ± s.e.m. from three independent 
densitometry quantification results. (e) Representative polysome gradient after 6 h of treatment with the indicated agents in Eµ-Myc Cdkn2aArf−/− 
cells. (f) Ratio of polysomes to monosomes, normalized to the untreated condition derived from the quantification of the area under the curve (AUC) 
of monosome and polysome fractions. Data are represented as mean ± s.e.m. from three technical dosing replicates. **P < 0.01 or ***P < 0.001 for 
each group relative to cisplatin by one-way ANOVA with Dunnett’s multiple-comparison test. (g) Fraction of newly synthesized protein relative to the 
untreated condition for Eµ-Myc Cdkn2aArf−/− lymphoma cells at 9 h as measured by O-propargyl puromycin incorporation. Data are represented as mean 
± s.e.m. ***P < 0.001 for each group relative to untreated by one-way ANOVA with Dunnett’s multiple-comparison test. All conditions were conducted 
with two independent doses on independent cultures. Number of fields analyzed was 11 for untreated, 10 for actinomycin D, oxaliplatin, cisplatin and 
carboplatin, 7 for cycloheximide and 4 for phenanthriplatin. (h) Minimum percentage excess propidium iodide (PI)-negative of Eµ-Myc Cdkn2aArf−/− 
lymphoma cells under Bliss Independence, a control model of additivity, for the combination of rapamycin with either cisplatin or oxaliplatin. Data are 
represented as mean ± s.e.m. from three independent doses on independent cultures. (i) Minimum percentage excess PI-negative cells under Bliss 
Independence, for the combination of rapamycin and oxaliplatin for which co-dosing was staggered, as shown. Data are represented as mean ± s.e.m. 
from three independent doses on independent cultures. (j) RNAi signatures for rapamycin oxaliplatin, the combination of the two doses simultaneously 
or oxaliplatin 6 h before rapamycin. Both combination signatures were more similar to rapamycin than oxaliplatin. 
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cells treated with actinomycin D, oxaliplatin or phenanthriplatin, but 
not with cisplatin. This effect is particularly strong when accounting 
for p53 and cPARP induction caused by knockdown of an essential 
component of the ribosome such as RPL11. Thus, the ribosome-bio-

genesis-stress pathway is a central mediator of oxaliplatin and phen-
anthriplatin cytotoxicity.

The localization of nucleolar proteins is altered in a characteristic 
manner in response to different types of cellular stress27, including 
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impaired translation. After 8 h of treatment of Eµ-Myc Cdkn2aArf−/− 
lymphoma cells with the platinum agents and actinomycin D, we 
observed differences in the localization of nucleophosmin (NPM) 
and fibrillarin (FBL), two proteins normally localized to the nucleo-
lus (Supplementary Fig. 13a). Cisplatin treatment did not result in 
any cells with nucleolar (FBL) foci, whereas actinomycin D, oxalipla-
tin and phenanthriplatin treatment resulted in a modest increase rela-
tive to no treatment (Supplementary Fig. 13b). More notably, NPM 
was found predominantly outside the nucleus for roughly 80% of cis-
platin-treated cells, but not in the other conditions (Supplementary  
Fig. 13c). The unique localization of nucleolar proteins among plati-
num agents further indicates that oxaliplatin and phenanthriplatin have 
a mechanism of action that is distinct from cisplatin and more similar 
to that of actinomycin D.

Next, we sought to gain more insight into the influence that oxali-
platin may exert on translation machinery. To do so, we first examined 
the polysome profiles of Eµ-Myc Cdkn2aArf−/− lymphoma cells after  
6 h of treatment with cisplatin, oxaliplatin and phenanthriplatin. Cells 
treated with oxaliplatin or phenanthriplatin had significantly fewer 
polysomes relative to monosomes when compared to untreated or 
cisplatin-treated cells (Fig. 5e,f and Supplementary Fig. 14). Thus, 
the global translation machinery is markedly perturbed by oxaliplatin 
treatment. Next, to demonstrate more directly the potential disruptive 
effect that oxaliplatin treatment had on translation, we quantified 
nascent protein synthesis by means of a click-chemistry compatible 
puromycin analog28. We observed in multiple cancer cell lines that 
oxaliplatin disrupts protein synthesis as early as 9 h after treatment 
(Fig. 5g and Supplementary Fig. 15).

If oxaliplatin impairs ribosomal function, we would expect to see 
an effect of oxaliplatin treatment on the efficacy of known transla-
tion inhibitors. To examine this possibility, we treated cells with a 
combination of rapamycin, an MTOR inhibitor and known ribos-
ome-biogenesis-stress inducer, and either cisplatin or oxaliplatin. 
We then measured synergy or antagonism by comparing to the Bliss 
Independence additivity model29. We saw that the combination of cis-
platin and rapamycin was additive, as indicated by the near-zero devi-
ation from Bliss Independence (Fig. 5h). However, the combination of 
oxaliplatin and rapamycin was highly antagonistic. Interestingly, this 
antagonism was not present if oxaliplatin was dosed before rapamy-
cin, which indicates an epistatic relationship between the mechanisms 
of action of the two drugs (Fig. 5i). To further study this relation-
ship, we examined RNAi signatures to understand how the mecha-
nisms of action varied in combination. Interestingly, the signature 
was more similar to rapamycin alone than oxaliplatin alone, whether 
dosed simultaneously or dosed with oxaliplatin 6 h before rapamycin  
(Fig. 5j). This result suggests that active translation must be occurring 
for oxaliplatin to exert its cytotoxic effects.

Ribosome biogenesis stress sensitizes cells to oxaliplatin
Next, we sought to determine whether ribosome biogenesis stress was 
a central determinant of oxaliplatin efficacy in human cells and across 
diverse tumor types. To perform this analysis, we used the NCI-60 
human cancer cell line database, which includes gene-expression  
data for each cell line and its oxaliplatin treatment response. Using 
the CellMiner NCI-60 database query tool (https://discover.nci.nih.
gov/cellminer/)30, we were able to probe for the genes for which 
expression in naive cells was correlated with sensitivity to oxaliplatin 
treatment. For example, RSL24D1, the gene most highly correlated  
to treatment sensitivity, is shown in comparison to the drug-
response profile of oxaliplatin (Fig. 6a and Supplementary Fig. 16).  

By performing gene-ontology annotation via DAVID on the list 
of 417 genes whereby expression was significantly correlated with 
oxaliplatin sensitivity, we identified an enrichment of terms related 
to translation, the ribosome and rRNA (Fig. 6b)31,32. Additionally, 
gene-set enrichment analysis (GSEA) on the same set of genes 
identified “ribosome” as the only significantly enriched Kyoto 
Encyclopedia of Genes and Genomes (KEGG) pathway (Fig. 6c)33. 
Performing similar analysis for cisplatin at the same threshold used 
for oxaliplatin yielded only one gene, SFLN11. Whereas the previ-
ous analysis examined gene expression relative to the entire set of 
cell lines, we wanted to see whether the expression of translation- 
machinery was correlated with oxaliplatin sensitivity within particu-
lar cancer types. Indeed, we saw that in both lung and breast cancer 
cell lines, higher translation machinery expression was correlated 
with an increase in oxaliplatin sensitivity (Fig. 6d).

We reasoned that this increased expression of translation machinery 
represents a ‘translation addiction,’ and that ribosome-biogenesis-stress 
inducers kill by depriving the cell of translation machinery. Thus, a fur-
ther increase of translation-machinery expression would buffer against 
translation-machinery-depriving treatments such as inducers of ribos-
ome biogenesis stress. To examine this possibility, we knocked down 
PTEN (encoded by PTEN) to upregulate the MTOR pathway and thus 
elevate translation-machinery expression (Supplementary Fig. 17).  
Indeed, upon knocking down PTEN, the cells were rendered more 
resistant to the known ribosome-biogenesis-stress inducers actinomy-
cin D and 5-FU, as well as to oxaliplatin (Fig. 6e). Interestingly, we also 
saw that PTEN knockdown sensitized cells to cisplatin.

We next wanted to explore how results these might be relevant to 
the clinic. Given the frequent use of oxaliplatin for the treatment of 
colorectal cancer, we examined whether translation addiction could 
underlie oxaliplatin efficacy in this disease, as opposed to cancers for 
which oxaliplatin shows little efficacy. We compared gene expression 
between all available colorectal and ovarian tumor samples from the 
The Cancer Genome Atlas (TCGA)34,35. We then performed GSEA on 
all differentially expressed genes between the two cancer types. On the 
basis of genes that are upregulated in colorectal cancer relative to ovar-
ian cancer, GSEA identified the ‘ribosome’ as one of the most enriched 
pathways that distinguishes colorectal cancer from ovarian cancer  
(Fig. 6f and Supplementary Table 7). GSEA did not identify any nota-
ble pathway enrichment from genes upregulated in ovarian cancer 
relative to colorectal cancer (Supplementary Table 8). Collectively, 
these data argue that the efficacy and clinical utility of oxaliplatin is 
derived from its ability to induce ribosome biogenesis stress.

Finally, we wanted to determine whether we could identify corre-
lates of oxaliplatin response in cancers that are not typically thought to 
respond to oxaliplatin. Prior studies have indicated that APC (APC), a 
key negative regulator of the WNT pathway, loss in colorectal cancer 
causes a ‘translation addiction’ that is necessary for tumorigenesis36. 
Thus, we examined WNT-pathway genes and their correlation with 
translation-metagene expression in the TCGA expression databases37. 
Interestingly, we found that APC expression was significantly corre-
lated with translation-metagene expression in several cancers, includ-
ing breast and lung (Fig. 6g and Supplementary Fig. 18). We chose 
breast cancer for further examination because the NCI-60 breast 
cancer cell lines had the strongest correlation between translation-
machinery expression and oxaliplatin sensitivity. Using a panel of 
breast cancer cell lines, we confirmed that APC expression was corre-
lated with oxaliplatin sensitivity (Fig. 6h). Therefore, APC expression 
may represent a marker of oxaliplatin sensitivity in breast cancers, 
and potentially other cancers as well.
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DISCUSSION
Our findings have important implications for the evaluation of small 
molecules and their derivatives in the clinic. First, in addition to 
potential changes in drug pharmacodynamics and pharmacokinet-
ics, alterations in the nature of the ligands in platinum complexes have 
profound implications for primary mechanisms of action. Thus, plati-
num drugs might not function interchangeably with their derivatives 
in cancer regimens. This phenomenon explains an observed lack of 
efficacy for oxaliplatin in the treatment of malignancies convention-
ally treated by cisplatin, as well as the unanticipated and poorly under-
stood value of oxaliplatin as a treatment for colorectal cancer38–41. 
Second, changes in small-molecule structure can alter the molecular 
determinants of chemotherapeutic response. For example, instead 
of cisplatin, oxaliplatin has been tested as a front-line treatment for 
breast and non-small-cell lung cancer (NSCLC)42–47. Furthermore, 
recent sequencing data have shown that greater than 10% of breast 
and non-small-cell lung cancers harbor inactivating mutations in 
ATM and CHEK2 (refs. 48,49). Our data suggest that these mutant 
tumors may have differential responses to cisplatin and oxaliplatin. 
Thus, tumor mutations might represent important determinants of 
susceptibility to related platinum drugs.

Additionally, our data suggest that a ‘translation addiction’ in color-
ectal cancer is responsible for the effectiveness of oxaliplatin. Notably, 
other studies have indirectly associated the translation machinery 
with the mechanism of oxaliplatin-mediated cell killing. In one study, 
three oxaliplatin-resistant sublines were generated, and microarrays 
were performed to compare the resistant and parental cell lines50. 
In each pair of cell lines, a substantial portion of the differentially 
expressed transcripts between the resistant and parental lines corre-
sponded to genes composing the ribosome. Another study generated 
an oxaliplatin-sensitivity predictor on the basis of NCI-60 oxaliplatin 
dose responses and cell line gene-expression data51, which enabled 
prediction of the responses to oxaliplatin in both cell lines in vitro as 
well as with patient colorectal cancer xenografts. Additionally, others 
used microarray technology to identify gene-expression signatures 
that best predicted outcomes in clinical colorectal cancer cases52–57. 
Despite these unbiased approaches, their signatures consisted of 
ribosome components. Although this implies a role of the translation 
machinery in colorectal cancer, none of the aforementioned studies 
made such a connection.

MTOR-dependent translation elongation plays a crucial part in 
colorectal cancer tumorigenesis36. For example, APC-deficient lesions 
increase protein synthesis, such that the progression of tumorigenesis 
is prevented by rapamycin. Thus, translation addiction accompanies 
colorectal cancer progression, making rapamycin an attractive thera-
peutic option. Additionally, our data indicate that APC and the trans-
lation machinery are linked in other cancer types. However, despite 
numerous attempts, rapamycin has not attained a solid foothold in 
cancer treatment, owing in part to cell-intrinsic resistance mecha-
nisms, such as compensatory upregulation of PI3K signaling58, and 
the development of rapamycin-insensitive MTOR mutations59. In can-
cer types for which rapamycin has failed in clinical trials, oxaliplatin 
may be viewed as a preferable choice for the inhibition of translation. 
Moreover, given the role of tumor-intrinsic WNT signaling in sup-
pressing anti-tumor T cell immune responses60, therapies, such as 
oxaliplatin, that are more effective in WNT-activated tumors present 
a potential alternative to immunotherapy.

Although previous studies have identified differences in cellular 
response between cisplatin and oxaliplatin, ours is the first to identify  
causal links between oxaliplatin, ribosome biogenesis stress and cell 

death. For instance, oxaliplatin creates fewer cross-links per base than 
cisplatin, yet retains its cytotoxicity61. We suggest that the ability of 
oxaliplatin to cross-link DNA might be of questionable relevance, for 
we do not see activation of the DNA-damage response. However, oxali-
platin-modified DNA could still lead to the inhibition of rRNA syn-
thesis, which would ultimately be responsible for ribosome biogenesis 
stress. In addition, one can envision scenarios in which oxaliplatin-
modified rRNA, mRNA and/or protein could all potentially contribute 
to ribosome biogenesis stress. A DNA-damage-response-independent 
mechanism of cell death is consistent with previous observations that 
cisplatin- or oxaliplatin-resistant cell lines often do not exhibit cross-
resistance3. Finally, an analysis of the effects of various chemothera-
peutics at a range of concentrations on rRNA synthesis and processing 
found that, at high enough concentrations, many agents—including cis-
platin and oxaliplatin—perturb this process62. However, this study did 
not ascribe a causal link between ribosome biogenesis perturbation and 
cell death. Thus, although many chemotherapeutics may inhibit ribos-
ome biogenesis at high drug concentrations, this behavior is unlikely 
to be their primary mechanism of action. Our findings demonstrate 
that, at clinically relevant and lower concentrations, oxaliplatin causes 
ribosome biogenesis stress, whereas cisplatin does not. Thus, our work 
demonstrates that perturbation of ribosome biogenesis is functionally 
important for oxaliplatin, but not cisplatin, to mediate cell death.

METHODS
Methods, including statements of data availability and any associated 
accession codes and references, are available in the online version of 
the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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ONLINE METHODS
shRNA constructs. All shRNAs used were in the pMSCV-LTR-miR30-SV40-
GFP (MLS) retroviral vector, with the exception of RPL11 in TMPVIR63,64. 
Transfection and infection were performed as previously described6. Unless 
shown, all knockdowns were previously validated for knock-down and off-
target effects5. shRNA target sequences are listed in Supplementary Table 9.

GFP competition assays.  Eµ-Myc Cdkn2aArf−/−, Eµ-Myc p53−/− and p185+ 
BCR-Abl Cdkn2aArf−/− leukemia cells were infected with GFP-tagged shRNAs 
such that 15–25% of the population were GFP positive. One-eighth of a million 
cells in 250 µl of B-cell media (BCM) were then seeded into 24-well plates. For 
wells that would remain untreated as a control, only 1/16th of a million cells were 
seeded. Next, 250 µl of drug-containing media was added to the cells. After 24 h,  
300 µl of cells from untreated wells were removed and replaced by 300 µl of 
fresh BCM. All wells then received 500 µl of BCM before being placed in the 
incubator for another 24 h. At 48 h, cells transduced with the control vector, 
MLS, were checked for viability via flow cytometry on a BD FACScan using 
propidium iodide (PI) as a live/dead marker. Untreated wells then had 700 µl of 
cells removed and replaced with 700 µl of fresh media, followed by a further 1 
ml of fresh media. Wells for which the drug had killed 80–90% of cells (LD80–90) 
were then diluted further by adding 1 ml of BCM. Finally, at 72 h, all wells for 
which an LD80–90 had been achieved, as well as the untreated samples, were run 
via flow cytometry to determine GFP%. For shRPL11 experiments, the above 
procedures were followed except in the presence of 1 µg/ml of doxycycline, 
including 24 h of pre-incubation of the hairpin-containing cells in doxycycline. 
For all competition assays, at least three separate biological replicates were per-
formed. Here we define biological replicates as a fresh thaw that was infected, 
selected or sorted if necessary, then run through the competition assay.

RNAi signatures. Drugs were dosed to achieve an LD80–90 in Eµ-Myc 
Cdkn2aArf−/− cells by propidium iodide exclusion, as determined by flow cytom-
etry at 48 h. GFP enrichment/depletion was then determined by flow cytometry 
at 72 h. Linkage ratios and P values were generated as described previously5–7. 
All flow cytometry was conducted using a BD FACScan. For all RNA signatures, 
at least three separate biological replicates were performed. Here we define bio-
logical replicates as a fresh thaw of Eµ-Myc Cdkn2aArf−/− cells that were infected, 
selected or sorted if necessary, and then run through the signature assay.

Code availability. Parameters and code for the modified K–nearest neighbors 
(K-NN) algorithm for determining drug mechanism of action can be found in 
previous publications5,7.

Drug doses. Unless otherwise noted, all drugs were administered to  
Eµ-Myc Cdkn2aArf−/−, Eµ-Myc p53−/− and p185+ BCR-Abl Cdkn2aArf−/−,  leuke-
mia cells at a concentration to achieve an LD80–90 and 48 h, as assessed via flow 
cytometry on a BD FACScan using propidium iodide as a live/dead marker. For 
time-point experiments, a portion of each sample was cultured until 48 h post-
treatment to ensure that LD80–90 was achieved. If not, that sample was discarded 
and not included in further analysis. Similarly rigorous equipotent dosing was 
followed for adherent cell lines by first dosing over a large concentration range 
for 96 h and analyzing cell number via CellTiter-Glo (Promega). Then, for future 
equipotent doses, only, concentrations that achieved an IC80 at 96 h were used. 
For AUC calculations, whole-dose response curves were analyzed at 96 h and 
analyzed via MatLab 2015a (MathWorks). All drug doses were performed at 
least once from three independent cultures.

Cell cycle. 1–2 million cells were collected per sample after treatment with 
a concentration of drug required to achieve an LD80–90 at 48 h for Eµ-Myc 
Cdkn2aArf−/− or IC80 at 96 h for A549 and LoVo. They were washed in PBS 
and then resuspended in 1 ml of PBS + 2% FBS (FBS). Cells were then fixed 
in 70% ethanol overnight at −20 °C. Cells were then rehydrated with 5 ml of 
PBS, spun out of ethanol and then washed in PBS. Next, 1 ml of PI staining 
solution (3.8 mM sodium citrate, 50 µg/ml of PI in PBS) and 20 µl of RNAse 
A were used to resuspend the pellet. Cells were then incubated overnight at 
4 °C before FACS on a BD FACScan. Cell-cycle profiles were analyzed using 
FlowJo V10.

RNA isolation and expression analysis. Total RNA was isolated via 
QIAshredder and Qiagen RNeasy Mini Kit, and cDNA was generated via M-MLV  
Reverse Transcriptase with RNaseOUT (ThermoFisher Scientific) and random 
hexamers. RT–qPCR was performed with Fast SYBER Green Mastermix and 
StepOnePlus Real-Time PCR System (Applied Biosystems) with three biologi-
cal replicates, each with two technical replicates. Primer sequences listed in 
Supplementary Table 10.

Western blotting. Cell pellets were washed in PBS and frozen before being lysed 
in RIPA buffer. They were then boiled after the addition of Laemmli sample 
buffer and run on an SDS–PAGE gel. From the gel, they were transferred to 
Millipore immobilin-P membranes. The antibodies used were mouse anti-TRP53 
(NCL-p53-505, Novocastra; 1:500), human anti-TP53 (2524, Cell Signaling; 
1:1,000), anti-phospho TRP53 (Ser 15) (9284, Cell Signaling; 1:1,000), anti-
phospho TP53 (Ser 20) (9287, Cell Signaling; 1:1,000), anti-γ-H2AX (20E3, Cell 
Signaling; 1:1,000), anti-CDKN1A (sc-6246, Santa Cruz, 1:200), anti-cPARP1 
(9544, Cell Signaling, 1:1,000), anti-GAPDH (sc-32233, Santa Cruz, 1:200), anti-
ACTB (13E5, Cell Signaling; 1:1,000), anti-HSP90 (68/Hsp90, Becton Dickinson; 
1:6,000). See Supplementary Fig. 19 for full western blots and repetitions.

Cell culture. Eµ-Myc Cdkn2aArf−/−, Eµ-Myc Trp53−/− and p185+ BCR-Abl 
Cdkn2aArf−/− primary murine tumor cells were cultured according to estab-
lished protocols65. DT40 cells were cultured at 37 °C with 5% CO2 in RPMI-1640 
medium with glutamine (11875, Invitrogen, Carlsbad, CA) supplemented with 1% 
chicken serum (16110-082, Invitrogen, Carlsbad, CA), 1% M β-mercaptoethanol  
(M-3148, Sigma-Aldrich, St. Louis, MO), penicillin–streptomycin (15140-122, 
Invitrogen) and 10% FBS (100-106, Gemini Bio-Products, West Sacramento, 
CA). A549, SW480, LoVo, CAMA-1, Hs578T, ZR-75-1, BT549, SK-BR-3 and 
HCC1937 cells were obtained from ATCC (CCL-185, CCL-228, CCL-229, 
HTB-21, HTB-126, CRL-1500, HTB-122, HTB-30 and CRL-2336) and cul-
tured according to ATCC guidelines. All cell lines, except those obtained and 
used directly from ATCC, were tested for mycoplasma and found to be negative 
(MycoAlert, Lonza). No authentication was performed.

Cellular uptake of platinum. Two million Eµ-Myc Cdkn2aArf−/− cells were 
dosed at concentrations required to achieve an LD80–90 at 48 h or at 5 µM in 
three biological replicates. After 3 h, they were washed three times in PBS, pel-
leted and frozen. Atomic-absorption spectroscopic analysis was then performed 
as previously described66.

Structure-based hierarchical clustering. The ChemmineR R package was used 
to calculate Tanimoto coefficients and perform hierarchical clustering.

DT40 knockout-line drug-sensitivity analysis. The detailed information about 
mutant DT40 cell lines used in this study was shown previously21. To measure 
the sensitivity, cells were continuously exposed to various concentrations of 
drugs for 72 h in triplicate. Cell survival was determined using the ATPlite 1-
step kit (PerkinElmer) and an EnVision 2104 Multilabel Reader. To evaluate the 
relative cellular sensitivity of each mutant to wild-type cells, logarithm sensitivity 
curves were used to determine the concentration that causes 90% reduction of 
ATP activity (IC90). The IC90 value of each mutant was divided by that of wild-
type cells on the same plate. Finally, the quotient was converted to a logarithmic 
scale (base 2). Pairwise distances were calculated via the ‘pdist’ function with 
the Euclidian distance metric in Matlab 2013b.

Immunofluorescence staining. Eµ-Myc Cdkn2aArf−/− cells were dosed at an 
LD80–90 and after 4 h or 8 h of treatment placed on slides via cytospin. LoVo cells 
were dosed at IC80 and fixed after 12 h or treatment. Cells were then dried and 
stained with anti-γ-H2AX (20E3, Cell Signaling; 1:500) and DAPI or anti-NPM 
(B0556, Sigma-Aldrich, 1:2,000), anti-FBN (ab5821, Abcam, 1:500), and DAPI. 
AlexFluor 488 or 555 was used as a secondary and then samples were mounted 
with Prolong Gold. An EVOS FL Auto microscope was used for imaging. Image 
analysis was performed using CellProfiler on the original images.

Comet assays. Eµ-Myc Cdkn2aArf−/− cells were dosed at an LD80–90 and, after 6 h, 
were washed and prepared for either alkaline or neutral comet assays. Comet-tail  

©
 2

01
7 

N
at

u
re

 A
m

er
ic

a,
 In

c.
, p

ar
t 

o
f 

S
p

ri
n

g
er

 N
at

u
re

. A
ll 

ri
g

h
ts

 r
es

er
ve

d
.



nature medicinedoi:10.1038/nm.4291

analysis was performed using CaspLab on images that were all equally level 
adjusted in Adobe Photoshop. ZR-75-1 cells were dosed at an IC80 and, after 24 h, 
were washed and prepared for neutral comet assays. CellProfiler was used to ana-
lyze ZR-75-1 comets. The Trevigen CometAssay Kit was used for both cell lines.

In vivo competition assay. 2 million Eµ-Myc Cdkn2aArf−/− cells were partially 
infected with shChk2 and tail-vein injected into 8-week-old female C57BL/6 
mice. Cisplatin, oxaliplatin or phenanthriplatin in sterile saline were admin-
istered via intraperitoneal injection at disease presentation (7 mg/kg, 5 mg/kg 
or 3 mg/kg, respectively), and mice were killed and tumors harvested upon 
relapse, 2–3 d after treatment. Disease presentation and relapse were defined as 
the presence of palpable lymph node burden. Fold change in GFP% was assessed 
relative to untreated mice after tumor cell harvesting by flow cytometry on a 
BD FACScan. Each treatment group had five or six mice. This was chosen inde-
pendently of statistical power analysis. No randomization or blinding methods 
were used to determine treatment branches. The experiment was performed in 
accordance with MIT’s Committee on Animal Care (CAC) before execution.

Combination doses and Bliss Independence. Eµ-Myc Cdkn2aArf−/− lymphoma 
cells were treated with drug and analyzed as detailed above, except with two 
drugs in combination, in a 3 × 5–dose response matrix in which the outer wells 
were only exposed to a single drug6. The single-drug wells were then used to 
calculate the expected Bliss Independence values of the combination wells. The 
expected Bliss Independence values were then subtracted from the observed 
values. The minimum or maximum value in the matrix was then chosen as the 
minimum or maximum percentage excess under/over Bliss Independence.

Statistical analysis. Two-sided, nonparametric tests were performed unless 
otherwise specified. If two conditions were compared, Mann–Whitney U test 
was used. If more than one condition was compared to a control condition, 
then one-way ANOVA with Dunnett’s multiple-comparison test was used. If 
a t test was used, the data were first confirmed to fit a normal distribution via 
the ‘kstest’ function in Matlab 2015a. See figure legends for details on types of 
replicate and n values used.

Principal-component analysis. Principal-component analysis (PCA) was used 
to provide another means of visualizing our data, and was not used to classify 
new compounds. This was done via Matlab 2015a. The ‘pca’ function was used 
with data from Supplementary Table 4 to generate the necessary input variables 
for the ‘biplot’ function.

Bioinformatic analysis. CellMiner was used to obtain NCI-60 oxaliplatin sen-
sitivity-expression level correlation values30. Benjamini–Hochberg correction 
was then used to eliminate genes above an FDR threshold of 0.05. For the TCGA 
tumor-expression analysis, RNA-seq gene-level raw-count data for colorectal 
and ovarian cancer tumor samples that went through the same pipeline for gen-
eration of expression levels (RPKM values) (193 and 420 samples respectively) 
were downloaded from the TCGA data portal. The Bioconductor edgeR package 
in R was used to perform normalization and analysis for differential expression 
between these two cancer types67. We obtained 3,247 significantly differentially 

expressed genes between these two cancer types, with a log2-fold change in  
normalized tag counts greater than 2.5 (corresponding to a Benjamini–Hochberg 
corrected P value of 5.8 × 10−3 from a negative binomial generalized linear model fit).  
Among these genes, 1,909 and 1,338 were significantly upregulated and down-
regulated, respectively, in ovarian cancer as compared to colorectal cancer. 
Significantly correlated (NCI-60) or differentially expressed (TCGA) genes were 
then loaded in GSEA, and the pre-ranked list tool was used33.

For both NCI-60 and TCGA data sets, a translation metagene was obtained 
by averaging the expression of 120 genes known to be involved in translation 
for each. To demonstrate correlation between oxaliplatin sensitivity and trans-
lation, we plotted the GI50 values (log scale) against the metagene-expression 
levels for lung and breast cancer cell lines in the NCI-60 catalog. To examine 
associations between the WNT-pathway activity and expression levels of the 
translation machinery, we calculated Pearson-correlation coefficients of the 
translation-metagene expression with that of known WNT-pathway genes in 
the Reactome database for breast cancer samples in the TCGA database. A heat 
map of expression values of translation-machinery genes, ordered by decreasing 
APC expression values, was then plotted to visualize such correlations.

Ribosome profiling. 1 million cells for each of three replicates were harvested 
by centrifugation at 300g for 5 min, resuspended in ice-cold PBS containing  
100 µg/ml cycloheximide and centrifuged again. Cell pellets were flash-fro-
zen in liquid nitrogen. To prepare the lysate, cell pellets were thawed in lysis 
buffer (10-mM Tris-HCl, pH 7.4, 5-mM MgCl2, 1% Triton X-100, 100-mM KCl,  
0.02 U/µl Superase-IN, 2-mM DTT and 100-µg/ml cycloheximide), passed four 
times through a 26-gauge needle and cleared by centrifugation at 1,300g for 
10 min at 4 °C. The supernatant was loaded onto a 10–50% w/v linear sucrose 
gradient containing 20-mM HEPES-KOH, pH 7.4, 5-mM MgCl2, 100-mM KCl, 
2-mM DTT, 100-µg/ml cycloheximide and 0.02-U/µl Superase-IN. Gradients 
were centrifuged for 2 h at 36,000 rpm and 4 °C and then fractionated by upward 
displacement using a Biocomp Gradient Station with continuous absorbance 
monitoring at 254 nm. Traces were quantified using Fiji. Dosing of replicates was 
performed as technical replicates from the same culture that had been split into 
three the previous day. Profiling was conducted in two separate rounds, one set 
of samples together and the other two together in consecutive weeks.

Data-availability statement. The data that support the findings of this study are 
available from the corresponding author upon reasonable request. 
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The heat shock protein 90 (Hsp90) chaperone functions as a protein-folding buffer and plays a unique 
role promoting the evolution of new heritable traits. To investigate the role of Hsp90 in modulating 
protein synthesis, we screened more than 1200 proteins involved in mRNA regulation for physical 
interactions with Hsp90 in human cells. Among the top hits was CPEB2, which strongly binds Hsp90 
via its prion domain, reminiscent of the prion-like regulation of translation of Aplysia CPEB. In a yeast 
model of CPEB prion-dependent translation regulation, transient inhibition of Hsp90 amplified CPEB2 
prion activity and resulted in persistent translation of the CPEB reporter. Remarkably, inhibition of 
Hsp90 was sufficient to induce a heritable change in protein translation that persisted for 30 
generations, even in the absence of exogenous CPEB. Although we identified a variety of 
perturbations that enhanced translation of the reporter, only Hsp90 inhibition led to persistent 
activation. Thus, transient loss of Hsp90 function leads to the non-genetic inheritance of a novel 
translational state. We propose that, in addition to sculpting the conformational landscape of the 
proteome, Hsp90 promotes phenotypic variation by modulating protein synthesis. 
 
 
Introduction:  
 

Across evolution many of the molecular 
pathways underlying complex multicellular 
processes such as development and neuronal 
synapse formation evolved from basic 
environmental signaling circuits in unicellular 
organisms like yeast [1, 2]. The regulation of 
protein translation is a key hub that integrates 
extracellular signals into a cellular response [3, 
4]. Indeed, the requirement for specific 
translation regulating factors to integrate 
environmental cues and induce specific mRNA 
translation is critical in development, stress 
response and neuronal function [4, 5], and also 
for the survival of single-celled organisms.  

The members of the cytoplasmic 
polyadenylating element binding (CPEB) family 
of RNA-binding proteins act as regulators of 
development [6, 7] and synaptic protein 
synthesis [8, 9], aiding in synaptic remodeling 
and the persistence of behavioral memories [10, 
11]. The CPEB homologs can be divided into two 

evolutionarily conserved groups. The first group 
includes human CPEB1 and its orthologs from 
Xenopus and Drosophila (Orb1) [12].  The 
second group includes human CPEB2-4, the 
neuronal Aplysia CPEB and the Drosophila 
ortholog, Orb2, all of which have been shown to 
regulate synaptic function. This group of CPEBs 
possess a glutamine-rich N-terminal domain 
thought to comprise a functional prion domain 
(PrD). The ability of neuronal CPEBs to activate 
translation in response to synaptic activity 
depends largely on the prion domain [9, 13-19]; 
in the aggregated prion form, the neuronal CPEB 
is active. In the soluble form, it is dormant [13, 
19]. The prion properties of Aplysia neuronal 
CPEB were initially described in the context of 
the yeast model using a CPEB translation 
reporter as a read-out of activity [13].  When 
expressed in yeast, Aplysia CPEB maintains its 
function as a translational regulator and employs 
a prion mechanism to create stable, finely tuned, 
and self-perpetuating activity states controlling 
translation [13, 20]. While the prion-based 
activation of CPEB is evolutionarily conserved, 
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little is known concerning the mechanism that 
induces CPEB structural switching.  

In fungi, the chaperone machinery largely 
regulates protein folding and prion switching. 
Transient alteration in the chaperone machinery 
function can induce prion protein conformational 
switching, and this conformation persists for 
many generations [21-23]. The best-
characterized regulator of prion switching in fungi 
is the Hsp104 chaperone. Transient perturbation 
of Hsp104 chaperone function either by the 
introduction of chemical or genetic Hsp104 
inhibitors or by overexpression of the wild-type 
Hsp104 has been demonstrated to regulate the 
conformational switching of different prions and 
induce a heritable epigenetic trait [21-23].  
Despite its critical role in protein folding 
homeostasis in fungi, Hsp104 has no known 
metazoan ortholog, suggesting that other 
chaperones have subsumed its function. For 
example, the chaperone Hsp70 also mediates 
some prion switching events in fungi [24-26] and 
is conserved in metazoans. Another highly 
abundant chaperone is Hsp90, which is 
evolutionarily conserved from bacteria to 
mammals. The role of Hsp90 in the cell extends 
far beyond the maintenance of protein 
homeostasis. For example, the ability of Hsp90 to 
bind a repertoire of metastable protein clients 
also enables Hsp90 to facilitate the evolution of 
diverse new biological phenotypes in different 
organisms [27-29]. Recent evidence suggests 
that the Hsp90 chaperone plays a role in prion 
switching as well [30-32]. 

In this work, using a proteomic approach, 
we reveal that the Hsp90 chaperone is a 
regulator of persistent CPEB translation 
activation. We then used a reporter of CPEB 
translational activation in yeast [13, 20] to 
elucidate an endogenous yeast mechanism 
through which transient Hsp90 suppression 
induces mRNA translation that persists for many 
generations. This work demonstrates that Hsp90 
can regulate inheritance of a particular state of 
translational activity, elucidating an additional 
dimension to the role of Hsp90 as a major 
regulator of phenotypic diversity.   
 
Results  
 
Exploring the interactions of translation 
regulating proteins with the Hsp90 chaperone  

We set out to explore how HSP90 
regulates translation by characterizing the 
protein:protein interaction between HSP90 and a 
large library consisting of more than 1200 
proteins that were shown to regulate translation 
or were associated with translation regulating 
processes based on Pfam nucleotide binding 
domains and previous experimental 
characterization [33, 34] (sup table 1). To 
quantify their interaction with Hsp90, we used 
LUMIER (luminescence-based mammalian 
interactome mapping) [35] (Fig 1A). In this assay, 
each protein from  the library (bait) was Flag-
tagged and overexpressed in HEK293T cells 
stably over-expressing HSP90 fused to Renilla 
luciferase. Following immunoprecipitation of the 
flag epitope, the protein-protein interaction was 
determined by the intensity of luminescence 
(Figure 1A). The distribution of interaction 
strength across all 1247 proteins (some with 
multiple isoforms) examined revealed that 
translation-related proteins bound HSP90 rather 
infrequently, less overall than previously 
described for transcription factors [35] (Figure 
1B). We re-sequenced the plasmids encoding 
the proteins interacting with HSP90  and 
validated the Hsp90 interaction for these 
proteins. The HSP90 interacting proteins can be  
categorized as mRNA-binding, tRNA, rRNA and 
ribosomal biogenesis as well as other 
miscellaneous proteins (Figure 1C). 

 Interestingly, two CPE element binding 
proteins, CPEB1 and CPEB2, were among the 
strong Hsp90-binding proteins. We validated the 
interaction of both CPEB1 and CPEB2 with 
Hsp90 by performing a direct 
immunoprecipitation assay (Fig 1D, S1). The 
binding of CPEB2 to Hsp90 was dependent on 
its predicted prion domain as CPEB2 lacking the 
N-terminal region containing the prion domain 
(∆NCPEB2) lost the ability to interact with 
HSP90. Although other CPEB family members 
have well-categorized interacting proteins, fewer 
binding partners have been described for human 
CPEB2. We therefore adopted a proteomic 
approach and examined the protein interaction 
landscape of CPEB2 in human cells. Full-length 
CPEB2 and CPEB2 lacking the PrD (∆NCPEB2) 
were expressed in HEK293T cells and lysates 
immunoprecipitated with anti-flag. Co-
precipitating interactors were assessed by mass 
spectrometry (Fig 1E Sup table 2). Four major 
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functional categories of CPEB2 interacting 
proteins were revealed: chaperones, 
mitochondrial proteins, cell structure proteins and 
mRNA processing proteins (Fig 1E). Consistent 
with our immunoblot assay, the mass 
spectrometry results show that the Hsp90 
interaction depends on the CPEB2 PrD (Fig 1E, 
PrD-dependent interactions in red). Indeed, the 
Hsp90-CPEB2 interaction shows the highest 
dependence on the PrD,  but is not the only 
protein with this characteristic (Sup table 2).  
Thus, CPEB2 strongly binds Hsp90 in a PrD-
dependent manner. 
 
Prion-like characteristics of the human 
CPEB2 protein 
 

We determined whether human CPEB 
proteins had prion-like properties when 
expressed in yeast.  The four human CPEB 
paralogs all harbor homologous RNA-recognition 
motifs (RRMs) but possess distinct N-terminal 
regions (Fig. 2A). Overexpression of CPEB1, 
CPEB2 and CPEB3 was toxic to yeast cells (Fig. 
2B). Curiously, this was not due to the prion 
domain; indeed, removal of the CPEB2 PrD 
increased CPEB2 overexpression toxicity (Fig. 
2C). However, this trend was reversed when the 
PrD was deleted from CPEB3 and the 
homologous deletion had little effect on the 
toxicity of CPEB4, suggesting unique functions 
and/or interactions for each PrD within each 
CPEB paralog (Fig. 2C). 

To examine the ability of the CPEB2 PrD 
to maintain a distinct heritable structural state, we 
exploited the modular nature of prion domains 
and the well-characterized [PSI+] phenotype in 
yeast. The prion domain of the Sup35 protein 
can be replaced by a prion domain of interest, 
producing a protein chimera that can form 
heritable phenotypes as does the wild type 
[PSI+]. The prion properties of such a chimera 
(PrD-Sup35C) can be visualized in yeast strains 
harboring an ade1 nonsense allele. In the non-
prion state these cells form red colonies and 
cannot grow on media lacking adenine. In the 
prion state, the chimeric protein aggregates and 
sequesters the Sup35 C-terminal translation 
termination activity, resulting in a read-through of 
the pre-mature stop codon of the ade1-14 allele, 
which leads to production of a functional Ade1 
(nonsense suppression). In this [PRION+] state, 

the cells can grow in the absence of adenine and 
produce white colonies (Fig. 2D) [21].    

To test the prion properties of the human 
CPEB2 protein, we overexpressed the CPEB2 
PrD-SUP35C chimeric protein in cells lacking 
endogenous Sup35. In this isogenic background, 
the PrDCPEB2-Sup35C cells acquired two 
distinct, heritable states: exhibition of differential 
pigment accumulation when grown on rich media 
and growth on media lacking adenine (Fig. 2E, 
S2A). Furthermore, CPEB2 overexpressed in 
human cells exhibits SDS-resistant aggregation 
that is dependent on its prion domain (Fig. S2C). 
Thus, human CPEB2 exhibits many of the prion 
like characteristics previously described for the 
Aplysia CPEB [9, 13, 15, 20, 36]. The CPEB3 
PrD exhibited prion properties similar to those of 
CPEB2 (Fig. S2A-B).  

The hallmark of a prion phenotype is the 
ability to self-template and persist over many 
generations. In the context of prion-like proteins, 
their transient overexpression should be 
sufficient to induce a persistent phenotype [37]. 
The Aplysia neuronal CPEB, when expressed in 
yeast, can induce persistent activation of a 
translation reporter depending on its structural 
state [13]. The translation reporter has a 
cytoplasmic polyadenylation element (CPE) in its 
3  UTR, which mediates increased -gal ( -
galactosidase)  translation in response to CPEB 
binding [8, 15]. In the soluble state, CPEB is 
inactive, whereas in the prion aggregated form, 
CPEB induces activation of the translation 
reporter [13, 20]. We therefore examined the 
ability of the different CPEBs to induce persistent 
translation activation of the CPEB translation 
reporter upon transient overexpression in yeast. 
Expression of the CPEB proteins was induced for 
6 hours and then the induction was switched off. 
The relative translation activation was measured 
after cells were grown for ~ 7 generations in the 
absence of CPEB production (Fig. 2F). Transient 
overexpression of human CPEB2 in yeast had 
the strongest persistent activation of the CPEB 
translation reporter (Fig. 2G). 
 
Transient Hsp90 inhibition induces persistent 
translation activation 
 

The strong interaction of CPEB2 with 
Hsp90 prompted us to explore whether 
perturbation of Hsp90 activity could alter the 
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prion-like CPEB-mediated translation regulation 
in yeast. We explored if transient Hsp90 
inhibition would induce the prion-like properties 
of CPEB2 and promote a persistent increase in 
translation of the reporter even when the Hsp90 
inhibitor is absent. Cells overexpressing CPEB2 
were grown in the presence or absence of the 
Hsp90 inhibitor (radicicol) for 10 generations and 
then grown on media free of Hsp90 inhibitors. 
Transient inhibition of Hsp90 was sufficient to 
induce a persistent effect on CPEB2-mediated -
gal translation when cells were grown in liquid 
media (Fig. 3A) and on solid media (Fig. 3B). 
Thus, suppression of Hsp90 activity augments 
the CPEB2-mediated translation activation in a 
self-sustaining manner.  
 
Endogenous activation of the CPEB 
translation reporter in yeast in the absence of 
exogenous CPEB  
 

Strikingly, transient Hsp90 inhibition had a 
significant effect on the persistent translation of 
the CPEB translation reporter even in the 
absence of exogenous CPEB (Fig. 4A). Although 
in the absence of exogenous CPEB the 
activation of the  translation reporter was lower it 
still exhibited persistent high activity upon 
transient Hsp90 inhibition. This suggests the 
existence of an endogenous yeast mechanism 
that is affected by Hsp90 and regulated in a 
fashion similar to the regulation of exogenous 
CPEB. Suppression of Hsp90 activity for ten 
generations induced a persistent translation 
output in cells that was observable after growth 
on solid media without Hsp90 inhibitor for 
approximately 15 generations, as indicated after 
replica-plating onto x-gal plates (Fig 4B). Thus, 
even in the absence of exogenous CPEB, 
inhibition of Hsp90 induced a persistent 
translation output in cultures grown in either 
liquid or on plates.  

We next explored the effect on the mRNA 
levels of the CPEB translation reporter ( -gal) 
upon treatment  with an Hsp90 inhibitor and the 
persistent effect of this exposure (“memory 
state”) compared to control. To do so, we initially 
performed quantitative PCR on the -gal open-
reading frame on both total RNA and the poly-A 
selected fraction.  In both cases, no significant 
changes in mRNA levels were observed under 
any of the conditions (Fig 4C-D). We then 

performed polysomal fractionation followed by 
specific probing of the CPEB reporter (Figure 4E-
F). In the memory state, -gal mRNA shifted to 
the heavier polysomal fractions (Fig 4F), 
indicating greater translational throughput. Thus, 
the -gal expression induced following transient 
Hsp90 inhibition is, indeed, due to increased 
translation with no detectable increase in the 
levels of -gal mRNA.  

In the process of these experiments, it 
came to our attention that the CPEB translation 
reporter used in the original report [13] included a 
predicted stem-loop structure in the 5 UTR that 
repressed its translation (LacZ-CPE). This 
structure was absent in the control reporter used 
in the same study (SYM-CAM) (Fig. S3A-F) [13]. 
To rule out the possibility that this stem loop 
might contribute to the CPEB-mediated 
translational activation, we made several 
adjustments to the original CPEB reporter. First, 
we removed the stem loop to eliminate the 5 UTR 
suppression. Second, we replaced the strong 
constitutive promoter with a weaker constitutive 
promoter (TDH3 promoter to SUP35 promoter) to 
decrease the level of transcription. Third, we 
replaced the long CPE-containing 3 UTR (Fig. 
S3A) with a short CPE element taken from the 
ADH1 3 UTR from C.albicans.  Transient Hsp90 
suppression was effective in inducing the 
persistent activation of -gal in both the original 
and modified versions of the CPEB translation 
reporters (Fig. S3D-H). Thus, the induction of -
gal translation is not affected by altering 
promoters, or translation initiation inhibition in the 
form of a stem loop in the 5 UTR, suggesting that 
the regulation indeed arises from the 3 UTR.  
 
Translation activation induced by transient 
Hsp90 inhibition is reversible  
 

In yeast, prion conformational switching is 
a rare event and has a low frequency of 
spontaneous reversion [38]. Reasoning that the 
activation of the CPEB translation reporter would 
also show trans-generational persistence, we 
tracked the persistence of reporter translation 
induction by transient Hsp90 inhibition to 
determine its reversibility. We treated cells with 
an Hsp90 inhibitor or DMSO as a control, grew 
out single colonies from both groups in the 
absence of the Hsp90 inhibitor and quantified the 
levels of the translation reporter for a span of 
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almost 40 generations (schematic representation 
in Fig. 5A). Persistent activation of translation 
was significant after 20 generations and then 
gradually declined. Persistent activation 
remained significant for up to 30 generations, but 
not after 40 generations (Fig. 5B-C). Exploring 
the distribution of single colonies (Fig. 5C) further 
emphasized that the induction of translation and 
persistence were not uniform across clones 
despite all having been derived from a single 
clone prior to Hsp90 inhibition. The loss of 
translational memory after 40 generations 
indicates that this phenomenon is distinct from 
canonical prions as these would be expected to 
persist indefinitely in the lineage of most 
activated cells. 
 
Aggregation of the 3 UTR-processing protein 
Hrp1 induces the CPEB translation reporter 
 

Based on our finding that transient Hsp90 
inhibition results in persistent activation of the 
CPEB translation reporter, we hypothesized that 
other modifications of protein homeostasis might 
elicit translational activation. Hrp1, a component 
of the 3 UTR-processing complex, was previously 
suggested to be the functional CPEB homolog in 
yeast [20]. Like CPEB, Hrp1 contains PrD and 
RRM domains and was recently shown to be 
highly aggregation prone [39]. To determine 
whether induced aggregation of Hrp1 promoted 
activation of the CPEB translation reporter, we 
assessed the effect of expressing an 
aggregation-prone mutant of Hrp1 (PY-mutant, 
[40]). Indeed, overexpression of the Hrp1 PY-
mutant resulted in detectable aggregates (Fig. 
S4A).  We further introduced the Hrp1 PY-mutant 
into the yTRAP (yeast transcriptional reporting of 
aggregating proteins) reporter system [39] (Fig. 
6A). As expected, the expression of wt Hrp1 
resulted in increased fluorescence compared to 
the PY-mutant (Fig. 6B), which in the yTRAP 
system indicates that the wt protein has greater 
solubility. This change in yTRAP signal was not 
due to decreased levels of the protein (Fig. S4B).  
Next, we introduced the CPEB translation 
reporter into the Hrp1 yTRAP strains to 
simultaneously monitor the Hrp1 aggregation 
state and the levels of translation.  Under these 
conditions, the strains expressing wt Hrp1 
exhibited a basal level of translation reporter 
activity, while the strains expressing the mutant 

aggregated form of Hrp1 exhibited heightened 
translational output as indicated by increased -
gal activity (Fig. 6C). These results suggest that 
the aggregation of a component in the 3 UTR 
processing machinery can mediate the induction 
of translation of the CPEB reporter.  
 
Perturbation of vacuole signaling induces the 
CPEB translation reporter but does not lead 
to translation memory  
 

A more detailed time course analysis of 
translation reporter activation following Hsp90 
inhibition revealed that activation peaked during 
the beginning of an alteration in growth rate 
associated with the yeast diauxic shift (Fig. 7A). 
Surprisingly, after removal of the Hsp90 inhibitor, 
this synchronous translation activation persisted, 
suggesting that both the original induction of 
translation and the persistent induction of 
translation depend on a specific cell state (Fig. 
7A, bottom). One characteristic of the diauxic 
shift is that, during this time, the vacuole is the 
source of much of the nutrient signaling [41, 42]. 
To explore whether vacuolar signaling is involved 
in regulating the CPEB translation reporter, we 
genetically deleted various components of 
vacuolar pumps and measured the effects on 
translation output (Fig. 7B).  Interestingly, genetic 
suppression of Vma1, a critical component of the 
V-ATPase complex, increased translation of the 
CPEB reporter (Fig. 7B). Hsp90 inhibition did not 
induce apparent Vma1 aggregation or 
mislocalization (Fig. S5A-C) but rather resulted in 
reduced protein levels of Vma1 (Fig. S5C). 
Deletion of other components of the V-ATPase 
complex also induced the translation reporter, 
suggesting that the effect on translation is not 
specifically due to regulation of Vma1 but rather 
due to impairment in V-ATPAse functionality (Fig. 
S5D). Further examination of organelle 
morphology following Hsp90 inhibition revealed 
some mitochondrial structure abnormalities (Fig. 
S5E), suggesting that translation activation 
induced by Hsp90 inhibition might involve the 
vacuolar-mitochondrial axis.  

The V-ATPase function of acidifying the 
vacuole can affect a large subset of vacuole 
functions. For instance, many vacuolar pumps 
depend on the proton gradient generated by the 
V-ATPase complex. To identify signaling 
components downstream of Vma1, we over-
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expressed specific vacuolar pumps in the 
background of the Vma1 deletion to determine if 
any would reverse the -gal activation observed 
in that strain. Overexpression of the vacuolar 
iron/copper transporter Fet5 completely 
eliminated the Vma1 deletion-induced -gal 
activation (Fig. 7C). Fet5 is a multi-copper 
oxidase that plays a role in iron transport [43] 
and recently was shown to regulate iron recycling 
during diauxic shift [44]. Culturing cells in media 
depleted of iron and copper was sufficient to 
increase the expression of -gal from the CPEB 
translation reporter and the effect was additive to 
radicicol activation (Fig. S5F). Thus, signals 
associated with iron homeostasis that arise from 
the vacuole and are potentially mediated by Fet5 
affect the translation of the -gal CPE-reporter.  

If Hsp90 inhibition induces the persistent 
translation of the CPEB reporter solely through 
Vma1 suppression, we would expect a similar 
outcome with transient suppression of the V-
ATPase complex.  Indeed, the V-ATPase 
inhibitor Concanamycin A (ConcA), like the 
Hsp90 inhibitor, induced activation of the 
translation reporter (Fig. 7D). However, 
persistent translation activation was only 
achieved with Hsp90 suppression (Fig. 7D).   
Thus, Hsp90 inhibition is specific and unique in 
inducing and promoting a heritable change in 
protein translation.  
    
Discussion   
 

In this work, we establish an intriguing 
phenomenon of Hsp90-regulated, non-
genetically inherited translation memory. We first 
established a strong link between the human 
CPE element binding protein 2 (CPEB2) 
translation regulation and the Hsp90 chaperone 
by surveying the protein-protein interactions of 
HSP90 with a large library of RNA-binding 
proteins. We discovered a strong protein-protein 
interaction between CPEB2 and HSP90 that is 
mediated by the prion-like domain of CPEB2. 
The functionality of this protein-protein interaction 
is revealed upon Hsp90 inhibition: even transient 
suppression of Hsp90 is sufficient to induce the 
activation of the CPEB translation reporter in the 
yeast model. This translation activation is 
persistent and gradually declines over 40 
generations.  Moreover, transient suppression of 
Hsp90 induces the persistent translation 

activation of the CPEB translation reporter even 
in the absence of exogenous CPEB 
overexpression, suggesting yeast possess an 
endogenous CPEB-like molecule that mediates 
translational memory. Although other 
perturbations, including iron-copper depletion 
and V-ATPase deletions, can affect the 
translational reporter, Hsp90 inhibition was the 
only identified stimulus that triggered persistent 
activation over many generations of growth. 
Thus, another Hsp90 interactor likely acts like 
CPEB2 to induce the translation of mRNAs. 

The evolutionarily conserved family of 
CPEB proteins can be subdivided by the 
presence or absence of a prion domain. In 
Aplysia, Drosophila and mice, the prion domain 
has distinct functions in promoting CPEB activity 
[9, 13-18, 36]. In humans, there are four 
homologs of CPEB; three (CPEB2-4) contain a 
predicted prion-like domain and one does not 
(CPEB1). Using the translation assay originally 
designed to characterize the prion properties of 
the Aplysia CPEB [13], we show that the 
expression of human CPEB2 yields the strongest 
heritable activation of translation. The prion 
domains of both CPEB2 and CPEB3 enable 
prion-like inheritance. However, the function of 
these domains seems to be specific and unique 
in the context of the whole protein as its absence 
increases the toxicity of CPEB2 but reduces the 
toxicity of CPEB3. Moreover, our proteomic 
analysis revealed that the PrD of CPEB2 is 
crucial for mediating specific protein-protein 
interactions, including interactions with the 
chaperone Hsp90, proteins involved in mRNA 
translation regulation, tubulin and mitochondrial 
translocation proteins (TIM8 and TIM13). 
Interestingly, CPEB3 protein-protein interaction 
fall largely within the same functional interaction 
as for CPEB2 however different PrD-dependent 
protein-protein interaction was observed for 
CPEB3.  

The strong interaction between the PrD of 
CPEB and Hsp90, along with the profound 
induction of the translational memory upon 
Hsp90 inhibition suggests that Hsp90 is a key 
mediator of the prion-like phenotypes of CPEB. 
CPEB2 overexpression was sufficient to promote 
the activation of translation as previously shown 
for the Aplysia CPEB [13]. However, the Hsp90 
inhibition further enhanced this activation of 
translation in a heritable fashion. The surprising 

All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



finding is that suppression of Hsp90, even in the 
absence of exogenous CPEB, can induce a 
persistent and inherited translation phenotype in 
yeast. Although this activation is lower in 
magnitude than the one observed in the 
presence of CPEB, it is nevertheless sufficient to 
promote a heritable translation phenotype that 
declines gradually over 40 generations.  

We believe these data are best explained 
by the existence of an endogenous yeast RNA-
binding protein with prion-like properties with 
similar structure–function characteristics as 
described for the CPEB proteins [16-20, 45], and 
for simplicity will be termed [CPEB] prion. The 
enhancement of the [CPEB] phenotype by 
overexpression of exogenous CPEB and induced 
Hrp1 aggregation support a model of altered 3  
UTR regulation. Although the aggregated Hrp1 
induced the translation, we have no additional 
evidence to support the fact that Hrp1 is the 
yeast [CPEB] prion. However, the aggregation of 
an element from the 3 UTR processing complex 
could potentially induce the sequestration or co-
aggregation of the actual [CPEB] prion as 
reflected by the induction of translation by 
aggregated Hrp1.  Many of the yeast RNA-
binding proteins contain segments resembling 
prion-domains and have the ability to form stable 
aggregates [21, 46-48].   In some cases, as 
shown for Whi3 and Rim4, aggregation is an 
integral part of their biological function [45, 49, 
50]. Supporting the possibility that the [CPEB] 
prion phenotype is mediated by a protein-based 
mechanism mediated by an RNA-binding protein.  

In our model, upon transient Hsp90 
suppression, the endogenous yeast prion 
transitions from the [cpeb] translation inactive 
state to the  [CPEB] prion state that self-
templates additional functional aggregates 
resulting in persistent translation activation of 
specific mRNAs. This prion-like phenomenon 
replicates enough to provide 30 generations of 
phenotypic consequences without the 
exponential dilution that would occur for non-
prion assemblies. However, ultimately this prion-

like state is not stable and through either its own 
instability or the action of Hsp90, is eliminated 
after additional generations. The [CPEB] prion 
activity following Hsp90 inhibition peaks at the 
diauxic shift and is also strongly affected by the 
V-ATPase and iron-copper signaling. This might 
suggest that the induction of the [CPEB] prion 
protein expression or stabilization (or post-
translational modification) is achieved at the 
diauxic shift stage and is regulated by lysosomal 
signaling. Perturbing this regulation alters the 
activation of the CPEB translation reporter but 
does not result in heritable [CPEB] prion state 
with persistent translation activity as observed in 
the case of Hsp90 suppression (Fig. 8). Thus, 
Hsp90 inhibition is unique in promoting the 
[CPEB] prion persistent translation activation 
revealing yet another mechanism through which 
this powerful chaperone enhances phenotypic 
variation.   
 
Acknowledgments 
This work is dedicated to the special times and 
people of the Lindquist lab and to Susan Lindquist 
that enabled us to flourish in this amazing 
environment that tragically came to an end. Thanks 
to all the Lindquist lab members that stuck around 
the hard times and helped in many ways beyond 
the work itself, and the Lindquist lab alumni that 
reached out and gave much support. Special 
thanks to Linda Clayton for the constructive reading 
and comments and the general support over all the 
years. We would like to thank Gerald Fink for his 
supervision and constructive comments, Dirk 
Landgraf for the endogenously tagged fluorescent 
yeast strains and Kausik Si for the human yeast 
codon optimized CPEB PrD plasmids.   P. Tsvetkov 
was supported by EMBO Fellowship ALTF 739-
2011 and by the Charles A. King Trust Postdoctoral 
Fellowship Program. This work was supported by 
the Mathers foundation. S.L. was an investigator of 
the Howard Hughes Medical Institute. 

 

All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



 
References : 
 

All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



 

All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder.. https://doi.org/10.1101/366070doi: bioRxiv preprint 



-2 0 2 4 6
0

100

200

300

400

4.5%

B

1247 translation associated proteins

Hsp90 LUMIER assay

A

C

tRNA
PARS2
QARS
SARS

NSUN2 HSP90

mRNA
NUFIP2
CPEB1
CPEB2

3x Flag
BAIT

(1647 RBPs) RLuc

PREY
(Hsp90)

Y
FLAG capture 

RBP

RLuc

Hsp90

rRNA
DKC1
PPAN
PWP2
TBL3
BOP1

GNB2L1 (RACK1)
C3ORF26 (CMSS1)

DHX30

ribosome
other

EIF2C3 (AGO3)
IGHMBP2
POLR2A
PRPF38B
OASL

HSP90-RBP validated interactions

IB: Hsp90

IB: Flag

CPEB2

∆N
CPEB2

∆N
CPEB3

CPEB3

V-S
rc

YFP CPEB1

293T cells

PrD RRM

HSP90AA
HSP90AB

HSPA5
CCT3
CCT5
TCP1

TIM8
TIM13

SLC25A6
SLC25A13

PYCR1
LONP1
TUFM

SLC25A5

TUBB6
TUB4A

TUBA3C
ACTB
TUBB
TUB4B

DDX1
CNOT1

HNRNPU
HNRNPL
HNRNPH
HNRNPA1

DDX3X
FUS

HNRNPD

HNRNPAB
PABPC1

HNRNPA2B1
HNRNPK
HNRNPM

DHX9
LRPPRC

HIST1H4A
DDX5

CPEB2

MitochondriaStructuralmRNA Chaperones

PrD dependent interaction
PrD independent interaction

HSPD1
HSP701A

HSPA8
HSPA4
HSPA9

E

D

Figure 1. Proteomic approaches reveal a strong interaction of HSP90 with the CPE element binding protein 2 (CPEB2). 
(A) Schematic representation of the LUMIER assay for high throughput characterization of protein-protein interactions. 1647 Flag-tagged 
bait proteins (RBPs) are over expressed in 293T cells over expressing Hsp90 tagged with renila (Prey). Flag capture is performed in lates 
and the degree of protein-protein interaction is assessed by luminescence intensity .   
(B) Distribution of the Z-scores of all examined RBP interactions with Hsp90. 4.5% of the 1247 unique proteins (1647 with different 
isoforms) analyzed RBPs have a Z-score > 1.5.  
(C) Schematic of the classification of hits from the LUMIER assay that were validated to strongly bind HSP90 (raw data in Fig. S1). The 
CPE-element binding (CPEB) proteins are marked in red.  
(D) Flag-tagged CPEB1-3 proteins, CPEB2-3 lacking their PrD (DNCPEBs) and GFP and v-Src (used as controls) were over expressed 
in 293T cells and lysates immunoprecipitated with anti-flag beads. Interaction with the endogenous HSP90 was evaluated by 
immunoblotting with the indicated antibodies.  
(E) Schematic representation of proteins shown to associate with CPEB2 by mass spectrometry when over expressed in 293T cells. 
Proteins are classified according to the most abundant categories (Chaperones, Mitochondrial, Structural or mRNA-associated proteins). 
In red are the specific protein-protein interactions that were lost when the PrD domain of CPEB2 was deleted.  
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Figure 2. Characterizing human CPEB prion-like properties and Hsp90 interactions.  
(A) Phylogenetic tree representation of the human CPEBs, Drosophila  (Orb2) and predicted yeast (Hrp1) orthologs. The functional 
domains (RRM- green, Zinc finger- red, Serine-rich-turquoise and PrD- purple) are shown on the four human CPEB homologs.    
(B-C) Yeast harboring Gal promoter full length (B) or PrD deleted (C) CPEBs tagged with mKate were grown overnight and then spotted 
onto expression-inducing plates (Galactose, upper) and uninducing plates (Glucose, lower) with 4-fold serial dilutions.   
 (D) Schematic representation of the PrD-Sup35C assay. Cells in the [PRION+] state will read through the ade 1-14 mutation to produce 
a functional Ade product. This enables growth on plates lacking adenine. The resulting colonies are white due to lack of accumulation of 
red pigment.  
(E) Sup35C assay of the CPEB2 PrD. Shown is the ability of two distinct heritable conformations of the CPEB2PrD-Sup35C , white 
[CPEB2] and the red [cpeb2], to grow on medium lacking adenine and ¼ YPD.  
(F-G)  Schematic representation of the experiment (F). 426 CPEBs under the control of the Gal promoter and tagged with mKate were 
introduced into the W303 alpha GEM strain. These yeast were then mated to a W303 strain expressing the CPEB β-gal translation 
reporter.  The overexpression of CPEBs was achieved by incubating the cells ON in raffinose and then diluting them to an OD of 0.1 in 
2% galactose. After 6 hours, the cells were diluted 1:100 into glucose-containing media and grown overnight (~ 7 generations). The 
OD600 and β-gal activities were then measured (G).  The mean and SD of activity is presented, unpaired t-test was used for statistical 
analysis.  
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Figure 4. Transient suppression of Hsp90 activity induces a persistent translation activation in the absence of exogenous 
CPEB over expression.  
 (A) Control and CPEB2-overexpressing cells were grown overnight with and without 5uM radicicol. Cells were then diluted 1:1000 
and grown 24 hours in media lacking Hsp90 inhibitors The persistent effect of transient Hsp90 inhibition on translation was examined 
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(B) Cells were grown in liquid in the presence or absence of 5 uM radicicol and then plated on plates devoid of the Hsp90 inhibitor. 
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Figure 5. Endogenous activation of the CPEB translation reporter in yeast in the absence of exogenous CPEB
 Cells were grown in the presence or absence of 10uM radicicol and then plated on plates devoid of the Hsp90 inhibitor. After cells 
formed colonies, the plates were replica plated onto x-gal-containing plates to assess the persistence of β-gal activity. 
(A-C) Cells were grown in the presence or absence of 10uM radicicol and then plated on plates devoid of the Hsp90 inhibitor. 48 
individual colonies were picked and β-gal activity assessed after overnight growth (i). β-gal activity was further measured after 
dilution (1:1000) and an additional 24-hour growth period (ii), and again after sequential dilution (1:1000) and another 24-hour growth 
period (iii). Paired t-tests were conducted for statistical analysis. The schematic representation of the experiment (A), the median +- 
SD of the  β-gal activity (B) and the overall frequency distribution of the individual colonies examined (C) are presented for the 
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Figure 7. Perturbation of the vacuole-mitochondria axis induces the activation of translation but the effect is not 
persistent.  
 (A)  The time course of fold activation of β-gal was analyzed when cells were grown in the presence or absence of the Hsp90 
inhibitor radicicol (upper, induced state) and after cells were diluted 1:1000 and grown in the absence of the drug (lower memory 
state).  
(B) β-gal activity was analyzed in strains deleted for different vacuole-associated proteins that harbored the CPEB translation 
reporter.   
(C) The indicated vacuolar pumps were overexpressed on the background of VMA1 deletion and the activity of the CPEB 
translation reporter was analyzed.  
(D) The induction and persistence of β-gal activity was analyzed in cells harboring the CPEB translation reporter. Cells were 
treated  with the indicated concentration of drugs  (ConcA- concanamycin A (V-ATPase inhibitor), GndHCl (Hsp104 inhibitor), 
FK506 (Calcineurin inhibitor). The persistent effect was analyzed after cells were diluted 1:500 and grown in the absence of the 
drugs for 24 hours.   
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Methods 
 
Clones and Human cell lines – To create the translation related gene library, genes with 
known RNA binding domains (pfam), or those annotated to have translation regulating 
function by Gene Ontology, Uniprot,  and literature curated. The specific clones were 
collected from the human ORFeome [51], and those absent were cloned from cDNA by 
PCR.  Clones were transferred into pcDNA3.1-based mammalian expression vector 
containing a C-terminal 3 × FLAG tag [35, 52] using Gateway recombination. Inserts were 
verified using restriction digestion (BsrGI, NEB) and Sanger sequencing. HEK293T cells 
Reporter cell lines stably expressing Renilla luciferase (Rluc)-tagged HSP90 (HSP90β) 
were previously described [35].  
 
LUMIER assay –  The LUMIER assay was conducted as previously described [35]. 3 × 
FLAG-tagged bait proteins were transfected into stable 293T cell line in 96-well format 
with polyethylemine (PEI). Two days after transfection, cells were washed in 1 × PBS and 
lysed in ice-cold HENG buffer (50 mM HEPES-KOH [pH 7.9], 150 mM NaCl, 20 mM 
Na2MoO4, 2mM EDTA, 5% glycerol, 0.5% Triton X-100). The lysate was transferred to 
384-well plates coated with anti-FLAG M2 antibody (Sigma-Aldrich). Plates were 
incubated in cold room for 3 hr, after which plates were washed with the lysis buffer using 
an automated plate washer. Luminescence in each well was measured with an Envision 
plate reader using Gaussia FLEX luciferase kit (New England Biolabs). The normalized 
luminescence Z scores was used as a quantitative interaction measure. 
 
Immunoprecipitation –  HEK293T cells were transfected with 3xflag tagged bait 
proteins. 48 hours after transfection cells were washed in 1 × PBS and lysed in ice-cold 
HENG buffer. Proteins were immunoprecipitated using flag conjugated beads at 4oC for 
3 hours.  Beads were then washed in HENG buffer to remove non-specific interactions 
and immunoprecipitated proteins were removed from beads by addition of loading buffer 
and heating  5min 95oC. Samples were then loaded on Bis-Tris 4%–12% PAGE, and 
analyzed by western blotting on nitrocellulose membranes.  
 
 
SDD-AGE- SDD-AGE was performed as detailed in [21]. A final concentration of 1% SDS 
was used in the loading buffer. 
 
Read through assay- ade1-14 read-through was assessed as detailed in [21].  Briefly, 
the CPEBPrD-Sup35C chimeras were individually expressed in the YRS100 strain (a 
derivative of YMJ584), where the endogenous Sup35 protein has been deleted, but the 
activity of this essential protein is covered by 416GPDSup35C. Then a plasmid shuffle 
was performed by plating the cells in 5-fluoroorotic acid (5-FOA). Therefore, the CPEB 
PrD-Sup35C was the only source of Sup35C activity in these cells. 

Polysome profiling- Yeast lysates were prepared as described [53]  with minor 
modifications. Briefly, samples were rapidly collected using filtration and ground to a fine 
powder using a Freezer/Mill (SPEX SamplePrep) and stored at -80 °C. Lysates were 
thawed and resuspended in lysis buffer (10mM Tris-HCl, pH 7.4, 5mM magnesium 
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chloride, 1% Triton X-100, 1% sodium deoxycholate, 100mM KCl, 0.02U/µL Superase-
IN, 2mM DTT, and 100µg/mL cycloheximide), and homogenized on a Disruptor Genie 
(Scientific Industries) for 1 minute. The supernatant was loaded onto a 10-50% w/v linear 
sucrose gradient containing 20mM HEPES-KOH, pH 7.4, 5mM MgCl2, 100mM KCl, 2mM 
DTT, 100µg/mL cycloheximide, and 0.02U/µL Superase-IN. Gradients were centrifuged 
for 2hr at 36,000 r.p.m. and 4°C and then fractionated by upward displacement using a 
Biocomp Gradient Station with continuous absorbance monitoring at 254nm. Luciferase 
RNA (Promega) for qPCR normalization was added to fractions of equal volume 
immediately after collection. Total RNA was extracted using TRI reagent (Ambion) 
according to the manufacturer’s instructions.  
 
Mass spectrometry analysis-, immunoprecipitation was conducted as described above 
and analysis of proteins was conducted from the SDS-PAGE gel lanes for each sample 
were subdivided into 15 molecular weight regions. These gel bands were reduced, 
alkylated and digested with trypsin at 37oC overnight.  The resulting peptides were 
extracted, concentrated and injected onto a Waters HPLC equipped with a self-packed 
Jupiter 3 µm C18 analytical column (0.075 mm by 10 cm, Phenomenex).  Peptides were 
eluted using standard reverse-phase gradients.  The effluent from the column was 
analyzed using a Thermo LTQ linear ion trap mass spectrometer (nanospray 
configuration) operated in a data dependent manner.  The resulting fragmentation spectra 
were correlated against the known database using SEQUEST.  Scaffold Q+S (Proteome 
Software) was used to provide consensus reports for the identified proteins. 
 
Creating the new CPEB translation reporters- The original 315 LacZ CPE reporter was 
the original reporter described (ref), and the control SYM-CAM was also previously 
described (ref).  
Removing the loop from original LacZ-CPE reporter- Removing the loop at the 5’UTR of 
the original LacZ-CPE reporter was done by digesting the plasmid with NcoI and SpeI, 
gel purification of the digested fragment and ligation. The plasmid was validated by 
sequencing to ensure that the plasmid retained the ORF sequence. This resulted in the 
LacZ-CPE no loop CPEB translation reporter.   
Changing the Leu2 cassette to HIS3- The Leu promoter driving Leu2 gene was cut out 
from original reporter with BrgI and KapI digest.  TEF promoter driving HIS3 gene with a 
TEF terminator were inserted by Gibson assembly following PCR reaction with the 
following primers.  
His Fw Primer: gtttggccgagcggtctaagGACATGGAGGCCCAGAATAC  
His Rv Primer: gaatttcatttataaagtttatCAGTATAGCGACCAGCATTC  
Replacing TDH3 promoter with loop with Sup35 promoter- Sup35 promoter was used to 
replace the TDH3 promoter and the strong stem loop at the 5’ UTR of the 315 LacZ CPE 
reporter. This was done by  PCR of the SUP35p  using the following primers: 
Fw Sup35p: ctcgccatttcaaagaatacCAACCACACAAAAATCATACAAC 
Rv Sup35p: tcttttttggctccatggcaTGTTGCTAGTGGGCAGATATAG 
The reporter was digested with HindIII and SnaBI  and the Sup35 promoter was inserted 
using Gibson assembly. Resulting in the Sup35p Lacz-Sv40-CPE translation reporter.  
Replacing the SV40 CPE 3’UTR with an ADH1 terminator – initially a NheI digest site 
was introduced after the stop codons of LacZ to enable the manipulation of the 3’UTR 
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sequence. The NheI digest site was introduced by PCR of the backbone plasmid with 
the following primers: 
Fw Backbone (NheI)  (51-mer):  
TGGTCTGGTGTCAAAAATAATAATAAgctagcCCGGGCAGGCCATGTCTGC 
Rv backbone  (54-mer): 
CTCTTCTTTTTTGGCTCCATGGCAgtttaaacTGTTGCTAGTGGGCAGATATAG 
The LacZ ORF was amplified with the following primers: 
Fw LacZ (PmeI)  (30-mer): gtttaaacTGCCATGGAGCCAAAAAAGAAG 
Rv PCR lacZ  (34-mer): GCTagcTTaTTaTTATTTTTGACACCAGACCAAC 
The two amplified segment were assembled using Gibson assembly.  
 The Sup35p LacZ-SV40-CPE CPEB translation reporter with the new NheI digest site 
was digested with NheI SacII to remove the SV40-CPE 3’UTR and an ADH1 3’UTr was  
Amplified using the following primers: 
Fw ADH1:  gtctggtgtcaaaaataataataagctagcTAAGCAAATAGCTAAATTATATACG 
Rv ADH1:  
cgaattggagctccaccgcggtggcggccgCAACTGTATAAGATAGTAATAAAAATATCG 
The fragments were assembled by Gibson assembly method to yield the Sup35p-LacZ-
ADH1 CPEB translation reporter .  
 
Vma1-mCherry tagging- The tagging was performed as previously described [54] 
using pFA6a_mCherry_HPHMX  as template and the following primers : 
VMA1Cterminal tagging f1: CGGCCTTGTCTGATAGTGATAAGATTACTTTGGATG 
VMA1Cterminal tagging r1: 
ATCAACCTGTAGGGTTCTATCGGTAGATTCAGCAAATCTTTCTTGCATAGTGCTCAA
C 
VMA1Cterminal tagging f2: 
GTTTAAACGAGCTCGAATTCGATATATGTAGCATTTATCTTCTGGTATATTTGTTAG 
GTTTAAACGAGCTCGAATTCGATATATGTAGCATTTATCTTCTGGTATATTTGTTAG 
VMA1Cterminal tagging r2: CTACCTCATAATGGATCTAAATTGCATACTAATCTCAC 
 
Quantitative PCR analysis- total RNA was purified via phenol/chloroform separation 
using phase lock tubes (five prime) followed by ethanol precipitation as previously 
described [55]. RT-PCR PCR was conducted with either poly-T primers or random 
primers using Superscript III (Thermo fisher) according to manufactures protocol. qPCR 
was performed with the primers for LacZ (set of 5 pairs) and the genes for normalization 
[56] (ALG9, TAF10, TFC1)  
fLacZ1: ATC TTC CTG AGG CCG ATA CT 
rLacZ1: CGG ATT GAC CGT AAT GGG ATA G 
fLacZ2: CCA ACG TGA CCT ATC CCA TTA C 
rLacZ2: TTC CTG TAG CCA GCT TTC ATC 
fLacZ3: GTT GGA GTG ACG GCA GTT AT 
rLacZ3: GCT GAT TTG TGT AGT CGG TTT ATG 
fLacZ4: GCC GAA ATC CCG AAT CTC TAT C 
rLacZ4: AGC AGC AGC AGA CCA TTT 
fLacZ5: CAT GTT GCC ACT CGC TTT AAT 
rLacZ5: GAA ACT GTT ACC CGT AGG TAG TC 
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ALG9  
Fw: CACGGATAGTGGCTTTGGTGAACAATTAC 
Rv: TATGATTATCTGGCAGCAGGAAAGAACTTGGG 
TAF10  
Fw: ATATTCCAGGATCAGGTCTTCCGTAGC 
Rv: GTAGTCTTCTCATTCTGTTGATGTTGTTGTTG 
TFC1 
Fw: GCTGGCACTCATATCTTATCGTTTCACAATGG 
Rv: GAACCTGCTGTCAATACCGCCTGGAG 
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(C) Cell lysates from 293T cells over expressing flag-tagged full length CPEB2 or the PrD-deleted CPEB2 were subjected to SDD-AGE 
analysis with and without boiling prior to loading. Proteins were detected by immunoblotting with anti-flag antibody. 
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(A) Schematic of translation reporter constructs. LacZ-CPE is the original reporter used in previous studies (ref); LacZ-CPE NL is the same as 
LacZ-CPE but without a predicted stem loop in the 5’ UTR; and LacZ SYM-CAM is the original control from previous studies (ref).  
(B) Cells expressing the indicated translation reporters were grown in liquid culture, plated and then replica plated on x-gal plates to visualize 
the LacZ activity.  
(C) The activity of b-gal in strains harboring the indicated translation reporters was measured and plotted after overnight growth.  
(D) Schematic of the previously described translation reporter (ref) LacZ-CPE and the newly constructed translation reporter (Sup35p-LacZ-
CPE) which lacks the stem loom at the 5’ UTR and has a weaker promoter (Sup35p).  
(E-F) comparison of radciciol activation (E, induced) and persistence (F, memory) (cells were grown over night and then diluted 1:250 and 
grown in the absence of radicicol) of translation of both the LacZ-CPE and the new Sup35p-LacZ-CPE reporter.  
(G) Schematic representation of the translation reporters with alternative 3UTR sequences (left). The relative induction of b-gal activity by 
radicicol was measured in cells harboring the distinct translation reporters (Induced state) and the degree of persistence following dilution 1:500 
and overnight growth in the absence of the inhibitor (Memory state).  
(H) Cells harboring the indicated translation reporters were grown in the presence of 10uM radicicol ON and then plated on plates lacking 
radicicol. The plates were then replica plated onto x-gal plates and the relative b-gal activity was visualized. 
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Sup figure 5.
(A) Vma1 (tagged with mCherry) localization with respect to the vacuolar 
protein (VPH1), plasma membrane protein (PMA1), Mitochondrial protein 
(OM45) and ER-localized proteins (SEC63) all tagged with GFP was analyzed 
after overnight treatment with or without 10uM radicicol.  
(B-C) VMA1 endogenously tagged with mCherry is visualized (B) and levels 
quantified (C) following overnight growth with or without 10uM radicicol. *** 
p=0.0003. unpaired t-test analysis was used.  
(D) Strains with the indicated V-ATPase subunit deletions expressing the CPEB 
translation reporter were analyzed for their relative b-gal activity. (E) GFP-
tagged OM45, TOM70, VPH1, PMA1, SEC63, PAB1, DCP2 and HSP104 were 
visualized following overnight treatment with or without 10uM radicicol. (F) LacZ 
activity in cells harboring the CPEB translation reporter grown overnight in 
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