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Abstract

Smuggling of special nuclear materials (SNM) and nuclear devices through borders
and ports of entry constitutes a major risk to global security. Reliable technologies
are imperative for screening the flow of commerce for the presence of high-Z mate-
rials such as uranium and plutonium. This thesis presents an experimental proof-of-
concept system using low energy (p, p′γ) nuclear reactions to generate monoenergetic
photons to provide a means to measure the areal density and the effective atomic
number (Zeff) of an object with accuracy that surpasses existing interrogation meth-
ods and other major deployed systems. This radiography system was designed using
an ION-12SC compact superconducting 12 MeV proton cyclotron. Using a specially
designed hybrid graphite water target, monoenergetic photons were generated at 4.4,
6.1, 6.9, and 7.1 MeV from (p, p′γ) nuclear reactions. By performing GEANT4 sim-
ulations and numerical integration on existing cross sections, the gamma yield from
MMGR are shown to be comparable to the X-ray yield from a bremsstrahlung-based
system, with the advantage of lower radiation dose using MMGR. In a series of MMGR
experiments using 4.4, 6.1, 6.9, and 7.1 MeV gammas, the author gamma transmis-
sion spectra on a variety of homogeneous (Z from 13-92) and heterogeneous mock
cargoes. With the newly developed reconstruction algorithm, the author accurately
predicted the areal density and Zeff of the experimental cargoes with an average Zeff

reconstruction accuracy of 3.7 and an uncertainty of 6.2. The experimental results
were also used to perform extrapolation and performance estimations for a future
theoretical deployable system with higher beam current and proton energy for im-
proved reconstruction precision. In addition, a penetration study following the ANSI
N42.46 standard was performed, demonstrating a maximum penetration thickness of
45 cm with a hypothetical beam current (14 µA) and scanning speed (4 cm/s). In
conclusion, MMGR using compact superconducting cyclotron was demonstrated to
be a low-dose and mobile method to screen commercial cargoes with high material
specificity, provided a means of distinguishing benign materials from SNM to prevent
the smuggling of SNM and improve overall global security.
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Chapter 1

Introduction

This chapter aims to provide a brief overview on the current situation with regards

to cargo security, with a focus on nuclear smuggling, and a follow-up discussion on

its shortcomings as well as potential solutions. It is essential to establish a strong

understanding of the underlying issues in nuclear smuggling as that determines current

policies on border security, specifically ones related to radioactive materials. A brief

summary will follow regarding deployed cargo screening systems and conclude with

details on the composition of containers passing through the U.S. based on previous

studies by Henderson et al. [7] and O’Day et al. [5].

1.1 Issues with cargo security and nuclear smuggling

To formally address the question of whether nuclear smuggling constitutes a ma-

jor concern, we first look at the International Atomic Energy Agency (IAEA) Inci-

dent and Trafficking Database (ITDB). The ITDB program currently consists of 136

participating countries in a joint effort to keep a record of all incidents related to

radioactive materials [9]. Since its establishment in 1995, 3235 incidents had been

registered. Among this number, only 278 incidents were either confirmed or deter-

mined likely to be related with trafficking or malicious activities, with some involving

Special Nuclear Material (SNM) [9]. Defined by Title I of the Atomic Energy Act of

1954, SNMs are either plutonium, 233U, or uranium enriched isotopes 233U or 235U,
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but does not include source material [10]. It also includes any other material that the

NRC determines to be special nuclear material. Between 1992 and 2001, including

unconfirmed reports, 18 different incidents have involved 41 kg of SNM with over 99%

of them being highly enriched uranium (HEU) [11, 12]. HEU is defined as being more

than 20% enriched. Furthermore, 9.25 kg of them were over 87% enriched. Below is

a condensed list of selective incidents [11, 12, 13]:

∙ 1992 - First known case involving the theft of weapons-grade uranium. A sci-

entist from Podolsk, Russia stole a total of 1.5 kg of 90% enriched 235U from

the Luch Scientific Production Association. Each time, he took 50 g of uranium

and stored them in a jar over the course of five months. The Russian police

arrested him due to an unrelated investigation.

∙ Dec 1998 - The Russian Federal Security reported they prevented the theft

of 18.5 kg of HEU from an unspecified nuclear facility in Chelyabinsk Oblast,

Russia. The Russian Ministry of Atomic Energy confirmed the involvement of

HEU but did not disclose information regarding the exact enrichment.

∙ May 2000 - According to a report prepared by the Russian Nuclear Regulation

Agency Gosatomnadzo, a resident of Elektrostal was detained during an attempt

to sell 3.7 kg of 21% enriched 235U.

∙ 2008 - Two Ukrainians were arrested with possession of 4.1 million USD worth

of cesium and uranium, which they planned to sell to a criminal organization.

While the aforementioned incidents do indicate that smuggling and trafficking of

SNM is an existing problem, they were also mostly conducted by amateurs. However,

a handful of cases did involve professional organizations. One such example is the

arrest of the captain of a ship in Batumi in 2001 with possession of 1.7 kg low enriched

uranium, which subsequently led to the investigation of multiple related smuggling in

the area [12]. Since maritime and land transportation are the most common means

for nuclear smuggling, sufficient security is of utmost importance to prevent future

nuclear trafficking.
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In December 2018, the Countering Weapons of Mass Destruction (CWMD) Office

was established to counter and prevent any attempts to use weapons of mass de-

struction (WMD) against the United States and its interests [14]. Reports have also

suggested an increase in black market activities for nuclear materials since September

11, 2001 [11, 15]. These numbers suggested an increase in demands and willingness of

criminals to use WMD for illicit activities. As more scientists and researchers became

involved in nuclear security, they began to estimate the potential impact of a nuclear

terrorist attack. From a study in 2018, Arguello and Buis [16] estimated a detonation

of a small 1-kiloton atomic bomb in any large capital city would result in thousands

of deaths and injuries, escalate social fragmentation, and increase global poverty as a

result of the economic impacts [16]. While an atomic bomb explosion can cost hun-

dreds of billions of dollars, it is by no means the only potential method for a terrorist

carrying out a nuclear attack [16]. Other radioactive materials can also be utilized to

produce a radiological dispersal device (RDD), also known as a "dirty bomb," to con-

taminate an area around the blast zone with high levels of radiation [17]. Although

RDD are much less damaging in terms of explosive energy, there could be significant

socioeconomic damage from the forced evacuation of residents, disruption in trades,

and the costs of radiological decontamination, along with the number of resulting

injuries related to the explosion or exposure to radiation [18, 19, 17].

Radiactive materials for a RDD may also be easier to obtain and more readily

available than we anticipated. In 2018, the Ukrainian security services arrested six

individuals attempting to sell police an unknown quantity of 226Ra [20]. Those indi-

viduals were believed to belong to an international radioactive materials smuggling

ring. Furthermore, there were also indications of many abandoned radiation sources

and materials in Ukraine. On October 2016, the supreme council of Ukraine, the

Verkhovna Rada, passed a law allowing for voluntary surrender of radioactive mate-

rials without criminal liability. There were increasing cases of illegal possession and

disposal of such materials because poor performing and bankrupted companies would

save on disposal fee and taxes [21]. With the aid of the U.S. and other countries,

14755 spent radiation sources were collected between 2009 to 2015, with a total ac-
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tivity of 1.27 PBq (34.3 kCi). Many of them were left abandoned and unguarded in

landfills [21]. In conclusion, nuclear smuggling is indeed an existing issue and there

needs to be safety measures in place to prevent such illicit activities.

1.2 Border security and deployed screening systems

in the U.S. ports of entry

Currently, most cargo containers undergo two screening processes prior to formal

entry into the U.S: the first prescreening occurs at the outbound ports and the second

at the different U.S. ports of entry. Within months following the terrorist attacks on

September 11, 2001, the U.S. Customs Services established the Container Security

Initiative (CSI), aiming to protect the U.S. border against potential smuggling of

nuclear weapons by the terrorist [22]. The CSI have three main goals: 1) Identify

high-risk containers based on advance information and strategic intelligence. 2) Pre-

screen and evaluate cargo container at the port of departure. 3) Using technology

such as X-ray machine and radiation detection systems to ensure rapid prescreen-

ing [22]. Currently, the CSI prescreens 80% of all maritime containers at 58 ports

located in Africa, Asia, Europe, Latin and Central America, the Middle East, and

North America [22].

Within the U.S. borders, the U.S. Customs and Border Protection (CBP) pro-

vides the required safeguard with different technologies based on different operations.

Large-Scale (LS) Non-Intrusive Inspection (NII) systems are deployed to image pas-

senger vehicles and cargo conveyance mainly for the presence of concealed contraband

such as money, narcotics, and weapons [23]. As of July 2017, 301 LS-NII systems are

deployed at different ports of entry out of the 328 ports. During the 2016 fiscal year,

more than 6.45 million screens were conducted, leading to over 2600 seizures and over

359000 pounds of seized narcotics [24]. According to Kauchak et al. [25], one com-

mon inspection system is the Mobile Vehicle and Cargo Inspection System (Mobile

VACIS), which utilizes a 1.0 Ci 137Cs or 0.75 Ci 60Co for gamma imaging [25]. How-
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ever, the major draw back is that the penetration of the low energy gamma is small,

approximately 10 to 15 cm of steel [26]. Furthermore, the nominal resolution is only

12.7 mm at 8 km/h scanning speed [26]. Although there are more advanced systems

utilizing dual-energy X-ray to image containers with improved material discrimina-

tion ability and penetration (30 cm of steel at 8km/h), they come with disadvantages

that will be discussed in a later section [27, 28]. In case of stowaways, the dose to

a single person in the cargo by a scan from the system mentioned above at a scan

speed of 3.2 km/h is 1.028 mrem, which is approximately equivalent to the average

daily radiation exposure in the U.S. from natural sources of radiation [28]. It is also

important to know that for all the LS-NII systems mentioned above, the 2 mR/h dose

access control boundary takes up a considerable amount of valuable space in the port

as it is at least 8 m in size [26, 27, 28].

Other than LS-NII systems, CBP also worked with the Domestic Nuclear Detec-

tion Office (DNDO) with the mission to "prevent nuclear terrorism by continuously

improving capabilities to deter, detect, respond to, and attribute attacks, in coordi-

nation with domestic and international partners" [29]. This provided the main layer

of defence against smuggled or illicit radiological materials through passive and non-

intrusive means without the necessity of physically unloading the inspected cargo.

Together, CBP and DNDO deployed nuclear detection systems such as large Radi-

ation Portal Monitors (RPM), Radiation Isotope Identification Devices (RIID), and

Personal Radiation Detectors (PRD) [24]. As of June 2017, a fleet of 1276 RPMs, 3316

RIIDs, and 34387 PRDs operational systems have been deployed nationwide [24].

Within these deployed nuclear detection systems, the most important ones are

the larger and stationary RPMs, which screen for nuclear materials in all truck car-

goes, all vehicles arriving from Canada and Mexico, and nearly all maritime cargo

containers [17]. Nearly all RPMs are designed and manufactured by Leidos Holdings,

Inc. and Ludlum measurements, Inc. They are similar in design, with five large

plastic scintillator totalling a volume of 2.26 square meters [30]. However, there are

two major drawbacks to these systems. First, those detectors can only identify ra-

diation signatures passively, meaning a knowledgeable smuggler could theoretically
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bypass the system by shielding radiation signals to prevent them from triggering the

RPMs. Another drawback to the large plastic scintillator is that they do not provide

information about the gamma energy in the detection signals. As such, they cannot

distinguish between naturally occurring radioactive materials (NORM) and SNM.

Over the history of deployment, almost 2% of all cargo screened triggered hundreds

of thousands of false alarms by the RPMs [17]. Although it is under the typical 3%

alarm rate sought by cargo security authority, it nevertheless resulted in officers hav-

ing to physically examined those cargoes using RIID and spent thousands of hours of

inspection time, thus disrupting the flow of containers in ports.

1.3 Composition of containers entering the U.S.

This thesis will discuss and develop a proof-of-concept radiography system as well

as reconstruction techniques. Since this system targets cargo screening, it is impor-

tant to have general knowledge about the content and amount of cargo containers

in circulation. In 2015 alone, the U.S. traded 31.5 millions TEU of goods in both

export and import [31]. TEU (twenty-foot equivalent unit) is a measure of volume in

units of twenty-foot long containers with a maximum total load of 24 metric tons. In

terms of monetary values, the U.S. traded a total of 468.8 billion U.S. dollars worth

of international trading of goods and services in June of 2019. [32]. A total of more

than 300 official ports of entry and 600 crossings into the U.S. are in place to handle

such high amount of tradings. In a study by Lawrence Livermore National Labora-

tory (LLNL), cargo manifests of U.S. imports through 44 North American ports over

14 randomly selected days in 2005 were analyzed [8]. 496990 records were collected

from 149 different countries and the tabulated percentages of imported commodities

by categories are shown in Table 1.1. From the data, the first five most common

categories made up over 61% of all the imports. Within all the goods, 12% were

stone, ceramics, mineral products, 28% of them were metal based and almost 60% of

them were organic. Metals have a medium to high atomic number (Z) while organic

materials and ceramics have a low Z. More discussion on atomic number will be
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discussed in Sec. 6.2.

Table 1.2 also lists other materials of interest such as naturally occurring ra-

Product TEU [% total]
Furnitures, Toys, Misc. Manufacturing Articles 20.18
Machinery and mechanical appliances 15.48
Textiles and Textiles articles 10.75
Base metals and articles thereof 7.11
Plastic and rubber 7.00
Articles of Stone, plaster, cement, asbestos 4.00
Footwear, headgear 3.98
Wood and Wood products 3.64
Chemical products 3.12
General merchandise 3.09
Vegetable Products 2.66
Wood pulp products 2.47
Hides and skins 2.24
Animals and animal products 1.60
Instruments measuring-musical 1.41
Mineral products 0.63
Animal or vegetable fats 0.15
Works of art 0.07
Pearls, precious and semi-precious stones, metals 0.05
Arms and ammunition 0.03

Table 1.1: Distribution of U.S. imports organized by commodity categories and or-
dered by %TEU based on 14 days of cargo manifests from 44 North American ports [8].

dioactive materials (NORM) as well as high Z materials. SNM have a high Z as

well, so a system set to screen cargoes for SNM using a Z threshold may set off false

alarms. However, NORM cargoes also raise a large concern since there are many

more NORM than high Z cargoes. NORM sources contain 40K, 232Th, and 226Ra.

In particular, these can be found in bananas, ceramics, cut stones, fertilizer, salts,

and rocks. In a similar fashion, NORM in imported cargoes may also trigger existing

passive detection systems, thus causing false alarms and interference. The table lists

the total volume in TEU, total mass, number of days with records of the goods and

the extrapolated number of day per years with such records.
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Product weight [ton] TEU [% total] #days/year
Bananas 32348 0.42 365
Ceramics 264056 2.31 364
Cut Stones 84730 0.58 364
Fertilizer (K) 1697 0.01 52
Rock or Salt 73989 0.49 364
Rad Sources 30 3.30e-6 52
U 52.48 6.02e-6 26
U metal 1.15 1.24e-6 26
UF6 153 2.80e-5 130
Pb articles 323 3.00e-3 26
W ores 280 2.4e-3 312
W articles 123.4 7.0e-4 52

Table 1.2: Potential materials of interference and cargoes of interest, including NORM
and materials emitting natural radiation that may cause false alarms (top section with
five products), medical and industrial sources and objects related to the nuclear fuel
cycle (middle section with four entries), and high Z materials that are difficult to
image and close in Z with SNM (bottom section).
[8]

Other than content categories and Z, it is essential to know the areal density of the

cargo contents for the purposes of setting alarm thresholds and gamma penetration

study. In a study by Henderson [1], a dataset of 122,500 cargo container scanning

images acquired from a 6 MeV gamma radiation system entering a European port

by rail was analyzed and the distributions for the effective areal density by pixel of

the cargo are shown in Fig. 1-1. In order to convert cm-steel equivalent to areal

density, the cm-steel equivalent should be multiplied by the standard density of steel

(approximately 8 g/cm3). One major implication is that almost 25% of 20 foot

containers and 40% of 40 foot containers are empty. Another implication is that

almost 40% of cargoes are above the 15 cm-steel equivalent which is the quoted

penetrations of the Mobile VACIS system (10 to 15 cm-steel equivalent) as mentioned

in Sec. 1.3. Although there are more advanced systems utilizing single energy X-ray

to image containers with higher penetration (30 cm of steel at 8km/h), it dose not

provide Z discrimination [28].
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Figure 1-1: Distributions of the effective areal density (in units of cm-steel equivalent)
by pixels of cargo images, separated by 20 and 40 foot containers with corresponding
cumulative distribution. The peak corresponding to pixels of less than 0.5 cm-steel
equivalent (no material present between container walls) is truncated. This image
also omitted the pixels of container roofs. Reprinted with permission from Henderson
[1].

33



34



Chapter 2

Common SNM Detection Techniques

This chapter will introduce readers to passive and active interrogations in addi-

tion to other common techniques. Simple radiography will also be discussed as a

conceptual introduction on how one should use gamma transmission measurements

for SNM detection. Each technique will also be scrutinized for its shortcomings and

limitations. A section examining the requirements of a system for SNM detection

will conclude this chapter. It is important to note that this PhD thesis is an ex-

tension of previous works conducted by O’Day et al. [5] [6] and Henderson et al. [7]

to further improve the multiple monoenergetic gamma radiography techniques. The

chapter will concluded with the results of using a compact superconducting cyclotron

to generate the needed gammas through low energy nuclear reactions from a com-

pact superconducting cyclotron for MMGR, which would potentially lead to a more

deployable mobile system.

2.1 Passive interrogation

2.1.1 Basic principle

Passive interrogation is not well named since it does not involve interrogation

of the inspected object using probing radiation. A more apt term would be the

passive detection of radiation signatures emanating naturally from materials such

35



as SNM. These signatures of emitted gamma-rays, neutrons, or charged particles

from decays of nuclei would then penetrate and attenuated by surrounding shielding

materials before being detected by detectors. This process does not involve using

an accelerator, making it one of the simplest and relatively inexpensive detection

methods. Many passive detection systems currently utilize this for deployment, such

as large RPM, RIID, and PRD mentioned in Sec. 1.2. Most deployed RPM are

equipped with large volumes of cheap plastic scintillator such as polyvinyltoluene

(PVT) to measure gamma signatures. Some systems are also fitted with an 3He or

10B detector to measure neutron signatures due to the neutron’s higher penetration

capability. Additionally, there is smaller natural neutron background compared to

gammas [33, 34]. However, systems fitted with 3He or 10B detectors are more costly

due to the potential limited supply of 3He [33, 34].

2.1.2 Limitations

To fully understand the limitations of passive interrogation, the radiation sig-

natures from SNMs need to first be discussed and a metric defined to qualify the

detection signal. Due to the weak penetration abilities of alpha and beta particles,

this section will focus on gamma and neutron only.

Gamma signatures from SNMs originated from radioactive decay by isotopes along

the decay chain of SNMs. Common high intensity gammas are at 767 and 1,001 keV

from the decay of 234mPa (238U decay chain) and 662 and 772 keV from the decay of

241Am (241Pu decay chain)) [35]. For 235U, the gammas are much lower in energy at

186 keV and can be easily shielded by the surrounding material. In Fetter et al. [36],

a hypothetical weapon with a hollow sphere of 12 kg (7 cm radius) weapons-grade

uranium (WgU) or 4 kg of weapons-grade plutonium WgPu (5 cm radius), along with

2 cm thick Be reflector, 3cm W tamper, 10 cm high explosive, and 1 cm Al case were

used as a model to calculate the gamma and neutron emission rates at the surface. As

for gammas, the emission rates of 1001 keV gammas from an uranium device and 662

keV gammas from a plutonium device at the surface of the sphere are 30 and 600 per

second respectively [36]. This number is low due to the self-attenuation of the SNMs
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and the attenuation of gammas by the tamper material, especially high Z materials

such as the W tamper. Additional shielding could easily reduce this number down to

the background level. On the other hand, neutrons not only have relatively higher

penetration capabilities but also a lower natural background, thus yielding higher de-

tection signals. In the same hypothetical weapon discussed above, the emission rate

of neutron at the surface of the WgU and WgPu model are 30 and 400,000 per second

respectively. It is important to note that the neutron flux from 235U is extremely

low due to its low spontaneous fission rate, a main contributor of natural neutron

production in SNMs. This neutron flux from 235U is orders of magnitudes lower than

238U, 238Pu, and 240Pu. Although neutrons are more penetrative in general, they can

easily be shielded with water or plastic.

The next task is to quantify the strength of the passive signals. A common metric

for quantifying the signal is to determine the signal to background ratio between two

measurements (one long overall background measurement and one passive interroga-

tion measurement), given in the following formula [6]:

cs
√︁

σ2
cs+cb

+ σ2
cb

(2.1)

where cs + cb represents the total counts from the passive interrogation measure-

ment, cb represents the background counts scaled to the same measurement time. cb

could be found precisely from a long background measurement prior to the passive

interrogation measurement and scaled appropriately. cs is the net counts of the radi-

ation signature which is the difference in total counts between the two measurements

of the same length (cs+cb)−cb, σ
2
cs+cb

= cs+cb, and σ2
cb
= cb assuming the uncertainty

of each measurement is just the square root of the counts and there is no correlation

between the background and the radiation signature.

For 1001 keV gamma from a 12 kg WgU weapon, the number of 1001 keV gammas

measured without taking background into account would be reduced to approximately

0.035 cpm. This count rate calculated takes into account the solid angle of detection

at 2 m away from the surface of the device, the peak efficiency of a 1.5"×1.5" LaBr3
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at approximately 25%, and the attenuation of gammas by 2 mm of steel which rep-

resents the wall thickness of a cargo [37, 38]. With the background gamma rate of 33

cpm at the Vault Laboratory in the basement of building NW13 for the same 1001

keV energy window, the signal to background ratio is only 0.0043 if a one minute

measurement is taken. Hence, this small signal is not practical for cargo screening

if only one small volume detector is used. Similarly, the background neutron flux at

sea level in New York is 14 neutrons/cm2/hour which is over 20 times higher than

the neutron emission from the modelled 12 kg WgU weapon at 2 m away [39]. As

such, SNMs are difficult to detect with passive detection methods, especially WgU.

If the weapon design contains depleted uranium tamper or is a Pu-based device, the

gamma and neutron emission rate will be much higher and possible to be detected by

passive interrogation. In reality, most deployed RPMs utilized large plastic scintilla-

tor totalling a volume of 2.26 square meters in order to detect such small signals [30].

However, passive detection of radioactive materials remains challenging if even a small

amount of shielding is involved.

For the cases which involve NORM, passive detection of SNMs becomes espe-

cially challenging. Richard T. Kouzes and Dowyer [40] mentioned "discrimination of

sources of concern such as SNMs from NORM cannot be accomplished with a simple

gross-count approach" [40]. To avoid false alarms caused by NORM, a more sophisti-

cated passive detection method has to be developed to better differentiate the signals

between NORM and SNMs. One approach to discriminate SNMs from NORM is by

separating the transmitted gamma spectrum into three energy windows along with an

energy-window ratio algorithm for passive detection. This technique provides excel-

lent sensitivity to modest amounts of SNM while allowing NORM discrimination [40].

However, passive detection remains efficient to only SNMs with no intentional shield-

ing. A more logical approach suggested by Kouzes [41] is to use passive detection as

the primary screening method while radiography is used for secondary screening and

targeted containers [41].
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2.2 Active interrogation and radiography

2.2.1 Basic principle

Due to the poor detection and characterization capability of passive interrogation

on SNMs, research studies have shifted focus towards development of active interroga-

tion and radiography techniques with great potential for detection of small quantities

of SNMs and explosives [42]. Active interrogation is defined as the directing of ion-

izing radiations into the inspected object and measuring secondary radiations from

induced nuclear reactions between the probing radiation and the inspected object for

characterization and information gathering. As such, active interrogation excludes ra-

diography in which ionizing radiations are directed to and subsequently attenuated by

the inspected object prior to detection for material discrimination. Typical ionizing

radiations used for active interrogations and radiographies include gamma, X-ray,and

neutrons. Although systems utilizing other particles such as muons exist, this thesis

will not discuss these in details as they are mostly proof-of-concepts systems.

The three dominant gamma and X-ray sources are: 1) accelerator-based source ac-

celerating electrons to a few MeV into metal targets, creating X-rays via bremsstrahlung

radiation. 2) accelerator-based source accelerating protons or heavy ions to high-

energy and creating gammas through different (p, p′γ) reactions. 3) radioisotope-

based source utilizing gammas from the decay of radioactive isotopes such as 137Cs

and 60Co.

The most common method of generating neutrons is through fusion of light nu-

clei such as D(d, n)3He (deuteron-deuteron [DD]) and D(T, n)4He (deuteron-tritium

[DT]), generating neutrons at 2.5 and 14.1 MeV respectively. Depending on the size of

the generator, the neutron flux typically lies in a range of 106 to 1010 per second [43].

Another method to generate neutrons is by using photon-neutron (γ,n) sources to

generate gamma by (γ,n) reaction with beryllium or deuterium. There are also

accelerator-based systems that utilize proton-induced reactions such as 11B(d, nγ)12C,

generating neutrons at multiple energies [3]. The last category of neutron sources are

based on radioisotopes such as spontaneous fission of 252Cf or alpha emitter (such as
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241Am) with 9Be to produce neutrons through 9Be(α, n)12C reactions.

2.2.2 Prompt and delayed signal detection from induced fis-

sion

The active interrogation technique of measuring signatures from induced fission

will be discussed in this section. Since fission is a unique interaction with SNMs and

actinides, the signatures from this process can be used to identify such material. Two

types of induced fission are relevant for active interrogation. One is neutron-induced

fission while the other is photofission induced by gammas. Photofission is a threshold

reaction, requiring gammas to be above a certain threshold energy before it can occur

(eg. 235U and 238U photofission have an experimental threshold of 5.31 and 5.08 MeV

respectively) [44]. There are several advantages of using induced fission for active

interrogation. First, the cross section for both neutron and photon induced fission

are relatively high. The fission cross section are in the 𝒪(b) and 𝒪(0.1b) respectively

for source particles in the MeV range [43]. Furthermore, multiple signatures from the

fission reactions can be utilized for screening purposes.

A fission reaction produces two radioactive fission products at Z of approximately

95 and 135 that subsequently decay through beta decay or neutron emission [43]. Sig-

natures from fission are typically separated into four categories: prompt fission gam-

mas, prompt fission neutrons, delayed fission gammas, and delayed fission neutrons.

These signatures differ in terms of yield, energy and temporal profile. For example,

a signal is considered prompt if it is emitted within 10 ns following fission. Verbin-

ski et al. [45] reported that each neutron-induced fission of 235U yielded 6.6 prompt

gamma rays, which averaged at 0.970 MeV. As for prompt neutron from neutron-

induced fission of 235U, the yield averaged around 2.4 per fission with approximately

20% of them above 3 MeV with the neutron spectrum following the Watt distribution.

Photofission yields were similar to neutron-induced fission in terms of both prompt

and delayed signal [46]. For delayed signatures, the literature usually distinguished

the signals into six different groups, depending on the half life of the isotopes. Fission
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fragments emitting delayed neutrons are known as neutron precursors with a half-life

between 0.074 to 58.2 s and a low yield of only 0.045 neutron per neutron induced

fission on 238U [47]. Following photofission, the delayed neutron has even lower yield

in general. According to Runkle et al. [43], delayed neutron yield following photofis-

sion from a bremsstrahlung source with an endpoint of 8 MeV was approximately

0.0090 per fission. There were also delayed gammas being emitted from radioactive

decay of these fission fragments. For more details discussing neutron and gamma

yields from induced fission, see Gozani et al. [48] and Runkle et al. [43]. With the use

of a different kind of accelerator, such as pulsed LINAC, experimental systems were

made to conduct experiments to detect and measure these prompt and delayed signa-

tures [43, 48]. However, due to challenges such as active background and interference

of source radiation, and most importantly, the cost and operational complexity of

such systems, almost none of the actively deployed cargo scanning systems in the

U.S. utilize induced fission.

2.2.3 Backward scattered photon detection

Another commercially deployed technique for cargo screening is backward scatter-

ing photon detection. When photons irradiate an object, some of them may scatter

off at various angles relative to the beam. This occurs primarily through two pro-

cesses. Compton scattering is one mechanism in which the photon is scattered off

the electrons of an atom. During Compton scattering, part of the gamma energy

gets transferred to the electron as recoil energy. The gamma itself then scatters in

different directions, with a small chance to backward scatter for high energy gamma.

The main process where photons are "scattered" backward is through pair produc-

tion. When a high energy gamma interacts with material via pair production, a high

energy electron-positron pair is produced where they will subsequently create new X-

rays by bremsstahlung radiations. Because bremsstahlung has a strong dependency

on atomic number (σbrem ∝ Z2) and pair production also has a Z dependency as

shown in Sec. 2.2.6, there is a strong correlation between the number of off-axis scat-

tered photons and the interrogated materials. Companies such as Passport Systems,
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Inc. developed systems utilizing a similar principle, called EZ-3DTM and utilized it

in conjunction with other interrogation techniques for material discrimination [49].

However, most systems implementing backscattered photon detection, such as those

made by American Science & Engineering and Rapiscan Systems, are large in size.

Furthermore, their main purpose of these systems are to detect the presence and

positions of organic components in the inspected objects instead of an accurate Z

discrimination [50].

2.2.4 Gamma radiography

The focus of the technique developed, discussed, and implemented in this PhD

thesis is based on gamma radiography. A simple transmission gamma radiography

relies on measuring the attenuated flux of the interrogating particles with respect to

the incident flux, and using that attenuation information to possibly infer the areal

density and the material type of the inspected object at the scanned position. This

makes radiography a common imaging technique, allowing for visualization of the

internal compositions of the cargo without the need for a manual inspection. The

attenuation of gamma rays in materials is given by the following equations:

Attenuation =
I

I0
= e−µx (2.2)

µ = µpe + µcs + µpp (2.3)

where I is the transmitted gamma intensity, I0 is the source intensity, x is the

areal density, and µ is the total mass attenuation coefficient from photoelectric effect,

Compton scattering, and pair production as indicated by Eq. 2.3. The attenuation

image of the object can be constructed by taking transmission measurements across

it. SNMs can strongly attenuate gamma rays (with high µ) as they are materials with

high atomic number (Z). As such, simple gamma radiography can be used to identify

SNMs if a significant quantity of them get scanned. However, this simple radiography

technique has limitations as indicated in Eq. 2.2, where attenuation depends on µx, in

which small amounts of SNM (small x, large µ) and large amounts of weak attenuating
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benign materials (large x, small µ) will lead to the same attenuation. In this case,

simple radiography will not be able to distinguish between the two. Therefore, this

makes setting an alarm threshold for simple transmission gamma radiography to

indicate potential SNMs difficult.

2.2.5 Neutron radiography

Aside from using single energy gammas for radiography, neutrons could also be

used for radiography. Previous work by Rahon et al. [3] have demonstrated the use of

neutrons generated from 11B(d, nγ)12C reaction to perform neutron radiography on

various objects. In a similar principle to gamma radiography, transmitted neutron

spectral analysis is used to image the inspected material, especially to quantify the

hydrogenous content. The basic idea is to exploit the large differences of neutron

scattering cross section at different neutron energies between hydrogen and high Z

material. As an example, 1H has a total neutron attenuation cross section of 4.25

and 0.94 b at 1 and 10 MeV respectively, while 56Fe has a total neutron attenuation

cross section of 2.28 and 3.03 b at 1 and 10 MeV respectively [51]. In the experiment

conducted by Rahon and Danagoulian [4] , this technique was able to quantify up to

30 g/cm2 of high density polyethylene, even with the mix of metallic materials [4].

Although neutron radiography is efficient and effective at quantifying hydrogenous

content, it cannot accurately discriminate medium to high Z materials. As mentioned

in Blackburn et al. [52], it is possible to use fast neutron resonance radiography to

reconstruct elemental maps of hydrogen, carbon, nitrogen, oxygen, and silicon of the

inspected objects [52]. However, there is concern related to induced neutron dose

when using neutrons as the probing particles for active interrogation or radiography.

2.2.6 Dual-energy bremsstrahlung radiography

One method to simultaneously determine the effective atomic number (Zeff) value

and areal density (x) of the cargo material is to exploit the Z dependence of µ at

different energy ranges and to take transmission measurements at two or more en-
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ergies [5, 6, 7]. In the MeV range, the major gamma interaction mechanisms are

Compton scattering (CS) and pair production (PP) and their mass attenuation coef-

ficients are represented by [7, 53]:

µcs = ZNAσc(E,Z)/A (2.4)

µpp = NAσpp(E,Z)/A (2.5)

σc ∝ 1/E (2.6)

σpp ∝ Z2f(E) (2.7)

where µcs and µpp are the mass attenuation coefficient of CS and PP with the

corresponding interaction cross section σcs and σpp, NA is the Avogadro number, A

is the mass number of the material, me is the rest mass of electron, and E is the

energy of the gamma [53]. As mentioned in Runkle et al. [43] and discussed in [7],

the f(E) in the pair production cross section estimation is a function of energy with

negligible dependence on Z [7, 53]. This negligible dependence on Z stems from the

Bohr correction and is explained in details in Leo et al. [53]. From the equations

above and the characteristic that the ratio of atomic number-to-mass (Z/A) is ap-

proximately 0.4 to 0.5 for most stable isotopes, the mass attenuation coefficient of

Compton scattering does not heavily depend on the Z of the materials, only areal

density (x) and energy of the gamma. Similarly, the mass attenuation coefficient of

pair production is linearly dependent on the Z of the materials and can be exploited

to identify the material type (Zeff). Fig. 2-1 demonstrates the behavior of mass at-

tenuation coefficient for different materials as a function of energy.

Traditional dual-energy bremsstrahlung radiography systems use electron beam

switching between two energies and a metal target to generate gammas for dual-

energy radiography. Taking energy-integrated transmission measurements at the two

energies allows one to perform material discrimination [54, 55]. Coincidentally, the

only pertinent information required to determine the Z and areal density of the object

in transmission radiography stems from the difference between the two energy spec-

tra at high energies. As a result, the similar low energy bremsstrahlung continuum
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Figure 2-1: Mass attenuation coefficient of various materials with different Z as a
function of energy. Figure is reproduced using data from the XCOM: Photon Cross
Sections Database [2].

between the two energy spectra only lead to unnecessary dose without contributing

to the meaningful signal. In a study by Jones et al. [56], the measured dose rate

of a 10 MeV end-point bremsstrahlung source at a 2 m stand-off distance is over 10

rem/min/µA, a significantly high radiation dose rate which will be harmful after pro-

longed exposure. Although hardening of bremsstrahlung beam could be performed

by filtering out X-rays below a few hundred keV to reduce induced dose during ra-

diography, there is still significant similarity between two bremsstrahlung continuum

with different energy end-points in the higher energy region. Common X-ray filtering

materials include aluminum, copper, tin, and lead, which can be used in combina-

tion to attenuate low energy gammas. Since photoelectric effects is the dominating

interaction by photons below a few hundred keV and the attenuation coefficient is

higher at low energy as shown in Fig. 2-1, low energy gammas can be filtered out,

producing a "harder" bremsstrahlung spectrum [57]. Another disadvantage of the

bremsstrahlung-based system is most existing systems are designed to seek out or-

ganic materials and explosives but not SNMs. In the product overview of the Eagle

P60 with dual energy X-ray of 4 and 6 MeV end-points, it states that their sys-
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tem "enables low atomic number (low density) contraband, such as explosives, to be

distinguished from high atomic number (high density) materials such as steel" [58].

2.3 Objectives and proposed system

Ideally, a screening system will have the ability to distinguish all kinds of mate-

rials (organic, inorganic, heavy metal, weapons, drugs, or SNMs) in any quantities

without false alarms. It should also be cheap to manufacture, maintain, and operate.

Furthermore, it should have fast scanning time and high resolution in addition to a

short setup time and being simple to operate. Low induced dosage is also essential

in case of stowaways.

In reality, there are restrictions to what a system can accomplish. They may be

limited by the accelerator, machines, or detectors. This research proposes a multiple

monoenergetic gamma radiography system utilizing a 12 MeV compact supercon-

ducting cyclotron and builds on the MMGR techniques with the goal to achieve the

following:

∙ A compact radiography system that could be transported and deployed easily.

∙ A system with a short setup time in 𝒪(hours).

∙ A system that could produce radiographic image with resolution in 𝒪(cm).

∙ A system with the ability to discriminate between low, medium, and high Z

materials (i.e. SNM) without physically opening the inspected cargoes.

∙ A system that is easy to operate and maintain with reasonable cost and is

accessible for use at any given time.

∙ The scanning time for a cargo to be in 𝒪(mins).
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Chapter 3

Multiple Monoenergetic Gamma

Radiography (MMGR)

Here, a novel system will be presented for low-dose gamma radiography using

multiple monoenergetic gamma rays generated by low energy nuclear reactions. The

goal of Multiple Monoenergetic Gamma Radiography (MMGR) was to simultaneously

predict the effective atomic number (Zeff)1 and areal density (x) of the interrogated

materials. MMGR has the advantage of delivering less dose to cargo while performing

similar or superior Z discrimination as opposed to the dual-energy bremsstrahlung ra-

diography system mentioned in Sec. 2.2.6. A comparative analysis of dose between the

two methods will be discussed in Sec. 3.3. Potential reactions to generate monoener-

getic gammas will also be discussed along with other criteria for what constitutes as a

good candidate reaction. In addition, reactions used in previous MMGR experiments

will be discussed, as well as the limitations encountered in this past system.

3.1 Multiple Monoenergetic Gamma Radiography

This section will examine a simple model of MMGR using both a low energy

(E0) gamma attenuated primarily by Compton scattering and a higher energy (E1)

1For consistency, Zeff will represent the reconstructed effective atomic number and Z as the
atomic number.
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gamma attenuated primarily by pair production. Further discussion on this simple

model can be found in Henderson et al. [7]. With the exponential gamma attenuation

equation and gamma transmission at two energies (E0 and E1), one could compute

the following [7]:

R =
µ1x

µ0x
=

µ1

µ0

=
log(I(E1)/I0(E1))

log(I(E0)/I0(E0))
(3.1)

where µ0 and µ1 are the mass attenuation coefficients of the material at E0 and

E1. I0(E) and I(E) are the unattenuated and attenuated counts of gammas at energy

E. Assuming gammas at E0 are completely dominated by Compton scattering and

gammas at E1 are dominated by pair production, and Eq. 2.3, 2.4, 2.5, 2.6, 2.7, Eq. 3.1

becomes:

R =
NAZ

2f(E1)/A · const1
ZNA/E0A · const2

= CZE0f(E1) (3.2)

where C is the constant equal const1/const2 from the mass coefficient equation.

With all these assumptions and experimental measurements of I and I0 at energies

E0 and E1, this simple model can be used to directly determine Zeff and x of the

interrogated material.

This is by no means the most accurate method to estimate the Zeff and areal

density of the inspected object, due to the assumption that the gammas are completely

dominated by Compton scattering or pair production. In the previous experiments

conducted by O’Day et al. [5] and Henderson et al. [7], MMGR were performed using

4.4 MeV and 15.1 MeV gammas from the 11B(d,nγ)12C reaction. In reality, 4.44

MeV gammas are dominated by pair production instead of Compton scattering for

materials with Z >≈ 70. However, this simple model captures the idea of using

ratios of attenuation ratios for Zeff , which were used for the reconstruction method

developed in this thesis for MMGR.

A more accurate method for dual energy or multiple energy radiography is by

computing an attenuation table across different Z and different areal densities at each

of those energies and comparing the experimental attenuations with the theoretical

attenuations. The Zeff and predicted areal density will be the ones that result in the

best match between the experimental and theoretical attenuations. For the specific
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reconstruction method used for this thesis experiment, please see Sec. 6.1.

3.2 Gamma production from nuclear reaction

The most critical component of MMGR is embedded in the name: the generation

of multiple monoenergetic gammas. In order for the new MMGR system to work,

multiple monoenergetic gammas in the range of a few (∼3-15) MeV are required to

exploit the Z dependence of gamma attenuation at different energies. To generate

such gammas, low energy nuclear reactions are the primary mechanisms. Since the

newly proposed system accelerate protons to approximately 12 MeV, a search was

conducted in existing literature for nuclear reactions that can be utilized to generate

multiple monoenergetic gammas. There are a few criteria for selecting the optimal

nuclear reactions for this technique. For one, gammas at multiple energies need to

be generated from nuclear reactions with 12 MeV source protons in order to perform

multiple energy gamma radiography. Additionally, the gamma yield will need to be

high in order to reduce the scanning time per scan. To maximize the gamma yields,

the target must be relatively dense (excluding the use of gases) and have a high cross

section for the gamma-producing reaction.

Minimization of generated neutrons is important as MMGR do not require the

use of neutrons, which contribute to unnecessary and significant dose during gamma

radiography. In order to minimize the generation of neutrons, the threshold for (p, n)

reactions need to be high and the cross section of (p, n) reactions need to be low.

Generally, the threshold for (p, n) reaction in the target material decreases as Z in-

creases, therefore low Z elements are preferable target materials. As such, the target

reactions are (p, p′γ) reactions on low Z isotopes. Listed in Table. 3.1 are some re-

actions that would generate high energy gammas along with the reaction threshold

and cross sections at certain energies. There are a few reactions of particular interest:

the (p, p′γ) reactions on 12C and (p, p′γ) reactions on 16O. With 12 MeV protons,

4.4 MeV gammas were generated from 12C(p, p′γ)12C reaction while 6.13, 6.92, and

7.12 MeV gammas were generated from 16O(p, p′γ)16O reaction. All these reactions
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have very high reaction cross sections with some more than five times higher than

the previous system that utilized 11B(d, n′γ)12C reactions for gamma generations. For

example, the reaction cross section for 4.44 MeV gammas from 12C(p, p′γ)12C reaction

is 270 mb with 12 MeV incident proton. In comparison, the reaction cross section

for 4.44 MeV gammas from 11B(d, n′γ)12C reaction is 30 mb with 3.07 MeV incident

deuteron. Furthermore, protons on 12C and 16O have a neutron generation threshold

at 19.6 and 16.7 MeV respectively, which exceeds the specification of 12 MeV for the

cyclotron in the proposed system.

The threshold of the reactions were determined using the Q-value Calculator,

developed by the National Nuclear Data Center based on the two consecutive calcu-

lations [59]. The Q-value of a nuclear reaction is the amount of energy absorbed or

released during the nuclear reaction. It can be determined from either the binding

energies or the masses of the reactants and products using the following equation:

Q = Bp − Br − Eγ = (mr −mp) · 931− Eγ MeV (3.3)

where Bp and Br are the binding energies of the sum of all the products and the

sum of all the reactants respectively, mp and mr are the masses of the sum of all the

products and the sum of all the reactants respectively, and Eγ is the excitation energy

for the state of specific gamma emission. Consider the reaction x + X → y + Y where

x is the incident particle and X is the target at rest. If the energy of incident x is

much less than the rest mass energy of the target X, then the conservation of mass

and momentum under non-relativistic conditions can be used to calculate the energy

threshold of the reaction:

Ethre = −Q
my +mY

mX

(3.4)

where Ethre is the minimum threshold kinetic energy that the incident particle

needs to carry for the reaction to happen, my and mY are the mass of the products

(two or more), mX is the mass of the target, and Q is the reaction Q value calculated

using Eq. 3.3.

In Table. 3.1, reaction cross sections at exactly 12 MeV are listed if there were
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any existing literature. However, some of the cross sections are listed at a lower or

higher energy due to the lack of existing data at 12 MeV. The neutron generation

reactions with threshold are also tabulated for reference. The table also contains

some reactions with low neutron and gamma generation threshold since they have

large gamma cross sections. An example involving such isotopes are the 19F(p, x)

reactions, which have a high cross section for 6.1 to 7.1 MeV gamma production and

without an energy threshold. The 11B(d, n′γ)12C reaction are also mentioned since it

was the reaction utilized in the past proof-of-concept system. Table 3.1 also records

the detection angle for the specific cross section because most of the reactions are

not isotropic. Some reactions have an order of magnitude difference in cross sections

between different angles of gamma generations. One example would be the 4.44 MeV

gamma via 12C(p, p′γ)12C reaction with 14 MeV incident proton. The ratio of gamma

generation cross section between 45 and 90 degrees was approximately 2.19 and as

high as 7.5 between 17.6 and 90 degree [60, 61, 62]. Sec. 4.5 contains a more detailed

discussion on reaction cross sections at different angles and proton energies for the

reactions that were actually used in the proposed system.
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Reaction Eγ Gamma Excitation Incident Detection Threshold Ref.
(Eexcitation level) Cross Cross Energy Angle [MeV]

[MeV] Section Section [MeV] [degree]
12C(p, p′γ)12C 4.44 270 mb - 12 all 4.81 [63]
12C(p, p′γ)12C 3.21+4.44 (7.65) - 0.117 mb/sr 16.7 87.2 8.30 [61, 64]
12C(p, p′γ)12C 9.64 - 5.32 mb/sr 16.7 88.1 10.40 [61, 64]
12C(p, p′γ)12C 8.27+4.44 (12.71) - 1.1 mb/sr 17.5 60 13.71 [64]
12C(p, p′γ)12C 12.71 - 1.1 mb/sr 17.5 60 13.71 [64]
12C(p, p′γ)12C 15.1 - 0.11 mb/sr 18.0 60 16.40 [64]
12C(p, α′γ)9B 2.33 - 0.96 mb/sr 17.5 60 10.70 [64]
12C(p, n)12N - - - - - 19.64 -
12C(p, np)11C - - - - - 20.29 -
10B(p, p′γ)10B 0.718 - 8.5 mb 12 all 0.790 [65, 66]
10B(p, p′γ)10B 1.74 - 1.07 mb 12 all 1.915 [65]
10B(p, p′γ)10B 2.15 - 5.4 mb 12 all 2.366 [65]
10B(p, p′γ)10B 3.59 - 9.5 mb 12 all 3.95 [65]
10B(p, p′γ)10B 4.77 - 6.8 mb 12 all 5.25 [65]
10B(p, p′γ)10B 5.16 - 3.8 mb 12 all 5.68 [65]
10B(p, p′γ)10B 6.04 - 56.0 mb 12 all 6.65 [65]
10B(p, α′γ)7Be 0.429 - 55 mb 4.0 all 0.0 [65, 66]
10B(p, n)10C - - 17.6 mb 4.0 all 4.876 [65, 67]
10B(p, n′γ)10C 3.35 - 2 mb 12 all 8.563 [65]
11B(p, p′γ)11B 2.125 0.9 mb/sr - 3.13 90 2.32 [68]
11B(p, n)11C - 11.8 mb/sr - 3.58 0 3.017 [69]
11B(d, n′γ)12C 4.44 30.5 mb - 3.07 4.0 0 [70]
11B(d, n′γ)12C 15.1 15.71 mb - 3.0 4.0 1.62 [70]
16O(p, p′γ)16O 6.13 160 mb - 12 all 6.52 [63]
16O(p, p′γ)16O 6.92 - 33 mb 12 all 7.36 [60]
16O(p, p′γ)16O 7.12 - 39 mb 12 all 7.57 [60]
16O(p, p′γ)16O 2.74+6.13 (8.87) - 10 mb 12 all 9.43 [60, 71]
16O(p, pα′γ)12C 4.44 64 mb - 17 all 12.33 [63]
16O(p, np)15O - - - - 4.0 16.65
16O(p, n)16F - - - 4.0 4.0 17.22
19F(p, p′γ)19F 0.110 6 mb/sr - 5.5 135 0.116 [68, 72]
19F(p, p′γ)19F 0.197 14 mb/sr - 5.5 135 0.207 [68, 72]
19F(p, p′γ)19F 1.24 1.6 mb/sr - 5.5 135 1.31 [72]
19F(p, p′γ)19F 1.36 10.5 mb/sr - 5.5 135 1.43 [72]
19F(p, α′γ)16O 6.1-7.1 14.8 mb/sr - 5.0 135 0.0 [72]
19F(p, n)19Ne - 57 mb/sr - 6.0 15 4.24 [73]

Table 3.1: Reactions of interest and their corresponding cross sections along with the
reaction threshold. These include gamma and neutron emitting reactions. Existing
data may not include cross section for the whole range of proton energies of interest
nor for every excitation level. The table only presents cross section at specific energies
(12 MeV for protons or 3 MeV for deuterons, or maximum cross section in existing
data). Angles of the measurements are tabulated due to the angular dependence on
different cross sections. For comparison, data for 11B(p, n′γ)12C reaction is also tabu-
lated. For more details on cross sections for other angles and energies, see references
listed on the table.
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3.3 Dose comparison between dual-energy

bremsstrahlung radiography and MMGR

3.3.1 Introduction and background

Using mononergetic gammas can result in much less dose to perform radiography

than using bremsstrahlung X-rays. It is then important to compare the dose between

a dual-energy bremsstrahlung radiography system and a MMGR system. Jones et al.

[56] conducted a study to compare the differences in dose between a monoenergetic

photon source and a bremsstrahlung source by using the general purpose Monte Carlo

charge and neutral particle transport code (MCNPX). Jones et al. [56] estimated the

gamma dose for a 10 MeV end-point bremsstrahlung source with 0.25 cm thick tung-

sten target and a monoenergetic photon beam of 10 MeV. At a stand-off distance

of 10 m, the photon dose rate by bremsstrahlung was 0.41 Rem/min/µA while the

photon dose rate by monoenergetic photon was only 0.062 Rem/min/µA. A major

assumption was that the monoenergetic photon source was isotropic and had a unity

conversion efficiency, which meant every incident particle produced one monoenergetic

photon. This conversion efficiency is much less than unity in reality. Calculations in

Sec. 4.5 suggest this conversion efficiency is in the order of 10−3. The simulation con-

ducted in Jones et al. [56] also provided the number of bremsstrahlung-induced and

monoenergetic-induced photonuclear interactions in Pb with a stand-off distance of 10

m, and they are 6.09×10−11/cm3/source particle and 2.66×10−10/cm3/source particle

respectively [56]. Using the interaction probability and dose rate given in Jones et al.

[56], the dose from 10 MeV end-point bremsstrahlung source would be approximately

30 times higher than MMGR if the goal is to have the same number of photonu-

clear interactions in Pb at a stand-off distance of 10 m. Another paper by Jones

et al. [74] gave the fractions of photons with energies greater than 6 MeV at a given

standoff distance along the beam axis between a 10 MeV bremsstrahlung and a 10

MeV monoenergetic source [74]. The fractions at a 5 m standoff distance are 6.5%

and 100% for a bremsstrahlung and a monoenergetic source respectively, which is
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a significant difference. Although the study performed by Jones et al. [56] focus

in long standoff distances and the collimation conditions between the monoenergetic

photon source and the bremsstrahlung sources were different, it concluded that "mo-

noenergetic photon sources provide overall photon doses that are much lower than

comparable energy bremsstrahlung sources for at least up to 1 km inspections and

30-MeV interrogations" [56]. However, the results are not an apples to apples compar-

ison as there exist no evaluation of material discrimination between the two sources.

3.3.2 Method and Simulations

To quantify the dose between the two different systems at the same material

discrimination performance, a series of simulations were run using Grasshopper, an

application based on the Geant4 development toolkit, to simulate particle interaction

with materials by the Monte Carlo method [75, 76]. As explained in Sec. 2.2.6, a ma-

jor advantage of using monoenergetic gamma rays is that the distinct gamma peaks

at specific energy allow us to isolate the photon counts at specific energy for subse-

quent spectral analysis. The similar low energy bremsstrahlung continuum between

the two energy spectra only lead to unnecessary dose without contributing to the

meaningful signal. Although hardening of bremsstrahlung beam could be performed

by filtering out X-rays below a few hundred keV, there is still significant similarity

between the two bremsstrahlung continuums with different energy end-points in the

higher energy region [57]. When these simulations were performed, the only X-ray

filtering in the bremsstrahlung continuum was through the 1 cm W target used to

generate the gammas for the bremsstrahlung source.

The goal of these simulations was to quantify the differences in dose between the

bremsstrahlung-based system and the MMGR system when both were used to identify

the spectral differences in gamma transmission between two mock cargoes (iron-iron

vs iron-uranium). In the simulation, four gamma spectra were used for a simple cargo

differentiation task. The four gamma spectra were:
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∙ Bremsstrahlung gammas generated with 6 MeV electrons and a 1 cm thick W

target

∙ Bremsstrahlung gammas generated with 9 MeV electrons and a 1 cm thick W

target

∙ 4.4 MeV monoenergetic gammas generated from 11B(p, n′γ)12C reaction

∙ 15.1 MeV monoenergetic gammas generated from 11B(p, n′γ)12C reaction

Figure 3-1: Source monoenergetic and bremsstrahlung spectra for dose comparison
simulation. The 6 and 9 MeV bremsstrahlung spectra were proportional to the gen-
eration of simulated bremsstrahlung at a fixed source current. The ratio of 4.4 and
15.1 MeV monoenergetic gamma reflects the yield ratio from calculations in Sec. 4.5.

Fig. 3-1 shows the source gamma used. The separation between the monoenergetic

4.4 and 15.1 MeV gammas peaks is distinct while there is a large overlap between the

6 and 9 MeV bremsstrahlung gamma spectra, especially in the low energy region. In

the simulation, even though NaI was used as the detector volume, detector resolution

was not simulated in the energy spectrum. From the analysis of the spectrum, the

9 to 6 MeV bremsstrahlung photon ratio used in subsequent analyses was 2.5:1 and
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it was determined by the number of emitted photons in the forward direction from

the bremsstrahlung simulations with the same source current. Meanwhile, the 4.4 to

15.1 MeV monoenergetic gamma ratio was approximately 6:1, determined from yield

calculations in Sec. 4.5 assuming 11B(p, n′γ)12C reaction was used. The geometry

and component of the experiment can be found in Tab. 3.2 and a side view of the

simulation geometry is shown in Fig. 3-2.

Distance from source to center of object 1 1.2 m
Distance from center of object 1 to center of object 2 0.2 m
Distance from source to center of NaI detector 2.2 m
Full angle of the fan beam (width) 0.286∘

Full angle of the fan beam (height) 29∘

Size of NaI detector (height, width, length) (5.08 cm, 10.16 cm, 40.64 cm)
Size of object 1 (Fe) for both cargo (height, width, thickness) (80 cm, 40 cm, 25 cm)
Size of object 2 (Fe) for cargo 1 (height, width, thickness) (4 cm, 10.16 cm, 5 cm)
Size of object 2 (U) for cargo 2 (height, width, thickness) (4 cm, 10.16 cm, 2 cm)

Table 3.2: Geometric parameters of the simulation setup for the dose comparison
simulations.

Figure 3-2: Left: Visualization of the simulation setup for the dose comparison simu-
lations with parameters found in Tab. 3.2. The object 2 in this figure is a block of Fe
(cargo 1). Right: Visualization of the simulation setup for acquiring the dose induced
from the source photons to a block of water.

To quantify the ability to distinguish the change of object 2 from iron to uranium
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between two mock cargoes, an index of separation was used:

F =
|r2 − r1|

√︀

σ2
r1
+ σ2

r2

(3.5)

r1 =
Scargo1,Ehigh

Scargo1,Elow

(3.6)

r2 =
Scargo2,Ehigh

Scargo2,Elow

(3.7)

where Scargo1,Ehigh
and Scargo1,Elow

is the signal from the high energy and low energy

transmitted spectra of cargo 1 (Fe+Fe) respectively. The same definition is used for

Scargo2,Ehigh
and Scargo2,Elow

but for cargo 2 (Fe+U) instead of cargo 1. The high and low

energy transmitted spectra for MMGR were the 15.1 and 4.4 MeV transmitted spec-

trum respectively. As for bremsstrahlung, they were the 9 and 6 MeV bremsstrahlung

transmitted spectra. MMGR simulation used the counts from 3.3 to 4.9 MeV as the

4.4 MeV signal and the counts from 11.5 to 16 MeV as the 15.1 MeV signal. As for

bremsstrahlung simulations, the total counts from 6 and 9 MeV transmitted spectra

were used as the signal, based on the fact that most deployed bremsstrahlung-based

radiography system mentioned in previous sections used 5mm×5mm×30mm CdWO4

detector as a calorimeter to measure the total deposited energy, hence there were no

energy cuts for analysis [77]. The goal for comparison was to obtain the same F for

both sources. This led to having the number of events needed (total number of source

photons) for bremsstrahlung source and MMGR source to achieve the same F value.

Another simulation was ran in order to convert the source counts from both sources

to dose. As seen in Fig. 3-2, a slab of water (80 cm×10 cm×5 cm in size) was placed

at the location of object 1 in order to capture the whole fan beam. Water was used

for this conversion due to the fact that human are composed of 60 to 70% water.

A total of 106 source photons were generated from each of the four source spectra.

The energy deposited from each of the sources were tallied and converted into Gy by

dividing the deposited energy with the mass of the water block. As such, dose con-

version in units of Gy/million source photons were found for each of the four source

gamma spectra. The simulated dose conversions are as follows:
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6 MeV brem 9 MeV brem 4.4 MeV MMGR 15.1 MeV MMGR

Energy deposited (GeV) 154 176 383 596
µGy 6.15 7.03 15.33 23.89

Table 3.3: Total energy deposited and the induced dose to a block of water from 106

source photons sampled from each of the four source spectra.

3.3.3 Result

The resulting simulated transmitted spectra for the two cargo scans using two

different sources are shown in Fig. 3-3. In order to achieve a F of 4.2, the number of

source photons used for MMGR at 4.4 and 15.1 MeV were 2.55×107 and 4.25×106

respectively. For the same F of 4.2, the number of 6 and 9 MeV source bremsstrahlung

photons used were 4.68×108 and 1.17×109 respectively. These counts get converted

to 0.49 mGy for the 4.4/15.1 MeV MMGR system and 11.1 mGy for the 6/9 MeV

bremsstrahlung system.

The results from these simple simulations demonstrated the dose from the 6/9

MeV bremsstrahlung system was 22.6 times higher than the dose from 4.4/15.1 MeV

MMGR. However, this result was the upper bound on the dose differences as the

simulations did not take into account the gamma or neutron induced background,

the resolution of the detector, and most importantly, the spacial resolution of the

radiography system and the possibility of spectral hardening of the bremsstrahlung

beam. Additionally, the results do not address the potential of using more than two

monoenergetic gamma for radiography. However, these served the general purpose of

providing an estimation on the dose difference between the two systems.

It is also important to note there exists different ways to utilize bremsstrahlung

photons for material discrimination. In a paper by Anatoli Arodzero [78], an Adap-

tive Multi-Energy Cargo Inspection System (AMEXIS) was being developed using

a linax-based, adaptive, ramped-energy Modulated-Energy X-ray Pulses (MEXP)

for advanced radiography and material discrimination analysis [78, 79]. It showed

the possibility to perform radiography using an X-ray source and achieved four Z-

groups of material discrimination with the given examples of lead, steel, aluminum
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and polyethylene, at a dose rate of 0.125 rad per scan line for a moderately loaded

cargo [78].

Figure 3-3: Simulated gamma spectra from the results of all simulations performed.
The figure on the top contains all the spectra for MMGR simulations while the figure
on the bottom contains all the spectra from bremsstrahlung-based system. The red
colored spectra are the transmitted spectra from cargo 1 (Fe+Fe) simulations while
the blue colored transmitted spectra are from cargo 2 (Fe+U) simulations. In these
simulation, a fan beam was used with the simulation geometry mentioned in Table. 3.2
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3.4 Past MMGR system and its limitations

The Laboratory of Nuclear Security and Policy (LNSP) at MIT previously con-

ducted a few proof-of-concept MMGR experiments using dual monoenergetic gammas

from an accelerator-based system [6, 7]. Using the same system, several neutron ra-

diography experiments were performed as well [3, 4]. 11B(d, nγ)12C was the reaction

used in these past experiments, with a positive Q value of 13.73 MeV that was released

from the reaction [59]. Deuterons were accelerated to 3 MeV by a pulsed Radio Fre-

quency Quadrupole (RFQ), and 4.44 and 15.1 MeV gammas were generated via the

de-excitation of 12C* from 11B(d, nγ)12C reaction for MMGR. It was demonstrated

that this MMGR system along with an improved reconstruction algorithm has the

capability to reconstruct Zeff with a specificity of 3 in Z, even separating different

high Z materials such as tungsten and lead [7].

RFQ

accelerator

HDPE, Pb

target shield Concrete

collimators

Figure 3-4: Schematic of the past MMGR system used for experiments in Ref. [3, 4,
5, 6, 7]. Reprinted from O’Day et al. [5]

In this past MMGR system, the Accsys Technologies DL-3 Radio Frequency

Quadruple used was a very large and bulky system, measuring more than four meters

in length as shown in Fig. 3-4. It also required a long setup time for initial alignment

and calibrations. As a result, this particular system is not well suited for use in a de-

ployable system. Small RFQ capable of accelerating particles to a few MeV do exist,
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but they come with their own disadvantage: the source particle and energy is fixed,

limiting the reactions that could be utilized. For systems that accelerated deuterons

to 3 MeV, the 11B(d, nγ)12C reaction used to generate the 4.4 and 15.1 MeV gammas

was another source of disadvantage. This reaction generated a relatively low yield of

gammas (1.31× 10−5 and 3.39× 10−6 photons per source deuteron) while generating

neutrons at the same time. For the sole purpose of MMGR, these neutrons produced

from the reaction generated unnecessary and significant radiation dose.
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Chapter 4

Compact Superconducting Cyclotron

for MMGR

This chapter focuses on the details of the accelerator used in this PhD thesis, in-

cluding but not limited to the superconducting cyclotron’s specifications and internal

components. A significant portion of this PhD study was spent on the target design

and performance characterization of the cyclotron, which was the first machine man-

ufactured by Ionetix Corporation and not designed for radiography. Instead, it was

designed with an internal target for medical isotopes production. Operational rou-

tines and parameters related to the cyclotron are discussed below to provide a general

knowledge about the complexity of running the cyclotron and potential burdens for

mobile applications. A list of cyclotron maintenance and upgrades during the span of

this PhD work are tallied as well to show the downtime of this new cyclotron design

and provide insight on its reliability.

4.1 Accelerator choices for MMGR

While many accelerators are now commercially available, the options are limited

for ones usable in a deployable MMGR system. A deployable MMGR system needs to

be readily mobile and with a maximum weight of 26,000 lbs (11.8 tonnes), the weight

limit for Class A commercial driving license in the U.S. [80]. It also corresponds to
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a Class 6 medium duty truck, in which the maximum gross vehicle weight rating is

26,000 lbs (11.8 tonnes), according to the U.S. Department of Transportation Federal

Highway Administration [81, 82]. This maximum gross weight of 26,000 lbs (11.8

tonne) also includes the curb weight of the truck, which is approximately 9,000 lbs

(4.1 tonnes) [83].

The accelerator should also accelerate ions to energies above 10 MeV to enable the

use of low energy nuclear reactions to generate multiple monoenergetic gammas. With

such limitations in mind, many accelerators such as the RFQ used for previous MMGR

studies, are too large, too heavy, and require too long of a set up time for initial

alignment and calibration that renders it impractical for mobile application [6, 7, 5].

Small RFQ systems capable of accelerating particles to a few MeV do exist but those

come with their own disadvantage: the source particle and energy is fixed, limiting

the reactions that could be utilized. Furthermore, a 3 MeV deuteron accelerator

utilizing 11B(d, nγ)12C reaction would generate unnecessary and significant radiation

dose from the neutrons. Other accelerators such as a DC tandem Van de Graaff

accelerator have a high current output, can accelerate different particles, and is very

reliable; however, Van de Graaff accelerators are large and heavy. For example, the 15

MV tandem Van de Graaff at Brookhaven National Laboratory is 24 m in length [84].

As mentioned in Sec. 3.3, bremsstrahlung based systems are also not favorable due

to the high dose induced during the screening compared to a monoenergetic based

system.

The last type of accelerator discussed here will be the cyclotron, a well-developed

technology first established by Ernest Lawrence in 1932. The cyclotron accelerates

charged particles along a spiral trajectory by the combination of a static magnetic field

and varying electrical fields between the "Dees". Commercially available cyclotrons

such as Cyclone KIUBE and Cyclotron 30 can be used to accelerate protons to 18

and 30 MeV respectively [85, 86]. However, the bulky conventional magnets used to

generate a magnetic field of 1.7 T makes the cyclotrons large and heavy. Cyclotron

30 weighs over 45.4 tonnes and is 8 m by 7 m by 4 m, while the newer Cyclone

KIUBE manufactured by IBA still weighs 16.3 tonnes without self-shielding and is
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2 m by 2 m by 2 m, making both highly unsuitable for mobile applications. As

superconducting technology becomes more commonplace and readily available, there

is significant effort to develop a compact superconducting cyclotron. Ideally, one

would want a cyclotron capable of accelerating different particles to as high as 20

MeV while generating higher magnetic fields and using smaller magnets.

4.2 Cyclotron specification

The cyclotron used in this thesis is the ION-12SC compact superconducting isochronous

cyclotron made by Ionetix Corporation. It is located in the Vault Laboratory in build-

ing NW13 at MIT. This cyclotron is named CHARON (Cyclic Hydrogen Accelerator

for Radiography and Other Nuclear-applications) and it can accelerate protons to ap-

proximately 12 MeV. It is a novel superconducting cyclotron using niobium-titanium

(NbTi) superconductor for the magnet [87]. NbTi has a critical temperature of ap-

proximately 10 K [88]. Superconducting technology enables the magnetic field in

the cyclotron to reach as high as 4.5 T, according to the manufacturer specifica-

tion [89, 90]. It is also very compact at only 89 cm in diameter, 196 cm in height, and

weighs only 2.27 tonnes [91]. Fig. 4-1 shows a photo of CHARON with a person next

to it for scale. CHARON is an isochronous cyclotron, meaning the axial magnetic

field is designed to increase with radius to compensate the effects of relativistic mass

increase of protons at 12 MeV. As protons accelerate, the cyclotron frequency remains

constant.

Derived from the Lorentz Force Law, the gyroradius, gyrofrequency, and period

of the cyclotron have the following relations:

rg =
mv

qB(r)
(4.1)

Tg =
2πrg
v

(4.2)

fg =
qB(r)

2πm
(4.3)
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Figure 4-1: Isometric view of the cyclotron with the author next to it for scale.

where rg is the gyroradius, m is the mass of the ion, v is the velocity of the ion,

q is the charge of the ion and B(r) is the axial magnetic field at radius r, Tg is the

period of the cyclotron, and fg is the gyrofrequency.

From Eq. 4.1, 4.2 and 4.3, the cyclotron energy and magnetic field was esti-

mated to confirm the manufacturer’s specifications. From the specification, the final

acceleration radius of the cyclotron is 11.5 cm [91]. The experimentally measured

gyrofrequency was 67,360 kHz, which gives a calculated magnetic field of 4.42 T and

a calculated final proton energy of 12.4 MeV. Since the radiofrequency (RF) voltage
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oscillates from -17 kV to +17 kV, giving up to 34 KeV to a proton each revolution

around the cyclotron, the proton is estimated to have cycled approximately 360 rev-

olutions in the cyclotron during acceleration, the equivalent to more than a quarter

of a km in path length travelled.

In addition to the cyclotron, there are three main auxiliary components for CHARON’s

operations: the water cooled PLC control rack, the cryocooling system, and the Fluid

Chillers Inc. WAT 5000 Chiller [92, 93]. Because the superconducting magnet needs

to be cooled down to 5 K for normal operations, a cryocooler has to be used. In

the current setup, the Cryomech water cooled CPA1110 cryo compressor along with

PT-415 two-stage pulse tube (PT) cryocooler provide the necessary cooling of the

magnet down to 5K [92, 94]. The cryo compressor compresses helium to 280 psi and

subsequently expands the gas to 100 psi via a piston, which cools down the cryohead

by the pressure differential, and recirculates the helium gas back to the compressor.

The cooling capacity of the two-stage cryosystem is 1.5 W at 4.2 K and 40 W at 45 K.

The cryogenic helium gas circulates in a closed loop and does not deplete over time,

hence the system does not require refilling after the initial setup. The size of the cryo

compressor is 61 cm by 61 cm by 78 cm and the power consumption is 10.7 kW and

runs at 3 phase 230 V. The cryo compressor itself is cooled by a closed chilled water

loop provided by the Fluid Chillers Inc. WAT 5000 Chiller.

The WAT 5000 chiller is a 107 cm by 70 cm by 167 cm water cooled chiller with

an integrated pump and tank system. It has a cooling capacity of 61,000 BTUs/hr

and a two loop system where the primary loop uses the unfiltered MIT facility water

at 100 psi chilled to 9 degree Celsius while the secondary loop is a closed loop of dis-

tilled water at 12 degree Celsius. This system provides the necessary cooling for the

cryo compressor, RF power supply on the PLC rack, and different components of the

cyclotron. For example, the RF resonator of the cyclotron is cooled with chilled water

flowing at 2.5 gpm. The chiller runs at 3 phase 230 V and consumes approximately

12 kW of power.

The last major component for CHARON is the PLC control rack. It contains

all the controllers and communication modules necessary for CHARON’s operations,
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including the RF combiner, RF power supply, RF controller, magnet power supply,

ion source power supply, cryogenics control, turbo pump control, and all other con-

trollers. The rack measures 94 cm by 58 cm by 195 cm. Some of the components

are cooled by the chilled distiller water such as the two 3 kW RF power supply that

provide the necessary power to the RF system. Photos of all three systems mentioned

are shown in Fig. 4-2.

Figure 4-2: Photos of the three main auxiliary components. From left to right is the
CPA1110 cryo compressor, WAT 5000 chiller, and the PLC control rack.

4.3 Ion source and the dummy Dee

The ion source and the dummy Dee make up two critical components of the

cyclotron. In CHARON, the accelerating voltage of the Dee oscillates between +17

kV and -17 kV at a radiofrequency of 67,360 kHz while the dummy Dee is held at

ground. The region of acceleration for the protons lies in the gap between the Dee and

dummy Dee. Fig. 4-3 shows a photo of the Dee and dummy Dee. A piece of ceramic

insulator supports the Dee stem, which connects to the Dee inside the cyclotron.

During normal operations, arcings might occur between the Dee stem and the RF

cavity, leading to normal degradation of this ceramic insulator. Misalignment of the

Dee stem could induce uneven stress on the ceramic insulator that rapidly increases
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wear and tear of the equipment, and more frequent replacement of the insulator. In

the first two years of operations alone, a total of four insulators have broke.

Dee

Dee

Dee

stem

Figure 4-3: Photo of the Dee, dummy Dee, and the Dee stem with the approximate
location of the last accelerated orbit and water target sketched.

CHARON uses a cold cathode penning ion source with two high negative voltage

tantalum or titanium cathode with boron nitride insulators, which subsequently ion-

izes the hydrogen in the chimney of a single-body of Beryllium Copper as shown in

Fig. 4-4 [89]. The source opening is a 2×0.5 mm slit with a 30 degree bevel at 2 mm

offset from the center of the cyclotron to initially pull and accelerate the protons close

to the slit [90]. The flow of gas and operating current of the arc in the ion source

ranges from 0.3 to 1.0 sccm and 0.1 to 15 mA respectively. The voltage for the ion

source automatically adjusts between 600 and 1,800 V, according to the ion source

current output. At the time of this thesis study, the nominal operating ion source

current was approximately 4 mA at 1,300 V to produce 5 µA of beam on water target

and 0.8 µA of beam on the graphite collimator. Though the power consumption of

the ion source fell below 6 W, the temperature rose significantly during operations

due to the poor cooling performance of the dummy Dee, which negatively affected the
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output and caused the ion source to become unstable. With an unstable ion source,

the proton beam became unfocused and the amount of beam hitting the water pocket

and the graphite collimator would start to vary over time. Towards the end of this

PhD study, a new cooling circuit was installed to directly cool the dummy Dee and

the ion source to address the heating issues discussed above. However, no radiography

experiments were performed with the cyclotron after the upgrade. Additionally, two

other ion sources were manufactured with 3 and 4 mm extraction slits (see Fig. 4-4)

instead of the standard 2 mm slit in an attempt to produce a much higher beam

current on target. However, these were not tested in this PhD study.

graphite beam scraper

ion source cathode insulator

chimneyextraction slit

H2 gas inlet

cathode wire inlet

dummy Dee

chimney

cathode insulator cathode wire inlet

Figure 4-4: Top: Photos of the full assembly of the first generation dummy Dee,
including the ion source and the graphite scraper. Bottom left: Zoomed in image of
the ion source showing the boron nitride cathode insulator, chimney, and extraction
slit. Bottom right: Front view of the ion source showing the hydrogen gas inlet and
cathode wire inlet of the ion source.

Fig. 4-4 details the ion source design, including the cathode insulator, extraction

slit, the chimney, and all the inlets. It also shows the first generation dummy Dee

design with indirect cooling via the heat conduction of two copper leaf spring. The

indirect conduction cooling design of the leaf spring led to beam instability and reduc-
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tion in ion source performance due to the increase in ion source temperature during

operations. This PhD study utilized the second dummy Dee design, replacing the

leaf springs with two coil springs and a much larger aluminum contact. Although

this improved the cooling of the ion source, significant heating still occurred during

operations. The latest upgrade of CHARON completely rebuilt the RF stem sup-

port and dummy Dee, and introduced active cooling to the dummy Dee. However,

no radiography data has been collected since the latest upgrade. Another feature

of the dummy Dee is the graphite beam scraper. It is 10 cm long and 4 mm thick

with a 9.2 mm gap in the middle covering the copper dummy Dee. The purpose of

the beam scraper is to prevent protons that are not focused and/or fully accelerated

from gaining more energy. Those protons will be stopped by the graphite to prevent

proton activation of the copper dummy Dee. A series of diagnostic tests have been

performed to show that the 4.4 gammas did not originate from the scraper since most

of the protons hitting the graphite scraper fell below the energy threshold.

4.4 Target design and considerations

Fig. 4-5 details the target design of CHARON. The water target is located 14.1 cm

from the center of the cyclotron. This target contains a static 3 mL liquid pocket held

together by a target window and window frame. The static liquid pocket was actively

cooled by a closed loop of deionized chilled water. In front of the water target, an

electronically insulated graphite collimator collimates the proton beam horizontally

(radially). From multiple beam imaging experiments, the beam spot was found to

have a radial width of approximately 12 mm (FWHM) and a height of 3 mm (FWHM).

In the target assembly, two wires independently measured the current from protons

stopped by the front water target assembly and the graphite collimator using two 9103

USB Picoammeter made by RBD Instruments. In this design, approximately one fifth

of the beam was stopped by the graphite collimator, creating 4.4 MeV gammas while

the rest was attenuated by the 50 µm aluminum window and subsequently stopped

in the static water pocket, creating 6.13, 6.92, and 7.12 MeV gammas. The average
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current on the water and collimator for all 19 radiography experiments were at 6.0

µA and 0.56 µA respectively.

Figure 4-5: Top left: Sketch of the top view of the front water assembly with the
proton trajectory drawn and radius labelled along with the target window, window
frame, water pocket, and the graphite collimator. Top right: an isometric view of
the front water assembly with all parts labelled. Bottom: top view of the full water
target assembly with water pocket cooling lines and filling lines shown.

From the list of nuclear reactions, water and PF-5080 (perfluorooctane,C8F18)

were tested as a target material in the liquid pocket. When the beam hit the liquid

pocket, PF-5080 released fluorine gas through a possible combination of thermal,

chemical, and nuclear reaction. As a result, the 50 µm thick aluminum window

ruptured after just 30 s of irradiation at 5 µA, aborting the experimental run. Unless

alternative circulation methods can be found to handle this issue, PF-5080 is not a

suitable target material, leaving water as the only candidate material.

The original window designs from Ionetix were also modified in an attempt to

increase gamma production and reduce material activation. While kapton windows

have a low neutron yield from proton induced reactions, it makes a poor conductor

of heat (1.76 Wm−1K−1 at 300 K) and tends to degrade and embrittle over time [95].
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With CHARON accelerating protons to approximately 12 MeV and 5 µA for this

study, 72 W of energy were transferred into the window by the protons. As a result,

the 125 µm thick kapton window would break after only operating for an hour. A

low Z metal such as aluminum makes the next logical choice for the window as

low Z materials have a higher (p,n) reaction threshold, and therefore less neutron

production. Aluminum has a thermal conductivity over 100 times higher than kapton,

at 205 Wm−1K−1 [96]. Even then, active water pocket cooling will be necessary.

The aluminum window also needs to be as thin as possible to reduce the loss in

proton energy before reaching the water to maximize gamma yield and reduce neutron

creation. A series of short tests were conducted with aluminum windows at thicknesses

of 25, 50, and 75 µm. The 25 µm thick aluminum window was found to be unusable

after only an hour of operating due to rapid deformations that caused vacuum to leak

from the water pocket.

Besides the liquid and the window, the window frame was also specially designed to

minimize activation so the target could be handled sooner with less dose and generate

less gamma background during the experiment. The window frame is composed of

aluminum rather than the originally designed steel. Below is the record of neutron and

gamma dose measurements by the Thermo Fisher Scientific ASP2e neutron survey

meter and Ludlum 9DP-1 dosimeter at a distance of 259 cm from the target behind

the concrete and lead collimator respectively [97, 98]. A schematic for the locations

of the dosimeters is provided in Fig. 5-1.

As seen in Table. 4.1, there was a significant increase in gamma and neutron

dose when the target window changed from 125 µm thick kapton to 50 µm thick

aluminum to 75 µm thick aluminum. However, the neutron and gamma dose appear

to remain the same regardless of the window frame material. This indicates only

a minimal amount of proton beam actually hit the window frame when the beam

was tuned and focused with optimal parameters. Measurements taken previously

indicated more radioactivity in the steel frame compared to the aluminum frame

after running the experiments. The primary cause of such higher radioactivity was

due to the radioactive isotopes generated from proton induced reactions on steel being
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Materials current on current on neutron gamma
water jaw dose rate dose rate
[uA] [uA] [mRem/min] [mR/min]

Without HDPE shield
Al frame + 125 um kapton + water 5.02 0.28 0.058 0.26
Al frame + 50 um Al + water 5.1 0.50 0.284 0.32
Steel frame + 50 um Al + water 4.38 0.39 0.259 0.30
Al frame + 75 um Al + water 4.8 0.56 0.420 0.40
Steel frame + 75 um Al + water 4.58 0.72 0.395 0.36
With HDPE shield
Al frame + 125 um kapton + water 4.8 0.24 4.32×10−4 0.128
Al frame + 50 um Al + water 5.2 0.47 4.88×10−3 0.181
Al frame + 75 um Al + water 4.82 0.45 5.36×10−3 0.172
Steel frame + 75 um Al + water 4.7 0.65 5.7×10−3 0.163

Table 4.1: Tabulated experimental data of neutron and gamma dose measurements at
a distance of 259 cm from the target behind the concrete and lead collimator measured
by the Thermo Fisher Scientific ASP2e neutron survey meter and Ludlum 9DP-1
dosimeter respectively. Different combinations of the target window and target frame
have been tested. The data were also measured with and without 20.32 cm of HDPE
for neutron dose reduction during the screening. The duration of the experimental
run for each data subset in this PhD thesis was six minutes with an average current
on water and collimator at 6.0 µA and 0.56 µA respectively

longer lived than those from protons on aluminum. According to the rule of ALARA,

the aluminum window frame was a much more suitable choice since it reduced the

dose to the person handling the target. Because of these considerations, the target

combination used were aluminum frame with 50 µm thick aluminum window and

water pocket. Table. 4.1 also shows significantly reduced neutron dose by more than

a factor of 50 if 20.32 cm of HDPE were in place. In order to translate the dose rate

to dose for a typical radiography scan, the duration of the experimental run for each

data subset in this PhD thesis was six minutes with an average current on water and

collimator at 6.0 µA and 0.56 µA respectively.

4.5 Gamma yield calculation

To produce the necessary gammas, the internal target used was a mixed target

consisting of a graphite collimator and a static water pocket with a 50 µm thick

aluminum window in front. With 12 MeV photons and graphite (C) target, the
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strongest de-excitation gamma line was 4.44 MeV from the 12C(p,p′γ)12C reaction.

From oxygen (in water), gammas were produced by the de-excitation of 16O* through

(p,p′γ) reaction at energies of 6.13, 6.92, and 7.12 MeV. Using the existing cross-

section data for the above reactions listed in Table.4.2 [60, 63] and the stopping powers

of proton [99], the gamma yield per incident proton were calculated by performing a

numerical integration with the following equation:

yield =

∫︁ Ep

Eth

dE
σ(E)

−dE
dx
(E)

·
ρN

A
(4.4)

where Eth is the threshold energy of corresponding (p,p′γ) reaction, Ep is the

energy of the accelerated protons (12 MeV in the current accelerator), σ(E) is the

cross section of the (p,p′γ) reaction at energy E, dE
dx
(E) is the stopping power of the

proton in the target material at energy E, ρ is the density of the material, N is the

Avogadro number, and A is the atomic weight of the target. The energy steps used

in the numerical integration were 10 eV and dE
dx
(E) at each step were calculated from

interpolation of the available proton stopping power data (-dE/dx), taken from the

"stopping power and range tables for protons database", published by the National

Institutes of Standards and Technology [99]. The database used several methods with

multiple corrections to evaluate the stopping power. One of the base equations was

the Bethe formula:

−
dE

dx
=

4πe4z2

m0v2
NZ{ln(

2m0v
2

I
)− ln(1−

v2

c2
)−

v2

c2
} (4.5)

where ze and v are the charge and velocity of the incident particle, m0 is the rest

mass of electron, c is the speed of light, N is the number density of the stopping

material, and Z is the atomic number of the stopping material.

The range of the incident particle was then calculated by performing another

numerical integral using the formula:

Range =

∫︁ 0

E

−
dx

dE
(E) · dE (4.6)
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where E is the energy of the incident particle. The range of protons at 12 MeV

in graphite and water were 1.12 cm and 1.7 cm respectively. Based on the trajectory

of the protons sketched in Fig. 4-5, most of the proton beam would either be fully

stopped by the graphite collimator or the water in the water pocket. Similarly, the

cross sections used in each of the 10 eV steps for the numerical integral were calculated

via linear interpolation of existing data from Table. 4.2. Using all the information

gathered, the 4.44, 6.13, 6.92, and 7.12 MeV gamma yields were calculated and plotted

in Fig. 4-6. Similarly, the gamma yields from the old RFQ-based system were also

calculated using Table. 4.3. As seen in Fig. 4-6, most of the gamma yields from the

(p,p′γ) reactions used in CHARON exceed the yield of gammas from the old (d,nγ)

reaction, with some more than 100 times higher.

It is important to note all the cross section data used were averaged over all

angles, not given as a specific angle. However, gamma cross sections have an angular

dependency with gamma yields varying strongly as the measurement angle changes

relative to the proton beam direction. To estimate the impact of measurement angle,

literature values for the ratio of cross sections at different angles were examined. For

4.44 MeV gamma and 14 MeV incident proton, the ratio of cross sections was 2.19

when comparing 45 to 90 degrees, and was as high as 7.5 when comparing 18 to 90

degrees [60, 61, 62]. The ratios of cross sections between 45 and 90 degree for 6.13,

6.02, and 7.12 MeV gammas are approximately 1.36, 1.20, and 1.03 respectively [60,

100]. Because all the experimental gamma transmission measurements were made

at 90 degree while the theoretical yield calculation used integrated cross sections

across all angles, there could be a discrepancy of more than a factor of 2 between the

theoretical and experimental yield results.
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Figure 4-6: Gamma yield from different (p, p′γ) calculated using Eq. 4.4 for protons at
different energies. The symbols represent the calculated gamma yields, and the dot-
ted lines are for visual discrimination only. The magenta line represents the reaction
used for the previous RFQ-based system. The black and blue lines represent reactions
of protons on graphite and water respectively. The red symbols represent the yield
from bremsstrahlung, and were calculated by binning the simulated bremsstrahlung
spectrum into 1 MeV bins (e.g. the 5.5 MeV symbol is total the yield of 5-6 MeV
gammas). Simulated bremsstrahlung spectra were generated from the GEANT4 sim-
ulation of electrons at the indicated end point energy with a 1 cm thick tungsten
target. For conversion, a 1 µA proton beam corresponds to 6.242×1012 protons per
second.
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Reaction 11B(d, n′γ)12C

Transition 12C*4.44 → g.s. Transition 12C*15.1 → g.s.

Eγ (MeV) 4.44 Eγ (MeV) 15.1

Reference [70] Reference [70]

Ed (MeV) σ (mb) Ed (MeV) σ (mb)

1.51 42 1.75 3.14

1.96 36 2 5.65

2.36 29 2.25 8.80

2.77 25 2.5 11.31

3.07 30.5 2.75 12.57

3.47 31 3 15.71

3.77 32 3.5 16.96

4.11 38 4 16.59

4.68 28 4.5 16.34

Table 4.3: Tabulated cross section data for the 11B(d, n′γ)12C reaction. All of the
values are integrated cross sections and do not contain information on angular de-
pendency. These cross section data were used to calculate the theoretical yields for
4.44 and 15.1 MeV gammas from the past RFQ-based system.

4.6 Cyclotron operation

4.6.1 Operating parameters, effects, and routine procedures

The cyclotron is a complicated machine to operate. In order for CHARON to

perform optimally, specific procedures must be followed with multiple parameters re-

quiring fine tuning during operations. First and foremost, the filling procedures must

be properly followed to ensure complete filling of the water pocket. Multiple early ex-

periments demonstrated large variations on the gamma peak heights from the oxygen

gamma lines in the transmission spectra. There were even occasions when no oxygen

lines were observed due to the lack of water in the pocket. To completely fill the

water pocket with the least amount of air trapped in it, the water target must first

be filled outside the cyclotron, then filled again when it is in the cylotron and under

vacuum. Prior to the start of the experiment each day, the water pocket needed to

be refilled with fresh, deionized water. This served two purposes. First, it lowered

the false "ghost" current reading stemming from the conductivity of slightly ionized
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water (which is a path to ground in the otherwise electrically isolated target). The

small conductivity might stems from the reactions between slightly acidic water in

the pocket and the aluminum of the target. With fresh deionized water, the ghost

current was reduced from 100s of nA to approximately 25 nA. Second, it reduced the

amount of empty vacancy in the water pocket. As the 50 um aluminum window aged

over time with usage, it stretched and deformed such that empty space was created.

It was essential to fill those spaces up to ensure the protons were fully stopped by the

water.

When internal components of CHARON were inadequately cooled in earlier ex-

periments, multiple procedures were in place to increase the cooling power of the

dummy Dee, RF cavity, water target, and ion source in order to increase the beam

time. Increasing the temperature of the RF cavity of CHARON led to out gassing of

internal components and reduction of the beam output and stability. Similarly, the

increased temperature of the dummy Dee and ion source had the same effects. If the

vacuum of the beam chamber reached 1.2×10−4 Torr, the cyclotron RF power would

automatically trip to prevent arcing and damaging of internal components. As such,

before the experiment, the water target chiller and main water chiller temperature

had to be lowered from 15 degree to 5 degree Celsius and 12 degree Celsius respec-

tively to increase the beam time. After the experiment concluded, the temperature

was manually reset to 15 degree Celsius to reduce the risk of damage to the electronic

components from condensation in the PLC racks.

In order to maintain proper cooling of the RF cavity so the cyclotron can operate

continuously without tripping the vacuum, all the water lines needed to be flushed to

prevent clogging in the cooling loops of the cyclotron. Flushing was required if the

water flow of either one of the two cyclotrons’ cooling loops fell below 2 gpm or once a

month as part of a preventive measures procedure. The source of clogging originated

from the corrosion resulting from mixed metal effects of copper, steel, and aluminum

in the cyclotron components and minerals in the cooling water.

The limited life span of the 50 µm thick aluminum window of the water pocket

meant routine replacement of the windows were required for every 10-20 hours of
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experiment to prevent rupture. When the target was removed from the cyclotron,

the beam chamber needed to be filled with nitrogen and then sealed to prevent atmo-

spheric air with water moisture from entering the cavity. This drastically reduced the

amount of time needed to pump the beam chamber back down to the recommended

operating pressure of 3×10−5 Torr. Without hydrogen gas flowing into the ion source,

the beam chamber could be pumped down to 3×10−5 Torr within 20 mins after the

window replacement.

The ion source was capable of operating within a voltage range of 500 to 1800 V

and the range of hydrogen gas flow to the ion source was 0.1 to 1 sccm. Currently,

only the gas flow from the ion source can be changed and the ion source power supply

would be automatically tuned to the necessary voltage to achieve the ion source cur-

rent set point between 0.1 to 15 mA. Increasing the ion source gas flow at a fixed ion

source current comes with pros and cons. With higher gas flow, the ion source volt-

age would be lowered so less ion source heating would occur. As a result, the beam

chamber vacuum pressure increased at a slower rate and the cyclotron could operate

longer before it tripped at 1.2×10−4Torr. The drawback of increasing gas flow was

that it increased the baseline beam chamber vacuum pressure so there was a smaller

buffer between the starting vacuum pressure and the trip pressure. Furthermore, if

there was a bad vacuum, then the beam current on target would decrease due to the

decrease of acceptance and beam loss during acceleration. It was trial and error to

determine the balance of the ion source gas flow at different ion source current settings

to achieve the maximum beam current on target. Most of the experiments in this

study ran the ion source at 4 to 6 mA and the hydrogen mass flow was 0.5 to 0.6 sccm

to achieve approximately 5 to 6 µA and 0.5 to 0.8 µA on water target and graphite

collimator jaw respectively. Out of 19 one-hour long experiments, the average current

on water and graphite collimator were 6.0 µA and 0.56 µA respectively.

To maximize the current output on the water and the collimator, the RF voltage

and frequency also needed to be tuned prior to the start of the experiment. The

RF voltage would affect the fraction of the beam that makes it to the target (known

as the transmission). With each cycle around the cyclotron, the proton beam be-
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comes slightly less focused, and more of the beam is lost before reaching 12 MeV.

With increased voltage, accelerating protons would spend less time and less turns in

the cyclotron so the current on target would be higher. In the setup at the time,

CHARON operated at 17 kV for MMGR experiments, with some beams able to reach

the target at as low as 15.5 kV. After a recent upgrade, CHARON is now able to

operate at 18 kV with improved efficiency.

RF frequency was another parameter that affected beam output. Changing the

RF frequency led to radial focusing and defocusing of the proton beam. In other

words, the amount of beam hitting the water pocket assembly and the graphite col-

limator jaw depended on the RF frequency. With increasing frequency, the current

on the water pocket also increased steadily until it reaches a maximum, followed

by a region of steep decrease. Under the range of RF conditions, the current on

the graphite collimator jaw increased consistently with increasing RF, increasing the

most quickly at the range where the water pocket-current decreased. The results of a

series of experiments to investigate this effect are shown in Table. 4.4. In the current

operation procedure, the experiment would begin with the RF frequency set close

to the edge where the current on water was maximized before the steep drop. As

the experiment proceeded, the RF cavity would heat up and the frequency needed to

manually decrease in 100 Hz steps to compensate the cavity heating while maintaining

the same current on the water pocket. With RF cavity heating during the experi-

ment, the beam became less focused radially, leading to a slight current increase on

the graphite jaw. This beam defocusing also led to inaccurate current measurements

of the water pocket because the measured current was induced by protons stopping

in any part of the whole front assembly with the exact stop location unclear. This

frequency tuning was required at the start of each experiment as there were occasions

when the beam was too focused with no beam hitting the graphite jaw, thus yielding

no 4.4 MeV gammas.

The Dee gap between the Dee and dummy Dee were also calibrated through a

series of tests to maximize the ion source acceptance. CHARON was designed to

accept approximately 4% (15 degrees) of the total beam produced by the ion source,
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RF frequency [kHz] current on current on
water target [uA] graphite collimator [uA]

67357 1.4 0.4
67358 1.4 0.4
67359 1.4 0.5
67360 1.4 0.8
67361 1.3 0.11
67362 1.1 0.13

Table 4.4: Experimental results showing the change of current on the water target
and the graphite collimator at different RF frequencies under the same RF voltage
(17 kV), ion source current (1 mA), and ion source gas flow (0.5 sccm).

and an increase in the Dee gap would reduce this acceptance and subsequently reduce

the current on target. During calibration, the Dee gap manually increased in small

steps (∼ 0.05 mm) until the RF voltage was reached and could remain at 17 kV

without arcing for 30 mins. This was then set to be the Dee gap corresponding to

the maximum current output. For the current tuning, this Dee gap was 1.75 mm.

4.6.2 Interlock

The Vault laboratory has two interlock systems in place: a mechanical interlock

system for perimeter safety and an active dose monitoring system for radiation limits.

The two interlocked areas where mechanical interlock systems are installed are the

vault and the staging utility room. The operator needs to perform a series of manual

and visual checks to ensure no unauthorized personnel remains in or enters the re-

stricted area during the operation of CHARON. As for active area dose monitoring,

one Ludlum model 133-2 gamma dosimeter and one Ludlum model 42-30H neutron

dosimeter are located next to the vault door in the control room. They are controlled

by the Ludlum model 375 digital area monitor and represent the dose to the operators

of CHARON in the control room. If the dose rates are above 5 mrem/hr for either

gamma or neutron, the alarm will sound, indicating a detectable amount of dose is

being generated. If the dose is above the cut off limit of 50 mrem/hr, the cyclotron

will automatically shut off to ensure operator safety.
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4.6.3 Cyclotron cooling time profile

CHARON operates at around 5 K, making it pivotal to consider the cooling time

profile of the cyclotron in order to estimate the time needed for initial setup. From

April 30th to May 2nd of 2018, temperature of the persistent switch of CHARON

was recorded from 266.8 to 4.94 K during the cooldown. The persistent switch tem-

perature is a close representation of the temperature of the magnet. The persistent

switch is a piece of superconducting wire across the terminals of the magnet that is

resistive when warm. It is usually made with the same material as the superconduct-

ing magnet. When the magnet is being charged, the persistent switch will be heated

above its critical temperature such that the magnet forms a complete circuit with the

magnet power supplier. When the magnet is charged, the persistent switch heater

will be turned off and the switch will be cooled and become superconducting. As a

result, the energized magnet will be short circuited by the persistent switch and the

persistent current will flow for weeks or months in the superconducting loop.

From April 30th to May 2nd of 2018, temperature of the persistent switch repre-

senting the magnet temperature of CHARON was recorded during a full cooldown

sequence. In this particular cooldown sequence, the cryo vessel had been left at room

temperature for too long and accumulated excess water vapor. As a result, it took

two days from April 28th to April 30th with several cycles of nitrogen purging and

pumping to lower the cryo vessel pressure below 10 mTorr before the cryo compressor

could be safely turned on again to start the cooldown sequence. In Fig. 4-7, the tem-

perature of the magnet steadily dropped at a rate of 22.2 K per day before reaching 75

K. After reaching 75 K, the magnet cooled down at a faster rate until it reached 4.9 K

in approximately 1,800 mins due to a reduction in heat capacity at low temperatures.

There is a 5 K and 75 K horizontal line plotted in the figure to indicate the operating

temperature of CHARON and the approximated temperature after the quench of a

fully charged magnet. In case facility cooling water is not available or facility power

is lost, the magnet will quench and the stored current will be discharged into the

built-in heat sink and heat shield of CHARON. The temperature of the magnet will
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then increase to approximately 75 K.

The long cooldown period of 10 to 11 days poses a huge hurdle for deployment

systems requiring speedy efficiency. However, some precautions and possible solu-

tions to this exist. First, the water chiller can be air cooled instead of water cooled.

Air cooled chillers exist with the same power, output, and size from the same com-

pany [101]. As such, the cyclotron could be kept cooled during transportation. There

may also be measures to prevent quenching of the cyclotron. The exact quenching

temperature of the magnet is unknown but it is at approximately 6 to 7 K. In the

event that cryo cooling is lost, it takes 30 to 45 mins to reach this temperature and

there can be some emergency procedures to mitigate this effect or even prevent the

quench.

Figure 4-7: Cooling profile of the cyclotron from 266.8 to 4.94 K from the temperature
of the persistence switch. Data taken from 266.8 to 263.3 K were recorded in 1 s
intervals while data taken from 263.3 to 4.94 K were recorded in 30 s intervals with a
total of 36215 entries. The total cooling time was 223.67 hours excluding the pump
down time before the cool down. The red dotted lines are the 22.2 K per day cooling
line, 5 K, and 75 K line.
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4.6.4 Cyclotron magnet ramp up profile

Other than the cooling of the magnet, the ramp up of the magnet was also a time

consuming process. CHARON needed to ramp up and charge to 130 A in order to

reach the 4.5 T operating magnetic field. During the ramp up, the magnet might heat

up slightly so the process needed to be performed slowly to prevent quenching. Fig. 4-8

includes both the persistent switch temperature and the magnet power supply current

during a ramp up in Oct 17th, 2019. An increase of persistent switch temperature

indicated the "connection" between the magnet circuit and the power supply. The

magnet rapidly charged to 90 A during the first 130 mins, then the ramp up slowed

down as indicated by the decrease of persistent switch temperature. As the risk of

quenching increases, the last 40 A of ramping were done in smaller steps as indicated

by the bumps of the persistent switch temperature in Fig. 4-8. It took 12 steps and an

additional 87 mins to complete the ramp up. The 217 mins ramp up time contributed

to the majority of the initial setup time and cannot be further reduced as there are

high risks associated with the magnetic field and the possibility of quenching the

magnet during the transportation of a fully charged cyclotron.

4.6.5 Cyclotron upgrades and maintenance

The final consideration on using a superconducting cyclotron for MMGR is the

reliability and the uptime (time accessible for use) of the system. Since the commis-

sion of CHARON in Feb 9th 2017, there have been multiple cyclotron maintenance,

repairs, and upgrades performed, resulting in a large amount downtime. Appendix A

lists all the important events related to CHARON. Out of the 126 weeks since the

installation up until Oct 1st 2019, there was a total of 43 weeks in which CHARON

was down, including 29 weeks due to cyclotron related issues and 14 weeks due to

facility related issues. This consists of more than 34% of total time since commission.

This demonstrates the unreliability of a novel machine. However, one can foresee

much longer uptime as the development of super conducting cyclotron continues to

mature. As the technology becomes more developed, downtime related to cyclotron
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Figure 4-8: Magnet ramping profile of the cyclotron. Data were recorded in 1 s inter-
vals for the whole ramping period. The entirety of the ramping procedure consisted
of multiple small steps of ramps indicated by the increasing persistent switch tem-
perature above 5.5 K, which led to the connection of the magnet circuit to the power
supply. The total ramping time was 217 mins.

issues should decrease as well. Downtime related to facilities can also be avoided after

acquiring data of known existing causes. For example, one could switch the water

cooled chiller to air cooled chiller to reduce the reliability on MIT chilled water.
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Chapter 5

Experimental Setup and Data

Processing for MMGR

This chapter will discuss in details the experimental setup for this PhD thesis.

It provides information necessary for individuals to repeat the experiments, includ-

ing the detector specification, data acquisition system, and floor plan for the entire

experimental setup. Data processing methods and techniques are also documented,

including background subtraction, energy calibration, and peak fitting perimeters

for measuring transmitted counts for each gamma peaks. As mentioned previously,

CHARON was originally designed with an internal target for medical isotope produc-

tion but not MMGR, hence a beam characterization needed to be performed. The

results the characterization with an HPGe detector will be discussed in this chapter.

Last but not least, all the mock cargoes (homogeneous and heterogeneous) used in

this study were tabulated with their corresponding areal density and theoretical Zeff .

5.1 Concept and goals

A few major components make up the experimental setup, including the 12 MeV

compact super conducting cyclotron with water target acting as the gamma source,

the staging area, and the detector array. Gammas were generated at 4.44, 6.13,

6.92, and 7.12 MeV from (p,p′γ) reactions on 12C and 16O. For more details on
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gamma generation, see Sec. 4.5. The gammas were then collimated by concrete

and lead. A block of borated high density polyethylene (HDPE) was also used to

reduce the neutron dose. When CHARON got switched on and off, it caused a fair

amount of beam variations that leads to beam instability. In order to minimize this

impact, mock cargoes were positioned on a standing table in the staging area such

that multiple measurements could be taken without switching CHARON on and off.

In the detector array, two LaBr3 detectors were used, with one measuring the on-

axis transmission spectrum and one located off-axis to acquire unattenuated gamma

spectrum for normalization purposes since CHARON developed large beam stability

variations at the time.

5.2 Experimental layout

Fig. 5-1 shows a schematic of the experimental setup. CHARON first accelerated

the protons to approximately 12 MeV in circular orbits. The protons then hit the

internal target assembly, placed at the radius of 14 cm relative to the center of the

cyclotron. At the target, the proton beam got collimated by the graphite collimator

jaw in the internal target assembly. The collimated beam then hit a 50 µm alu-

minum window, followed by a static pocket of water. About one tenth of the beam

was stopped in the graphite collimator compared to the water target. Although all

the gammas generated via (p,p′γ) reactions were assumed to be isotropic, there were

angular dependence on the gamma production cross sections. The gamma yields

between different angles for some gammas can differ by more than a factor of two,

due to the angular dependence as discussed in Sec. 4.5. The 5 cm steel wall of the

cyclotron then collimated the gammas through an 8.9 cm by 12.7 cm opening at 63.8

cm from the front of the water target. In order to minimize neutron activation and

background radiation in the detector room (staging area), a block of 20.6 cm thick

borated high density polyethylene (HDPE) was placed in the Vault 150 cm away

from the source to reduce the number of neutrons transmitted to the staging area.

The gammas immediately got collimated through a large 10.2 cm by 81.3 cm high
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density concrete opening. At 251.8 cm from the target, the gammas were further

collimated by 20.3 cm of lead to a 5.1 cm by 20.3 cm beam in the on-axis direction.

The gammas then got transmitted through the interrogated material and measured

by detector (Det 1, channel 1) at a distance of 399 cm away from the target. Another

detector (Det 0, channel 0) was positioned 45.7 cm to the side of Det 1, considered

equivalent to an angle of 6.54 degree relative to the on-axis direction, and measured

gammas not collimated by lead nor attenuated by the mock cargo.

The interrogated materials were placed on a standing desk with its height ad-

 

Det 1

Det 0

 

Cargo Lead

Concrete

HDPE

Cyclotron 

γ p+

Water target with 

aluminum window
scale

0 1 2 ft

Dosimeters

Figure 5-1: Top view schematic of the MMGR experiment. All the objects on the
right of the concrete were in a heavily shielded vault while everything on the left were
in a less shielded detector room. The dosimeters were only placed in the marked
location during the dose measurement experiments.

justable during the experiment. Each scan begun with 5 mins of open air measure-

ments and subsequently 60 mins of transmission measurements of a mock cargo. For

the result presented in the thesis, all the 60 min experimental transmission data were

divided by the time/order of the recorded events into 10 data subsets for reconstruc-

tions. During the experiment, the cargo was lowered into the collimated gamma beam

without stopping CHARON to prevent switching it on and off. This was important

since the proton beam from CHARON was unstable when it was first switched on. For

the same reason, each of the first 5 mins open air measurements were acquired 5 mins

after CHARON was switched on, to let CHARON and the proton beam condition

to stabilize. If the beam condition was stable after the first MMGR measurement,
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another 5 mins plus 60 mins measurement would be made without stopping the cy-

clotron. With the current space of the staging area, a maximum of 3 different mock

cargoes could be place for one continuous scan.

Figure 5-2: Side view of the staging area of the screening experiment. Two different
mock cargoes were set up for a continuous run.

5.3 Data Acquisition

5.3.1 Detector discussion

Both detectors used to measure the transmission spectra consisted of a 3.81 cm

× 3.81 cm cylindrical LaBr3(Ce) scintillator, allowing for a high energy resolution of

∼3.2% (FWHM) at 661 keV and fast processing (0.016 µs primary decay time) of

gamma measurements in the energies of interest. This provided the needed energy

precision for material discrimination [102, 103]. Detector 0 was assembled by Saint-

Gobain while detector 1 was assembled by Canberra Industries. The time integration

windows for the detector signals were set to 0.34 µs, allowing for full capture of

the digitized signal from the LaBr3 detector, including all necessary signal processing

time. Both detectors with photomultiplier tubes were driven by a positive high voltage
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of 750 V to allow the full energy range of gamma detection up to approximately 9.5

MeV.

5.3.2 Electronics and Data acquisition

The two LaBr3(Ce) scintillator detector with photomultiplier tubes were driven

by a positive high voltage of 750 V, supplied by the CAEN V6534M VME high volt-

age board. At 750 V, the current used for detector 0 and detector 1 were 94 and

58 µA respectively. From previous experiments, the detector bases manufactured by

ScintiTech have serious gain shifting issues affected by the counting rate, ambient

temperature, and the length of operations, leading to detector instability. To rectify

this, the bases used in all experiments in this PhD thesis were the Saint-Gobain model

AS20 for detector 0 and the Ludlum Model 417-3 high count rate Zener PMT base

for detector 1. The Ludlum PMT base was a 10 stages standard 14pin socketed tube

base with two Zener stabilized dynodes to allow high rate and stable data acquisition.

The gain shift in the current setup was less than 2% .

The detector pulses from the LaBr3(Ce) scintillator were digitized and processed

using CAEN V1725 VME waveform digitizer operating in digital pulse processing

pulse shape discrimination (DPP-PSD) mode [104]. All the pulse data were recorded

and saved in a time-stamped list mode to allow high data transmission rates and

throughput performances. The sampling rate of the V1725 digitizer was 4 ns and has

14-bit resolution in ADC unit.

Both of the V6534M VME high voltage board and V1725 VME waveform digi-

tizer were powered by the VME 8008B 8 Slot VME64 mini crate with a 48 cm by

4 U enclosure. It was very compact and can be easily transported. Along with the

V1718 VME-USB2.0 bridge, the data transferred at a rate up to 30 MB/s. All detec-

tor electronics were controlled using the ADAQ (AIMS Data AcQuisition) framework,

producing data files for subsequent analysis [105]. The waveform digitizer with ADAQ

recorded the timing and energy information of each detection pulse to form a trans-

mitted energy spectrum. For both detectors, the energy trigger threshold were set to

approximately 0.6 to 0.7 MeV, filtering the majority of low energy background counts
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and the 511 keV signals. The time integration windows were set at 0.34 µs, allowing

full capture of the detector signal from the LaBr3 detector.

The detailed signal processing setting for V1725 digitizer were as follows: DC

offset was at 0x1B00 (hex) ADC units and the pulses were in negative polarity, the

Q sensitivity of the signals was 40 fC/LSB, and the record length was 85 samples

with 15 samples baseline, 16 samples short gate, 50 samples long gate, 30 samples

pre-trigger, and 10 samples gate offset. For trigger setting, the trigger threshold was

400 ADC with 50 validation samples.

5.4 Energy spectra from HPGe for beam character-

ization
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Figure 5-3: Open air gamma spectra acquired by an HPGe detector for two different
target setups: water target with 50 µm aluminum window and water target with 125
µm kapton window

The first experiment performed in this PhD study was characterizing the gamma

spectrum generated by CHARON. Two HPGe spectra were acquired on May 3rd and
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May 10th, 2018 by an HPGe detector on two experimental target setups: one from

a 50 µm thick aluminum window with water while the other was a 125 µm thick

kapton window with water. In both spectra, the 4.44 MeV gammas and the two

escape peaks from 12C(p, p′γ)12C reaction on graphite, as well as the 6.13, 6.92 and

7.12 MeV gammas and their escape peaks from 16O(p, p′γ)16O reaction on water were

observed. Upon closer inspection, there was a broader double escape peak from 7.12

MeV gammas at approximately 6.10 MeV, slightly to the left of the sharp 6.13 MeV

peaks.

The two gamma spectra were significantly different from each other as the alu-

minum window spectrum has a much higher background and more gamma peaks.

The potential cause of the the high background may be due to photons generated

from neutron activation in which the neutrons were generated from the protons on

aluminum reactions. From the 27Al(p, p′γ)27Al reaction, multiple high energy gam-

mas above 3.5 MeV can be generated and contributed to some of the very small peaks

at about 3.5 MeV [106]. The last potential background was through proton induced

bremsstrahlung on aluminum and water; for more details, a study on 12C(p, p′γ)12C

yield measurements with mentions of bremsstrahlung from proton on aluminum was

conducted by Nattress et al. [107].

Using the NuDat 2 database, information on nuclear structure such as nuclear level

properties and decay data can be searched for and extracted interactively [106]. From

this, origins of multiple peaks found exclusively on the aluminum window spectrum

were identified: the 1.37 and 2.75 MeV gamma from 27Al(p, α′γ)24Mg reaction and

0.843, 1.014, 1.720, 2.212, 2.734, and 3.004 MeV gamma from 27Al(p, p′γ)27Al reac-

tion. This result indicated the 2.2 MeV gammas did not originate from the 1H(n, γ)2H

reaction on the HDPE. There was also a common gamma peak from both gamma

spectra which was the 2.32 MeV peaks from 13C(p, γ)14N reaction.

Another artifact observed in the HPGe spectra were the broadening of gamma

peaks from gammas emitted by deexcitation of excited nuclei via (p, p′γ) reactions.

Should these nuclear reactions occur on a light target nuclei, then the target nuclei

usually carries a considerable amount of kinetic energy after the excitation. If the
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mean lifetime of the excited nucleus is shorter than the stopping time of the nucleus

in the target medium, the recoiled nucleus may not fully stop prior to deexcitation.

As a result, the energy of the gamma radiation will differ from the energy emitted

if the nucleus was at rest, leading to a broadened gamma peak. This phenomenon

is called a Doppler energy shift [108]. This coherent Doppler effect can also resulted

in double-peaking effects if the photons were release at an angle close to 90 degree

with respect to the recoil direction. A detailed explanation of this phenomenon can

be found in Janout et al. [108] and Kolata et al. [109]. Doppler effects can only be

observed if the maximum Doppler shift is much greater than the resolution of the

detector and if the lifetime of the excited state is much less than the stopping time

of the recoil in the target [109]. As mentioned in Kolata et al. [109]., for a solid

target of light nuclei (A ≤ 40) with incident protons of energy less than 50 MeV, the

lifetime of the state needs to be on the order of 10−13s or less in order to observe the

Doppler broadening [109]. Devons et al. [110] mentioned the 4.44 MeV state of 12C

has a mean lifetime of 2.6±0.9× 10−14s, hence there should be Doppler broadening.

Using the NuDat 2 database, the 6.13, 6.92, and 7.12 MeV state of 16O has a mean

lifetime of 2.65±0.07×10−11s, 6.78±0.19×10−15s, and 1.20±0.07×10−14s, hence there

should be Doppler broadening on all peaks except the 6.13 MeV peaks and its escapes.

The observed gamma spectra shows close agreements as the Doppler broadening were

observed on the 4.44, 6.92, and 7.12 MeV gamma peaks and their escapes but not

on the 6.13 MeV peaks and its escapes. The FWHM of the broadened 4.44, 6.92,

and 7.12 gamma peaks were approximately 50, 50, and 42 keV respectively, while

the narrow peak of 6.13 MeV had a FWHM of only 6 keV. Upon closer inspection,

the broadened peaks also have double peak features and they are asymmetric with

the left peak slightly higher than the right peak. The peak shape is similar to the

gamma spectrum with the angle of observation at 70 to 80 degree relative to the beam

direction mentioned in Kolata et al. [109].
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5.5 Data processing

For each 60 mins experiments, the transmission data was divided into 10 data

subsets by the time/order of the recorded events into 10 data subsets (e.g., if there

are a total of 10 million events registered and recorded by the detector, the first mil-

lion events recorded will be used as the first data subset, event 1 million and 1 to 2

million will be used as the second data subset, etc.). All transmission data recorded

(the 5 mins open air measurement, and each of the ten equally divided transmission

data subset from each of the 60 mins experiments) then underwent the same data

processing procedures. Both LaBr3 spectra from channel 0 (ch0) and channel 1 (ch1)

underwent energy calibration, background subtraction, and peak fitting prior to the

analysis for each of the peak counts. Details on each of the procedures will be ex-

plained in the following subsection.

5.5.1 Background subtraction

One vital step in spectral analysis is background subtraction. Gamma spectra

processed in this study underwent background subtraction for different peaks be-

fore and after energy calibration. Prior to calibration, background subtraction was

required to facilitate gamma peaks identification and Gaussian fitting. After calibra-

tion, background subtraction was required such that only counts in the gamma peaks

were registered and recorded. All the Compton background and gamma background

from bremsstrahlung, neutron activation, and proton interaction with the cyclotron’s

internal material were subtracted.

Each of the transmitted energy spectra collected were analyzed using ROOT, a

data analysis library developed by CERN [111]. The background fitting was ac-

complished using the ShowBackground() fitting function in TSpectrum class. This

ShowBackground() fitting function was based on the Background() fitting method in

the TSpectrum class and it used the Sensitive Nonlinear Iterative Peak (SNIP) clip-

ping algorithm to calculate the background spectrum [112, 113]. For details about the
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Figure 5-4: Transmission gamma spectra obtained by the off-axis (ch0) LaBr3 detector
with different background fitting. The number next to the curve indicate the maxi-
mal width of clipping window (number of iterations) used for the background fitting
parameters in the Sensitive Nonlinear Iterative Peak (SNIP) clipping algorithm.

algorithm, see Ryan et al. [114] and Morhac et al. [115]. There were a few important

input parameters for the background fitting. The first parameter was the maximal

width of clipping window (number of iterations). In the analysis, the number of iter-

ations varied between 6 and 15, depending on the peaks of interest. As the number

of iterations increased, the background fit became smoother, lower, and cutting less

into the gamma peaks as shown in Fig. 5-4 and 5-5. Other than the number of iter-

ations, no additional smoothing was performed. The goal of using different numbers

of iterations for each individual gamma peaks was to remove as much background

counts as possible without reducing the actual peak counts. Since the general peak

locations, peak widths of the gamma peaks, and the shape profile of gamma spec-

tra from different experimental measurements were similar, the number of iterations

used for each individual peaks and each detector channel remained the same between

all experiments. However, each peak used a different number of iterations and the

optimal number of iterations were found by visual inspection. Fig. 5-4 and 5-5 shows

the background fitting with different number of iterations plotted on top of the trans-
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Figure 5-5: Transmission gamma spectra obtained by the on-axis (ch1) LaBr3 detector
with different background fitting. The number next to the curve indicate the maxi-
mal width of clipping window (number of iterations) used for the background fitting
parameters in the Sensitive Nonlinear Iterative Peak (SNIP) clipping algorithm.

mitted gamma spectra for calibrated gamma spectrum from channel 0 and channel 1.

The number of iterations used for different gamma peaks are tabulated in Table. 5.1.

After the background spectrum were calculated using the method described above,

the background spectrum was subtracted from the original transmission spectrum.

Fig. 5-6 and 5-7 shows the background subtracted gamma spectra have more isolated

and prominent gammas peaks for peak fitting to record the transmitted counts for

analysis.

5.5.2 Energy calibration

Each transmission spectra were also calibrated in order to convert the recorded

gamma energy in ADC (analog to digital) unit to MeV. First, the 2.21, 3.00, 3.42, 3.93,

4.44, 5.11, 5.62, 6.41, 6.61, 6.92, and 7.12 MeV gamma peaks were fitted with Gaus-

sian function with three parameters in their corresponding background subtracted

gamma spectra using the Fit method under the TFormula class in ROOT. The fit
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gamma number of number of lower bound upper bound lower bound upper bound
peak iterations iterations for ch0 peak for ch0 peak for ch1 peak for ch1 peak
energy for ch0 for ch1 fitting fitting fitting fitting for

[ADC/MeV] [ADC/MeV] [ADC/MeV] [ADC/MeV]

2.212 15 10 5400/2.082 5800/2.342 3350/2.082 3650/2.342
3.003 15 10 7400/2.873 7800/3.133 4550/2.873 4850/3.133
3.416 10 7 8300/3.286 8800/3.546 5200/3.286 5500/3.546
3.927 10 7 9500/3.797 10000/4.057 5900/3.797 6200/4.057
4.438 10 8 10700/4.308 11100/4.568 6600/4.308 6950/4.568
5.108 6 8 12100/4.978 12500/5.238 7600/4.978 7900/5.238
5.619 6 8 13100/5.489 13500/5.749 8200/5.489 8600/5.749
5.895 6 8 13600/5.765 14050/6.025 8600/5.765 8950/6.025
6.130 10 8 14050/6.000 14500/6.260 8950/6.000 9250/6.260
6.406 12 10 14500/6.276 14950/6.536 9300/6.276 9650/6.536
6.605 12 10 14950/6.475 15300/6.735 9650/6.475 9900/6.735
6.917 12 10 15400/6.787 15850/7.047 9950/6.787 10250/7.047
7.116 12 10 15850/6.987 16150/7.247 10300/6.987 10550/7.247

Table 5.1: Parameters used for the experimental spectral analysis, including the
number of iterations used in background fitting, lower bound and upper bound for
peak fitting, for both uncalibrated and calibrated spectra, both detectors, and each
gamma peaks.

minimization algorithm used in the Fit method was based on the Minuit package

originally written in FORTRAN and converted into C++ [116]. Since both detec-

tors had minimal gain shift (≈50 ADC), the ADC boundaries used for each peak

fitting were fixed and listed in Table. 5.1. After the peaks were fitted, the center of

the Gaussian fit in ADC units of each of the gamma peaks were recorded. All the

recorded peak centers in ADC units along with the peak energies in MeV were fitted

with a quadratic equation using the TFormula class in ROOT for energy calibration.

Fig. 5-6 shows the graphical results of Gaussian peak fitting for each of the gammas

peaks for calibration in one of the data subsets.

5.5.3 Peak fitting and Counts

After calibration and background subtraction, seven peaks were fitted with a

Gaussian function at 3.42, 3.93, 4.44, 5.11, 5.62, 6.41, and 7.12 MeV in the corre-

sponding background subtracted calibrated spectra as shown in Fig. 5-7. Table. 5.1

lists the boundaries used for the peak fitting, at approximately 0.13 MeV above and
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below the theoretical gamma peak energies. The background subtracted counts at

3.42, 3.93, 4.44, 5.11, and 5.62 peaks were recorded by tallying the background sub-

tracted counts within two standard deviations from the mean of the Gaussian fitted

peaks. The 3.42, 3.93, and 4.44 MeV counts, which consisted of the 4.44 MeV gam-

mas and their escape peaks were summed to use as the 4.44 MeV counts. Only the

escape peaks at 5.11 and 5.62 MeV were included for the 6.13 MeV counts since the

6.13 MeV peak consisted of both 6.13 MeV peak and 7.12 MeV double escape peaks,

and there was no consistent method to analyze their contribution individually. The

last gamma counts recorded was the 7.02 MeV counts which was the summation of

non-background subtracted counts from two standard deviations below 6.41 MeV to

two standard deviations above 7.12 MeV. These gammas originated from the 6.92

and 7.12 MeV gammas, including the first escapes. Due to the negligible high energy

gamma background in this region and how close the two energies were to one another,

this non-background subtracted integrated count was used as 7.02 MeV counts for the

subsequent analysis.
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Figure 5-6: Background subtracted gamma spectra showing different Gaussian peak
fittings used to locate the center of different gamma peaks on the uncalibrated trans-
mission spectrum at different background subtraction settings. The top four spectra
are from channel 0 while the bottom three spectra are from channel 1.
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Figure 5-7: Background subtracted gamma spectra showing the Gaussian fitted peaks
to locate the integration boundaries for the calibrated transmission spectrum at dif-
ferent background subtraction settings. The top three spectra are from channel 1
while the bottom three spectra are from channel 1.
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5.6 Mock cargoes

5.6.1 Homogeneous cargoes

The first 11 MMGR experiments were conducted on 10 different homogeneous

materials including aluminum, iron, copper, tin, lead, and depleted uranium, with

some at multiple areal densities. The same uranium material was used in two different

experiments. The iron used in the experiment met the ASTM A247 standard, which

contained multiple impurities. Other than iron, the cast iron consisted of 2.60 to

3.75 % carbon, 1.80 to 3.00 % silicon, and 0.60 to 0.95 % manganese by weight [117].

These impurities have lower atomic numbers than iron and reduced the theoretical

and measured Zeff from MMGR. Theoretical Zeff for iron was calculated using a

method that will be discussed in Sec. 6.2. Values of the Zeff and areal density along

with depth and density of all homogeneous mock cargoes are tabulated in Table. 5.2.

Material Zeff Areal density Depth Density
[g/cm2] [cm] [g/cm3]

Aluminum (Al) 13 59.4 22.00 2.70
Aluminum (Al) 13 113.4 42.00 2.70
Iron (Fe) ∼24 56.0 7.78 7.19
Copper (Cu) 29 48.8 5.44 8.96
Copper (Cu) 29 60.3 6.73 8.96
Copper (Cu) 29 88.9 9.92 8.96
Tin (Sn) 50 49.0 6.70 7.31
Tin (Sn) 50 73.1 10.00 7.31
Lead (Pb) 82 57.6 5.07 11.35
Uranium (U) 92 35.4 1.85 19.10

Table 5.2: Information on the homogeneous mock cargoes used for MMGR experi-
ments. Zeff , areal density, depth and density of each materials are tabulated. Be-
cause the cast iron used contained at most 3.75 % carbon, 3.00 % silicon, and 0.95 %
manganese by weight, a theoretical Zeff was calculated using a method that will be
discussed in Sec. 6.2 and indicated with (∼) in the table
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5.6.2 Heterogeneous cargoes

In a realistic screening situation, interrogated cargoes and materials will not be

homogeneous. Interrogation gammas will transmit through the walls of the cargo

container and one or more cargoes, while the cargoes itself can be a mixture of differ-

ent materials. To address this effect, eight MMGR experiments were also performed

on six different heterogeneous mock cargoes. Three different experiments used the

same Sn+Al mock cargo. Each heterogeneous material was composed of two differ-

ent homogeneous materials placed back to back such that the interrogation gamma

beam passed through both materials. The areal density for each constituent of the

heterogeneous cargoes and their corresponding Zeff are tabulated in Table. 5.3. The

method used to calculate the theoretical Zeff will be discussed in detail in Sec. 6.2. All

19 experiments with homogeneous and heterogeneous cargoes were conducted with

average current on water and collimator at 6.0 µA and 0.56 µA respectively.

Material 1 + Material 2 Zeff Total areal density Areal density 1 Areal density 2
[g/cm2] [g/cm2] [g/cm2]

Pb + Al ∼35 61.0 28.8 32.2
Cu + Al ∼21 60.8 28.6 32.2
Pb + Cu ∼47 57.4 28.8 28.6
Pb + Sn ∼63 106.6 57.6 49.0
Cu + Sn ∼39 97.8 48.8 49.0
Sn + Al ∼29 96.1 49.0 47.1

Table 5.3: Information on the heterogeneous mock cargoes used for MMGR experi-
ments. Calculated theoretical Zeff are indicated with (∼). The areal density of the
constituent materials are also tabulated for reference.
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Chapter 6

MMGR Reconstruction and

Experimental Results

This chapter will discuss the experimental results from the author’s core PhD

works with the first section detailing the reconstruction algorithm of effective atomic

number (Zeff) and areal density (x) for the scanned materials using MMGR for all

19 experiments. The calculation for theoretical Zeff will be discussed since eight

of the experiments were performed on heterogeneous materials (materials consisting

of two pure materials). After a detailed discussion on the reconstruction results,

extrapolations and estimations were performed for a deployable system in the future.

The limitations of MMGR will also be discussed. This concludes with a penetration

study following the ANSI N42.46 standard to provide readers with a rough estimate

on the penetrability of the MMGR system.

6.1 Reconstruction algorithm

After obtaining the transmitted counts from the spectra in the three regions of

interest (4.4 MeV, 6.13 MeV, and 7.02 MeV), the counts measured by the detector

at ch1 (on-axis) was first normalized by counts at ch0 (off-axis) as given in Eq. 6.1

to counteract the instability of the proton beam. This instability originated from the

variation in beam focusing, vacuum quality, and temperature of internal parts of the
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cyclotron, resulting in variation to the beam position and proton energy, ultimately

affecting the production of gammas over time. This first normalization was performed

with the following formula:

Cn(E) =
C1(E)

C0(E)
(6.1)

where C0(E) and C1(E) are the recorded counts from ch0 and ch1 respectively,

using the spectral processing method mentioned in Sec. 5.5. After normalizing the

counts with the off-axis detector, experimental transmission ratios between the mock

cargo data and open air data for each energy E were calculated using:

Rexp(E) =
Cn,mat(E)

Cn,air(E)
(6.2)

where Cn,mat(E) and Cn,air(E) are the normalized counts at energy E from one of

the 10 transmission data subsets with mock cargo and the 5 mins open air transmission

spectrum, respectively. The motivation for this open air peak count normalization

was to minimize the effects of the variations in open air spectrum and beam condition

between different experiments and/or different days.

From Z of 1 to 100 and areal density (x) of 1 to 150, a table of theoretically

calculated attenuation at each combination of Z and x are calculated for each energy

E using the following formula:

Rcalc(E,Z, x) = exp (−x · µ(E,Z)) (6.3)

where µ(E,Z) is the mass attenuation ratios at energy E and x obtained from

the XCOM, a photon cross section database created by the National Institute of

Standard and Technology (NIST) [2]. Three tables were generated for each energy of

4.44, 6.13, and 7.017 MeV. Each cell in the table contained the calculated attenuation

at the specific Z and x value. With the computed tables of attenuation and measured

transmission ratios at different energies, an objective function similar to χ2 test was

constructed to simultaneously determine the combination of Z and x of the mock

cargo material. This objective function listed in Eq. 6.4 consists of two different
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parts with σ representing the uncertainty of the quantity in the corresponding square

bracket. The first part of the equation used ratios of the transmission ratios (4.44

over 7.017 MeV and 6.13 over 7.017 MeV) to provide better Z discrimination and also

to cancel out certain systematic uncertainties. The second part of the equation used

the absolute transmission ratio of 7.017 MeV due to a lack of high energy background

above 7.2 MeV, which provided better areal density discrimination. See Sec. 6.1.1 for

the experimental evidence demonstrating the importance of the absolute transmission

ratio. The experimental ratios of transmission ratios and absolute ratios were then

compared with the computed attenuation ratio in a similar fashion as the χ2 test. For

each ratio, an optimal set of weights (w1, w2, w3) was used for the best reconstruction

performance. Using the above metric, the estimated value of Zeff and x corresponded

to minimum F in Eq. 6.4.

F =
2

∑︁

i=1

wi

⎧

⎨

⎩

Rexp(Ei)

Rexp(7.017)
− Rcalc(Ei,Z,x)

Rcalc(7.017,Z,x)

σ
[︁

Rexp(Ei)

Rexp(7.017)
− Rcalc(Ei,Z,x)

Rcalc(7.017,Z,x)

]︁

⎫

⎬

⎭

2

+w3

{︂

Rexp(7.017)−Rcalc(7.017, Z, x)

σ [Rexp(7.017)−Rcalc(7.017, Z, x)]

}︂2

(6.4)

where E1 is 4.44 MeV and E2 is 6.13 MeV.

6.1.1 Optimization of the weights used in the algorithm

As mentioned in Sec. 5.5, each of the 60 mins experimental transmission data were

divided equally into 10 smaller data subsets. For the results presented and plotted

in the thesis, transmission data from all 60 mins of the experiment were divided by

the time/order of the recorded events into 10 data subsets (e.g., if there are a total

of 10 million events registered and recorded by the detector, the first million events

recorded will be used as the first data subset, event 1 million and 1 to 2 million will

be used as the second data subset, etc.). After dividing the 60 min data equally, date

processing mentioned in Sec. 5.5 was performed on each of the spectra. For each data

subset, the Zeff and x was found using the method mentioned in Sec. 6.1. In Eq. 6.4,
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the three weights (w1, w2, w3) used for the reconstruction were optimized using the

following procedure. Different combinations of the three weights in 0.1 increments

with a total sum of 1.0 were used for the reconstruction of all 19 experiments. In order

to determine the best weights, the total χ2 values, δ̄, and σ̄ for the Zeff and x recon-

structions were calculated and recorded. Total χ2
Z is defined as

∑︀19
exp=1(δZ,exp/σZ,exp)

2,

where δZ,exp is the difference between the average reconstructed Zeff of the 10 data

subsets and the theoretical value for each experiment, and σZ,exp is uncertainty of the

reconstructed Zeff of the 10 data subsets for each experiment, calculated from the

variations of the reconstructed values. σZ,exp and δZ,exp represented the reconstruc-

tion precision and accuracy of Zeff prediction. The same set of calculations applied

for reconstructed x as well. In addition, δ̄ and σ̄ are the mean δ and σ across all 19

experiments. These calculated values for a selection of different weights were recorded

in Table. 6.1.

The reconstruction estimates using best performing weights should have high ac-

curacy followed by high precision, hence the desire for δ̄ and σ̄. According to Ta-

ble. 6.1, the weight combinations of 0.2, 0.6, and 0.2 have the best reconstruction

accuracy with high precision and were chosen as the optimal weights for the final

reconstructions. Another conclusion drawn from the table was the importance of w3,

the weight for the difference between the experimental and theoretical 7.017 MeV ab-

solute transmitted ratio in Eq. 6.4. If the absolute ratios were not used (w3 = 0), both

the reconstruction accuracy (δ̄) and precision (σ̄) increased by approximately 3 times

for Zeff and 10 times for x, demonstrating the importance of w3 for reconstruction

accuracy, especially for areal density.
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w1 0.2 0.2 0.2 0.3 0.2 0.3

w2 0.5 0.6 0.7 0.5 0.8 0.7

w3 0.3 0.2 0.1 0.2 0 0

χ2
Z 16.569 15.025 14.048 20.068 30.401 26.589

χ2
x 25.534 23.307 28.267 25.825 30.940 31.361

δZ 4.526 4.521 4.516 4.663 11.457 11.316

δx 3.253 3.185 3.270 3.343 31.775 31.986

σZ 6.597 6.863 6.866 6.520 14.231 14.225

σx 3.678 3.822 3.678 3.551 49.097 48.852

Table 6.1: Selections of weight combination used for Eq. 6.4 along with the χ2
Z , χ2

x,
δ̄Z , δ̄x, σ̄Z , and σ̄x values from the reconstruction using each of the combinations.
Total χ2

Z is defined as
∑︀19

exp=1(δZ,exp/σZ,exp)
2, where δZ,exp is the difference between

the average reconstructed Zeff from the 10 data subsets and the theoretical value for
each experiment, and σZ,exp is the uncertainty (from variance) of the reconstructed
Zeff from the 10 data subsets for each experiment. The same set of calculations also
applied for the reconstructed x. In addition, δ̄ and σ̄ are the mean δ and σ across all
19 experiments.

6.2 Effective Z calculation

In a more realistic cargo scenario, the photons would transmit through multiple

materials with different Z and x. The theoretical Zeff would lie somewhere between

the Z of those materials. In this study, 8 MMGR experiments were performed on

six different heterogeneous mock cargoes containing two pure materials. The Zeff of

these materials were calculated using the following two steps.

First, the mass attenuation coefficients of the material at each of the gamma en-

ergies (4.44, 6.13, and 7.02 MeV) were weighted by the mass fraction of individual

material using Eq. 6.5, where Wi is the mass fraction of material i in the mixture

and µi(E) is the mass attenuation coefficient of material i at energy E found in the

XCOM database created by NIST [2].

µ(E) = W1 · µ1(E) +W2 · µ2(E) (6.5)
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The calculated µ(E) values of the mixture were then used in Eq. 6.6 to estimate

the theoretical effective Zeff for the heterogeneous material. In the formula, the atten-

uation using the three calculated µ(E) were compared with the µnist from the XCOM

database at different single Z values in a similar fashion as the reconstruction Eq. 6.4.

The Z value from a single material with the best matching gamma attenuation were

then used as the theoretical Zeff for the specific heterogeneous material.

Zeff = argmin
Z

{︃

w1

(︂

exp(−x · µ(4.44MeV )

exp(−x · µ(7.02MeV )
−

exp(−x · µnist(Z, 4.44MeV )

exp(−x · µnist(Z, 7.02MeV )

)︂2

+w2

(︂

exp(−x · µ(6.13MeV )

exp(−x · µ(7.02MeV )
−

exp(−x · µnist(Z, 6.13MeV )

exp(−x · µnist(Z, 7.02MeV )

)︂2

+w3

(︂

exp(−x · µ(7.02MeV )− exp(−x · µnist(Z, 7.02MeV )

)︂2
}︃

(6.6)

where µ(Ei) is the calculated mass attenuation coefficient at energy Ei using

Eq. 6.5, µnist(Z,E) is the mass attenuation coefficient from the XCOM database at

energy E for material Z, x is the areal density of the mock cargo, and (w1, w2, w3)

are the weights used in Eq. 6.4 for the reconstructions.

6.3 Results

6.3.1 Reconstruction example

With the optimal weights of 0.2, 0.6, and 0.2, reconstructed Zeff and x were esti-

mated and recorded using Eq. 6.4. Fig. 6-1 shows the heatmaps of the reconstruction

results of two data subsets with mock copper and mock lead cargo in the F space

with respect to Z and x. The transmission data used in the first heatmap was from

the 9th data subset of the experiment with 48.8 g/cm2 of copper (Z = 29). The

reconstructed Zeff and x were 29 and 48 g/cm2 respectively, with a F value of 0.0182.

The transmission data used in the second heatmap was from the 6th data subset of

the first experiment using 35.4 g/cm2 of uranium (Z = 92) experiment. The recon-

structed Zeff and x were 88 and 38 g/cm2 respectively, with a F value of 1.7482. In
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these two data subsets, the reconstructed values closely matched the actual values of

the mock cargo.
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Figure 6-1: Heatmap of the reconstruction objective function F as a function of Z
and x in the range of 1-100 and 1-150 g/cm2, respectively. The data used in the top
heatmap was from the 9th data subset of the experiment with 48.8 g/cm2 of copper
(Z = 29). The red line indicates the predicted Zeff and x estimation of 29 and 48
g/cm2 respectively, with a F value of 0.0182. The data used in the bottom heatmap
was from the 6th data subset of the first experiment using 35.4 g/cm2 of uranium (Z
= 92) experiment. The red line indicate the predicted Zeff and x estimation of 88
and 38 g/cm2 respectively, with a F value of 1.7482.
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6.3.2 Reconstruction results

All 10 data subsets from each of the 19 experiments were processed using the same

reconstruction procedures. For the result presented in Figure 6-2, the 60 mins experi-

mental transmission data were divided by the time/order of the recorded events (e.g.,

if the detector registered and recorded a total of 10 million events, the first million

event recorded will be used as the first data subset, event 1 million and 1 to 2 million

will be used as the second data subset, etc.). The mean and standard deviation of

the 10 reconstructed Zeff and x were computed across the data subsets for each of

the experiments. These were compared to actual known values of the mock cargo.

The difference between the actual and average reconstructed value of each experiment

were also recorded. Figure 6-2 plots the reconstruction results for homogeneous and

heterogeneous materials respectively, with the detailed numerical results reported in

Table. 6.2. The error bars in Figure 6-2 represent the standard deviation over the

reconstructed values of the 10 data subsets for that particular mock cargo experi-

ment. Standard deviation was calculated as the square root of the variance of the

10 reconstructed values for that particular mock cargo experiment. Results for the

reconstructed Zeff and x for the data subsets in each of the experiments (19 experi-

ments, each with 10 data subsets) were also plotted in Fig. B-1 and can be found in

Appendix B.

As seen in Figure 6-2, the reconstructed values of Zeff and x were very close

to the actual values for most of the results and seems to be well within the statis-

tical uncertainty. There is also significant separation between low-Z materials such

as aluminum, medium-Z material such as tin, and high-Z material such as lead.

Furthermore, there is a distinct separation between materials with different x. The

difference in reconstructed Z between lead and uranium are small, however, partially

due to the insufficient photon transmission statistics in tests with high-Z materials,

especially when x is also high. With all of the reconstruction results, it is possible to

compare the reconstructed and actual values of Zeff and x in a χ2 test, as a way to

determine whether the deviations were due to random fluctuations such as counting
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Figure 6-2: Reconstruction results of all homogeneous material (top) and heteroge-
neous material (bottom) MMGR experiments. Each of the experiments were divided
into 10 data subsets by the gammas’ recording time (time sequencing). The red dots
indicate the actual Z and x value of the materials. The error bars represent the stan-
dard deviation over the reconstructed Zeff and x in the data set for a particular mock
cargo, centered at the mean of the reconstructed values of the same data set. Two
separate experiments were performed on the same depleted uranium mock cargo, and
three separate experiments were performed on the same Sn+Al heterogeneous mock
cargo.
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Material Actual Average σZeff
Actual Average σx

Zeff Reconstructed x Reconstructed
Zeff (g/cm2) x (g/cm2) (g/cm2)

Aluminum 1 (Al) 13 14.8 4.0 59.4 56.6 2.5
Aluminum 2 (Al) 13 13.0 2.5 113.4 107.5 5.1
Iron (Fe) ∼24 19.2 2.6 56.0 58.3 1.4
Copper 1 (Cu) 29 28.6 4.1 48.8 47.9 1.7
Copper 2 (Cu) 29 25.6 3.8 60.3 61.4 3.1
Copper 3 (Cu) 29 24.8 3.4 88.9 90.3 3.4
Tin 1 (Sn) 50 52.8 5.2 49.0 46.7 2.0
Tin 2 (Sn) 50 54.5 14.0 73.1 70.0 5.6
Lead (Pb) 82 79.4 12.4 57.6 57.1 4.7
Uranium (U) 92 86.2 8.8 35.4 38.1 1.9
Uranium (U) 92 74.8 10.2 35.4 40.7 2.9
Pb + Al ∼35 34.6 3.7 61.0 64.9 1.9
Cu + Al ∼21 16.9 3.0 60.8 60.7 2.4
Pb + Cu ∼47 50.3 13.2 57.4 59.9 5.8
Pb + Sn ∼63 76.6 15.2 106.6 96.8 8.4
Cu + Sn ∼39 36.0 6.6 97.8 98.0 6.2
Sn + Al ∼29 35.9 8.3 96.1 88.9 6.7
Sn + Al ∼29 29.3 4.0 96.1 94.9 2.8
Sn + Al ∼29 35.8 5.3 96.1 89.0 4.2

Table 6.2: Average reconstructed Zeff and areal density x for all MMGR experiments
with actual values and reconstruction uncertainties listed. Each of the experiments
were divided into 10 data subsets by the gammas’ recording time (time sequencing).
The ∼ symbol indicates the actual Zeff value of the heterogeneous cargo calculated
using the method as described in Sec. 6.2

Set of experiments Reduced χ2
Z Reduced χ2

x δZ δx σZ σx

Homogeneous 0.978 1.188 4.318 2.576 6.456 3.116

Heterogeneous 0.750 1.462 4.800 4.021 7.424 4.793

All 0.835 1.295 4.521 3.185 6.863 3.822

Table 6.3: Values of reduced χ2, δ, which is the average difference between the re-
constructed and actual value (representing accuracy), and σ which is the average
standard deviation of the reconstructed values across the data set (representing pre-
cision), for three categories of experiments (homogeneous, heterogeneous, and all 19
experiments). Each of the experiments were divided into 10 data subsets by time
sequencing (the recorded time of the gammas as mentioned in Sec. 6.1.1).

116



statistics or some residual, unaccounted-for systematic effect. Using the same defini-

tion of total χ2
Z mentioned in 6.1.1, the total χ2 of Zeff and x between the average

reconstructed values and the actual values for all 19 experiments 15.03 and 23.30,

respectively. These correspond to p-values of 0.66 and 0.18 respectively, indicating

that the deviations were dominated by random fluctuations, not systematic effects.

Numerical values of reduced χ2, δ (the average difference between the reconstructed

and actual value) and σ (the average standard deviation of the reconstructed values

across the data set) for the three categories of experiments (homogeneous, heteroge-

neous, and all 19 experiments) are listed in Table. 6.3. On average, the reconstructed

Zeff and x were 4.52 and 3.19 from the actual values respectively, with a standard

deviation (precision) of 6.86 and 3.82. However, as the standard deviation of the

reconstructed values were experimental data driven (calculated from the reconstruc-

tion values), systematic error such as cyclotron instability may still contribute a large

part.

The reconstruction values of the two uranium experiments were analyzed in order

to investigate the effects of systematic error. In particular, uranium experiment 2 had

a mean reconstructed Zeff of 74.8, well below the expected Z value of 92. Superficially,

this appears to just be statistical. As shown in Figure 6-2, all the predictions appear

to follow the Gaussian distribution, in which 13 out of 19 (68 %) experiments have

the theoretical Zeff within one standard deviation from the mean reconstructed Zeff

while all are within two deviations from the mean. However, this only proves the

data did follow the Gaussian distribution from the data driven standard deviations

but did not provide information regarding the effects of systematic error from the

experiments.

As such, further investigation was conducted to determine the outlying data

subsets in the two uranium experiments with Zeff more than a standard deviation

away from the mean of the predictions (data subset 1 on uranium experiment 1, and

data subset 10 on uranium experiment 2). As shown in Fig. 6-3, data subset 1 on

uranium experiment 1 predicted Zeff and x at 66 and 43 g/cm2 respectively, while

data subset 10 on uranium experiment 2 predicted Zeff and x at 52 and 48 g/cm2
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Figure 6-3: Reconstructed Zeff and x for both uranium experiments (experiment 1 on
left and experiment 2 on right), with error bars representing the standing deviation
calculated from the 10 time sequenced data subsets. The error bars are centered at
the mean of the reconstructed values of the same experiment. The red data point
indicates the actual Z and x of the mock cargo while the black data point indicates
the reconstructed values with the index number of the data subsets labelled on top
of the data points.

respectively. These were classified as outliers in the experiment. As the division of

the data subset was done using time sequencing methods, these outliers were the

first indication of time dependant systematic errors such that the change in gamma

production during the experiments were not eliminated by the normalization in the

reconstruction procedures.

Multiple analysis were performed on the two uranium experiments with a com-

bination of different methods as follows: 1) remove the outlying portion of the data

to observe improvement in prediction performance, 2) reduce the number of data

subsets to 5 (each data subset would contain approximately 12 mins of data instead

of 6 mins) to observe the effect of increasing counting statistics, 3) use the 5 mins

open air measurements after each of the experiments for normalization instead of the

open air measurements before the experiments to observe any changes on reconstruc-

tion accuracy and precision, and 4) using random sampling instead of time sequenced
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sampling to divide the 60 mins experimental data into data subsets.

To divide the data by random sampling instead of the recorded event number,

a random seed was generated during the data processing procedure for each of the

experiments. For each of the recorded gamma events in the experiment, a random

number (between 0 to the number of data subsets) was generated using the same

random seed. The gamma event was then assigned to the corresponding data subset

using the random number generated. In other words, the data was randomly sampled

into multiple portions without replacement. For each experiment, a total of 10 groups

of randomly sampled data subsets were created, with each group containing 5 or 10

data subsets. As an example, the data for "Rand. sampl. (10 seeds), w/ outlier (10

subset)" used in Table 6.4 contains 10 groups of 10 randomly sampled data subsets

with each group using a different random seed for sampling. For each group in the 10

data subsets, the σZ , and σx was determined along with the mean reconstructed Zeff

and x. The 10 average predicted Zeff,x, σZ , and σx from each of the 10 groups were

then averaged to give an overall average Zeff, x, σZ , and σx. The results of all of the

reconstruction results from the two uranium experiments using different combinations

of sampling method, outlier filtering, number of data subsets, and the 5 mins open

air measurements are tabulated in Table 6.4.

The main motivation to divide the data by random sampling is that any time

dependent systematic variations would be distributed into all data subsets. This

would yield predictions close to an experiment where the beam varies consistently

and uniformly throughout the experiment instead of varying from time to time. If

the main source of time dependant systematic variation stems from beam focusing,

randomly sampled data will correspond to an experiment in which the beam spot is

consistently a little defocused instead of varying between focused and defocused at

random time during the experiment. As a result, the systematic error and unstable

data was "smeared" so predictions would be more precise in theory. The results in

Table. 6.4 confirms the existing systematic time dependant variations for both ura-

nium experiments. The experimental standard deviations of Zeff and x (σZeff
and

σx) from predictions using time sequenced data subsets are more than a factor of
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U experiment number 1 1 1 1 2 2 2 2
Zeff σZeff

x σx Zeff σZeff
x σx

using 5 mins open air measurement before experiment
Time seq.
w/ outlier (10 subset) 86.2 8.8 38.1 1.9 74.8 10.2 40.7 2.9
w/o outlier (9 subset) 88.4 6.0 37.6 1.0 77.3 7.2 39.9 1.6
w/ outlier (5 subset) 84.8 4.4 38.6 0.5 75.4 6.9 40.4 1.7
w/o outlier (5 subset) 77.6 11.3 40.0 2.9 79.2 10.5 39.6 2.4
Rand. sampl. (10 seeds)
w/ outlier (10 subset) 85.3 3.1 38.6 0.7 83.4 4.9 39 1.1
w/o outlier (9 subset) 85.7 3.7 36.2 0.8 84.5 7.3 36.4 1.6
w/ outlier (5 subset) 84.9 2.5 38.6 0.6 83.7 2.9 39 0.5
w/o outlier (5 subset) 85.5 1.9 36.6 0.6 85.5 4.2 36.1 0.8

using 5 mins open air measurement after experiment
Time seq.
w/ outlier (10 subset) 82.8 5.9 38.3 1.2 81.3 4.6 38.8 1.0
w/o outlier (9 subset) 81.8 5.3 38.4 1.2 82.6 2.8 38.6 0.7
w/ outlier (5 subset) 86.0 2.4 37.6 0.5 82.2 2.9 38.8 0.4
w/o outlier (5 subset) 81.0 3.8 38.2 1.2 87 1.1 37.8 0.4
Rand. sampl. (10 seeds)
w/ outlier (10 subset) 84.5 1.6 38.7 0.5 83.8 3.1 38.8 0.7
w/o outlier (9 subset) 85.0 3.2 36.2 0.6 86.3 4.4 35.9 0.9
w/ outlier (5 subset) 84.6 1.6 38.7 0.4 83.2 1.3 39 0.1
w/o outlier (5 subset) 85.9 2.2 36.2 0.2 87.1 3.0 35.8 0.6

Table 6.4: Reconstructed Zeff, σZeff
, x, and σx for the two uranium experiments using

different combinations of sampling method, outlier filtering, number of data subsets,
and the 5 mins open air measurements. The Zeff and x for both time sequenced and
randomly sampled data are the average values over all of the data subsets. The σZeff

and σx for the time sequenced data are the experimental reconstruction standard de-
viations calculated from the group of (5, 9, or 10) data subsets from each experiment.
The σZeff

and σx for the randomly sampled data are calculated by first calculating the
standard deviation from the group of (5 or 10) data subsets processed with the same
random seed, then calculating the average σZeff

and σx across the 10 groups of data
subsets with each of the subsets processed with a different random seed. Outliers are
the first 10th of the data from uranium experiment 1 and last 10th of the data from
uranium experiment 2.

two larger than the experimental standard deviations using randomly sampled data

subsets. As an example, σZeff
reduced from 8.8 to 3.1 for uranium experiment 1 with

outlier when dividing the data to 10 subsets by random sampling instead of time
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sequencing. There is a reduction in σZeff
and σx across all results shown in Table 6.4,

when the data division method changed from time sequenced to randomly sampled

while keeping other parameters the same. This strongly indicates systematic time

dependant variations occurred during the experiment.

Another observation drawn from the result is the increase in reconstruction ac-

curacy for all cases by removing the outlier portion of the data (first 10th of the

data from uranium experiment 1 and last 10th of the data from uranium experiment

2). This observation is expected as the outlier in prediction is an indication higher

variations in the data that led to inaccurate Zeff and x estimation. The same table

shows the overall reconstruction precision is improved by using the 5 mins open air

measurement after the experiment instead of the 5 mins open air measurement before

the experiment. However, reconstruction accuracy is only improved on experiment 2

when the 5 mins open measurement after the experiment is used. This reflects that

the open air measurements would indeed affect both the reconstruction accuracy and

precision but the effect varies from experiment to experiment. Unfortunately, only

one-third of all experiments performed had open air measurements after the experi-

ment. As such, the effects of using the open air measurements after the experiment

could not be investigated for all 19 experiments

The last important finding is the decrease of σZeff
and σx of the randomly sam-

pled data with decreasing number of data subsets while keeping other parameters the

same. For example, σZeff
was reduced by approximately 1.5 times when the number

of data subsets reduced from 10 to 5 for randomly sampled data subsets with outlier,

using 5 mins open air measurements before experiments. This reduction of 1.5 times

is very close to 1.44, which is the square root of 2, representing a decrease of standard

deviation if the reconstruction uncertainty is driven mainly by counting statistics.

One result of particular interest is the decrease of reconstruction precision for the

prediction with 5 data subsets using time sequenced sampling and with the outliers

removed. For these two experiments specifically, the first 10th of the experimental

data was removed from experiment 1 while the last 10th of the experimental data

was removed from experiment 2. The data was then equally divided into 5 data sub-
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SD(Cn(4.44)) σ(Cn(4.44)) SD(Cn(6.13)) σ(Cn(6.13)) SD(Cn(7.02)) σCn(7.02)

U exp. 1 0.0393 0.0138 0.0070 0.0082 0.0074 0.0019
U exp. 2 0.0168 0.0124 0.0131 0.0083 0.0026 0.0020
Cu exp. 0.0132 0.0099 0.0071 0.0091 0.0045 0.0023

SD(
Rexp(4.44)

Rexp(7.02)
) σ(

Rexp(4.44)

Rexp(7.02)
) SD(

Rexp(6.13)

Rexp(7.02)
) σ(

Rexp(6.13)

Rexp(7.02)
) SD(Rexp(7.02)) σ(Rexp(7.02))

U exp. 1 0.0591 0.0303 0.0084 0.0278 0.0029 0.0011
U exp. 2 0.0282 0.0285 0.0302 0.0270 0.0010 0.0011
Cu exp. 0.0043 0.0171 0.0129 0.0236 0.0018 0.0014

Table 6.5: SD(Cn(Energy)), σ(Cn(Energy)), SD(Rexp(Energy)

Rexp(Energy)
) and σ(Rexp(Energy)

Rexp(Energy)
) val-

ues for the two uranium and the copper experiments. The data was divided into 5
data subsets using time sequenced sampling. Cn(Energy) are the recorded counts

used in Eq. 6.1 while Rexp(Energy)

Rexp(Energy)
are the ratio used in Eq. 6.4. SD represent the

experimental standard deviation calculated from the 5 data subsets. σ represent the
average calculate σ from error propagation.

sets for reconstruction by time sequencing (gammas’ recorded order), i.e. each data

subsets contained 9/50 of the original 60 mins data. Table. 6.5 lists the experimen-

tal standard variations from the calculated values over the 5 data subsets (labeled as

s.d.) and average calculated standard deviation from error propagation (labeled as σ)

using the counts and error from the data processing. In the table, Cn(E) and Rexp(E)

Rexp(E)

are calculated using the same definition as Eq. 6.1 and 6.2. The results of uranium

experiment 1 shows Cn(4.44) and Rexp(4.44)

Rexp(7.02)
varies more in experiment (0.0393 and

0.0591) than from the error propagation calculations (0.0138 and 0.0303). A similar

conclusion can be drawn for the Cn(7.02) and Rexp(7.02). As for uranium experiment

2, experimental and error propagated standard deviations are comparable. Note that

the calculated σ of Cn(E) and Rexp(E)

Rexp(E)
from error propagation did not account for

the correlation effects of the measurements. As ch0 and ch1 measurements at the

same energy are positively correlated, and measurements at 6.13 and 7.02 MeV are

positively correlated, the actual calculated standard deviation from error propagation

should be much smaller than the one listed on the table in which correlation effects

are unaccounted for. As seen on the Cn(E) and Rexp(E)

Rexp(E)
for the copper experiment

with more accurate and precise reconstruction predictions, the Rexp(4.44)

Rexp(7.02)
is only 0.0043

while the σ(Rexp(4.44)

Rexp(7.02)
) is 0.0171. These results once again demonstrate the systematic

uncertainty associated with the experiment, possibly stemming from the instability

of the cyclotron, leading to high variation in Rexp(E). Furthermore, for uranium, the

reconstructed Z are more sensitive to the variation of F value in the minimization
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δZ σZ δx σx

Time seq.(10 subset w/ outliers)

homogeneous 4.3 6.5 2.6 3.1

heterogeneous 4.8 7.4 4.0 4.8

all 4.5 6.9 3.2 3.8

rand. sampl. (10 subset w/ outliers & 10 seed avg.)

homogeneous 3.1 5.4 2.2 2.8

heterogeneous 4.6 7.6 3.7 4.8

all 3.7 6.2 2.8 3.6

rand. sampl. (5 subset w/ outliers & 10 seed avg.)

homogeneous 4.0 2.0 3.9 1.9

heterogeneous 2.8 5.1 2.0 3.2

all 3.5 4.4 3.1 2.5

Table 6.6: Values of δ, which is the average difference between the reconstructed and
actual value (representing accuracy), and σ, which is the average standard deviation
of the reconstructed values across the the data set (representing precision), for three
categories of experiments (homogeneous, heterogeneous, and all 19 experiments). σ
is the average σ across the set of experiments, where each individual σ for the time
sequenced data are the experimental reconstruction standard deviations calculated
from the data subsets of each of the experiments. Each individual σ for the randomly
sampled data are calculated by first calculating the standard deviation from the group
of (5 or 10) data subsets processed with the same random seed, then calculating the
average σ and across the 10 groups of data subsets with each of the subsets processed
with a different random seed. The average σ across the set of experiments in the
three categories was then averaged again and listed as the σ.

formula. An average change of 0.2 in F for uranium would lead to a Zeff change of -6

to +1.38, while an average change of 0.2 in F for copper would only lead to a change

of -1 and +1. Due to the lack of experimental data on uranium and high Z materials,

the exact cause of the variation in Zeff and x estimates could not be determined. The

cause may stem from a combination of sensitivity of Zeff on F value, quality of the

background and peak fittings on the gamma spectra and the time dependant insta-

bility of the cyclotron during the experiment.

Numerical values of δ, which is the average difference between the reconstructed

and actual value, and σ, which is the average standard deviation of the reconstructed

values across the data set for three categories of experiments (homogeneous, hetero-
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geneous, and all 19 experiments) are summarized in Table. 6.6. Once again, there

was an overall improvement of reconstruction accuracy and precision when the data

division method changed from time sequencing to random sampling, reflecting the

time dependant systematic uncertainty in the experiments. Furthermore, additional

improvement was seen when the number of data subsets used were reduced from 10 to

5, likely due to the increase in counting statistics. Figure 6-4 shows the reconstructed

values of Zeff and x along with their experimental uncertainties for data divided by

random sampling while Table 6.7 lists the values for each experiment. As with the

time sequenced results, there was a significant separation between low-Z materials

such as aluminum, medium-Z material such as tin, and high-Z material such as lead.

On average, the reconstructed Zeff and x were 3.7 and 2.8 from the actual values re-

spectively, with a standard deviation (precision) of 6.2 and 3.6. These results would

be a close representation of "stable" measurements with a slightly "defocused" proton

beam, where the measured gamma spectra do not contain time dependant variations

due to the instability of the cyclotron. Any time dependant variations on the data

would be smeared by random sampling. With the average target current and average

graphite collimator current of 6.0 and 0.56 µA respectively, and 6 mins measurement

on each data subsets, these reconstruction results demonstrated the feasibility of us-

ing multiple monoenergetic photons generated from low energy nuclear reactions to

accurately reconstruct the areal density and Zeff of a variety of homogeneous and het-

erogeneous materials with a broad range of Z. However, with overlapping uncertainty

(error bar) between lead and uranium predictions, one could not distinguish between

the two using the current setup. In Sec. 6.4, extrapolation of current experimental

data to a more intense gamma source was performed to estimate the source current

and modification required for material discrimination between high-Z material. The

result in Figure 6-4, Table 6.7, and Table. 6.6 only contain reconstructions using open

air measurements before the experiment to keep the reconstruction parameters con-

sistent throughout the whole table. However, the reconstruction accuracy might be

improved by using different open air measurements due to the cyclotron stability.
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Material Actual Average σZeff
Actual Average σx

Zeff Reconstructed x Reconstructed
Zeff (g/cm2) x (g/cm2) (g/cm2)

Aluminum 1 (Al) 13 14.9 3.4 59.4 56.2 2.7
Aluminum 2 (Al) 13 13.7 4.4 113.4 108 5.6
Iron (Fe) ∼24 23.9 3.5 56.0 57.2 2.6
Copper 1 (Cu) 29 28.4 3.3 48.8 48.5 1.4
Copper 2 (Cu) 29 32 3.9 60.3 59 1.9
Copper 3 (Cu) 29 24.5 2.5 88.9 91.1 3.7
Tin 1 (Sn) 50 50.9 7.8 49.0 47.7 2.5
Tin 2 (Sn) 50 48 10.4 73.1 73.5 5.0
Lead (Pb) 82 81 10.4 57.6 56.7 3.7
Uranium (U) 92 85.3 3.1 35.4 38.6 0.7
Uranium (U) 92 83.4 4.9 35.4 39 1.1
Pb + Al ∼35 40.9 5.4 61.0 62.2 2.8
Cu + Al ∼21 16.8 2.7 60.8 61.6 2.7
Pb + Cu ∼47 52.4 13.7 57.4 58.6 5.0
Pb + Sn ∼63 75.5 17.7 106.6 97.8 10.8
Cu + Sn ∼39 39.1 6.9 97.8 95.8 5.4
Sn + Al ∼29 35.3 5.0 96.1 89.8 4.2
Sn + Al ∼29 34.9 4.6 96.1 91.1 3.8
Sn + Al ∼29 33.3 4.6 96.1 91.8 3.4

Table 6.7: Average reconstructed Zeff and areal density x for all MMGR experiments
with actual values and reconstruction uncertainties listed. Each of the experiments
was divided into data subsets by random sampling. The experimental data were
divided into data subsets using random sampling. Each individual σ for the randomly
sampled data were calculated by first calculating the standard deviation from the
group of 10 data subsets processed with the same random seed, then calculating the
average σ and across the 10 groups of data subsets with each of the subsets processed
with a different random seed. The ∼ symbol indicates the actual Zeff value of the
heterogeneous cargo calculated using the method as described in Sec. 6.2.
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Figure 6-4: Reconstruction results of all homogeneous material (top) and heteroge-
neous material (bottom) MMGR experiments. The error bars represent the standard
deviation (σ) of the reconstructed Zeff and x in the data set for a particular mock
cargo, and they are centered at the mean of the reconstructed values of the same data
set. The red dots indicate the actual Z and x value of the materials. Two separate
experiments were performed on the same depleted uranium mock cargo, and three
separate experiments were performed on the same Sn+Al heterogeneous mock cargo.
The experimental data were divided into data subsets using random sampling. Each
individual σ for the randomly sampled data were calculated by first calculating the
standard deviation from the group of 10 data subsets processed with the same random
seed, then calculating the average σ and across the 10 groups of data subsets with
each of the subsets processed with a different random seed.
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6.4 Extrapolation and estimations for a future de-

ployable system

With overlapping uncertainty (error bar) between lead and uranium predictions,

one could not distinguish between the two using the current setup. It is then im-

portant to establish a metric to quantify the separation between two predictions. In

order to estimate the system requirement by extrapolating experimental results to

different reconstruction precision, the following figure of merit formula was used:

FOM =
Z2 − Z1
√︀

σ2
2 + σ2

1

(6.7)

where Z1 and Z2 are the actual Z values of two different materials and σ1 and σ2

are their corresponding reconstruction uncertainties within the 10 data subset. The

FOM between lead and uranium in the current "ideal" experiment was 0.69 based on

the results listed in Table. 6.7. For the record, the average current on the graphite

collimator and water for each of the 5 mins lead experiment were 6.80 and 0.694 µA

respectively, while they were 6.46 and 0.429 µA for the uranium experiment.

Using the same FOM formula, if the FOM increased to 2, the uncertainty for both

measurements needed to be reduced by a factor of 2.23. Similarly, if the FOM in-

creased to 3, the uncertainty for both measurements needed to be reduced by a factor

of 3.34. These calculations assumed the uncertainty solely stemmed from counting

statistics and the "ideal" radiography system would have an average reconstruction

inaccuracy of zero. With such an assumption, the counts need to increase by 5.0

times and 11.2 times respectively in order to achieve a FOM of 2 and 3. Results

showing the separation with FOM of 0.69 and 2 can be seen in Fig. 6-5. Another

extrapolation was performed regarding scanning resolution and speed. In the experi-

mental setup, the pixel size was approximately 2.54×2.54 cm. If the current detector

setups and scanning time was maintained, the current of the cyclotron needed to be

at approximately 34 and 76 µA respectively, in order to achieve a FOM of 2 and 3.

If three instead of a single detector was used for the transmission measurement, the
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Figure 6-5: The separation of Pb and U with FOM of 0.69 and 2 using Eq. 6.7 and
using experimental data with performance extrapolation.

current needed to be just 11 and 25 µA. In the future, if the cyclotron produces 19

MeV protons instead of 12 MeV, the 4.4, 6.13, 6.92, and 7.12 MeV gamma yield would

increase by 2.6, 3.9, 2.0 and 4.0 times respectively. This will further lower the current

to approximately 3.5 and 8.0 µA respectively in order to achieve FOM of 2 and 3.

Realistically, a screening rate of 5 mins per pixel with a pixel size of 2.54×2.54 cm

makes cargo scanning an impractical feat. The estimated time needed to scan a 40

ft cargo will be almost 2400 mins. With the end goal being a 6 mins scan time with

a resolution of 3×3 cm, a FOM of 2, and using three detector arrays, the current of

the 19 MeV cyclotron will need to be approximately 1 mA in order to achieve the

needed reconstruction precision. However, this current could be reduced by using

NaI(Tl) detectors with higher detection efficiency or a coarser scan was conducted

before a finer scan. Another factor that has not been taken into account yet is the

generation of 15.1 MeV gammas from (p, p′) reaction on 12C if a 19 MeV beam is used.

15.1 MeV gammas will have even less gamma background and better separation with

other gammas. Its attenuation also has stronger Z dependence, which improves the

reconstruction accuracy in theory.

A potential MMGR system is pictured in Fig. 6-6. The cyclotron is placed inside
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Figure 6-6: An example of a floor plan for a deployable MMGR system with all
equipment and auxiliary systems labelled.

an enclosed area with 50 cm of concrete shielding, generating multiple monoenergetic

gammas. From attenuation calculations, 50 cm of concrete would attenuate 96.5% of

gammas at 5 MeV. Assuming the height of shielding is 250 cm, the total weight of

shielding needed will be 23 tonnes. If 25 cm of concrete is used, the weight will drop

to approximately 11.5 tonnes, shielding 81% of gammas at 5 MeV. From scaling of

the dose measurements in Table. 4.1, the unattenuated gamma dose at the location of

the detector will be approximately 0.6 mR/s for a scan with 19 MeV protons at 650

µA with a speed of 4 cm/s. Meanwhile, the gamma dose from gamma attenuated by

50 cm of concrete at a distance of 3 m will be 0.046 mR/s. The gammas generated

by the cyclotron are then collimated and transmitted through the screening cargo

container. Three vertical arrays of detectors are used to measure the transmission

spectrum. It is important to have 8 inch of HDPE covering the concrete collimator

opening to reduce the amount of neutron reaching the cargo container. In this floor

plan, the detector arrays are located 4.5 m away from the center of the cyclotron,

which is very close to the distance of 4 m distance in MMGR experiments conducted

in this study. As mentioned previously, an air cooled chiller need to be installed so

the cyclotron can remain adequately cool during transportation for a (usable) mobile
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system. However, the cyclotron cannot be transported fully charged. The system

setup time will consist of charging up the magnet, setting up concrete shielding, and

assembling the detector arrays.

6.5 Limitations of MMGR

One major disadvantage of this on-axis MMGR technique is that only the Zeff

would be determined for a mixture of different materials (heterogeneous cargoes),

despite its efficiency at determining Z of homogeneous cargoes. As seen in Sec. 6.2,

a knowledgeable smuggler would be capable of masking SNM (high Z) with large

amounts of low Z material in order to lower the reconstructed Zeff from MMGR. One

method to overcome this vulnerability is to screen the containers from multiple an-

gles. Using a tomography approach, the Zeff predictions at different scanning angles

can be combined so that the system could distinguish masked SNM from other benign

cargoes. Further research will need to be conducted in order to explore the feasibility

of combining MMGR with multiple angle tomography technique. However, MMGR

combined with imaging could already counteract the mixed material limitation in

some hypothetical scenario. For example, if a smuggler decided to mask a kilogram

of uranium in a cube (3.75 by 3.75 by 3.75 cm) with lead. The amount of lead needed

to lower the combine Z value to 82 calculated with Eq. 6.6 is approximately 41 cm.

If the lead was in a cube of 41 by 41 by 41 cm, it would weigh 780 kg and an im-

age of a big block of high-Z material would be suspicious enough to raise an alarm.

There may be other criteria to raise an alarm for further screening (e.g. pixels of a

certain size and above some threshold of ∆Z values with the surrounding material).

As such, there might be multiple methods to minimize the vulnerability and reduce

some current requirements for the radiography system.
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6.6 Penetration study with ANSI N42.46 standard

One of the most important specification for a screening system is its penetrabil-

ity through the cargoes. Written in the ANSI N42.46 (American National Standard

for Determination of the Imaging Performance of X-Ray and Gamma-Ray Systems

for Cargo and Vehicle Security Screening), a test standard was defined to determine

the penetrability of a system by "measuring the maximum thickness of steel through

which the orientation of a specified test object can be determined in an x-ray or

gamma-ray image" [118]. The test object is a 30 cm long and 30 cm wide arrowhead-

shaped steel with its thickness at 20% of the expected measured penetration (combine

thickness of steel blocking plate and test object). This thickness is also known as 20%

contrast. The greatest total thickness of blocking plates plus thickness in which the

orientation of the test object can be identified is classified as the maximum penetra-

tion for that specific test object location. According to this standard, the blocking

plate needs to be at least 60 by 60 cm in size.

Instead of running numerous simulations for which there is currently a lack of

sufficient information, such as gammas origins and absolute yield, the penetration

test was performed instead with the following method:

1. Gamma counts and uncertainties measured at Ch1 (on-axis) detector without

background subtraction were recorded for a 5 mins open air experiment with

the average current on water and graphite collimator at 7.06 µA and 0.829 µA

respectively. The experimental setup used to measure this open air data was

exactly the same method as mentioned in Sec. 5.2. The counts and uncertainties

were tallied in 4 regions: 1 to 1.5 MeV, 1.5 to 2 MeV, 2 to 3.3 MeV, and 3.3 to

4.44 MeV.

2. For each energy region, a mass attenuation coefficient at the median energy was

found using the NIST database [2].

3. Using the test object dimension provided in the ANSI N42.46 standard, an
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attenuation template was created to display the fraction of beam that would pass

through only the backplate assuming 2.54×2.54 cm pixels. This attenuation

template is plotted as a heatmap in Fig. 6-7.
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Figure 6-7: The attenuation template representing the fraction of the beam that
is hitting the backplate calculated from the specification mentioned in the ANSI
N42.46 standard. This template was used for subsequent calculation. The pixel size
is 2.54×2.54 cm and the test object points to the right in this template.

4. The penetration test setup assumes the usage of three vertical detector arrays

for the scanning image. Each pixel would be "scanned" by three different de-

tectors. The cyclotron was assumed to be running 14 µA (double of the open

air measurement) and producing 12 MeV protons. The scanning speed was also

assumed to be 4.064 cm/s, in other words, 5 mins for 40 feet or 0.0104 mins per

pixel.
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5. The mean estimated counts at each pixel in the test was then calculated by first

attenuating the measured open air gammas using the attenuation template, steel

thickness, and the mass attenuation coefficient for each energy region and then

summing them. The scaling from number of detectors, cyclotron current, and

scanning speed were also taken into account.

6. An image of the scan was then generated in which the calculated counts at each

pixel was randomly sampled with the assumption that the counts are Poisson

distributed with λ equal to the mean from the estimated counts.

7. A total of 20 images were generated for each total thickness with the object

orientated at random positions (up, down, left, or right).

8. Tests were ran at increasing thicknesses until the orientation of the object for any

of the 20 images was falsely identified by visual inspection. The last thickness in

which all 20 orientations were correctly identified was considered the maximum

penetration thickness. Fig. 6-8 provides an example of one such image.

The maximum penetration thickness was found to be approximately 45 cm. A

figure of merit was found by calculating the difference in counts between the pixel

with backplate only and full thickness divided by the quadratic sum of their corre-

sponding uncertainties. It is found to be approximately 3.10. At 48 cm, only 59 out

of 60 orientations of the test object were correctly identified. This 45 cm penetration

thickness is considered to be the upper bound of the penetration as the calculation

performed only takes into account the attenuation of gammas but not the scattering

of gammas from the increasing thickness of the test object and backplate. In order

to have a more accurate estimation on the penetration thickness, GEANT4 simu-

lations with detailed detector geometries and experimental setup would be needed.

However, one needs to keep in mind that a future system may have higher protons

energy and higher source current, which would increase gamma yield and increase the

penetrability of the system.
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Figure 6-8: A simulated image from the penetration study. The calculated counts
at each pixel was randomly sampled using Poisson distribution with λ equal to the
mean estimated counts. The test object is oriented downward in this image and the
total thickness of the task object with the backplate is 45 cm.
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Chapter 7

Conclusions and recommendations

This chapter concludes this PhD study and provides some recommendations for

future works to further improve radiography performance and better understand other

deployment related issues.

7.1 Conclusions

This thesis work demonstrated the feasibility of using multiple monoenergetic

photons generated from low energy nuclear reactions to accurately reconstruct the

areal density and Zeff of a variety of homogeneous and heterogeneous mock cargoes

with a broad range of Z. As a continuation and extension of previous work, we were

not only able to achieve an average Zeff reconstruction accuracy and uncertainty at

3.7 and 6.2, we also successfully demonstrated the use of a compact superconducting

cyclotron with a hybrid graphite water target to generate the needed monoenergetic

photons at 4.4, 6.1, 6.9, and 7.1 MeV from low energy (p, p′γ) nuclear reactions on

carbon and oxygen. With such accuracy and precision, one could distinguish between

SNM such as uranium from other high-Z benign material such as tungsten.

This experiment utilized a small compact superconducting cyclotron (the ION-

12SC), demonstrating that a mobile MMGR screening system could be achieved and

possibly deployed at ports and other border crossings for cargo screening. Some ex-

trapolation and estimations were also performed to predict the performance of future
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superconducting cyclotron based MMGR system. Recommendations and suggestions

on possible improvements such as system deployments, operations, cooling, and trans-

portation were also discussed.

7.2 Recommendations for future works

The first and foremost recommendation is to focus on improving precision by

lowering the uncertainty of reconstruction. Since precision of the measurements was

limited by statistical precision of the collected spectrum, there are two areas of focus

for future work: increase gamma intensity and system stability. To increase gamma

intensity, future work should focus on using accelerators with higher energies as this

will increase the yield of the photons, as shown in calculations described in Figure 4-

6. For example, increasing the proton beam energy from 12 MeV to 19 MeV would

increase the gamma yield by two to four times, while 19 MeV protons are only slightly

above the neutron production thresholds for graphite and oxygen. Increasing proton

beam energy is not the only way to increase gamma yield. Increasing currents are

also necessary and will lead to direct increase of gamma production. Based on the

results from this study, a 19 MeV proton beam at approximately 1 mA is required

to differentiate lead and uranium with a 2σ discrimination if the scan was performed

at a speed of 4 cm/s with a resolution of 3 cm by 3 cm resolution. However, with

the addition of 15.1 MeV gammas from (p, p′γ) on carbon using 19 MeV protons,

further research will have to be conducted to accurately evaluate the reconstruction

performance. With such a huge increase of beam current required, the power induced

by proton on target will be almost 19 kW. As such, accelerators with external beams

are required in order to improve target cooling.

Besides increasing gamma production, beam stability is also important for a pre-

cise reconstruction. As discussed in Sec. 6.3 and Appendix. B, the current cyclotron

in use was not very stable, led to instability of gamma production and increased in

reconstruction uncertainty (less precise). As such, an external beam, improvements

on RF and target cooling are needed to achieve better reconstruction precision by
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stabilizing the proton beam. With advancements in high temperature superconduc-

tors and compact cyclotron development, cyclotrons would become more compact,

cheaper in cost, and more stable in performance, thus more attractive to users. An-

other recommendation would be to improve reconstruction performance by further

optimizing background fitting and subtraction with the possibility of using GEANT4

simulation to model the gamma background. With better methods to subtract gamma

background, the uncertainty on the recorded counts in the gamma transmission spec-

trum could be reduced to improve reconstruction precision. Studies on correlations

between gamma productions and measurement on different detector and gamma ener-

gies would also improve σ calculation for the minimization formula and would possibly

improve reconstruction accuracy and precision.

For a deployable and reliable system, the cyclotron should have a long uptime

(time accessible for use) and very short downtime from maintenance and repairs.

The initial setup time should also be minimized. More studies need to be done in

order to explore the feasibility of transporting a cooled cyclotron and the possibility

of using an air-cooled chiller instead of water-cooled chiller to make the cyclotron

independent from other auxiliary systems. In addition, development and advance-

ment in high temperature superconductors may lead to superconducting cyclotrons

operating at higher temperatures, thus reducing the requirement on cooling power

and cooling time.

In the current system, the cyclotron, chiller, electronics, and the cryo compressor

should all fit in a medium duty truck without exceeding the weight limit. However,

more studies need to be done to explore the radiation shielding requirement to reduce

the shielding weight. By scaling the dose measurements listed in Table. 4.1, the unat-

tenuated gamma dose at 4.5 m from the cyclotron will be approximately 0.39 mR/s

for a scan at a speed of 4 cm/s with 19 MeV protons at 650 µA. If 25 cm thick and

250 cm tall concrete shielding are placed around the cyclotron, the concrete will have

total weight of 11.5 tonnes, which will be the largest contributor to the total system

weight.

As mentioned before, a knowledgeable smuggler would be able to mask SNM (high
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Z) with large amounts of low Z material in order to lower the reconstructed Zeff from

MMGR. One possibility to overcome this vulnerability is to screen the containers in

multiple angles with a tomography approach. Future studies need to explore the

feasibility and practicality to combine MMGR with multiple angle tomography tech-

nique. Furthermore, only limited heterogeneous experiments were conducted in the

study. More experiments with different heterogeneous cargoes would be needed to

adequately evaluate the system performance in a realistic scenario.

Finally, future works should also focus on the detector choice. Instead of using

expensive LaBr3 detectors, it might be more economical to use cheaper NaI with

better detection efficiency but lower resolution for the detector arrays. Experiments

need to be conducted and new reconstruction algorithms may need to be developed

to evaluate the performance difference with such changes.
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Appendix A

List of cyclotron maintenance,

repairs, and upgrades

Below lists all the events that resulted in a non-operational cyclotron, including

and descriptions of the upgrades and events.

∙ Feb 9th 2017: Cyclotron installed.

∙ Feb 2017: The RF fingers burned out and needed repairing. Downtime of

approximately 1 week. A design fix was performed to address this problem

involving reinforced RF fingers.

∙ May 2017: Magnet discharged for a power outage, then unable to cool down

due to needing a helium recharge. Cyclotron down for 4 weeks (∼1 for ramp

down, ∼3 for helium recharging).

∙ Jun 2017 - Jul 2017: Cyclotron quenched from MIT chilled water failure. Cy-

clotron non-operable for ∼6 weeks due to humidity issues (4 weeks), a leak in

the two RF amplifiers (1 week), and then modifications to address issues from

replacing the RF amplifiers (1 week). This did not include the visits to the

Ionetix facilities in East Lansing.

∙ Apr 2018: Cyclotron quenched and unable to ramp due to a broken magnet

power supply fan. Down for 3 weeks while awaiting spare parts and repairs.
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∙ May 2018 - Jun 2018: Excessive RF heating due to corrosion related RF heating

issues. Problem affected operations for approximately 1 year. A design fix has

been implemented to address this problem. Cyclotron down for 5 weeks for

repair (4 weeks lead time, 1 week active repair). Repairs included replacing

the leaf springs, which held the dummy Dee against the stops with coil spring

and aluminum connectors to improve the cooling on the dummy Dee and ion

source for better ion source performance and beam stability. Modifications

to install steel liner at the contact point of the dummy Dee support arms to

reduce corrosion due to mixed metals contact of aluminum, steel, and copper.

Installation of a new RF stem support block with a micrometer screw that

allowed accurate adjustment of the position of the Dee to maximize beam output

and reduce arcing.

∙ Jul 2018: RF arcing issues due to a broken ceramic RF stem insulator. Cy-

clotron down for 1 week for new ceramic RF stem insulator shipment.

∙ Aug 2018: RF arcing issues due to another broken ceramic insulator. This

issue with the broken ceramic insulator was found to be related to the previous

upgrades addressing the RF heating and corrosion. The newly modified Dee

arms were not aligned properly and imposed excessive pressure on the insulator.

Cyclotron down for 3 weeks for complete replacement of Dee arms and the RF

box.

∙ Oct 2018: Magnet quenched due to a power outage. Cyclotron down for 1 week.

Vacuum plumbing work performed to reroute the beam chamber to evacuate

the cryovessel due to the broken cryovessel turbo.

∙ Nov 2018 - Dec 2018: Magnet quenched from a power outage. Cyclotron down

for 3 weeks.

∙ Apr 2019 - May 2019: Magnet ramped down and warmed up due to a 4 day

planned power outage. Cyclotron down for 3 weeks for vacuum pumping and
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cooling of magnets. Improved vacuum purging procedures were written to re-

duce future cooling time.

∙ May 2019 - Aug 2019: Arcing issues for 2-3 weeks. Ceramic RF stem insulator

discovered to be broken. 9 additional weeks downtime from financial negotia-

tion to complete installation of newly designed Dee and Dee arms. This upgrade

introduced direct water cooling to the Dee to increase ion source cooling, per-

formance, and stability. The newly improved design also reduced the length of

the ceramic RF stem insulator for longer operation life.

∙ Sep 2019: MIT chilled water cut off unexpectedly due to a facility repair. A

re-pressurized chiller water pump for the Vault was found leaking and needed

repairs. Temporary plumbing works conducted to reroute the chiller to use

MIT chilled water from CLASS (upstairs) to cool down the cyclotron. Total

downtime was approximately 1 week.

Out of the 126 weeks since the installation up until Oct 1st 2019, there was a total of

43 weeks in which CHARON was down, including 29 weeks due to cyclotron related

issues and 14 weeks due to facility related issues.
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Appendix B

Cyclotron stability study

From Fig. B-1, some reconstruction values of time sequenced data were more than

2 standard deviations from the mean values of the predictions. Examples of these

outliers were the second data subset for the 73.1 g/cm2 tin MMGR experiment and

the fifth and tenth data subset for the 57.6 g/cm2 lead MMGR experiment. Further

investigation into the detection of such outliers in order to improve reconstruction

accuracy.

The first attempt to detect and predict the occurrence of outliers involved inves-

tigating possible correlations between prediction accuracy and the current measured

on the target and collimator. In Fig. B-2, there was a sudden drop of current on water

and collimator due to two cyclotron trips during the second portion of the 73.1 g/cm2

tin MMGR experiment. However, a similar sudden change in current also occurred

at portion 7 of the experiment but no significant change in reconstruction values were

observed. There were similar effects from other experiments but the results were

inconclusive. At best, the outliers could be said to be partially related to the trips

of cyclotron or change of current from RF frequency tuning during the experiment.

The outlying predictions depends not on current along. The portion number on the

figures were the data subset index for the corresponding reconstruction.

The second approach is to find out if the gamma production ratios at Channel 0

were different during the experiment. In Fig. B-3, we were able to observe a sudden

change of the 4.44 MeV to 7.02 MeV and 6.13 MeV to 7.02 MeV gamma ratios for the
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second data subset of the 73.1 g/cm2 tin MMGR experiment measured by channel 0.

However, these ratios were not significantly different for all other outliers. This con-

cludes that using only gamma production ratios at Channel 0 would not be sufficient

to detect an outlying prediction.

The cause of instability to the cyclotron could not be identified or eliminated

during the experiment due to inconclusive results. One possible explanation could

be due to statistical fluctuation in data and the only ways to minimize outliers are

to increase the statistics of the MMGR experiment or attempt to keep the cyclotron

operation as stable as possible by not altering the operation parameters throughout

the experiment. The oulier may cause by a combination of variations in measurement

at different channel and different gamma energy. With this shift of focus, gamma

count ratios between channel 1 over channel 0 were plotted. From inspecting the 4.44

over 7.02 MeV gamma ratios, 4.44 over 7.02 MeV gamma ratio, and 7.02 MeV ratios

in Fig. B-4, at least one or more gamma ratios of most outlying data subsets were

indeed more than one standard deviation away from their corresponding 10-portions

experimental mean. This shows potential variations of gamma ratios caused by insta-

bility of the cyclotron would lead to decreases in reconstruction accuracy. However,

this variation could not be detected during a radiography scan to eliminate outliers

because the inspected materials would not be known to the inspector. Increasing

the counting statistics from MMGR experiments and improving gamma production

stability remain as the only ways possible to minimize prediction outliers.
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Figure B-1: Reconstructed Zeff and x of each data subset for homogeneous (top)
and heterogeneous (bottom) material MMGR experiments. Each of the experiments
were divided into 10 data subsets by the gammas’ recording time (time sequencing).
Each black dot represent the reconstructed value and are labeled with a blue number
indicating the portion number of the data subset. The red dots indicate the actual
Z and x value of each material. The error bar centered at the mean of the predicted
values represent the experimental standard deviation over the Zeff and x in the data
set for a particular mock cargo.
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Figure B-2: Top: Current measured on the water for the tin experiment. Middle:
Current measured on the graphite collimator for the tin experiment. Bottom: Ratio
of current measured on water over current measured on graphite collimator for the
tin experiment. Each of the experiments were divided into 10 data subsets by the
gammas’ recording time (time sequencing). The portion number on the figures were
the data subset index for the corresponding reconstruction.
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Figure B-3: Top: C0(4.44MeV )
C0(7.017MeV )

for all experiments with homogeneous cargoes. Bottom:
C0(6.13MeV )
C0(7.017MeV )

for all experiments with homogeneous cargoes. The positions of each
subfigure was the same as the top plot of Fig. B-1. The red dotted lines were
one standard deviation from the mean of the ratio in each data subset of the same
experiment.
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Figure B-4: Top: Cn(4.44MeV )
Cn(7.017MeV )

for all experiments with homogeneous cargoes. Bottom:
Cn(6.13MeV )
Cn(7.017MeV )

for all experiments with homogeneous cargoes. Cn(E) = C1(E)
C0(E)

. The red
dotted lines were one standard deviation from the mean reconstruction values for each
set of ten reconstructions. The positions of each subfigure was the same as the top
plot of Fig. B-1 and the portion number on the figures were the data subset index for
the corresponding reconstruction.
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Figure B-5: Cn(7.017MeV ) for all experiments with homogeneous cargoes. Cn(E) =
C1(E)
C0(E)

. The red dotted lines were one standard deviation from the mean reconstruction
values for each set of ten reconstructions. The positions of each subfigure was the
same as the top plot of Fig. B-1 and the portion number on the figures were the data
subset index for the corresponding reconstruction.
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