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Abstract

The study of the market with adverse selection risks is an appealing topic in the field
of market microstructure. Multiple theoretical models have been proposed to address
this issue over the past few years, such as the Kyle model(1985), the Glosten-Milgrom
model(1985) and so on. The main goal of these theoretical models is to provide an
optimal pricing strategy based on the market condition they used. However, the
market is a competitive but not always efficient environment. The optimal pricing
strategy cannot provide enough insights in the markets with multiple interacting
agents. Also, the theoretical models cannot be easily extended to other complex
market. In our work, we apply the deep reinforcement learning techniques to train
neural agents in our designed multiagent environment. The result shows that the
neural agents could learn the best strategy conditioned on the pricing behaviors of
other competitors. It suggests a new approach to study the price formation process
in the complex market.

Thesis Supervisor: Leonid Kogan
Title: Nippon Telegraph and Telephone Professor of Management and Professor of
Finance
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Chapter 1

Introduction

Recent advances in deep reinforcement learning have led to huge successes in several

real-world applications, including traditional board games [15], multiplayer competi-

tive games and self-driving cars. The key idea of the reinforcement learning is based

on the interactive virtual environment, in which the deep reinforcement learning agent

tried to learn the strategy or policy that maximizes the rewards it could obtain from

the environment. In our work, we focus on the application of deep reinforcement

learning in the financial market, specifically on the market microstructure modeling.

This chapter outlines the general overview of the market making processes and the

price formation procedures and how deep reinforcement learning techniques could help

study the price equilibria in the market. In section 1.1, we make a review on market

microstructure and different types of market making agents. In section 1.2, based

on the basic market microstructure knowledge, we proposed our market setting and

applied deep reinforcement learning agents to interactively learn the market structure

and compete with other players in the market.

1.1 Market Microstructure

The core idea in the market microstructure theory [12] [2] states that the price of

certain assets does not need to be exactly the same as the expectation of value due

15



to various types of frictions and risks. The phrase "Market Microstructure" is first

termed in 1976 by Mark Garman to describe a series of behaviors in market making.

Since then, it’s been a term referred to the study of micro trading behaviors inside

the market. Specifically, these trading behaviors involve several components includ-

ing market rules, price dynamics, asymmetric information flows, market makers and

investors. In our study, we only concentrate on the price dynamics with the presence

of asymmetric information flows and the competitions among different market makers.

Market makers are a group of liquidity providers by quoting bid(sell) and ask(buy)

prices that they want to trade with other investors. The issue of market making has

been extensively studied in the previous literature, mainly focusing on the issue of

inventory risks [8] [7] and adverse selection risks [5] [10]. The inventory risks refer to

the situation in which market makers make more quotes than the market can digest.

Therefore, this leaves extra quotes in the market makers’ inventories, which result

in the potential risks of losing the value. The other commonly studied risk is the

adverse selection risk. It is termed to describe the case where there are a group of

informed traders inside the market, so that there is some risk that the market makers

are at disadvantageous positions. In other words, adverse selection risk reflects the

existence of asymmetric information flows in the market.

In the thesis, we are looking at the adverse selection risk problem. There are

extensive theoretical studies on the adverse selection risk problems. A typical model

is called bid-ask model or Glosten-Milgrom model. This model is trying to address

the issue of adverse selection risks by providing the solutions on how to quote optimal

bid or ask prices. In the meanwhile, the model also gives a way to study the trading

behaviors and price dynamics when the adverse selection risk is present in the market.

16



1.2 Learning and Market Making

Due to the microscopic nature, the micro-market possesses tons of time-series data

to describe the market behaviors. This provides opportunities for machine learning

models. Machine learning techniques could efficiently process millions of data points

and returns suggestive results on the current market trends or even trading signals.

However, researchers in the field are mostly interested in data obtained from the real

market condition and less interested in the simulated data from the simulated mar-

ket. Previous works on the intersection of market making and reinforcement learning

mostly work on the market with inventory risks [4]. Not much work has focused on

the asymmetric information and the adverse selection problems.

In our work, we primarily focus on the simulated market with adverse selection

risks. The main reason to study this type of questions is that the market environment

is totally under control. In the real market, adverse selection risk is only one of the

frictions. Directly using the real-market data in the study of the adverse selection

problems requires deep understanding on nearly all kinds of frictions that are present

in the data so that these noise signals can be cleaned out. Obviously, this is impossible.

There are a lot of unknown factors underneath the market data, such as inventory

risks, financial bubbling, financial crisis and so on. Therefore, virtual market allows

us to understand the market changes and the machine learning model’s behaviors.

Here, we deliberately design the market rules so that only adverse selection risk issue

exists in the market, and apply deep reinforcement learning techniques to study the

market dynamics. The main idea is to explore the formation of the market equilibrium

while multiple market maker agents compete with each other. In the meanwhile, we

further study the behaviors of those trained individual agents from the microscopic

perspective, trying to understand what policy it learns from the competitions with

and without the Glosten-Milgrom agent in the market.

17
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Chapter 2

Market Making Under Adverse

Selection Risks

Let us first review some of the notions used in market making.

2.1 Efficient Market

Efficient market hypothesis [1][3] is the current mainstream hypothesis used in the

financial market. It states that the prices of the asset reflect all publicly available

information. That’s said if all trading parties share symmetric information and fric-

tions are minor effects in the market, then the prices of the asset reflect its expected

value conditioned on the publicly available information up to time 𝑡 and therefore,

𝑝𝑡 = 𝐸[𝑣𝑡|𝐼𝑡]

where 𝑝𝑡 is the price of the asset at time t, 𝑣𝑡 is “true” value or the expected present

value priced under the full information condtion at time 𝑡. Note that the return at

time 𝑡 could be written in this form,

𝑟𝑡 = 𝑝𝑡 − 𝑝𝑡−1 = 𝐸[𝑣𝑡|𝐼𝑡]− 𝐸[𝑣𝑡−1|𝐼𝑡−1]
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By applying the tower rule, we obtain that 𝑟𝑡 = 𝑣𝑡− 𝑣𝑡−1. This suggests that returns

are serially uncorrelated and markets are efficient.

2.2 Market with Microstructure Effects

Unlike the efficient market hypothesis, the market with microstructure effects usually

assumes the existence of various kinds of frictions in the market. The frictions mainly

come from two sides, the cost to operate the market and the asymmetric information

distribution among traders. Let’s extend the formulation used in the previous section

by adding an error term to the price.

𝑝𝑡 = 𝐸[𝑣𝑡|𝐼𝑡] + 𝜖𝑡

Then the return at time 𝑡 is described as,

𝑟𝑡 = 𝑝𝑡 − 𝑝𝑡−1 = 𝐸[𝑣𝑡|𝐼𝑡]− 𝐸[𝑣𝑡−1|𝐼𝑡−1] + 𝜖𝑡 − 𝜖𝑡−1

The serially correlated term 𝜌(𝜖𝑡, 𝜖𝑡−1) suggests the inefficiency of the market with the

presence of the market frictions. This inefficiency also breaks the assumption made by

the efficient market hypothesis and suggests that the prices of the asset do not reflect

all publicly available information. One of the factors is the asymmetric information

problem. Different traders have their own set of information. This creates asymmetry

of information in the market. Therefore, in the thesis, we will focus on the study of

asymmetric information.

2.3 Asymmetric Information Paradigm

Let’s use the paradigm introduced by Glosten and Milgrom. In the Glosten-Milgrom’s

scheme, the payoff of the asset is drawn from two-point distribution. Without loss

of generality, we simplify the payoff to be 0 with probability 1 − 𝑝 and 1 with 𝑝. In

this model, the market has three different types of traders, noise traders, informed
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traders and market makers. The noise traders are the groups of uninformed traders

so they buy or sell with equal probabilities. The second type is the informed traders.

This models the effect that the information possessed by different traders is asymmet-

ric. Therefore, the informed traders know the payoff at the next time step perfectly.

Lastly, the market makers are risk-neutral and competitive traders. In this setting,

traders come to the market in the sequential order, so they trade once and exit the

market after the trade. After a trader arrives in the market, it is either an informed

trader with probability 𝜋 or an uninformed/noise trader with probability 1−𝜋. There

are only two types of orders it can execute, buy or sell. If the incoming trader is an

informed trader, as it possesses the information about the payoff, it can submit a buy

order if the payoff is 1 and a sell order if the payoff is 0. However, if the incoming

trader is a noise trader, the only behavior it has is to randomly buy or sell each with

probability 0.5. Since the order size is fixed in this scenario, we can normalize it to

be one.

There are several advantages with this setting. It does not assume normality,

and this feature makes it more flexible in applications. Also, it assumes that traders

arrive in sequential orders. Therefore, market makers can observe every single trade,

instead of the aggregated order flows. This is a more accurate description of trading

process in the real-world and more suitable for empirical studies and real-world data.

This setting also puts some restrictions. Since each trader is only allowed to trade

once. The optimal strategy for each trader is to execute greedy orders and there is

no incentive for them to place orders strategically. Also, in our setting, the order size

is fixed, it does not allow for strategies that apply various order sizes in the market.

2.4 Glosten-Milgrom Pricing Model

In the Glosten-Milgrom model [5], it models the bid/ask prices that market makers

should quote in the market equilibrium. The market makers quote a bid price at

which they want to trade against a sell order and an ask price at which they want

21



to trade against a buy order. These two prices are not necessarily the same as they

contain different information about the payoff. The derivation of these prices are in

the following. As market makers are risk-neutral and competitive, they set the prices

to be the conditional expectation of the payoff given the previous history of all orders.

That is, for the bid price,

𝑝𝑏,𝑡 = 𝐸[𝑑|ℋ𝑡−1, 𝑠𝑒𝑙𝑙]

where 𝑑 is the payoff, ℋ𝑡−1 is the history of all previous orders up to time 𝑡− 1. The

same applies to the ask price.

𝑝𝑎,𝑡 = 𝐸[𝑑|ℋ𝑡−1, 𝑏𝑢𝑦]

The bid price and the ask price can be derived by the above formulation.

Lemma 2.4.1. Let 𝜋 be the probability that the incoming trader is an informed trader.

Therefore, at time 𝑡, the bid price and the ask price can be modeled as,

𝑝𝑏,𝑡 =
1
2
(1− 𝜋)𝑝𝑡−1

1
2
(1− 𝜋)𝑝𝑡−1 + (𝜋 + 1

2
(1− 𝜋))(1− 𝑝𝑡−1))

and,

𝑝𝑎,𝑡 =
(𝜋 + 1

2
(1− 𝜋))𝑝𝑡−1

(𝜋 + 1
2
(1− 𝜋))𝑝𝑡−1 + 1

2
(1− 𝜋)(1− 𝑝𝑡−1)

where 𝑝𝑡−1 is the transaction price, which is the bid price or the ask price depending

on the incoming order, at time 𝑡− 1.

Proof. Let’s start with the bid price. As 𝑑 is either 1 or 0,

𝑝𝑏,𝑡 = 𝐸[𝑑|ℋ𝑡−1, 𝑠𝑒𝑙𝑙] (2.1)

= 𝑃 [𝑑 = 1|ℋ𝑡−1, 𝑠𝑒𝑙𝑙] (2.2)
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By the conditional probability and the total probability, we have,

𝑃 [𝑑 = 1|ℋ𝑡−1, 𝑠𝑒𝑙𝑙] =
𝑃 [𝑑 = 1, 𝑠𝑒𝑙𝑙|ℋ𝑡−1]

𝑃 [𝑠𝑒𝑙𝑙|ℋ𝑡−1]
(2.3)

=
𝑃 [𝑑 = 1, 𝑠𝑒𝑙𝑙|ℋ𝑡−1]

𝑃 [𝑑 = 1, 𝑠𝑒𝑙𝑙|ℋ𝑡−1] + 𝑃 [𝑑 = 0, 𝑠𝑒𝑙𝑙|ℋ𝑡−1]
(2.4)

where,

𝑃 [𝑑 = 1, 𝑠𝑒𝑙𝑙|ℋ𝑡−1] = 𝑃 [𝑠𝑒𝑙𝑙|𝑑 = 1,ℋ𝑡−1]𝑃 [𝑑 = 1|ℋ𝑡−1] (2.5)

=
1

2
(1− 𝜋)𝑃 [𝑑 = 1|ℋ𝑡−1] (2.6)

=
1

2
(1− 𝜋)𝐸[𝑑|ℋ𝑡−1] (2.7)

=
1

2
(1− 𝜋)𝑝𝑡−1 (2.8)

𝑃 [𝑑 = 0, 𝑠𝑒𝑙𝑙|ℋ𝑡−1] = 𝑃 [𝑠𝑒𝑙𝑙|𝑑 = 0,ℋ𝑡−1]𝑃 [𝑑 = 0|ℋ𝑡−1] (2.9)

= (𝜋 +
1

2
(1− 𝜋))𝑃 [𝑑 = 0|ℋ𝑡−1] (2.10)

= (𝜋 +
1

2
(1− 𝜋))(1− 𝑃 [𝑑 = 1|ℋ𝑡−1]) (2.11)

= (𝜋 +
1

2
(1− 𝜋))(1− 𝑝𝑡−1) (2.12)

Therefore, putting these equations together, we have the bid price,

𝑝𝑏,𝑡 =
1
2
(1− 𝜋)𝑝𝑡−1

1
2
(1− 𝜋)𝑝𝑡−1 + (𝜋 + 1

2
(1− 𝜋))(1− 𝑝𝑡−1)

(2.13)

The same idea applies to the ask price.

From the above lemma, we obtain the bid price and the ask price at time 𝑡 as a

function of the transaction price at time 𝑡− 1.
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Chapter 3

Deep Reinforcement Learning and

Market Makers

After the appearance of AlphaGo, deep reinforcement learning receives many atten-

tions from various fields. In this thesis, we apply the deep reinforcement learning

techniques to the field of market making. In the market, reinforcement learning(RL)

agents are asked to quote prices. The agents are designed to map to the continuous

action space. For this reason, deep deterministic policy gradient method is used to

solve this task. Before takling about the deep deterministic policy gradient [11], let’s

first introduce several key notions.

3.1 Policy Gradient Method

The policy gradient method [18] is one of the fundamental alogrithms in the field of

deep reinforcement learning. It provides an end-to-end optimization to the parametriz-

able policy network. The policy network is modeled by the function 𝜋𝜃(𝑎|𝑠) and

parametrized by 𝜃, where 𝜃 is any kind of functions, 𝑎 ∈ 𝒜 is the action and 𝑠 ∈ 𝒮

is the state. The main idea of policy gradient is to compute the gradient of the

objective function given by the policy and optimize 𝜃 for achieving the best reward.
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Specifically, the objective function is defined as the following,

𝐽(𝜃) = 𝑉 𝜋𝜃(𝑠0) = Σ𝑎𝑞
𝜋(𝑠0, 𝑎)𝜋𝜃(𝑎|𝑠0)

where 𝑉 𝜋(𝑠) is the value function for 𝜋𝜃, 𝜋𝜃 is the probability distribution of all

possible actions and 𝑞𝜋(𝑠, 𝑎) is the long-term value function. Now we can derive the

gradient of the objective function.

Theorem 3.1.1. (Policy Gradient Theorem [17]) For any differentiable policy 𝜋𝜃(𝑎|𝑠),

the policy gradient is

∇𝜃𝐽(𝜃) ∝ Σ𝑠𝜇(𝑠)Σ𝑎𝑞
𝜋(𝑠, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠)

Proof. The proof is quite simple. Let’s start with the state-value function, 𝑉 𝜋(𝑠), for

any 𝑠 ∈ 𝒮,

∇𝜃𝑉
𝜋𝜃(𝑠) (3.1)

= ∇𝜃Σ𝑎𝑞
𝜋(𝑠, 𝑎)𝜋𝜃(𝑎|𝑠)

= Σ𝑎(∇𝜃𝑞
𝜋(𝑠, 𝑎)𝜋𝜃(𝑎|𝑠) + 𝑞𝜋(𝑠, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠))

= Σ𝑎(∇𝜃(Σ𝑟,𝑠′𝑃 (𝑠′, 𝑟|𝑠, 𝑎)(𝑟 + 𝑉 𝜋𝜃(𝑠′)))𝜋𝜃(𝑎|𝑠) + 𝑞𝜋(𝑠, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠))

= Σ𝑎((Σ𝑠′𝑃 (𝑠′|𝑠, 𝑎)∇𝜃𝑉
𝜋𝜃(𝑠′)𝜋𝜃(𝑎|𝑠) + 𝑞𝜋(𝑠, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠))

By unrolling the recursion and taking 𝛽(𝑠) = Σ𝑎(𝑞
𝜋(𝑠, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠)), we obtain,

∇𝜃𝑉
𝜋𝜃(𝑠) (3.2)

= Σ𝑎Σ𝑠′𝑃 (𝑠′|𝑠, 𝑎)𝜋𝜃(𝑎|𝑠)∇𝜃𝑉
𝜋𝜃(𝑠′) + 𝛽(𝑠)

= Σ𝑠′𝑃𝜋(𝑠→ 𝑠′, 1)∇𝜃𝑉
𝜋𝜃(𝑠′) + 𝛽(𝑠)

= 𝛽(𝑠) + Σ𝑠′𝑃𝜋(𝑠→ 𝑠′, 1)𝛽(𝑠′) + ....

= Σ𝑠′Σ
∞
𝑘=0𝑃

𝜋(𝑠→ 𝑠′, 𝑘)𝛽(𝑠′)
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where 𝑃 𝜋(𝑠 → 𝑠′, 𝑘) is the probability of transitioning from state 𝑠 to state 𝑠′ in 𝑘

steps under policy 𝜋.

Therefore,

∇𝜃𝐽(𝜃) = ∇𝜃𝑉
𝜋(𝑠0) (3.3)

= Σ𝑠′𝜈(𝑠′)Σ𝑎(𝑞
𝜋(𝑠′, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠′))

= (Σ𝑠′𝜈(𝑠′))Σ𝑠′
𝜈(𝑠′)

Σ𝑠′𝜈(𝑠′)
Σ𝑎(𝑞

𝜋(𝑠′, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠′))

∝ Σ𝑠′𝜇(𝑠′)Σ𝑎(𝑞
𝜋(𝑠′, 𝑎)∇𝜃𝜋𝜃(𝑎|𝑠′))

where 𝜈(𝑠′) = Σ∞
𝑘=0𝑃

𝜋(𝑠 → 𝑠′, 𝑘) and 𝜇(𝑠′) = 𝜈(𝑠′)
Σ𝑠′𝜈(𝑠

′)
is the stationary distribution

under 𝜋.

3.2 Deterministic Policy Gradient

As described in the previous section, the policy network there is the probability distri-

bution over all possible actions. In this section, we introduce the idea of deterministic

policy gradient [16], in which the policy is modeled as a deterministic decision. Thus,

we have the following objective function,

𝐽(𝜃) =

∫︁
𝒮
𝑝𝜇𝜃(𝑠)𝑞(𝑠, 𝜇𝜃(𝑠))𝑑𝑠

where 𝜇(𝑠) is a deterministic policy, 𝑃 𝜇𝜃(𝑠) is the discounted state distribution,

𝑝𝜇𝜃(′𝑠′) =
∫︀
𝒮 Σ∞

𝑘=0𝛾
𝑘−1𝑝0(𝑠)𝑃

𝜋(𝑠→ 𝑠′, 𝑘)𝑑𝑠 and 𝛾 is the discounted factor. It’s worth

noting that the policy is deterministic. The variations only come from different states.

So, the gradient of this objective function is derived as the following,

Theorem 3.2.1. (Deterministic Policy Gradient) Assume the MDP satisfies condi-

tions, then

∇𝜃𝐽(𝜃) =

∫︁
𝒮
𝑝𝜋(𝑠)∇𝜃𝜇𝜃(𝑠)∇𝑎𝑞

𝜇(𝑠, 𝑎)|𝑎=𝜇𝜃(𝑠)𝑑𝑠

The proof of the theorem is in the original paper [16]. it’s also shown that the

deterministic policy is simply a special case of the stochastic policy. This opens up
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the opportunies for the deterministic policy gradient methods to be used in any policy

gradient algorithm. The key advantage of the DPG over traditional stochastic policy

gradient method is that the deterministic policy gradient removes the integration over

all actions. It is more sample efficient and drastically reduce the time required for

training a RL algorithm.

3.3 Actor-critic Algorithm

In the policy gradient method introduced above, there are two main components in

the objective function, the policy model 𝜋 and the value function 𝑞𝜋. The idea of

actor-critic method [9] is to further model the value function in addition to the policy

model. The parametrization of the value function can also help learn the policy and

stablize the policy gradients.

In the actor-critic method, there are two models, the actor network and the critic

network. The critic network is in charge of the value updates. It sends error signal

to the actor network based on the reward signal from the environment. The actor

network is also called the policy network, where it outputs actions based on the

current states. The updates of the actor network are guided by the tuple (error

signal, actions, states), where error signals are provided by the critic network. The

detailed algorithm is described in their original work [9].

3.4 Deep Deterministic Policy Gradient

Deep deterministic policy gradient method(DDPG) [11] is one of the most well-known

deep reinforcement learning methods in the field. DDPG is a model-free, off policy

actor-critic algorithm that uses deep neural networks to learn policies in continuous

action spaces. Based on the idea of DPG and actor-critic algorithm, DDPG further

incorporates the two main ideas from deep Q-networks [13] [14], experience replay

and target networks.
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Experience Replay The experience replay is a technique to build a replay buffer

that stores experiences, the tuple of the reward, the state and the action, of the RL

agent during training. Since the consecutive experiences are temporally correlated,

this temporal correlation will lead to large variance in the estimation of the value

function. In order to break the temporal correlation within different training episodes,

the replay buffer is introduced. With the replay buffer, the training is conducted by

randomly sampling experiences from the buffer instead of using temporally-correlated

experiences within episodes.

Target Networks In addition to the actor and critic networks, DDPG creates a

target actor network and a target critic network for them respectively. It uses the

target actor network and the target critic network as the reference value to update

the critic networks. The issue with not using the target networks is that during the

training, the parameters of the both actor and critic networks are changing. The

changing error signals will let both networks diverge eventually. The introduction of

the target networks is to put regularizations on the learning processes and greatly

increases the stability of the training.

Other than these ideas, it further introduces the idea of action explorations in

the continuous domain. The exploration policy it constructed directly uses the addi-

tive noise to the actor policy, where the additive noise is modeled by the Ornstein-

Uhlenbeck process to produce temporally-correlated explorations. The details of the

algorithm is described in appendix Algorithm 1.
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Chapter 4

Experiments

4.1 Multi-agent Simulation Framework

As previously mentioned, our study involves multiple market maker agents competing

with each other. Lets’s consider the following market condition. Think about a dealer

market with 𝑛 market makers, 𝑚 investors/traders and a single traded security. The

payoff of the asset at time 𝑡 is sampled to be 0 with probability 1− 𝑝𝑡−1 and 1 with

probability 𝑝𝑡−1. As described previously, traders arrive sequentially and only one

trades at a time. Therefore, a trade occur only between one of the market makers

and the arrived trader.

4.1.1 Market Makers

For any market maker 𝑖 at time t, it observes the transaction price the trader trades

at the previous time step 𝑡− 1 and all the previous order histories up to time 𝑡− 1.

Based on these information, the market makers decide to quote the ask price and

the bid price using its own pricing model. After submitting these prices, the market

makers receive reward from the environment in the form of PnL’s.

∙ Observations

1. The transaction price 𝑝𝑡−1 the trader trades at time 𝑡− 1.
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2. The order histories up to time 𝑡 − 1, specifically the number of buys and

sells up to 𝑡− 1.

∙ Actions

1. Use pricing model to obtain 𝑝𝑎,𝑡 and 𝑝𝑏,𝑡. For the neural agent, it outputs

the pricing factors 𝜖𝑎,𝑡 and 𝜖𝑏,𝑡 such that 𝑝𝑎,𝑡 = 𝑝𝑡−1(1 + 𝜖𝑎,𝑡) and 𝑝𝑏,𝑡 =

𝑝𝑡−1(1 + 𝜖𝑏,𝑡).

∙ Rewards

1. Type 1 reward is the spread PnL, the environment rewards the winning

agent the spread 𝑝𝑎,𝑡−𝑝𝑡−1 if the incoming order is a buy order or 𝑝𝑡−1−𝑝𝑏,𝑡
if it is a sell order.

2. Type 2 reward considers the asset payoff. The winning agent gets the

reward 𝑝𝑎,𝑡 − 𝑑 or 𝑑− 𝑝𝑏,𝑡.

Note that type 1 reward is the traditional description of the rewards gained by market

makers. In the rest of the paper, we will use type 2 reward. The sense of "win" in the

market is defined as the one who quotes the lowest ask price if the incoming order is

a buy or the one who quotes the highest bid price if the incoming order is a sell. The

environment described above is mainly for evaluations. In the training phase, we also

apply regret terms to each losing agent as described in chapter 3 both to stablize and

speed up the training.

4.1.2 Traders

There are two types of traders in the market, noise traders and informed traders. The

probability distribution for the noise traders is 1−𝜋 and that for the informed traders

is 𝜋. As there is only one trader at each time step, we sample the type of traders

with above probability distribution. The noise traders have no information about

the asset payoff, so they randomly pick the order type, sell or buy, with probability

exactly 0.5. Unlike the noise traders, the informed traders know the payoff accurately
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Figure 4-1: Left: The scatter plot shows the Glosten-Milgrom model’s prediction of
the ask and bid price. Right: This is the histogram of accumulated reward. The
reward is calculated using the type 2 reward functions. It is accumulated over time
horizon 10 iterations in the dynamic simulations. The averaged reward is -0.01348,
which is very close to the expected reward, 0.

and they will submit a buy order if the asset payoff is 1 and a sell order if the payoff

is 0. For each trader, it will greedly pick the market maker that offers the best price.

No strategic move is allowed for traders.

4.1.3 Single-period Modeling and Dynamic Modeling

Both the single-period simulation and the dynmaic simulation use the same pipeline.

The detailed procedures are described in the Algorithm 2 in Appendix. It only differs

in the pricing part. Since in the single period model, there is no order history.

The only thing it considers is the previous transaction price. However, the dynamic

modeling simulates the whole episode of the events. In addition to the transaction

prices, it also has the accumulated order history. For both simulations, rewards are

only delivered at the end of each simulation episode.

4.1.4 Validation using the Glosten-Milgrom Pricing Model

The validation of the framework uses the theoretical solution provided by Glosten-

Milgrom model. Here we only do dynamic simulations in that for this theoretical

model the dynamic simulation is the generalization of the single-period simulation.

Since GM model is risk-neutral and competitive, in equlibrium the GM model could
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provide an expected reward of 0 in the current market. In Figure 4-1, the figure on the

left provides the ask and bid curve obtained from the GM model and the figure on the

right shows the distribution of the delivered rewards. The model fits in the framework

well in the sense that the averaged reward is very close to the expected reward. These

simulation results validate the framework as the basic market environment, and allow

us to further explore the market using neural agents.

4.2 Deep RL-based Market Makers

The main objective of this work is to model market makers using neural network

agents and study the effects of adverse selection and informed traders on the behaviors

of market makers. In our setting, we apply the standard deep deterministic policy

gradient(DDPG) method to train the RL-based market makers. DDPG is one of

the state-of-the-art methods used to the continous action main, and the market,

obviously, only takes continuous prices. So in our case we build neural approximators

to model the pricing strategy and use DDPG to optimize the strategy under our

market conditions. In our model, the input to the neural network is the transaction

time at the last time step and the all previous order history up to the last time

step. The ouput of the neural network are the pricing factors 𝜖𝑎,𝑡 and 𝜖𝑏,𝑡 where

𝜖𝑎,𝑡, 𝜖𝑏,𝑡 ∈ [−1, 1]. The ask price 𝑝𝑎,𝑡 and the bid price 𝑝𝑏,𝑡 at time 𝑡 are modeled as,

𝑝𝑎,𝑡 = 𝑝𝑡−1(1 + 𝜖𝑎,𝑡)

and

𝑝𝑏,𝑡 = 𝑝𝑡−1(1 + 𝜖𝑏,𝑡)

The design of the function is inspired by the previous work [4]. We have also con-

sidered another output function, in which we directly use the output of the neural

agents as the ask and bid prices. This output model does not work for almost all the

time. The the ask prices will be pushed to 1 and the bid prices will be pushed to 0

after training. So in this thesis, we will only use the output model described above.
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4.2.1 Reward Formulations

The design of the reward functions is based on two main ideas. The first one is in-

spired by the settings used in the Glosten-Milgrom model. In the equilibrium the

difference between the actual asset payoff and the expected payoff converges to zero.

The second idea comes from the fact that there are multiple agents competing with

each other. Therefore, there should be a regret term for the agents who can observe

all previous orders but cannot win the order.

So the basic reward formulation uses difference between the current asset payoff

and the trading price. That is, if the incoming order is a buy order then the neural

agents should quote a ask price. If there is only one agent in the market, the reward

signal is simply 𝑟𝑡 = 𝑝𝑎,𝑡− 𝑑. If there are multiple agents competing with each other,

there are two different types of reward functions, one for the winning agents and one

for the losing agents. For the case that the agent places an ask order, the winning

agent is the one that places the lowest ask price in the market. Note that the winning

agent is unique. If there are multiple agents place the same ask prices, the winning

agent is uniformly sampled from one of them. So, the winning agent gets reward

𝑟𝑡 = 𝑝𝑤𝑖𝑛
𝑎,𝑏 − 𝑑. For each losing agent i, they get reward 𝑟𝑡 = 𝜖𝑎𝑑(𝑝𝑤𝑖𝑛

𝑎,𝑡 − 𝑝𝑖𝑎,𝑡), where

the reward for losing agents could be seen as the regret term of not winning the order

and 𝜖𝑎 is the parameter that controls the magnitude of the whole regret term. The

same idea applies to the case that the agent places a bid order, with the difference

that the winning agent gets reward 𝑟𝑡 = 𝑑− 𝑝𝑤𝑖𝑛
𝑏,𝑡 and each losing agent 𝑖 gets reward

𝑟𝑡 = 𝜖𝑎(1− 𝑑)(𝑝𝑖𝑏,𝑡− 𝑝𝑤𝑖𝑛
𝑏,𝑡 ), where 𝜖𝑏 is the controlling factor for the regret term in the

bid case.

The reasons to design of the regret terms are twofold. It provides explicit compe-

titions for losing agents. In the original design, 0 rewards are applied to those who

lose the orders. However, this will lead to the case in which all neural agents choose to

not compete and end up getting some random behaviors. The second goal here is to
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stablize the convergence of the DDPG algorithm. DDPG does not behave well under

the sparse reward setting. If we choose to use 0 rewards to losing agents, then the

number of experiences required to train the neural agents will increase exponentially.

4.2.2 Other Training Techniques

In addition to the reward functions described above, several other training techniques

are applied to stablize the training process.

Balancing Training Samples DDPG uses memory to store all training samples,

and these training samples are collected from previous experiments. DDPG algorithm

draws a minibatch randomly from the memory storage. So this random draw will

potential produce the bias that the minibatch contains more reward signals about

either asking or bidding. This unbalanced problem lets the trained network only

perform well on either asking or bidding, but not both. In order to reduce the bias

induced by the unbalanced training samples, we balance the training samples for each

iteration.

Additive Competing Factor In the multiagent environment, the regret terms in

the reward functions for losing agents have some edge case, in which the losing agent

places the same price as the winning agent but loses in the lottery step. We add a

small competing epsilon 𝜖𝑐 = 0.001 to the target price 𝑝𝑤𝑖𝑛
𝑎,𝑡 − 𝜖𝑐 or 𝑝𝑤𝑖𝑛

𝑏,𝑡 + 𝜖𝑐. This

modification encourages neural agents to compete with each other independently and

avoids the case that they make agreement on some unreasonable prices.

Cyclic Training Procedure When multiple neural agents are present in the mar-

ket, only one agent is allowed to get trained at one iteration. Unlike the target

network training method, the cyclic training procedure lets neural agents to compete

in turn. In our case, we let each neural agent to get trained up to 500 iterations and

repeat this process until all of them converge. This technique is to make sure that
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each agent is competing with stable agents. Otherwise, if we train all the agents at

each iteration, the agents are constantly competing with other changing agents. This

will make the whole training process very unstable.
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Chapter 5

Experiments

5.1 Experiment Settings

The experiments conducted in this study cover two kinds of competitions: 1. the com-

petition between the GM model and the neural agent; 2. the competitions among

three neural agents. Both experiments are run in the single-period setting and in the

dynamic setting. In the DDPG algorithm, both actor and critic networks use 2-layer

neural networks with 50 nodes in the first layer and 30 nodes in the second layer.

The batch size is 64. The activation function for the actor network is tanh function.

The optimizer is Adam with learning rate 1e-3. The evaluation is conducted after

the neural agents converge and the negative regret rewards are set to be zero in the

evaluation phase. The rewards calculated in the evaluation phase are averaged over

500 simulations.

5.2 Results and Analysis

The evaluation metrics for the task uses averaged reward over 500 simulations. In

this market, there are two driving forces determining the averaged reward for market

makers, the intention to make profits and the competition pressures. The first kind

is the natural driver for market makers to quote prices. As for-profit agents, market
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makers’ ultimate goal is to earn money from market making. This leads them to

quote higher ask prices and lower bid prices. The second driving force comes from

the competitions from other competitors. If the agents lose the order at certain time,

they will receive 0 award as they do not have the chance to trade. Therefore, as long

as the agents can have positive expected rewards, they will quote lower ask prices and

higher bid prices. In equilibrium, these two counter forces will be offset and agents

are expected to have 0 expected rewards.

Glosten-Milgrom model competes with one neural agent We first conduct

experiments on the competitions between the Glosten-Milgrom model and the neural

agent. Note that the Glosten-Milgrom model is used as a trained agent to compete

with the neural agent. For both single-period simulations and dynamic simulations,

the evaluation only calculates the reward from the competitions among neural agents,

and the Glosten-Milgrom prices are not involved. In this case, there is only one neural

agent. The reward is simply the difference between the asset payoff and the ask/bid

prices outputted from the neural agent.

From Figure 5-1, in the single-period simulation, the figure on the left shows that

the shape of ask/bid prices given by the neural agent is somewhat similar to the shape

of the GM prices. The neural agent can capture pricing behaviors from the Glosten-

Milgrom model under this simple setting. Also, the averaged reward for the neural

agent is very promising. The result is 0.05226 and thus very close to the expected

reward. In the dynamic simulation, the figure on the right gives the distribution

of the ask prices and bid prices given by the neural agent. One session in the the

dynamic simulation runs in 5 iterations, and will early stop if the transaction price

reaches 0 or 1. The shape of ask prices is very similar to the ask prices obtained from

the single-period simulation. The bid prices are very distinct. In Figure 5-2, the bid

prices are splitted by the time step. As shown in the plot, for the same transaction

price, the neural agent will give different bid price at different time step. This shows

that the neural agent is developing some kind of strategies conditioned on not only the
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transaction price but also the order history. Surprisingly, this strategy gives averaged

reward 0.0005346.

Figure 5-1: Left: The price formed from the competitions between the Glosten-
Milgrom model and the neural agent under the single-period simulation. Right: The
price formed from the competitions between the Glosten-Milgrom model and the
neural agent under the dynamic simulation.

Figure 5-2: In this plot, we split the bid prices at different time step.

Competitions among three neural agents The interesting part comes from the

competitions among three neural agents. In this scenario, there is no trained agent,

such as the Glosten-Milgrom model, participanting in the training phase. Only three

neural agents compete with each other. In Figure 5-3, the experiments shown in the

figures are under the single-period setting. The plot on the left demonstrates three

sets of ask prices and bid prices from each neural agent. For all three neural agents,
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Figure 5-3: Left: The price formed from the competitions among the three neural
agents under the single-period simulation. Right: The price formed from the compe-
titions among the three neural agents under the dynamic simulation. For both plots,
the GM ask/bid is used as a reference and not involved in the training phase.

the curves of ask prices are intertwined together. It shows that the competitions

among these three neural agents force them to reach the price equilibrium. How-

ever, on the bid side, one curve dominates the competition. The plot on the right is

the winning strategy taken from these three neural agents. Surprisingly, this strategy

gives averaged reward 0.0697. In addition, the averaged rewards for each neural agent

are plotted in Figure 5-4 respectively. The averaged rewards for each of them are,

(-0.0220, -0.0586, -0.0358).

Figure 5-4: The histogram shows the reward distribution for all three neural agents.

Howevever, in 5-5, the dynamic simulation shows divergent behaviors. The ask
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curves look reasonable, but the bid curves are somewhat random. Multiple tricks and

various hyperparameters are tested under this setting, but none of them worked well.

Figure 5-5: The price disitribution under the dynamic simulation settings

Some failure case Given the techniques to stablize the training introduced pre-

viously, the neural agents are still not very stable during the training phase. From

Figure 5-6, it is the result that the neural agents converge to in the single-period

simulation. These ask prices and bid prices show that the competitions among the

three neural agents are not intense enough. This is suggesting that the model is very

sensitive to the magnitude factor 𝜖𝑎 and 𝜖𝑏 in the regret terms. Even though the

curves look very strange, the winning strategy shown on the right still gives an aver-

aged reward 0.0412. The result is very surprising. Any of the three neural agents has

the chance to make more profits, but all of them choose to stay greedy. For instance,

one of the three neural agents could simply make a little bit high bid prices and get

all the profits instead of making agreement with the rest.

Discussion The proposed framework allows us to test various competition settings

and see their equilibrium. It is worth noting that even though Glosten-Milgrom model

provides a generally optimal solution to the market with asymmetric information, it

is not the unique solution. The GM model solves the problem independent of the

competitors’ behaviors, but this is not the only solution. There are other solutions
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Figure 5-6: The price distribution formed by the comeptitions among three neural
agents under the single-period simulation setting. Left: the price distribution for all
three neural agents. Right: the price distribution derived from the winning strategy.

conditioned on other competitors’ behaviors. One good example is the plot shown

on the Figure 5-3. Our work provides a different perspective on the issue of adverse

selection risks. It suggests that the market equilibrium exists not only in the form

described in the Glosten-Milgrom model. There are other kinds of market equilibrium

conditioned on the rest of players in the market.
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Chapter 6

Conclusion and Future Works

6.1 Conclusion

In the thesis, we present the mutliagent environment under the asymmetric informa-

tion assumptions. Several competition scenarios, with different competition schemes

and single-period/multiple-period modeling, have been tested and analyzed. It could

be concluded that unlike the theoretical model, the Glosten-Milgrom model, neural

agents are able to capture pricing strategy that could reach market equilibrium as

well. The policies learnt by neural agents are conditioned on the pricing strategies of

the rest of the players in the market, whereas the policy derived from the Glosten-

Milgrom model is a generally optimal strategy and is independent of the pricing

behaviors of other players participating in the market. This allows us to look at the

problem of asymmetric information from a multiagent perspective.

6.2 Future Extension

There are many potential interesting directions to extend this thesis. A natural idea

is to further stablize the training environment. Several tricks or modification could

be done here, changing the training method and designing a different kind of reward

functions. Current training method uses DDPG as the main approach to train neural

agents. However, there are several limitations about DDPG. DDPG usually learns
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unstable policies, so it could be observed that the trained policy has many variations

and some of them quote very strange prices. A better choice is normalized advantage

functions(NAF) [6], which is also a variant of Q-learning. NAF will learn stable

policies. The design of reward functions also plays a key role here. In addition to the

canonical reward functions described in the environment, it is possible to apply cross-

entropy penalities on the regret term instead of the linear comparison introduced

in the thesis. Other than stablizing the environment, more microstructure features

could be included in the environment, such as private information and inventory

controls. Private information describes the scenario in which each market maker

possesses different kind of information about the market and it could be quantifies

in the reward functions to guide market maker’s quoting behaviors. The concept of

inventory controls is usually introduced when market makers quote multiple ask/bid

prices and they need to maintain the number of the prices they quote depending on

the drift of the market price.
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Appendix A

Tables

Experiment Type 𝜖𝑎 𝜖𝑏

GM agent with one neural agent, single-period 1.2 1.4

GM agent with one neural agent, dynamic 1.4 1.7

Three neural agents, single period 1.3 1.7

Three neural agents, dynamic 1.7 2.2

Table A.1: Hyperparameters used in the regret term in the reward function.
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Appendix B

Figures

Figure B-1: Here is the plot showing price formation process under the dynamic
simulation. The blue line is formed in the market with GM agent and one neural
agent and the orange line describes the market with only one GM agent.

Figure B-2: Left: it is the spread curve for the market with GM agent and one neural
agent under the single-period simulation. Right: it is the spread curve with the same
condition but under the dynamic simulation.

49



Figure B-3: It is the spread curve for the market with three neural agents under the
single-period simulation. The GM spread is taken as a reference here.
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Appendix C

Algorithms

Algorithm 1 Deep Deterministic Policy Gradient
Randomly initialize critic network 𝑄(𝑠, 𝑎|𝜃𝑄) and actor 𝜇(𝑠|𝜃𝜇) with weights 𝜃𝑄

and 𝜃𝜇.
2: Initialize target network 𝑄′ and 𝜇′ with weights 𝜃𝑄

′ ← 𝜃𝑄, 𝜃𝜇′ ← 𝜃𝜇.
Initialize replay buffer R.

4: for e dopisode = 1, M
Initialize a random process 𝒩 for action exploration.

6: Receive initial observation state 𝑠1.
for t do = 1, T

8: Select action 𝑎𝑡 = 𝜇(𝑠𝑡|𝜃𝜇) +𝒩𝑡 according to the current policy and explo-
ration noise.

Execute action 𝑎𝑡 and observe reward 𝑟𝑡 and observe new state 𝑠𝑡+1.
10: Store transition (𝑠𝑡, 𝑎𝑡, 𝑟𝑡, 𝑠𝑡+1) in 𝑅.

Sample a random minibatch of N transition (𝑠𝑖, 𝑎𝑖, 𝑟𝑖, 𝑠𝑖+1) from R.
12: Set 𝑦𝑖 = 𝑟𝑖 + 𝛾𝑄′(𝑠𝑖+1, 𝜇

′(𝑠𝑖+1|𝜃𝜇
′
)|𝜃𝑄′

).
Update critic by minimizing the loss: 𝐿 = 1

𝑁
Σ𝑖(𝑦𝑖 −𝑄(𝑠𝑖, 𝑎𝑖|𝜃𝑄))2

14: Update the actor policy using the sampled policy gradient:

∇𝜃𝜇𝐽(𝜃) ≈ 1

𝑁
Σ𝑖∇𝑎𝑄(𝑠, 𝑎|𝜃𝑄)|𝑠=𝑠𝑖,𝑎=𝜇(𝑠𝑖)∇𝜃𝜇𝜇(𝑠|𝜃𝜇)|𝑠𝑖

Update the target networks:

𝜃𝑄
′ ← 𝜏𝜃𝑄 + (1− 𝜏)𝜃𝑄

′

𝜃𝜇
′ ← 𝜏𝜃𝜇 + (1− 𝜏)𝜃𝜇

′

16: end for
end for
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Algorithm 2 Market with asymmetric information
1: Time horizon T
2: Uniformly sample initial price 𝑝0 ∼ [0, 1]
3: The density of informed traders 𝜋
4: for 𝑡 = 0, . . . , 𝑇 − 1 do
5: Sample the asset payoff 𝑑𝑡 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑝𝑡).
6: Sample the type of traders, tdr, with density 𝜋 and 1− 𝜋.
7: if tdr is the informed trader then
8: if the asset payoff 𝑑𝑡 is 1 then
9: Submit a buy order

10: else
11: Submit a sell order
12: end if
13: else
14: Uniformly sample a random number 𝑘 from [0, 1].
15: if k < 0.5 then
16: Submit a buy order
17: else
18: Submit a sell order
19: end if
20: end if
21: if previously submitted order is a buy order then
22: For each agent 𝑖, let the agent make an ask quote 𝑝𝑖𝑎,𝑡.
23: else
24: For each agent 𝑖, let the agent make a bid quote 𝑝𝑖𝑏,𝑡.
25: end if
26: Set the agent who provides the best price to be the winning agent
27: Calculate the reward for each agent.
28: Set the transaction price 𝑝𝑡+1 = 𝑚𝑖𝑛𝑖{𝑝𝑖𝑎,𝑡} or 𝑝𝑡+1 = 𝑚𝑎𝑥𝑖{𝑝𝑖𝑎,𝑡} depending

on the submitted order.
29: end for
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