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Abstract

The recent interest in space exploration to Mars has renewed the development of
the nuclear reactor rocket engine concepts. The Nuclear Engine for Rocket Vehicle
Application (NERVA) program of the early sixties completed several ground tests of the
engine systems and developed several computer simulation models in parallel for design
studies. New engine concepts, new computer technology, and higher cxperimental test
costs make it necessary for new simulation models to be developed. These can be used
to study the steady state and transient behavior of the reactor fuel type and engine
systems. Several computer codes, existing and under development, are reviewed in this
report for their applicability. This research focused on the development of thermal
hydraulic ana power models for the Particle Bed Reactor (PBR) fuel element and of an
engine system capable of utilizing NERVA or PBR concept fuel geometry.

A one dimensional model for the PBR fuel element has been developed that
utilizes the Ergun relation for pressure drop and the Achenbach correlation for the heat
transfer in a packed bed of spheres. The single element models include the inlet plenum
region, the porous outer retention wall (cold frit), the packed bed of fuel perticles, the
inner porous retention wall (hot frit), and the outlet channel. The NASA hydrogen
properties routine, NBSpH2, is used to determine the state conditions of the gas from
enthalpy and pressure inputs. The models have been benchmarked to earlier work for
steady state and transient cases. The advancements completed in this research include
adding point kinetics and the MIT/SNL control laws to simulate reactor power and
allowing multiple transients of the element flow stream boundary conditions. The model
was also utilized to perform flow instability studies, by iteratively determining the
minimis of the pressure drop versus flow rate curve at different element power levels.
By plotting the temperature rise factor and fuel region inlet Reynolds number found at
this minimis, a flow stability map can be generated that delineates possible
stable/unstable operation regions. The maps are used to determine element design and
operational constraints during startup and shutdown. A two dimensional computer model
of the PBR element, SIMBED, developed by U. Mass. Lowell and Brookhaven National
Laboratory, was used to study the flow behavior in the element. The code was modified
to model cold frit flow resistance distributions, non-uniform power shapes, and single
node void fraction perturbations. Graphical presentation of the results of studies on these
modifications show the impact of these element design features on the thermal hydraulic
performance.



A full engine thermal hydraulic model has also been developed in this research.
The engine system modeled is a expander/topping cycle in which the turbopump drive
energy is derived from a portion of the propellant flow before it reaches the reactor and
after it has been heated from cooling segments of the rocket nozzle and the reflector
region. The user is able to define the flow path geometry; heat volume material
vroperties; turbo-pump, turbine bypass control valve, and control drum performance; and
reactor type for a predefined system configuration. Steady state versions are used to
model the bleed flow and pump flow operation. Results from these cases are used to
generate nozzle chamber pressure and temperature operating maps that indicate allowed
powers and flows of the rocket engine. The transient simulation model has been
benchmarked to computer codes and data curves from the NERVA program and has been
extended to the PBR concept. The simulation provides insights to the interrelation of the
various components and controllers and the performance capability of a particular engine
under user defined power increase and decrease transients.

This research was made possible through the NASA Graduate Student Researcher
Program funded by the Nuclear Propulsion Office, NASA Lewis Research Center,
Cleveland, OH. Additional support was provided by the MIT Nuclear Engineering
Department.
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Chapter One - Introduction
1.1 Introduction

Nuclear Thermal Propulsion for space vehicles may sound futuristic, but is
actually a concept which was well developed during the 1960's and early 1970's. The
Nuclear Engine for Rocket Vehicle Application (NERVA) program tested a series of
rocket engines .nd was ready to produce a flight engine when the program was canceled
in 1972. The advantage of using a nuclear reactor to heat the gaseous propellant is that
the lowest molecular weight gas (hydrogen) can be used and higher temperatures (above
2500K) can be reached to give higher specific impulses (Isp). Typical chemical systems
are limited by the chemical reaction to 500 seconds Isp while solid core nuclear rockets
can obtain in excess of 1000 seconds of Isp.

In the Summer of 1989, President Bush announced the Space Exploration
Initiative (SEI) to coincide with the 20th anniversary of the first manned landing on the
moon. The plan was to return to the Moon by the end of the century and use it as a
stepping stone to reach Mars by 2019. In order to meet most mission requirements for a
Mars mission, the Stafford report recommended using nuclear propulsion [S-1]. This
prompted an effort by the National Aeronautic and Space Administration (NASA) Lewis
Research Center to resurrect the old nuclear propulsion documentation and analytical
methods, as well prompt investigations of new core designs. Among the key issues were
the evaluation of the thermal hydraulic and neutronic calculation capability for both
design and transient studies and the improvement of the control strategy methods of the
rocket for a proposed unmanned first mission.

This report presents work completed towards understanding rocket behavior and

improving modeling of the engine systems.

1.1.1 Nuclear Thermal Propulsion

1.1.1.1 History - The NERVA Program
The NERVA program was an effort by NASA and the then Atomic Energy
Commission (AEC) to develop the feasibility of a nuclear thermal propulsion system.

The goals of the program were to assess the real performance and operating

21



characteristics of the engine concepts. Because exact missions were not specified, the
range of power levels and operating conditions was large to ensure the performance was
understood and could be predicted for new designs[R-1].

A series of nuclear rocket system tests were performed at Jackass Flats, Nevada.
These tests were successful in proving that such systems could be built and controlled. A
summary of the test program dates and accomplishments is presented in Table 1.1[B-1].
A comprehensive summary of experience gained during the NERVA program and a

useful reference listing for various aspects of the program is contained in Reference

[K-1]. The test program performance records are summarized in Table 1.2[K-1].

Table 1.1 Summary of NERVA Reactor/Engine Test Program

Date of Testing Test Article | Maximum Time at Max. Fuel

Power Maximum Exit Temp.
(MWth) Power (K)

July 1, 1959 KIWI-A 70 S min.

July 8, 1960 KIWI-A 85 6 min.

October 10, 1960 KIWI-A3 100 S min.

December 7, 1961 KIWI-B1A 300 30 sec.

September 1, 1962 | KIWI-BIB 900 Several sec.

November 30, 1962 |KIWI-B4A 500 Several sec.

May 13, 1964 KIWI-B4D 1000 40 sec. 2222

July 28, 1964 KIWI-B4E 900 8 min. 2389

September 10, 1964 |KIWI-B4E 900 2.5 min. restart

September 24, 1964 [NRX-A2 1100 3.4 min. 2300

October 15, 1964 NRX-A2 Restart (mapping)

April 23, 1965 NRX-A3 1165 3.5 min.

May 20, 1965 NRA-A3 1122 13 min. 2450

May 28, 1965 NRX-A3 <500 1.5 min.(28.5 min.)

June 25, 1965 PHOEBUS 1A 1090 10.5 min. 2478

March 2,16,23, 1966 |NRX-EST 1100 1.5, 14.5, 8 min. 2450

June 23, 1966 NRX-AS 1140 15.5, 14.5 min. 2450

February 23, 1967 |PHOEBUS 1B 1500 30 min. 2445

December 13, 1967 |NRX-A6 1100 62 min. 2550

June 26, 1968 PHOEBUS 2A 4300 12 min. 2306

December 3-4, 1968 |PEWEE 514 40 min. 2750

June 11, 1969 XE-PRIME 1100 11 min. 2450

June 29 - NUCLEAR

July 27, 1972 FURNACE 44 109 min. (4 tests) 2450
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Table 1.2 Performance Records for the NERVA Engine Test Program

PARAMETER VALUE

Power (Phoebus-2A) ....... ...t 4100 MW
Thrust (Phoebus-2A) ... ...t 930 kN
Hydrogen Flow Rate (Phoebus-2A) ........................ 120 kg/s
Equivalent Specific Impulse (Pewee) ......................... 845 s
Minimum Specific Mass (Phoebus-2A) .................. 2.3 kg/MW
Average Coolant Exit Temperature (Pewee) .................. 2550K
Peak Fuel Temperature (Pewee) ............ .. ...t 2750 K
Core Average Power Density (Pewee) .................. 2340 MW/m’
Peak Fuel Power Density (Pewee) .............ccco.... 5200 MW/m’
Accomulated time at Full Power (NF-1) .................... 109 min
Greatest Number of Restarts (XE) ..............oiiiiiiian... 28

1.1.1.2 Current Efforts - SEI, SNTP

During the later 1970's and early 1980's not much work was performed on nuclear
propulsion. The SEI announcement provided a catalyst for renewing the work of the
NERVA program. The NASA Lewis Research Center's Nuclear Propulsion Office
(NPO) is the project office for the civilian side of nuclear propulsion. The mission of
this office is to coordinate the joint efforts of NASA, the Department of Energy (DOE)
and, the Department of Defense (DOD). They have sponsored research projects at
universities and aerospace contractors to evaluate the technology readiness level (TRL)
of the propulsion concepts. In the Summer of 1990 a workshop was held to assemble the
various concept groups and to institute working groups for safety, test facilities, fuels
development, and modeling{C-1]. After reviewing diverse concepts such as the NERVA
reactor, particle bed reactor, wire core, cermet core, and gaseous core, the candidates
with the highest evaluated readiness levels were the "NERVA derivativc" and "particle
bed" concepts. These concepts are described in detail in Chapters 3 and 4.

The Air Force Phillips Laboratory is the lead center for the DOD Space Nuclear
Thermal Propulsion (SNTP) program. The SNTP concept is based on the particle bed
reactor. The particle bed reactor is believed to be able to operate at much higher

chamber temperatures and power densities, and thus with improved performance, due to
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the high heat transfer surface area of the packed bed of coated fuel particles[P-1]. The
Air Force program was originally a classified project, but a version of the program was
declassified in January of 1992 at the 9th Space Nuclear Power Symposium in
Albuquerque, New Mexico. The program goals are to bring the particle bed concept
through a series of experiments to evaluate the behavior of reactor physics, the properties
of fuel materials, the dynamics of single element gas flow, and the operation of a
prototypic engine system. The single element flow tests, named Nuclear Element Tests
(NET), are expected to be completed over the course of 1993 and 1994. The full core
test of a 7 element core, named PBR Integrated Performance Element Test (PIPET), are
planned to be initiated in 1996, based upon the availability of a test facility that meets the
environmental regulations of the 1990's.

Both the SEI and SNTP programs are directed at developing the nuclear thermal
propulsion technologies. The primary investigations to be carried out involve 1) high
temperature, long life fuels, 2) low mass, high performance nozzles, 3) high efficiency,
low mass turbo-pumps, and 4) reliable, autonomous control and health management
systems[W-1]. In order to evaluate and predict performance of designs, models of the
varying detail are required. The next section provides a discussion on some of these

models.

1.1.2 Thermal Hydraulic Modeling
1.1.2.1 History - NERVA

Aerojet General and Westinghouse were the lead contractors for the NERVA
engine program. In order to minimize costs of the program, a large effort was made in
developing analytical tools. Parallel with the testing and designing, computer codes were
being developed tc benchmark results and to predict the response of new designs. The
analytic tools included large detailed digital computer codes, simplified models, and
analog simulations. The simple models were used for trend analysis, the analog
computers for controller analysis, and the detailed codes were used to confirm and refine
test results. The simulations proved to be valuable resources over the course of the
program in predicting system oscillations and understanding engine conditions that did

not meet the initial expectations[M-1]. The lessons learned from the close cooperation
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between the test engineers and the design engineers have been carried forward to the
current nuclear thermal propulsion program, as will be discussed in the next section. A
summary of the design and analysis techniques is contained in Reference [W-5].
1.1.2.2 Current Efforts - Nuclear Propulsion Office, NASA Lewis

During the Summer of 1991, several efforts began for the modeling of nuclear
thermal propulsion systems. At NASA Lewis, the Core Analytic Code (CAC), originally
written in 1960, was resurrected from hardcopy text to a working computer
program[C-2,W-1]. The NPO also began an effort to combine a detailed reactor code
from Westinghouse, with a detailed rocket engine code from Science Application
International Corporation (SAIC). This effort resulted in the Nuclear Engine System
Simulation (NESS) code, that solves for an optimized system design from a given input
of a state performance point[P-2]. However, any code to model the engine system must
have adequate models for the gas propellant used. James Walton at NASA Lewis has
developed a subroutine package for the hydrogen properties bases on National Bureau of
Standards (NBS) that is applicable over a wide range of temperatures and
pressures| W-2].

A joint NASA-DOE-DOD team was formed to develop and impiement a plan of
action to bring modeling of the engine systems to ever greater levels of detail for

design[W-3]. The phases of this program are outlined in Table 1.3.

Table 1.3 Levels of Model Development for Nuclear Thermal Propulsion

Level I  |Relatively simple parametric system modelling primarily to | 3/92 _ 4/93
be used for steady state performance.

Level Il |Near term, detailed transient system analysis using point 9/92 - 6/93
kinetics for reactor dynamics; couple to neutronic
multidimensional calculations in later stages of development.

Level III |Far term transient models that include multi-dimensional 10/92 - 1/96
neutronics and two phase and multidimensional thermal
hydraulics.

Level IV | Similar to Level III, but the geometries and reactivities are | ¢/9¢ - 7/97
tailored to an actual experimental or flight engine.

Level V |Envisioned as a real time, transient simulation for the 6/96 - 4/99
experimental or flight engine for possible operator training
and/or performance review.
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Level T of this NASA-DGE-DOD project is nearly completed and the Sandia
National Laboratories code System Analysis Flow SIMulator (SAFSIM) has been
selected as the foundation for the Level I modeling. Other possible computer codes are
listed in the next section.
1.1.2.3 Existing Codes

There are several computer codes being developed to study the nuclear thermal
propulsion rocket systems. The rocket companies are trying to adapt their chemical
rocket codes to utilize a reactor core instead of a combustion chamber. Pratt & Whitney
is adapting the ROCket Engine Transient Simulation (ROCETS) code to include reactor
component modules. They are also working with the University of Florida to couple
their code with a spatial neutronics and have a steady state model of the Pratt & Whitney
XNR2000 advanced design engine concept[A-1].

John Clark at NASA Lewis developed a code that predicts the temperatures and
pressures for a core with axial hydrogen flow and circular passages. It has been shown to
provide good agreement with experimental and analytical results for the NRX reactor
experiments[C-3]. Known as CAC, it requires the input of the power, flow and inlet
pressure and temperature as boundaries at various time points, so it is intended for use
with other system analysis codes and for simulating thermal hydraulic response to a
known transient.

More general codes allow the user to define the system. An adaptation of the
RELAPS5 code to space systems called ATHENA, is a code developed at the Idaho
National Engineering Laboratory (INEL)[I-1]. This code is more suited for closed loop
systems such as the SP-100 or TOPAZ electric power reactors, but can model open
systems as well. Dean Dobranich at Sandia National Laboratories has developed a
program for the simulation of generic flow systems, known as SAFSIM[D-1]. It has
been used by Sandia to help model the particle bed reactor and recently was
benchmarked to steady state NERVA NRX-1A test conditions[W-4, L-1]. Another code
developed for the particle bed reactor is SIMBED. It is a two-dimensional code
developed by the University of Massachusetts- Lowell and Brookhaven National
Laboratory that models the fuel element[C-4]. These major codes will be discussed in

more detail in Section 1.2.
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1.1.3 Operational Considerations
1.1.3.1 General Requirements

The rocket engine must be capable of operating over a broad range of power
conditions and be able to maneuver quickly to ensure the desired mission thrust and Isp
profiles can be met[M-1]. Because no specific mission has been specified, the NASA
Lewis Nuclear Propulsion Office has established generic design goals for a nuclear
rocket system. The top level requirements for a single rocket engine are presented in
Table 1.4[N-1].

Table 1.4 Top Level Nuclear Thermal Propulsion Engine Requirements

PARAMETER REQUIREMENT
Thrust ...ttt 100kN - 350kN
Thrust/Weight (w/Internal Shield) ............... ... ... ... ... >4
SpecificImpulse .......... ... ... ... . i, > 850 seconds
Throttling ....................... 25% Thrust @ Rated Temperature
Reuse .........coviiiiiinenn.. Multiple (Mission dependent > 10
Single Burn Duration ....................... 60 minutes (Maximum)
EngineLife .............. ... .. ...... > 270 minutes at Rated Thrust
Reliability .......... ...l Piloted Systems

1.1.3.1 Operating Maps

The operating map for a nuclear engine defines the combinations of chamber
pressure and temperature at which the engine can be operated. Because the nozzle is
choked, the pressure and temperature determine the flow through the system, and
therefore the reactor power level. The flow is, to a first order approximation,
proportional to the nozzle chamber pressure divided by the square root of the chamber
temperature. The power is then approximately proportional to the pressure times the
square root of the temperature. A sample operating map from the NERVA program is
shown in Fig 1.1[M-2]. The upper temperature limit is set by the maximum allowable
fuel temperature. Because the NERVA type fuel has larger differences in temperature
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from the maximum fuel to the bulk hydrogen, the maximum allowed chamber
temperature is lower than for the proposed particle bed reactors. The right side limit of
the map is partially defined by the turbo-pump performance and the energy required to
drive the turbine. Because the turbine draws its power from a portion of the flow stream,
there must be sufficient energy to drive the total amnount of flow through the pump. The
right side limit is also set by the desire to limit the reactivity feedback effects due to
higher pressure, lower temperature hydrogen. The left side limit of the map is
determined by structural, pump stall, and flow stability considerations. The lower left
portion of the map is limited by the ability of the control system to control the parameters
at the low end of its regime. Operation is allowed within these defined boundaries, but
other limits are placed on the rates of temperature and pressure changes. These are based
on the ability of the fuel system to take the thermal and pressure stress loads. The

controls for maneuvering around the operation map are discussed in the next section.
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Figure 1.1 NERVA Engine Operating/Performance Map from Reference [M-2]

1.1.3.2 Controls
The control system for the nuclear propulsion engine must keep the engine within

the bounds of the operating map, while also keeping the reactor in a safe condition. The
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Mars mission planners also place design considerations in order to minimize the engine
and propellant weights and to optimize the thrust and Isp behavior over the period of
operation. The engines will be operated multiple times and for a maximum of one hour
for any one burn. The control system must be operated in a manner to minimize the time
spent at lower temperatures, thus fast startups and shutdowns are required. There are
three main phases of reactor operation. The first phase involves starting the reactor up
from the source level to a power level sufficient to bring chamber temjeratures and
pressures within a controllable range. The second phase cor :ists of thc power operation
at rated conditions or maneuvering within the allowable regions of the chamber
temperatures and pressures. Some of the ‘maneuvers for the NERVA engines included
ramps from 1% to 100% conditions in less than a minute. For the PBR, it is envisioned
that startups can occur even more quickly. In the third phase, the engine is throttled back
to an intermediate power level to reduce the initial decay heat load and then the reactor is
scrammed. This phase of operation must also provide a means for removing the reactor
decay heat. Each phase requires a different set of controls that can maximize the
performance and maintain the engine within allowable component limitations[S-2].

The controls for the NERVA program varied over the life of the program, but
typically the engine was controlled using the chamber pressure and temperature and
neutron power as the controlled variables[S-2,M-1,N-2]. The chamber pressure is chosen
as a convenient control variable because it is easily measured and provides a measure of
the thrust level of the rocket. The thrust is proportional to the chamber pressure times
the nozzle throat area. The pressure can be controlled by the turbo-pump speed due to
the relation of pump head rise to the pump speed. The pump speed is maintained by
altering the power of the turbine via its control valve. The chamber temperature is
another convenient control variable because it also is easily measured and it determines
the rocket specific impulse. The specific impulse (Isp) is proportional to the square root
of the ratio of chamber temperature to the gas molecular weight. The temperature is
controlled by altering the reactor power level. The neutron power is also monitored and
controlled for the temperature control and to ensure the reactor power itself is maintained
within safe operating conditions. A schematic of a NERVA control system is shown in
Figure 1.2[S-2].
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Figure 1.2 NERVA Engine Control System from Reference [S-2]

Reference [W-6] outlines in detail the startup requirements for the NERVA
engine. A typical operation cycle for a single rocket thrust burn would include the
following steps[W-6,M-2]:

1. The reactor is made critical and the power raised to a level between

0.1% and 1.0% of full power.
2. The engine is conditioned by bleeding flow through the system to
chill the pump assembly for a few seconds while maintaining power
at less than 1.0%.

3. The turbo-pump is "Bootstrapped” whereby the pressure and
temperature are rapidly increased to allow turbo-pump operation
from the heat energy of the engine system. This phase usually is on
the order of a few seconds.

4. The engine is then placed on a thrust build up ramp with the pressure

increasing slowly and the temperature increasing more rapidly. This
phase is on the order of 15-30 seconds.

5. Once the rated temperature is reached, the pressure is rapidly

increased to its rated condition. This phase is on the order of 5-10

seconds.
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6. Rated conditions are held for the required thrust period. Typical
thrust duration is from 600 to 3600 seconds.

7. After the thrust period, a throttle back is initiated in which the
pressure is ramped back while maintaining the temperature at rated
conditions. The ramp proceeds at the maximum allowable pressure
ramp rate and then the power is held constant for a period to allow
some reduction in the decay heat load.

8. A scram is initiated and the temperature is ramped back in a
controlled manner at its maximum cooldown rate by manipulating the
pressure. The ramp is stopped once the desired cooldown mode
temperature is reached. This usually last for 15-30 seconds

9. A period of engine cooldown at some set temperature is maintained
as long as necessary to keep components below their temperature
limitations while the fission product heat power decays. The
cooldown may occur in a continuous flow or pulse cooled mode. The
duration of the cooldown period depends on the duration of the

power operations.

The startup and shutdown requires maneuvering through a narrow space of the
operating map and the controls must operate in order to maintain the engine safely within
those bounds. Several new reactor control strategies, such as the Three Bean Salad and
the MIT/SNL Control Laws appear to be well suited for controlling the reactor under
rapid transients[B-2, B-3]. The implementation of the MIT/SNL control laws will be
considered in Chapter 2.
1.1.3.3 Flow Stability

One consideration for the operation of the reactor includes avoiding operating
conditions that may be susceptible to flow instabilities. The flow instability can arise in
heated passages that have a decreasing pressure drop with an increasing flow of a gas,
that has a viscosity that increases with temperature and that is flowing with a Reynolds
number in the laminar range[B-4, B-5]. These conditions could be possible during the

cooldown phase of operation due to the low flow rates and the several hundred parallel
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cooling passages connected at common plenum regions[B-6, H-2}. The basic problem is
that for some combinations of coolant flow and power levels, there exist two possible
flow rates for a given pressure drop across the channel. If the flow is perturbed and the
conditions happen to be in the unstable region, the flow will tend to decrease and thus the
temperature will increase driving the viscosity and pressure drop up so the flow again
decreases. This could continue until the local passage is damaged from overheating. The
stability is affected by the temperature rise along the channel. Because the channels are
connected at common plenums, some flow channels could operate at higher flows, while
others could operate in the low flow mode. If the system is operated so all regions have
an increasing pressure drop with increasing flow - in other words with Reynolds numbers
above the laminar range - channel flow stabilitv can be shown to be maintained[B-4].

In a particle bed similar effects can be theorized. The pressure drop versus flow
rate exhibits the similar U shape behavior. Orificing the element entrance or varying the
resistance of cold frit can help the core wide flow stability. However, further
consideration must be given to the flow once it enters the packed bed region, due to the
multiple directions in which the flow can travel. If one considers the packed bed as a
series of parallel flow channels, perturbations such as local porosity or local heating
could alter the flow in that region. If the flow regime is in the laminar region, the same
scenario as occurred for the NERVA type passages could happen[M-3, V-1]. This is
described further in Chapter 3.

In order to avoid these regions, operating strategies need to be developed that
ensure sufficient flow margin is maintained. Having to maintain higher flows for a lower
temperature rise across the core requires that more hydrogen be carried on board and
lowers the overall Isp for the engine cycle. The higher propellant requirement adds
weight and cost to the system and the lower Isp impacts the mission trajectory plans, so
tradeoffs must be made. The identification of the possible unstable regions and the

methods to avoid them is discussed in Section 3.5
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1.2 Research Objectives
1.2.1 General

There were several basic objectives of this research project. An early objective
was to search for and review existing thermal hydraulic codes in order to evaluate
whether a new model was required. Another objective was to extend work on single
particle bed reactor fuel element computer models to include reactor dynamics, in order
to allow more realistic evaluation of element designs. Finally a simulation of a nuclear
thermal propulsion system was to be used to develop and validate operating and control
strategies for the rocket engine. A discussion of the existing codes found to be pertinent
to this research is presented in the next section as a means of introducing the thermal
hydraulic capabiiities and limitations. A brief overview of the other research objectives

follows the code review.

1.2.2 Review of Existing Thermal Hydraulic Capabilities
1.2.2.1 General

One goal of this research was to obtain and evaluate currently existing thermal
hydraulic codes for space reactor applications. There were several codes that were either
proprietary or only had information specifications available. This section briefly
describes the codes that were obtained, and that are applicable to the study of the nuclear
thermal propulsion reactors and engines.
1.2.2.2 The ROCket Engine Transient Simulation (ROCETS) Code

The ROCETS code is a generic rocket engine simulation program developed by
Pratt & Whitney that was originally used to model chemical rocket systems. It is a
component based performance architecture that interfaces component modules into user
defined configurations, interprets user commands, creates a FORTRAN computer
program and executes the program. Pratt & Whitney has recently added component
modules for nuclear rockets. These include reactor and reflector thermal hydraulics
modules, nozzle and chamber cooling modules, and hydrogen propellant and nozzle
performance modules[A-1]. The code has limited distribution and the user's manual is
proprietary, so it is difficult to use. Although a version of the code was obtained through

the NASA Lewis Research Center that runs on a personal computer, no simulations were
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attempted due to the large learning curve associated with its use and the code is not kept
on file at the MIT Nuclear Engineering Department.
1.2.2.3 The Nuclear Engine System Simulation (NESS) Code

The NESS code was developed to provide the system designers with a tool that
will give detailed evaluation and optimization for the reactor performance and design.
The code is a combination of the SAIC Expanded Liquid Engine Simulation (ELES)
code and the Westinghouse ENABLER reactor system code. Given a performance state
point, the code will iterate to find the optimum core size and flow rates using sizing
parametrics. Once the core is sized, the code proceeds to find the balance of the system
piping and components, again using parametrics. The output includes details of the
engine performance parameters, including component weights. A diagram of the NESS
analysis logic appears in Figure 1.3[P-1]. Currently it is being used by NASA and SAIC
to model the NERVA and its derivative cores, but in the future it is envisioned that it will
have reactor modules for the other concepts such as the particle bed reactor. The code
continues to evolve and is not ready for general use at this time. It will run on a VAX or
a personal computer and is intended for use by engine designers and assessors in the
future[S-3].
1.2.2.4 The Core Analysis Code (CAC)

The CAC code was originally developed by NASA in the 1960's[C-2, C-3].
During the Summer of 1991, it was updated to be available to the nuclear propulsion
community through the COSMIC Software Center[W-1]. It calculates, as a function of
time and radial core position, flow rates in the coolant passages, wall temperatures of the
passages, and approximate maximum solid material temperatures. The input deck for the
code requires the general core geometry, the core material properties as a function of
temperature, the core power profile, and the core inlet conditions as a function of time.
Schematics of the fuel and core geometry model used in the CAC code are shown in
Figure 1.4[C-2]. The code utilizes the hydrogen properties routine STATE , that solves
various curve fits to hydrogen property data. The properties routine states that caution
must be used if temperatures are greater than 1800K[H-2]. The program is useful for

evaluating the NERVA fuel element type cores and the personal computer version of the
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Figure 1.3 NESS Computer Code Analysis Logic Diagram from Reference [P-1]
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Figure 1.4 Schematic of Fuel Channel and Core Models used by CAC Code from
Reference [C-2]
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code was used to verify the NERVA reactor model in the engine system model
developed as part of this research (see Chapter 4).
1.2.2.5 The System Analysis Flow SIMulation Code (SAFSIM)

The SAFSIM code was developed to simulate any user defined flow network that
involves fluid flow, heat transfer, and/or reactor dynamics[D-1]. It contains modules for
one-dimensional finite element fluid mechanics, one-dimecnsional finite element heat
transfer structures, and a point kinetics reactor module with reactivity feedback and
decay heat. The code is versatile enough to allow the user to define the system, to
choose the pressure drop and heat transfer correlation, to setup control modules, and to
specify the data to print to file. It has various time stepping and numerical integration
scheme in order to maximize the computational speed. It has been used by Sandia to
model the particle bed reactor fuel element[D-2]. As part of the NASA-DOE-DOD
modeling technology development effort, SAFSIM was identified as the potential
baseline computational computer code[W-3]. It has recently been benchmarked to the
NERVA test data [L-1]. At MIT, David Suzuki has been using SAFSIM as a module in
his Master's thesis work to model the PBR engine system[S-4]. An input manual was
issued as the first step of creating a larger users base[D-1]. Manuals on the model
governing equations and sample SAFSIM inputs are intended to be published in the near
future. This code was not selected for use in this research because it still requires a few
additional component modules such as a turbo-pump assembly in order to evaluate a full
engine system. At this writing, the code continues to evolve, so it is anticipated that the
additional models will be added to make the computer code even more robust.
1.2.2.6 The SIMBED Code

The SIMBED code was developed by Mujid Charmchi at the University of
Massachusetts - Lowell for the Brookhaven National Laboratory[C-4]. The code consists
of a family of programs that model the particle bed reactor fuel element in either two or
three dimensions and for steady state or transients. The user defines the element
dimensions and material properties, the inlet boundary conditions of pressure,
temperature and mass flow rate, and the bed power density. The code finds the pressure,

temperature, and velocity fields within the defined element. It also has the ability to
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model conical shaped elements. A schematic of the SIMBED element geometry is
shown in Figure 1.5.

A two dimensional, steady state version of SIMBED was obtained from
Brookhaven and was used to evaluate the performance of various PBR element
geometries as discussed in Chapter 3. SIMBED was found to be a relatively fast code for
the detail of the solution. The code was modified by this author to allow power shapes
and cold frit resistance tailoring. A description of these enhancements is included in
Chapter 2. These enhancements allow a more realistic study of the .:.pact of power
profiles and the tailoring of the cold frit on the overall element thermo-hydraulics. The
code has had limited distribution and is being used primarily by Brookhaven to aid with

design considerations for the PBR fuel element.

Inlet Channel

Outlet Channel

’ H N

Figure 1.5 Schematic of PBR Element Geometry Used by SIMBED Code

1.2.3 Enhancement/Improvement of MIT Codes for PBR
1.2.3.1 General
A part of this research program was to enhance the computer codes developed for

the particle bed fuel element by past students of the MIT Nuclear Engineering

37



Department. This was completed for the one dimensional flow model, but was
abandoned for the two dimensional model, when the SIMBED computer code was
obtained. This section summarizes the existing codes and the newly developed codes.
1.2.3.2 Tuddenham's HTWCOOL - switched to SIMBED

Initial work to model the particle bed reactor at MIT was performed by Reid
Tuddenham[T-1] In his Engineer's thesis he presented the methods for a two
dimensional transient model of a particle bed fuel element. This was developed to model
an initial test element for the particle bed reactor, known as Pulsed Irradiation of a
Particle Bed Element (PIPE). The code has the capability to model up to ten axial nodes
and five radial nodes in the fuel region. The geometry is limited to cylindrical elements
and to flow that enters and exits from the 'top' of the element. HTWCOOL utilizes a
table lookup routine for the NBS standard hydrogen properties. The computer code was
to be a first step in developing a thermal hydraulic model of a PBR element that could be
used to predict hydrogen conditions for feedback reactivity models of a controller. It
divides the problem into two phases; a solid phase and a gaseous phase. In solid phase,
the calculations are concerned with the heat generation within the solid and the heat
transfer through the particles to the solid/gas interface. The gas phase portion solves the
mass, momentum, and energy equations in an r-z geometry, with heat added across the
interface from the solid phase. The fluid conditions are calculated using a predictor
corrector method know as Pressure Implicit with Splitting of Operators (PISO)[T-1].

This code was found to have long run times and required a large input for
solution initialization. Consideration was given to altering the flow path and to add
reactor kinetics, but this was abandoned once the SIMBED code was available. A
comparison of Tuddenham's thesis results and those obtained from SIMBED is given in
Chapter 3.
1.2.3.3 Casey's 1D Codes - evolved to Witter's PBR codes

In order to attempt a faster running model of the particle bed element that could
possibly be used as part of a control model, William Casey developed the one
dimensional steady state and transient programs STEADY and UPPOWER as part of his
Master's thesis at MIT[C-5]. These codes made use of simple relations for the hydrogen

properties and modeled the element as three control volumes. The first control volume
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included the inlet channel and coid frit. The second control volume contained the fuel
region. The third volume included the hot frit and exit channel. The heat transfer was
treated in a similar fashion to that used by HTWCOOL. Casey benchmarked his results
to the Tuddenham code HTWCOOL. The code limitations were that the boundary
conditions were limited to specifying the inlet and outlet pressures, the inlet temperature,
and the power level. From these inputs, the mass flow and the outlet temperatures are
determined.

These codes were translated by this author from the C language to FORTRAN
and then several additions were made. The family of codes generated were named the
PBRFMP and TRITRAN series. The changes included: 1) adding more control volumes
to the fuel bed region, 2) changing the energy calculations from ones based on the heat
capacity to being based on the enthalpy, 3) adding the hydrogen properties routine
developed at NASA Lewis, 4) allowing different boundary conditions to be specified,
and 5) implementation of the MIT/SNL control method for the power transients. These
codes have proved useful for fast scoping evaluations of element sizing and pressure drop

characteristics. Results of studies using these codes will presented in Chapter 3.

1.2.4 Full Engine Simulation Development

In order to evaluate the response of the full nuclear rocket engine, a simulation
model must include the key components of the system. The existing codes were either
limited in their application or too complicated to implement. The general requirements
for an engine code were that the user be able to define the system piping geometry for an
engine cycle, define the core geometry for either a NERVA or particle bed type reactor,
define the characteristics of the turbo-pump assembly and control valve, allow for
variable materials properties, 2nd allow the input of transient ramps based on the usual
propulsion requirements of nozzle chamber pressure and temperature.

Figure 1.6 depicts typical engine cycles used for nuclear propulsion[C-1]. The
expander cycle is one that pumps liquid hydrogen from a supply tank, through nozzle and
reflector cooling holes, splits to use the heat for turbine power and turbine control, and
then rejoins before flowing through the reactor and out the nozzle. It differs from a bleed

cycle, in which a small amount of the nozzle chamber gas is used to drive the turbine.
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The expander cycle generally has a better system Isp performance because all the flow
that passes through the core exits the main nozzle.

The codes developed in this research are based on a simple expander cycle
engine. The governing equations and component models used by the engine codes are
described in detail in Chapter 2. The results of this effort are reported in Chapter 4. The
models are shown to be able model steady state points for both the NERVA and PBR
types of reactor concepts, as well as to handle various startup, throttling, and shutdown

transients.

!

f
N\
i
— '
Hot-Bleed Cycle Expander/Topping Cycle

Figure 1.6 Nuclear Rocket Engine Cycles from Reference [C-1]

1.2.5 Control and Operational Strategies

The development of an engine model was required in order to study engine
control and operation. The next objective of this research was to determine how to
operate the systems using various control strategies. It was decided to target the
strategies at operating the engine by attaining desired chamber pressure and temperature
conditions. In so doing, thrust, Isp, and propellant usage can be better predicted and
input into the mission plans. A general method for determining the operating maps and

transient ramps was undertaken in order to define the turbopump requirements and the
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requirements for the control mechanism. As a result, a design approach and response
tool was developed for the development of nuclear thermal propulsion systems as

discussed in Chapter 4.

1.3 Organization of This Report

The report is organized in an attempt to place the phases of the research in
coherent sections. Chapter 2 contains a summary of the thermal hydraulic, power, and
control model governing equations used in the computer sirnulations is presented. The
chapter serves as the foundation for the computer models and as a reference source from
which enhancement of the programs can begin. Chapter 3 outlines the modeling effort
aimed at the particle bed reactor fuel element. This provides an understanding of the
operation of, and issues associated with, this reactor concept. Chapter 4 presents the
results of the full engine modeling effort. Several cases are presented to benchmark the
code to the NERVA experience and then to show the extension of the code for the
particle bed reactor. The robustness of the engine model is demonstrated through
example cases of startup, steady state, throttle back, and shutdown transients. A
summary of the work, conclusions, and recommendation for future work is outlined in
Chapter 5. Finally, an appendix is included to provide the reader with sample input and

output sets for several of the cases presented in the report.
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Chapter Two - Thermal Hydraulic Model Development
2.1 Introduction

A major portion of the research focused on thermal hydraulic modeling of the
nuclear rocket engine and the reactor fuel elements. Various component models were
developed or combined from other computer codes to simulate their thermal hydraulic
behavior. In order to simulate the reactor behavior with thermal hydraulic feedback,
several reactivity coefficients were used in conjunction with the point kinetics model for
reactor power. The following sections describe the approach and present the basic

equations used in each of the major components.
2.2 General Pipe and Tee Components

The models for piping are based on a control volume approach. Figure 2.1 shows

the geometry and nomenclature used.

K O KH

I ] +1
Figure 2.1 Schematic of General Pipe Control Volumes and Junctions

The conservation of mass equation is written for control volume K as

dM

UK o -
dr wi-1 —wj, [2-1]
where: M = the mass of the hydrogen in the volume and
w = mass flow rate through the junction areas.
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Throughout this report the subscript J will be for junctions and K will be used for
volumes. Because the time steps are small and the flow is moving at rates much less than
Mach speeds, the flow through the system is assumed to be constant at any time step.
This quasi-steady state, incompressible assumption causes the time derivative to be zero.
This simplifies the calculations involved for the transient case. The values for the
properties are assumed to vary linearly across the control volume, so the control volume
states can be determined as the simple arithmetic mean of the junction values.

The equation for the conservation of energy is written for control volume K as

2
Uk _ 4 ¥k
7 = withi —wihrtQr —Ix dt(PK ; [2.2]
where: U = internal energy of the control volume fluid,
o = heat source term,
h = enthalpy at the junction,
p = density of the fluid in the control volume,
I= % = inertia of the control volume,
L = length of control volume and,
A = average flow area of control volume.

The last term is an acceleration term that is small compared the other terms and therefore

can be neglected. The internal energy may be written in terms of enthalpy and pressure

as Ux = MK(’IK'*"P‘;—E)- Using this relation, the definition that Mg =px Vi, and the
assumption that dtK = 0.0, the energy equation becomes
dUx dhg dPx
= -+ = 1 — . 2
7 Mx— Ve = =wilho - hHQk [2.3]

Another simplifying assumption is that the time rate of change of the control volume
enthalpy is approximately the same as that of the exit junction enthalpy. Using this
assumption, the final form of the energy equation used by the transient model is

represented as
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dhy _ 1 dPg
i m[wl(hl—l _hJ)"'QK“VK‘E—]- [2.4]

The conservation of momentum can be represented using the momentum integral form
used by Casey[C-5]. It is simply the sum of the forces on the control volume, once again

assuming the mass flow rate is the same everywhere at any time. In equation form this

becomes
dw N
IK'EIS'=PJ—1 —P;— 2 (Feq), [2.5]
n=1
where: P = pressure at the junction and
Feq = equivalent resistive pressure drop.

The equivalent resistive pressure drops are due to effects such as volume friction, volume
flow area changes, sudden flow area contraction or expansion, form losses, and fluid
acceleration. These resistive pressure drops can be expressed as equivalent flow
resistance's (R) times the flow rate squared. Because the system flow rate is determined
by the choked nozzle flow, a quasi-steady state approach was taken to determine the
pressure drops for each control volume. Mathematically, the momentum equation then

reduces to

3 2
PJ=P]’_1 _anWK- [26]

n=1

The equivalent resistance due to friction in the control volume can be represented

by the Fanning friction relation

L 1
Re=fil = | ———— 2.7
&) i 2.7)

where: f; =0.138Re™ 13! = Fanning friction factor[T-1],
th

A

Re= = Reynolds number,
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Dy = 2 = equivalent hydraulic diameter,
wet
) = fluid viscosity and,
Pyet = wetted perimeter of the control vclume.

The coefficient on the Reynolds number is a correlated value determined by Tuddenham
in Reference [T-1].
The equivalent resistance for spatial accelerations due to area changes across a

control volume while holding the density constant can be represented by

1 1 1
Ra==t|1—-L | [2.8]
A 2PJ(A§+1 Af()

The equivalent resistance due to spatial and compressible accelerations, where the area

and the density in the control volume is allowed to change, is represented by

Rs=[ L. 12). [2.9]
Pr1di1  PrAy

The equivalent resistance due to sudden contractions or expansion at a junction can be

represented by
Rep=—0Lk —, [2.10]
2pJ A small
where: Kp = o1 - B)z = pressure loss coefficient,
= Asman = ratio of flow area connected at junction,
Alarge
o = 1.0 for expansions

=().5 for contractions.

A similar expression is used for the equivalent resistarice due to form losses, where the

K, is a loss term associated with the junction area.
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There are some special resistance terms associated with the PBR fuel element.
The pressure drop relation for the porous material is presented in Section 2.3.2. Other
pressure loss effects are due to the turning of flow from an axial direction to a radial
direction in the inlet channel and then from a radial direction to an axial direction in the
outlet channel. These can be treated as manifold effects. A second geometry effect is
due to the flow area reduction in the radial direction coupled with the density reduction
due to being heated by the fuel particles. The equivaient resistance's utilized for the PBR

are as follows[C-5]:

For the manifolds:
Ry = GPLK[——ZI +—— ) [2.11]
Aial  Aradial
where: © = (.95 for the inlet channel

= 1.10 - 2.66 for the outlet channel,
Aaia = flow area in the axial direction and,
Aradiar = flow arer in the radial direction.

For the Area/Density Changes:

Ay +AJ( 1 1 )
R = - ) 2.12
AD = 245141\ P4 [2.12]

The total pressure drop across the control volume is simply the sum of each of the
equivalent resistance's times the square of the flow rate.

Tee junctions were used to connect the turbine bypass control valve lines to the
main piping. Figure 2.2 depicts the geometries for the two Tee junctions used in the
engine code. Several assumptions were made in order to make a solution possible. The
first is that the Tee junction properties are the same as the control volume to which it is
attached. The second is that pressure drop is calculated from the straight line path. A

turning loss coefficient, that can be specified by the user, is applied to the tee junction.
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Figure 2.2 Flow Splitting and Joining Tee Junctions

The mass equations for the splitting and joining of flow are

Wii1 = W2 +Wne
Wii9 =Wnis +Wig . [2.13]

The momentum or pressure drop equations are defined using the total equivalent

flow resistance for the Tee control volume as

Pna=Pne—Rvn

Prno=Pys5-Rys

Pye=Pvny

P =Pvis. [2.14]

The energy equations for the junctions are

dhy, 1 T @]

——d }ft =¥ =W111h111 wizhn2 = wnehne +Qyyy + det

__dltﬁ = M—il;_Wthns +wrghns —winohe +Qyys + ;;15 ]

hyi6 =hvi2

hyg = hvis, 2131
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and for the control volumes

P (hy11 +hj12)
=T

wiishyis +wrighyig + wioh
th:( nshs 51‘: 18 +wiokno) 2.16]
n9

2.3 Fuel Elements
2.3.1 NERVA Element
2.3.1.1 Single Tube Model

Various models for the hexagonal fuel element have been used. The model used
for this work simulates the reactor core as repetitive unit hexagonal cells translated into
equivalent cylinders.[C-2, S-6, W-6, W-7] Figure 2.3 shows the general geometry for

the calculations.

: Unit
Channel

Equivalent
Unit ‘
Channel

Figure 2.3 Equivalent Heat Transfer Geometry for the NERVA Fuel Element

Components that have this type of geometry are the NERVA derived fuel element
and core, the particle bed reactor moderator block, and assumed for the reflector region.
The large regions are subdivided in to smaller unit cell regions which are assumed to

represent the entire region. The enthalpy change and pressure drops are calculated in the
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same manner as the pipe components with heat addition. An additional pressure loss
resistance term is utilized to ailow for the orificing at the inlet to the fuel element. This
term is added to the first node of the fuel element. The orifice resistance term, as

developed for the CAC computer program is written as{C-2]

Kn

Ron = ORE.

[2.17]

On

Dorﬁce 2 epe s .
where: ORF, = ) = orificing factor for nth core ring,
channel

Dsifice = effective equivalent flow diameter at the orifice,
D tannel = flow diameter of the channel.

The heat addition is an effective interface volumetric heat source determined
from the solid material internal heat generation and thermal capacitance. The heat
transfer equations from the references were arranged to yield effective heat transfer
coefficients based on the solid material average temperature and the bulk coolant
temperature. This was done in order to facilitate the use of variable material
conductivities and heat capacities. A separate subroutine, written by this author, to solve
the heat transfer is described in the next section.
2.3.1.2 HEXHEAT - Cylindrical for Hexagonal Geometry

The subroutine HEXHEAT calculates the hexagonal geometry element's effective
temperature for steady state and transient conditions. This subroutine was adapted from
the model in CAC, but also includes the effect of the thermal capacitance of the material.
Some of the methodology is the same as References [W-7] and [W-8], however no axial
conduction is considered. The material conductivities and heat capacities given in
Reference [W-8] were used for the solid material temperature calculations. Figure 2.4
depicts the geometry breakdown for the hexagonal geometry and effective cylindrical

geometry and defines the variables used in the equations.
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Figure 2.4 Hexagonal Geometry for HEXHEAT Subroutine

The effective solid diameter is determined such that the volume of solid material

is conserved. Therefore for a unit axial cell, the effective equivalent unit cell diameter,

D, is found from
ﬁ 2 T2
Apex = _2"Dﬂat = ZDeﬂ
0.5
2J3
Dejf= [T] Dﬂat- [218]

The steady state equations for the heat transfer and material temperatures are

found from the energy balance on the control volume.

GsVs—UTdp(Ts = Tp) = Qs—UsAp(Ts — Tw)-hed p(Tw— Tp) = 0.0 [2.19]

2
2 In (-——-)
e el

= [2.21]
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d 1,1
U: - U, + B [2.22]
where: ¥ = geometric constant factor,
Us = heat transfer coefficient for solid material,
Ut = overall heat transfer coefficient based on mean temperature of solid,
Ap=nDAz = heat interface area,
Vs =&(D2-D}) Az = solid material volume,
Az = axial node length,
kb Nu . .
h; = ) = fluid heat transfer coefficient,
h
-0.3
Nu=0.023Re?8pr 04 (%) = Nusselt number (Wolf-McCarthy)[W-7],
k(Ts) = solid material thermal conductivity as a function of temperature
kp = bulk gas thermal conductivity,
Pr = E]f—P- = Prandtl number of the fluid,
b
g = power density in solid material,
T, = temperature of the bulk fluid,
Tw = temperature of the fluid at the wall and,
Ts = solid material average temperature.
Q,
So then, Ts =T+ Urd,
and for the gas phase, the interface volume heat input is Qint =UtAx(Ts— T}).
The transient equations for the material temperatures is written as
dTs
PsVsCp~ = = Qs—UtAu(Ts — Tp). [2.23]
In semi-implicit finite difference form, it appears as
t
T§~+l — Ps Vs CpTPg + At[Qs + UTAh Tb] [2 24]

[ps Vscp+AtUTA, |

The interface heat source for the gas volume is then found by using the new solid

temperature and the volume bulk gas temperature from the previous time step. The wall
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temperature and the solid material maximum temperature are the found from this
interface heat source. The wall temperature is simply
Qint

Ts= Tb+m. [2.25]

The maximum temperature is found by using an effective heat transfer coefficient for the
solid material and combining it with the gas heat transfer coefficient, as was done in

equation 2.22. The equations used are[ W-6]:

ey A )

1 1 1

Umax Um ht [ ]
Qint

Once the interface heat source is known, the gas phase calculations are carried out as

ont!ined in Section 2.2.

2.3.2 PBR Eiement
2.3.2.1 Ergun Pressure Drop Correlation

The Ergun correlation [E-1j was chosen for the pressure drop relation for the
particle bed fuel element. The expression for the flow pressure loss in a packed bed is a
combination of viscous and kinetic energy loss terms. It was derived with consideration
given to 1) the rate of fluid flow, 2) the viscosity and density of the fluid, 3) the
closeness and orientation of the packing, and 4) the size, shape, and surface of the
particles[E-1]. The form of the correlation used for the particle bed fuel element

pressure drop calculation is
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4P _ gyug + BJA pul, [2.29]

dr
where: us = superficial or free stream fluid velocity,
2
=150 ——= (d-¢) = viscous term coefficient,
D2 &3
B=175—— =inertial term coefficient,
J150 €3
D, = particle diameter and,
Gas Volume — . . .
= Y = tion).
€ Total Volume packed bed porosity (void fraction)

or equivalently for the development using mass flow rate

dP _ [ B4 } [2.30]

where: Ap=n(r;+ro)L = average superficial free stream flow area,
Fio = inner and outer radius of ring ncde volume and,
L = axial length of the node.

The term "superficial" used here means the values of the parameters if there was no solid
material in the node volume flow path. An effective resistive loss can be defined in the

same manner as outlined in Section 2.2 and written as

RE—{ LBl ] £2.31]

PAfW pAf

The Ergun correlation is used not only for the packed fuel bed, but also for the
cold and hot frits. For these component models, effective values are used for the viscous
and inertial coefficients in the same manner as developed for the frits in the SIMBED
code[C-4].
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2.3.2.2 Achenbach Heat Transfer Correlation
There are multiple equations for the heat transfer in packed beds that could be
used, but the correlation developed by Achenbach [A-2], has become the most widely

used relation for the particle bed reactor. The Nusselt number is given by

4 470.25
Nu= [(1.18Re°'58) + (0.23Re°'75) ] , [2.32]
D D
where: Re= ET‘:& = TL_pAE = superficial Reynolds number based on particle diameter.
f

This equation for the Nusselt number was derived for a geometry with porosity of
0.387 and a gas with a Prandtl number of 0.71. The equation needed to be generalized to
allow for different geometries and Prandtl numbers. By backing out the particle

diameter, bed porosity, and Prandtl number, the Nusselt number becomes

e Re 232 Re 30.25
Nu= 2 0.622926(1—_—5) +6.44603 x 10“‘(1—_8) Pr03. [233]

The Nusselt number is used to determine the heat transfer coefficient from the solid
surface to the bulk gas by

hy =Nu—D‘$;. [2.34]
2.3.2.3 Solid to Gas Phase Heat Transfer

The heat transfer from the solid phase to the gas requires some special treatment
for the fuel particles. First the general steady state and transient equations will be
presented with an overall heat transfer coefficient and then the coefficient will be derived
for an effective temperature of the multilayered fuel particle. This follows the work

presented by Casey in Reference [C-5]. For the steady state case

Qs—Ur(Ts—Tp)=0.0, [2.35]
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Usht

where: Ut = ——=—— = effective overall heat transfer coefficient,
h F+ U,
Qs= :Z—-S- = effective volume heat deposition per particle surface area,
\d
Ay = ;’-’— = particle surface area per unit volume of the node,
cv
Sp= Zan = particle surface area,
L/ ..o — superficial volume of the nod
“=0-g " 61-0) superficial volume of the node,
Us = solid particie effective heat transfer coefficient and,
F = normalization factor based on mass and specific heat.

The effective particle temperature to remove the heat generation is defined by

=Ty 32 [2.36]
Ut

and the steady state interface heat source to the gas phase is
Qint =QsAvVey =UT(Ts — Tp)AvVev. [2.37]

Because the particles consist of coating layers around a fuel kernel, the
temperature found from the equation 2.36 is an effective mean temperature. The
normalization factor and the solid heat transfer coefficient are determined from the
particle material properties at each layer. Figure 2.5 depicts the geometry and radial

nomenclature for the coefficient development.
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Figure 2.5 Fuel Particle Geometry for Heat Transfer

The particle mass per unit surface area for each layer can be determined as

3 3 3_.3
mane P17 o1 (3 -77) pa(r3-r1) ps(r3-13)
4 32 may=———s—" may=——s—"= maz=——————
"3 3r3 3r3 3r2
[2.38]

and the total effective mass per unit surface area, mar is simply the summation of the
individual specific masses.

The average specific heat can be determined as the specific mass weighted

average, or mathematically

Y manc
Cp =Tz [2.39]

The overall effective solid heat transfer coefficient is equal to

Uy = (2 f}:)_l , [2.40]
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where the individual heat transfer coefficients are equal to

2k, rerik

- 1 _rks
3ry (ry —r)13 (r2=r1)73 (s —ry)r3

riraka raks

Ur=

[2.41]

The normalization factor F is then determined by the following equations

MCpF =mascpy f; +1 )+ma1cp1 (fl + fz) +ma2cp2(f2 +1; ) +mascpsfs

and [2.42]

_ MCpF
= 2marC,’ [2.43]

where the layer normalization factors (f) are

£ = %i—ﬁz f,= g—;+f3 f3= -g—:
[2.44]
These effective coefficients are also used for the transient calculations in the following
manner:
MCp FdT S —Qs—Ur(Ts—Tp), [2.45]

from which the discretized equation for the effective solid material temperature is

TS A(-Qﬂﬁ)

i = Mot J [2.46]

Ut
1+ At———MCP =

The interface heat source to the gas phase is the same as for the steady state case, except
the new solid temperature is used with the previous time step bulk gas temperature in
equation 2.37. The particle surface temperature can then be found from this interface

heat source by
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Qint

Tw=Tb+h‘Ava.

[2.47]

These equations have been implemented in the computer programs with constant
fuel region properties. The coding, however, is set up so that when the properties as a
function are available, it will be a simple process to add the interpolation routines into
the program. This completes the heat transfer considerations for the particle bed fuel

element.

2.4 Nozzie
2.4.1 Regeneratively Cooled Nozzle Flow
Flow rates for ideal gases through isentropic nozzles can be easily determined

from the chamber conditions and the area of the throat by [B-5]

1
MW 1
Wisentropic =A+P J 'YRg—TC'(?'_%T) v s [2.48]
where: A; = nozzle throat area,
P, = nozzle chamber pressure,
T = nozzle chamber temperature,
Rg = gas constant,
MW = molecular weight of the gas and,
. . c
Y = ratio of the gas specific heats (é)

The determination of nozzle flow for non-isentropic nozzles can be a challenge,
due to the complications of adding or removing heat from the flow stream. The simple
equation for isentropic flow would approximate the flow to a first order, but wouid not
account for any heat transfer. Therefore a method to determine the flow and the
hydrogen properties needed to be developed. Using a simple conical shape for the nozzle
and the assumptions that the Mach number is 1.00 at the throat and the hydrogen heat

properties are 'frozen' to the chamber conditions, a numerical scheme that follows the
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methodology for nozzle flow with heat transfer in References [S-5] and [B-7] was
developed.  Assumptions made with this methodology are that the flow is
one-dimensional and steady, changes in the stream properties are continuous, and that the
gas is semi-perfect. By also assuming frictionless flow, constant molecular weight and

specific heat, the differential equation for the nozzle Mach number simplifies to

o 2(1+7-;—1M2) " (1+yM2)(1+*—;lM2) 70

M 1-mE AT 1-M? ™’ [2.49]
where: M = Mach Number,
A = nozzle area,
2
°=Ty+ Zlc” = stagnation temperature of the gas and,
P
u = velocity of gas in the control volume.

Figure 2.6 depicts the geometry layout for the nozzle modeled in the engine

system computer code.

y

Figure 2.6 Engine System Nozzle Model Schematic

The flow area is a linear function of the nozzle length due to the assumption of a

conical nozzle. Thus
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2
A(x)=%j—(Dt+<De—D,)§) , [2.50]

where: D, = diameter of nozzle at large end,
D; = diameter of the nozzle throat,
L = length of the nozzle segment and,
X = distance from nozzle junction.

The stagnation temperature is related to the volume heat source term for a

quasi-steady state condition by
Quv=wep (13- 1) [2.51]

If one assumes that the heat transferred per unit length of nozzle travel is constant, the

stagnation temperature will have a linear relation with the nozzle position as follows

() =T7 +(T3 - T)7- [2.52]

These equations for the area and temperature are inserted into the Mach number
differential equation and then equation 2.49 is numericaily integrated from the throat,
back to the chamber to find the chamber Mach number. A mesh of 200 intervals was
found to be sufficient for convergence to a junction Mach number. Once the Mach
number at the chamber is known, the mass flow rate can be found. The other parameters
of interest can be found from the hydrogen properties at the nozzle entrance chamber

junction. The equations for the junction pressure, temperature, density, velocity, and

L
T‘]’ b

viscosity are given by[S-5]:
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P2 _Pa Ty

P1 Py Tz’

Ya_M; [Tz

Vi Mi\Ty’

By T2 0.667

Ff"(r—l) . [2.53]

This process is then repeated for the next two segments of the nozzle. A
calculation was performed to benchmark the method to the results of a sample calculation
in Reference [B-7]. The results are summarized in Figures 2.7 and 2.8 and in Table 2.1.
This calculation was done assuming ideal gas conditions for an oxygen-kerosene mixture.
The differences in the curve shapes are due to the assumption of simple conical nozzle

shape versus the ideal nozzle shape of Reference [B-7].

Figure 2.7 Reference Gas Flow Conditions Along Nozzle Length from Reference [B-7]
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Figure 2.8 Benchmark Results for Gas Flow Conditions Along Nozzle Length

Table 2.1 Nozzle Flow Gas Condition Benchmark Results

Nozzle Location| Calculation | Pressure | Temperature | Velocity Mach
Model Number
Chamber Ref. [B-7] 2020.00 kPa| 3430.00K 112.40 m/s| 0.1055
D=37.134 mm [FLOWNOZZ| 2029.00 kPa| 3430.00K 126.49 m/s| 0.1003
Throat Ref. [B-7] 1131.00kPa| 3082.00K | 1196.65m/s| 1.0000
D=15.160 mm |[FLOWNOZZ | 1152.38kPa| 3085.25K | 1196.65m/s| 1.0000
Exit Ref. [B-7] 102.84 kPa| 197636 K | 244484 m/s| 2.5525
D,=28.367 mm |FLOWNOZZ| 103.24kPa| 1977.76 K | 2445.58 m/s| 2.5525

Figure 2.9 depicts the trends for the various gas properties as a function of nozzle

length using the hydrogen properties routine and the nozzle dimensions chosen for the

PBR concept.

The trends of the Mach number, velocity, temperature, and pressure

follow those presented for real nozzles in References [B-7, S-5, S-7]. The mass flow

determined when there is no heat addition or removal from the cooled sections compares

to the isentropic mass flow calculations over a broad range of chamber conditions and

nozzle throat diameters, with a maximum error of 2.26%. Table 2.2 summarizes some of

these calculations. For transient flow calculations, the flow is treated quasi-statically,
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using updated volume heats from the heat transfer calculations. The heat transfer

calculations are treated in the next section.
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Figure 2.9 Hydrogen Gas Flow Conditions Along Typical Nozzle Length

Table 2.2 Comparison of Isentropic Flows to Numerical Calculations

Chamber | Chamber Throat | Vr.ume |Isentropic| Calc'd Percent

Pressure | Temperature | Diameter| Heat Flow Flow Error
(m) (MW) (kg/s) (ke/s) (%)

7.00 MPa| 3000 K 0.1350 18.7026{ 189350 1.2424

7.00 MPa| 3000K 0.1350 | -10 MW 18.7026| 19.0218| 1.7066
7.00 MPa| 3000K 0.1350 | +10MW | 18.7026] 18.8407| 0.7704

525MPa| 3000K 0.1350 14.0098| 14.1698| 1.1416
3.50MPa| 3000K 0.1350 9.3244 9.4129| 0.9492
1.75 MPa| 3000 K 0.1350 4.6370 46717, 0.7465
3.80 MPa| 2275K 0.2200 314828 32.0924| 1.9362
2.85MPaj 2275K 0.2200 23.5657) 24.0756| 2.1637
190 MPa| 2275K 0.2200 15.7096| 16.0442| 2.1299
0.95MPa| 2275K 0.2200 7.8403 8.0174 2.2593
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Nozzle performance is measured by the thrust and specific impulse. The

equations used for the thrust (74) and Isp are

Th=w(ue —uc)+P.A. [2.54]
Isp; = "g% [2.55]
Ispy =22, [2.56]

where the subscript e refers to the nozzle exit conditions and ¢ refers to the chamber

conditions.

2.4.2 Regeneratively Cooled Nozzle Heat Transfer
For the heat transfer in the nozzle, the nozzle is treated as a large single diameter

pipe, cooled by a jacket of many smaller cooling tubes. The basic geometry is depicted

in Figure 2.10.
Hot Nozzle Flow
JC | JH-1
Nozzle & Th
KC / KH
Tc
ic-1 4" H

Cooling Jacket < 2%

Flow

Figure 2.10 Nozzle Heat Transfer Control Volumes



The steady state conservation of energy equation for the solid is

QOnozz - Qinty, — Qint. =0.0 [2.57]
or equivalently,
q:ng - UhAh(TS - Thaw) - UcAc(Ts - Tc) = 0.0, [2.58]
where: Ay =nDyL, = hot gas side surface area,
Ac=7(Dj+2Ax) L. Bc = cold side surface area,
D, = hot side control volume mean diameter,
Be = fraction of total area that is flow area,
gsVs =PKN X Qpsa1 = internal solid heat generation as fraction ¢f total
reactor power,
PKN = fraction of total power deposited in the nozzle
Thaw =Ty + RF(I;’ - Tb,,) = hot gas adiabatic wall temperature
2
Tp=Tp,+ 2—’2—— = hot gas stagnation temperature
ph
RF = Traow=Ton _pro33 - recovery factor [B-7]
Ty =Ty .
(1, _Ax Y} _ . . .
U;= (hi + T Ts)) ) effective heat transfer coefficient for both sides
he =0.023Re%8P r°'4§c— = cold side gas heat transfer coefficient
(44

hj =0.0364Re%75P 1075 ]1;—" = hot side gas heat transfer coefficient [S-5].
h

Solving for the effective average temperature of the nozzle yields

- (UnApThaw +UcAcTe +Qnozz)

T 2.59
S (UsAs+UcAc) 2]
The interface volume heat input to the gas phase is then simply

Qint,- =U,'Ai(Ts - Ti)- [2.60]
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Similar methodology leads to the transient equation

oTs
ot

p_~Vst = qus - UhAh(Ts - Thaw) - UcAc(Ts - Tc). [2.61]

Solving for the solid temperature using an implicit finite difference approximation yields

_ps VscpTh+ A, Vot (UpApThay +UcATo) ]|

Tf{"l
[psVscp+At(UsA,+UcA.)' |

[2.62]

The interface heat sources to the gas phases are found using equation 2.60, but using the

new solid temperature and the bulk fluid temperatures from the previous time step.

2.5 Turbo-Pump Assembly
2.5.1 Homologous Pump Perfermance Curves

The turbo-pump assembly (TPA) consists of a single shaft unit that connects the
turbine blading to the pump blading. The model for the pump performance is based on
linear interpolation of a set of homologous curves for the volumetric flow rate (Q), pump
head (H), the efficiency (1), and the rotation speed (N). The steady state program enters
the curves knowing the pressure rise and the flow rate and iterates to find the pump speed
and the pump efficiency. The transient program enters knowing the pump speed and the
mass flow rate and solves for the pressure rise and the efficiency. A set of curves from
Grumman [S-8] is currently utilized, but the computer program allows the user to define

the set of curves. The head and efficiency curves are curves are shown in Figure 2.11.
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Figure 2.11 Homologous Curves for Turbo-pump Performance

The pump pressure rise (AP ) is related to the pump head by

APp=ppgH, [2.63]
where: pp = average density of fluid in the pump volume
g = gravitational constant

The volumetric flow rate is related to the mass flow rate by Q= %.

The pump power (W) is determined from the pressure rise and the mass flow rate by

APpw

- [2.64]

Wp =

The enthalpy rise across the pump (Ah,) can be determined from the pump power and
the efficiency by

Wp

- [2.65]

Ahp=
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The pump changes speed by a mismatch in the applied turbine torque () and the
resistive pump torque (Tp) and is influenced by the turbo-pump's inertia (/). In order
to change the speed from a steady state match, the turbine power is changed. The

equations for determining the pump speed are written as follows

o _ o e
%2 =tm -2, [2.66]
where: ® = 2—117 = the pump speed in radians per second,
Ip= %Mtparfpa= the inertia of the turbo-pump assembly,
Mipa = the mass of the turbo-pump assembly and,
T'tpa = the effective radius of the turbo-pump assembly.

Another expression for the power of the turbine or pump is simply the torque multiplied
by the speed in radians per second. Substituting this relation and converting the speed

into revolutions per second, the expression for the pump speed becomes

pNaN_ _ Iy _d_(Nz)_ Wp
42 - an? dt = W o [2.67]

This can be discretized in order to find the pump speed at a particular time step as

t 2 t
Nt = J () +ax %(Wm,-%“f) . [2.68]

2.5.2 Turbine Performance Equations

The turbine model is a simple choked nozzle model, due to lack of a better model.
Assumptions of constant turbine efficiency and pressure ratio were used in References
[L-2], [S-9],and, {S-10], and this method was adopted for this work. This allows
relatively simple equations to be used for the determination of the turbine power and

flow. The equation for the power, enthalpy and flow rate are as follows:
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()

P
Wr=wypp(he —h;) = WygpcpTi| 1- ‘Pf‘ "l [2.69]
1

where: subscripts i,e = denote turbine inlet and exit conditions and
Wb = mass flow rate through the turbine.

The assumption of a constant pressure ratio for the turbine is based on choked
flow in the turbine blading. This allows the turbine flow or the turbine power to be
directly determined without an iteration once the turbine inlet conditions of temperature
and specific heat are know. For the steady state calculations the upstream flow
conditions are calculated. In the transient case, the downstream conditions are
determined. In both cases the gas enthalpies are calculated by the methods outlined in
Section 2.2. A turbine bypass control valve is used in order to control the ilow to the
turbine. In the next section, the model for the control valve and for the method of

balancing pressures at is presented.

2.5.3 Turbine Bypass Control Valve

The turbine bypass control valve (TBCV) is used to control the flow to the
turbine, so as to match the desired pump flow rate and power requirements. For the
topping cycle engine modeled in this report, the TBCV is placed in the bypass line
around the turbine. In order for flows and pressures to be balanced at the Tee junctions,
the valve must have flow resistance or pressure loss coefficients as a function of valve
position. In Reference [W-6] a curve of effective loss coefficient versus position is
presented for the NERVA engine design. This method was adopted for the valve model.
The coefficients on the exponential need to be generated for the particular engines to
ensure that the system can operate over a wide range of conditions.

The steady state engine system code is used to find the valve pressure loss
required to match turbine flows needed to drive the total flow at various operating points.

A schematic of the turbine and bypass piping with the junction is shown in Figure 2.12.
The pressure loss (AP7pcy) is converted into an effective resistance term (R1Bcv(®))
times the square of the bypass mass flow rate (wp,, ), from which loss coefficients as a
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function of valve stem travel are determined. These coefficients are used by the transient
code io determine the positioning of the TBCV in the turbine control model and the

pressure drop in the thermal hydraulic calculations.

APT

1 AT
Yo

A
Y .

APrpcy

Figure 2.12 Schematic of Turbine and Bypass Control Flow Network

The equations used to find the TBCV pressure loss parameters as a function of

valve stem travel are as follows:

Py —Py=APyr=APpcy, [2.70]
APTBCV=[Rpiping+RIBCV(x)]wgypa [271]
AP_P“R 2 Pturb 272

r=1ri pzpzngwturb+ PR /)’ [ . ]

2
R _APT = RpipingWhyp — Krgey(x)
BCY(X) = ) ~ PRy
Whyp

[2.73]

v

K;
K = = —Bx), 2.74
BCY(X) 20 exp (0. —px) [2.74]
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where: R;,ing = effective resistances for piping segments,
PR = turbine pressure ratio (assumed constant) and,
P,,, = turbine inlet pressure.

Equation 2.73 is used to find the K values required for the steady state solution.
Equation 2.74 is used to find the o and B terms of the exponential from the steady state
solution of the required valve pressure loss. The exponential coefficients are input by the
user to allow the determination of the valve pressure drop for a given valve stem
position. In the transient part of the engine code, the equivalent pressure loss equation

becomes

Krpcy(x) 2
APTBCV = mwbyp . [275]

The flow balancing method employed for the turbine is the same as utilized for the
multi-radial zone core as discussed in the Section 2.6.
In order to simulate the lag time of the valve stem motion in response to a control

signal demanded position, a simple exponential growth equation is utilized as

dx
k_]é;;_giﬂﬁ'l = Xdemand ~ X actual - [2.76]

Discretizing leads to determining the position at the next time step by

t+1  _ ¢ t+1 t
X actual = * demand ~ (x demand ~* actual )exp (—ABCY AY) [2.77]
or by
t t+1
t+1  _ Yactual +Apcy At X demand [2.78]
X actual = 1+ )"TBCV At .
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2.6 Multi-Region Reactor Core
2.6.1 Pressure Drop and Flow Balancing - CAC Code

' For a multiple region core connected at plenums, the method employed in the
CAC code [C-2] was utilized. The basic scheme is to iterate the region flows until the
pressure drops across the passages have converged to a certain level of agreement. Once

the flows are determined, the heat transfer can be determined. The equations used are

N

w= 2 Wn

n=1
Wn =Ry (APR)*", [2.79]

where: w = total mass flow rate,

wn = mass flow rate in the nth ring,
R» = equivalent flow resistance term for the nth ring,
AP, = pressure drop across the nth ring control volume,
Xn = proportionality coefficient relating pressure to mass flow rate and,
N = total number of concentric rings for the reactor core region.

The flow resistances for each ring are calculated in the same manner as described in
Sections 2.2 and 2.3. The first guess for the steady state ring mass flow rates splits the
flows so that the mass flow per unit area is constant. For the transient case the previous
time step flow rates are used. Once each ring's pressure drop is calculated, the
requirement that all the channel pressure drops be the same within a certain error band is
imposed. An iteration process is used to adjust the ring mass flow rates until this
requirement is met. The pressure drops are compared to a flow weighted average
pressure drop for the core. Stepping between iteration o and P, the proportionality

coefficient and the pressure drop are determined as follows

[2.80]

and
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2

APy =| —F—| - [2.81]

Then, because the ring pressure drops are required to be equal, the ring mass flows at the

next iteration step can be found from

APg . "
Bave ] . [2.82]

WB’n = Wa,n( APa’n

For the first two iterations, X, is assumed to be 0.5 so the process can be started. The
iterations continue until the individual pressure drops are converged to agreement with

the average value to a value of 0.1%. The same method is also applied to the flow
determination around the turbine and bypass paths.

Once the ring mass flows are determined, the enthalpy rises and solid material
temperatures are calculated using the HEXHEAT general pipe methods outlined in

Sections 2.2 and 2.3 for each axial and radial control voiume node.

2.6.2 Radial Pewer Distribution Factors

The power generation profile for the nuclear reactor is generally not uniform in
the axial or radial directions. Some power shaping can occur through design measure,
but chermal hydraulic modeling should allow for non-uniform power distribution. The
methods for handling the axial power shape will be discussed in section 2.8. For the

radial power profile, a radial peaking factor method will be employed. The peaking
factors for each ring (PKR,) are determined such that the volume (or really the area)
weighted average of the factors is unity. The radial zones are depicted in Figure 1.4.

Numerically, this implies:

N PKRyAn _

A core

1.0, [2.83]
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where: 4, = n(r% - r,z,_l = area of core ring region n,
Acore = Zﬁ’:l Ap=mry = total core area and,
rn = radius to outer portion of nth ring.

The peaking factors can be determined from a predetermined power shape in the

following manner:
PKRy =~ Acwre _ _dn_ [2.84]

where: Q» = total power input to nth ring,
Qcore = total core power and,

G n.core = average power density for the ring and core respectively.

The power density used in the solid material for the heat is determined from the average

volume power density and the core voidage as follows

Q
qsolid,n = A, (1 "ne)AZ, [285]
. o_ Core Flow Area _ .
where: € = Total Core Area core voidage.

“he solid power densities are used for the calculation of the heat transfer from the

solid phase to the gas phase in each of the core rings.

2.7 Feedback and Control Reactivity
2.7.1 Point Kinetics - MIT/SNL Laws

The MIT/SNL Minimum Time Control Laws have been implemented in model
and actual operational reactors[B-8, B-9]. Their utility in maintaining control of the
reactor under many possible power trajectories, make it a strong candidate for the control
of space propulsion reactors. The fast startup and shutdown strategies required for
missions, require a robust and automatic control. The control laws have been

implemented in the single PBR element transient codes and the engine transient code.
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The implementation for the single element models, allow a desired power ramp
rate to be defined for the controller and the control drums are manipulated to obtain that

trajectory nearly exactly. The basic point kinetics equations are [H-3]

(t) B

-C%T(t) =P Py + }: ACi(0)

C:(t)= B‘T(t) ACi), i=1,2..1 2.81
where: T = amplitude or magnitude of the power,

p = net reactivity,

C, = concentration of the ith delayed neutron precursor group,

B, = fractional yield of the ith delayed neutron group,

B = total delayed neutron fraction (B =2 B;),

A, = decay constant of the ith precursor group,

A = prompt neutron generation lifetime and,

1 = number of delayed neutron precursor groups.

Six delayed neutron precursor groups are used for this study and the values used are

given in Table 2.3[P-3].

Table 2.3 Defauit Six Group Delayed Neutron Fractions and Decay Constants

B, A (sec”)
0.00029 0.01323
0.00168 0.03900
0.00149 0.13900
€.00322 0.35900
0.00101 1.41000
0.00021 4.03000

B =0.00790 A =33.5 usec

Inverse kinetics is used to determine the power level due to changes in reactivity.
The reactivity changes are caused by feedback effects and from the control devices. The

MIT/SNL control laws make use of the time rate of change of the reactivity and the
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desired power periods for different portions of a power ramp. The desired control drum

reactivity for a particular ramp can be determined as follows

1. A desired period (wp) for reactor power is determined for a particular ramp
time interval. The specification of this period for the transient engine model

is based of the nozzle chamber temperature and will be discussed in Chapter

4.

2. The desired period is compared to the measured actual period (;lt-) to
determine the desired rate of change of the period (®p) to bring the reactor to

the desired period,
. = 7
®p TFAL [2.87]

3. The total reactivity (p) at a particular time is the sum of the confrol drum
reactivity (p.) and the feedback reactivity (pf). The details of these
reactivities will be presented in the next section, but for now the total
feedback reactivity will be considered as the sum of the various feedbacks

pr=Xc Prg [2.88]

and the control reactivity is determined from the position of the control drum.
4. The rate of change of the feedback reactivity (pr) is determined from the

modeling of the feedback reactivities at various timesteps. Thus
3 (p‘f- ptf'l)
pr="—ar—" [2.89]
5. The desired rate of change of the c..itrol reactivity can be found using the
Alternate MIT/SNL Period-Generaied Minimum Control Law [B-8] as

I
Ppc=PB-p)wp—Agp- z{ Bi(xi - )“eﬁ’) - pf+A[d)D + (DD(O)D +7~ejf)]
=
[2.90]
ZAC,
2ACi
6. If the control drums were perfect, this reactivity would be instantaneously

where: keﬁ« =

added to the system. The total reactivity would be used to determine the new
reactor power level by

pi! =pl+prAt,
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+ .
pi! =pl+pLAt,
t+1 t+1 t+1

P =P *+Pc
Tt+At ZA,C:
an

p_pﬁ"l
1+At ——( T )

t Bi t+1
w1 _ C;+At 5T
i 1+At )\'i

Tt+l =

[2.91]

For actual control drum movement there are constraints on the speed of drum
rotation and possibly other reactor safety constraints that would make the reactivity from
the control different than from the calculated desired reactivity. These adjustments
would be incorporated into the determination of the control reactivity and then the total
reactivity. The power and neutron precursor calculations would remain the same for the
actual input total reactivity. The next section describes the feedback and control
reactivities associated with the NERVA and PBR reactors.

2.7.2 Feedback Reactivity
2.7.2.1 Moderator Temperature Coefficient

A simple moderator coefficient of reactivity was used for the particle bed reactor.
The coefficient of reactivity has been found to be slightly positive due to the increase of
thermal utilization factor with an increase of moderator temperature. Simple equations
for the coefficients were used, but more realistic equations could easily be added by

adding the coding to the COREHEAT subroutine. The basic equation is

o =0m( Tm = Trer ), [2.92]
where: pn = feedback reactivity due the moderator temperature,

o, = moderator temperature reactivity coefficient,

Tm = average moderator solid temperature and,

T,y = reference temperature (300K).

This coefficient is used only for the PBR reactor as its core has a heterogeneous

arrangement, while the NERVA core is nearly homogeneous.
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2.7.2.2 Fuel Temperature Coefficient

A simple equation for the Fuel Doppler/Temperature coefficient for reactivity
was chosen. The Doppler effect is small due to the highly enriched fuel, but never the
less important for initial transient response. It is especially important for the PBR due to

the positive moderator coefficient. The basic equation is

op=0p( Ty~ Trer ), [2.93]
where: pp = feedback reactivity due to the fuel temperature,

op = fuel temperature reactivity coefficient and,

T, = average fuel solid temperature.

2.7.2.3 Reactor Region Hydrogen Conten: Coefficient

There are several regions of the core that the hydrogen affects the reactivity of the
core. In the reflector region, hydrogen enters either as a liquid or a cool gas, while in the
core the hydrogen enters as a cool gas and exits as a hot gas. Studies for the NERVA
program split the worth of the hydrogen between these two regions[H-4,W-6]. The
hydrogen number density in a particular region determines its importance to the
moderating process. The density is roughly proportional to the fluid pressure and
inversely proportional to the fluid temperature. For the particle bed reactor, Reference
[P-3] used coefficients based on the temperature and pressure of the hydrogen.
Reference [H-4] and [W-6] used a hydrogen coefficient based on the mass content in the
volume. The mass and pressure coefficients will be positive due to the increase of
hydrogen content with each of these parameters. The temperature coefficient is in
general negative, due to the loss of moderating material with increasing temperature.

The basic equation used for the NERVA and PBR engines are
pp=0y My
pp=0p (PH"Pref)
pr=or (TH_Tre ) [2.94]
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where: py = feedback reactivity due to the mass of hydrogen in the region,

oy  =hydrogen mass reactivity coefficient,

My = mass of hydrogen in the region,

pp = feedback reactivity due to the pressure of hydrogen in the region,

op = hydrogen pressure reactivity coefficient,

Py = average pressure of hydrogen in the region,

P,,s = reference hydrogen pressure (101000 Pa),

Pr = feedback reactivity due to the temperature of the hydrogen in the region,
o7 = hydrogen temperature reactivity coefficient,

Ty = average temperature of hydrogen in the region and,

T,y = reference hydrogen temperature (300K).

2.7.2.4 Reflector Region Hydrogen Content Coefficient

The reflector is cooled from gamma and neutron heating by hydrogen gas flowing
through cooling passages. Because the hydrogen is a strong moderator, the amounts of
hydrogen in this region can have a large affect on the reactivity. The hydrogen can be in
the gaseous phase or near liquid phase as is passes through the reflector. Coefficients
based on the hydrogen mass content and the reflector solid material temperature were
used in the NERVA program[H-4,W-6] and was implemented in this research. The

reactivity worth equation used is

Pr =aRHMRH+aTR(TRs_Tref)a [2.95]

where: pr = feedback reactivity due to the reflector conditions,
ogy = reflector hydrogen mass reactivity coefficient,
Mpy = mass of hydrogen in the reflector region,
orr = reflector temperature reactivity coefficient and,
Tps = average reflector solid temperaiure

2.7.3 Control Reactivity
2.7.3.1 Control Drum Worth

The control mechanisms for the space nuclear propulsion concepts consist of
cylindrical drums located symmetrically in the reflector region outside of the core. A

typical drum will be made of some moderating material, such as beryllium (Be). The
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poison material, such as boron carbide (B,C) is located over a 120 degree arc of its outer
surface. With the drum rotated fully inward, the arc of poison material is centered at the
zero degree position. As the drums are rotated outward to the 180 degree position, the
poison material is replaced by moderating material, thus adding reactivity. A schematic

of the layout for one control drum is shown in Figure 2.13.

Reflector

Fuel Region

Figure 2.13 Typical Control Drum and Reflector Layout

The differential control drum worth is assumed io be sinuscidal. The user
specifies the total rod worth and the computer programs determine the reactivity as a

function of drum rotation by the equation[ W-6]

pc =B ICW cos(8.), [2.96]
where: p. = control drum reactivity,

ICW = integral control worth for the full span of drum rotation in units of B,

0. = angle of control drum rotation.

The p. determined by equation 2.90 is the desired rate of reactivity change in order for
the reactor to have the desired power trajectory. This desired reactivity rate is used as the

control signal for the control drum positioning. Because the control drums have limits

on how fast and far they can be rotated and have a positioning lag time, these
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considerations must be modeled. The following equations show the process by which the
simulated "actual" drum position and rate of change of reactivity are determined. The

demanded reactivity is found from the demanded rate of change of reactivity by
P =pE+ALpL . [2.97]

The demanded drum rotation angle is found by inverting equation 2.96, where

t+1
8! = arccos Ped [2.98]
cd = BICW | '

The drum inertia time lag effect is accounted for in a similar fashion to the TBCV stem
positioning in equation 2.78. The actual drum position, with no speed limit on the drum
rotation, is found by

ec +AcrpAt (-)‘”
1 +AcrpAt

t+1 _
c

[2.99]

The required drum rotation speed is then found by finite difference with respect to time,

Nl t1 _ gt
o =2 0. [2.100]

The value determined by equations 2.100 is capped so that the maximum speed in either

direction is the user defined maximum rotation speed,

At+l

éf,-ﬂ =4min (ec,max, éc

). [2.101]

Then the actual control drum position is found from the actual drum speed,

oLl =0 + At 8L [2.102]
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The rate of change of reactivity is than found from the time derivative of equation 2.95,
pil = BICW sin(05 )0 . [2.103]

Equation 2.96 is then used to find the reactivity due to the control drums and the
equation 2.91 is used to find the current time step power level and delayed neutron
precursor concentrations. The power level represents the total energy released. A certain
fraction of this power will be delayed by fission product decay heat precursors. The

modeling of the decay and the impact on the total power is included in the next section.

2.8 Decay Heat Power

Decay heat has been modeled using six groups of decay heat precursors. The
SAFSIM code has definitions for up to eleven groups[D-1], but five of the groups have
decay constants that are long enough and effective yields that are low enough that they
can be neglected. This is justifiable because the maximum single burn time for a rocket
engine is only one hour. The decay power is included in the total heat power added to
the regions much the same way that the delayed neutron population is included in the
total neutron population. The total decay power is the sum of the effective decay powers
from the individual decay heat precursors. The power that is released almost
immediately from fission will be considered as prompt power and it is weighted by a

factor to account for the fraction of total power that is not decay heat power. In equation
form, the individual decay heat power and the total effective power (Qror) are

Ot =(1-T) Qp+ X OpHi» [2.104]

6
where: T'= 3, T; = total effective decay heat precursor fraction,

i=1

I; = fractional yield of the ith decay heat precursor group,

OpH; = effective decay power from ith decay precursor group,

Op = prompt fission power calculated from the point kinetics and,

A; = decay heat precursor decay constant for the ith group.
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The default values used for the decay heat precursor fractions and decay constants are

given in Table 2.4[D-1].

Table 2.4 Default Decay Heat Precursor Fractions and Decay Constants

I; A, (sec”)
0.00299 1.77200
0.00825 0.57240
0.01550 0.06743
0.01935 0.00621
0.01165 4.739¢-4
0.00645 4.810e-5

B = 0.00790 A =33.5 usec

2.9 Power Shape and Flow Resistance Distributions
2.9.1 Axial Power Distribution - Skewed Sine with Extrapolated Length

A means for providing variable power shapes based on the cosine shape was
developed. Shapes can be generated that allows variable locations of the peak power and
variable amounts of peaking of the power shape. Peaking factors based on the number of
axial positions are generated that are defined so that the average power der_ity of the

core is maintained. Figure 2.14 depicts the general shape and parameters used to define

the power shape.
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PKZ(z)=K z sin[n (xi+tz)/Le ]

Figure 2.14 Skewed Sine with Extrapolated Length Axial Power Shaping

The average power density along the axial direction can be determined from

@rraL={"[" G2 2mrdrde, [2.105]
0 Jdo
where: (§) = average core power density,

a(r,z) = power density of core as a function of position,

L = axial length of active core and,

ro = outer radius of the active core.

Using separation of variables, the power density can be define as
g (r,z) = PKR(r)- PKZ(z)- (q) [2.106]

The core radial power distribution function (PKR(r)) has already been discussed in
Section 2.6.2 and is implemented through peaking factors. The axial power shape

function is assumed to be a sine function with extrapolated lengths. In other words

PKZ(z) = K;sin (M)

Le
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i i+
K= %f‘—[cos (%—) ~ cos (-’5%)] [2.107]

where: L =Ce- L = extrapolated length,

Ce = extrapolation length multiplication factor,

x;=8e X = position on the extrapolated length that fuel begins,

Xio = position on the extrapolated length that fuel begins when
the peak is at the center of the active fuel length,

Se = skewing factor to determine the beginning of active fuel,

z = axial position, measured from the start of active fuel and,

K; = factor found by integrating the power shape and

normalizing to 1.0

By defining C. and S, the power shape is determined by only knowing the active fuel
length. The power shape is discretized for the number of axial nodes and is normalized

to ensure that the average of the axial peaking factors is equal to unity. These variables

are coded into the simulation model variable COSCHOP by ssOcc.cc, where ss is equal to
ten 10 S, and cc.cc is equal to Ce.

2.9.2 PBR Element Radial Power Distribution - Exponential

The particle bed reactor fuel has a large amount of self shielding of neutrons and
the hot frit can act as a neutron poison. In order to simulate this effect, an exponential
decay shape was chosen for the radial profile in the bed. Equation 2.106 defines the core
power density as a combination of a radial shape function and an axial shape function.
For the particle bed reactor, this shaping can be applied to the element itself. Figure 2.15

depicts the general shape and parameters used to define the radial power shape.

€

Figure 2.15 Exponential Power Shaping for the PBR Fuel Element
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The radial power shaping function is defined as

PKR(r) = K,e* "

rz(rg —r? )

= ) 2.108
"= AetroR-r)~ R-1)] 121081
where: T= 1In® - _ exponential power shape factor,

(ro=ry)
r; = inner radius of the fuel bed,
ro = radial position in the fuel bed as measured from the inner radius,
R= Z—o = ratio of outer edge power to the inner edge and,

i

K, = factor found by integrating the power shape and normalizing.

As was performed for the axial power shape, the radial shape is discretized for the
number of radial nodes. The node peaking factors are normalized so that the average is
equal to unity. Typical values for R range from 2.5 to 4.0. This variable is named
TAUFAC in the simulation model input files. The power shaping for the one
dimensional element model only requires the radial peaking factors developed here. For
the two dimensional SIMBED model, both the axial and the radial peaking factors can be
applied to the fuel bed nodes. The peaking factors were used io allow the
implementation of power shapes determined from reactor physics calculations. These
calculations could be performed using the thermal hydraulic and control drum feedback
values. The output from these calculations could then be used to determine the peaking

factors that are used in the engine simulation code.

2.9.3 PBR Ceold Frit Flow Resistance Distribution

2.9.3.1 Introduction

Modifications were made to the SIMBED code to allow evaluation of a PBR fuel
element with an cold frit with variable flow resistance along its length. Varying the
resistance has been proposed as a means of distributing the flow to ensure proper fuel

cooling. Simple linear and parabolic shapes were selected as representative distributions.
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These distributions were normalized so that the average resistance is equal to the original

uniform resistance. This section describes the methodology used for generating these

distributions.
Y(z)” \L Y2
Y3
Y1 I
i y v
Z3 S< V4
< L >

Figure 2.16 Linear Cold Frit Flow Resistance Parameter CFDIST Nomenclature

2.9.3.2 Linear Distribution

The generalized shape used is depicted in Figure 2.16. By specifying the ratio of
maximum to minimum flow resistance, the relative axial position of the minimum
resistance, and that the slopes of the lines are equal in magnitude, the distribution is
defined. Integrating along the length of the cold frit allows one to find the normalization
coefficients and the distribution equation. This is developed in the following equations.

The area beneath the curve is normalized to one by equation 2.109.
L=Y1-L+05(Y2-Y1)-Z2+0.5(Y3-Y1)-Z3

-1 z(n_ B(B_
1=Y1+0.5Y1 L(Yl )+0.5Y1 L(Yl ) [2.109]

Because the magnitude of the slopes of the lines are assumed to be equal:

B_\=(2_,).2 i
( 7] ) ( i 1) 7 (from slopes assumption) [2.110]
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Substituting Equation 2.110 into 2.109 yields

- 2
1=Y1[1.0+O.SSSJ(CFJ-— 1)+O.5%(CFJ— 1)] [2.111]

where: SSJ =Z2/L
CFJ=Y2/Yl.

Finally, the coefficient of interest, Y1, is determined by the inverse of 2.111 as:
Y1=S88J- {SSJ+0.5(CFj-1)[SS/2 +(1 —SSJ)Z]}-I [2.112]

The cold frit resistance distribution is then found by:

L—(1-
Y(z)=Yl+[1.O+(CFJ—-1)|Z/ gSJSS’)'] [2.113]

This was derived for the case where Z2/L is greater than 0.5, but by a simple
transformation, the same equations hold for the case when Z2/L is less than 0.5. The
input variable for the simulation models is CFDIST as is coded as ssOcc.cc, where ss is
equal to 100 SSJ and cc.cc equals CFJ.
2.9.3.3 Parabola Distribution

The distribution shape used for the parabola, of general form y=az’, is shown in
Figure 2.17. The same definitions for SSJ and CFJ will be used in the development of
the distribution coefficient and equation. The CFDIST is also defined the same, except

that a minus sign is put in front to specify the parabola distribution.
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Figure 2.17 Parabolic Cold Frit Flow Resistance Parameter CFDIST Nomenclature

Integrating and normalizing the distribution function yields the following:

2 2
L=Y1-L+jOZB(Y3—Y1)(Z—_Z§Zé) dz+j;3(yz—n)(£‘7zzi) dz

B-1D),,, (2-1),,

L=Y1-L+-— 3

3=Y1[3+(%—1)(1—ss1)+(§,12——1)ss1]. [2.114]

Since the distribution is a parabola, the following relation holds

(B-0)- ()8 -5

Substituting these relations into Equation 2.114 yields,

(1-8s))3
SJ2

3= ﬂ[3 +(CFJ-1)———+(CFJ- I)SSI] [2.115]

The Y1 normalization factor is found by the inverse of Equation 2.115 as
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Y1 =3S8SJ2{3 88J2 + (CFJ-1[(1 -8SJ))3 +88)°]} ! [2.116]

The parabolic cold frit resistance distribution is then

_ (CFI-Dlz_q_ 2
Y(z)—Y1[1+ o [L a SSJ)]} [2.117]

2.10 Hydrogen Properties Routines
2.10.1 General

Thermal Hydraulic analysis is often limited by the thermal property values used
by the computer codes. The hydrogen propellant used in the nuclear rocket systems is
stored and pumped as a liquid, is heated to a low temperature gas before entering the
core, and then is rapidly heated to dissociation temperatures. This makes it impossible to
simply assume perfect gas relations. The properties of hydrogen over this broad range
are not easily placed in simple equation form. Figure 2.18 shows the behavior of the heat
capacity of hydrogen as a function of pressure and temperature[M-4]. It was decided to
derive the calculations with enthalpy rather than temperature and heat capacity due to the
two phase conditions in part of the flow stream and the steepness in portions of the heat
capacity curves. Once the enthalpy and pressure are known, the other properties
including temperature can be determined.

Routines have been developed to either fit to correlation curves or perform
tabular lookup of National Bureau of Standards properties. Several codes were

investigated by the author and are summarized in the next sections.

2.10.2 NASA Lewis - STATE Properties Subroutine to S000K

The routine STATE was used by the CAC code [C-2, 1I-2]. It consists of curve
fits over three ranges of pressure and temperature. The code is able to model hydrogen
properties up to 5000 K. The code, however, does not account for dissociation at the
higher temperatures. This introduces some errors. Reference [H-2] indicates that the
model is accurate to a 2% standard deviation to 1800 K at 0.1 MPa and to 2200 K at
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10MPa. Above these temperatures, the errors grow as more dissociation occurs in the
real gas properties. Because most chamber temperatures are anticipated to be higher that

1800 K, this code was not selected for use.

2.10.3 Brookhaven - Tabular NBS Properties to 3006 K

The hydrogen properties routines used in the SIMBED code are in the form of
separate subroutines. The temperature is if found from the enthalpy and pressure, and
then all other properties are found and a function of temperature and pressure. Values
for the heat capacity, viscosity, thermal conductivity, density, and volumetric heat
capacity can be determined. The data sets for these routines are limited to 3000 K.
Above this temperature, the routines will simply use the property values associated with
3000 K. Because some reactor concepts have chamber temperatures above 3000 K, this

set of subroutines was not selected for use in the modeling developed in this research.

2.10.4 NASA Lewis - NBS-pH2 Properties Subroutine to 10,000K

As part of the NASA Lewis Research Center modeling effort, James Walton has
developed a computer program that provides hydrogen properties over the temperature
range of 13 K-10000 K and the pressure range of 1 kPa-16 MPa[W-2]. The properties
provided are: heat capacity, ratio of specific heats, speed of sound, Prandtl number,
therma! conductivity, density, viscosity, gas constant, and two phase quality. It consists
of tables generated from the NBS nomographs and calculated extrapolations for data
above 3000K. It accounts for the dissociation of hydrogen at the higher temperatures. It
should be noted that there is limited test data at the higher temperatures and much of the
extrapolation method is based on chemical theory. The NBS-pH2 routine was selected
for use due to the wide temperature and pressure range for the hydrogen properties and

because accommodations are made for the dissociation of hydrogen.
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Figure 2.18 Specific Heat of Parahydrogen at Constant Pressures from Reference [M-4]

2.11 Chapter Summary

This chapter has presented the basic models and governing equations used by the
various computer codes developed as part of this research. This includes equations for
the fluid pressure drops, for the heat transfer from the solids to the fluid for various
geometries, and for the power shaping peaking factors. Reactivity models and the point
kinetics models for transient power and control of the reactor is also presented. A brief
discussion on the available hydrogen properties routines is provided. In the next chapter,

results of efforts to model the particle bed reactor fuel element will be presented.
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Chapter Three - Particie Bed Reactor Modeling

3.1 Introduction

In this Chapter, the modeling of the particle bed reactor fuel element is presented.
A basic overview of the fundamentals of porous media flow is given in order to better
understand some of the implications of the multidimensional flow patterns in the packed
bed. The discussion proceeds to one dimensional radial modeling of prototypic fuel
elements under steady state and transient conditions. The improvements and
enhancements to existing computer models is presented as a means to benchmark the
element model that is to be used in the full core model. A discussion on the effort to
model the PBR element in a radial and axial directions is then presented in Section 3.4.
In that section, the capability to model the basic flow characteristics is used as a way to
show confidence in the models. Finally, an analysis on the flow stability in the bed is
presented in Section 3.5. The results of this analysis have been used to identify operating
conditions of the element that ¢ould lead to unstable flow conditions and fuel damage.

For the PBR fuel element studies two element geometries were selected. The
PIPE experiment element dimer.sions are used to benchmark the new computer codes
relative to the ones presented in References [T-1] and [C-5]. For the baseline PBR fuel
element, a geometry is selected so that the power and flow requirements of the core can
be meet while maintaining the exit Mach number less than 0.25. A full listing of the
input files is given in Appendix A. The key dimensions of these elements are given in
Table 3.1

Table 3.1 Fuel Element Dimensions used for PIPE and Baseline PBR

Parameter PIPE Baseline PBR | Units
Hot Frit Inner Radius 14.250 20.200 mm
Hot Frit Outer Radius 15.000 22.700 mim
Cold Frit Inner Radius 27.500 32.700 mm
Cold Frit Outer Radius 29.434 35.700 mm
Inlet Plenum Inner Radius 44.580 38.700 mm
Fuel Bed Length 0.256 0.600 m
Fuel Particle Outer Diameter 0.500 0.500 mm
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Parameter PIPE Baseline PBR | Units
Fuel Region Porosity 0.400 0.370

Cold Frit Porosity 0.685 0.500

Cold Frit Particle Diameter 2.700 2.700 um
Cold Frit Viscous Coefficient 7410 E+12 | 1.307E+13 | m?
Cold Frit Inertial Coefficient 6.860 E+5 4.252 E+7 m’
Hot Frit Porosity 0.230 0.500

Hot Frit Hydraulic Diameter 0.100 0.100 mm
Hot Frit Viscous Coefficient 3.000 E+10 | 6.882 E+9 m?
Hot Frit Inertial Coefficient 7.000 E+4 | 2.0276 E+4 m’

3.2 Porous Media Flow

In order to adequately model the particle bed reactor fuel element, an
understanding of the flow in the porous media is required. The Ergun relation, or
correlations in the form of viscous and inertial terms, have become the standard form for
the pressure drop[E-1,C-4,S-11,V-1]. As presented in Section 2.3.21 it is a function of

the solid material porosity and shape, and the fluid viscosity, density, and velocity:

dP _ 1o, (1-g)? (1-¢) 2
i 150 D12,83 Hug +1.75 ————-—Dp€3 pus . [2.29]

The solid material geometry can be designed so as to minimize adverse effects on the
flow pattern. The impacts of the porosity and particle size are discussed in the next two
sections. Section 3.2.3 is a consolidated presentation on the effects of varying the system
pressure and flow rate, hence the impact of the density and the viscosity of the gas on the

pressure drop.

3.2.1 Material Size Effects
The packed bed material size and shape affect the pressure drop across the bed.
Because the PBR fuel particle is generally spherical, only size effects need to be

considercd for nominal operating conditions. By holding all terms but the particle
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diameter constant, the impact of the particle size can be shown. As the particle size is
increased the pressure drop across the bed for a fixed flow rate is reduced. This is due to
the Reynolds number and the interstitial flow area becoming larger. The trend for the
flow resistance with respect to the particle size is represented in Figure 3.1 for the

baseline PBR fuel element in terms of the effective flow resistance.
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Figure 3.1 Impact of the PBR Particle Diameter Size on the Pressure Drop

3.2.2 Material Porosity Effects

The porosity of the packed bed is another important term in the pressure drop
correlation used for the study of the PBR fuel element. Holding all but the porosity
constant, the impact of the bed porosity can be shown. As porosity is increased, the
pressure drop is reduced due to the reduced flow resistance of the larger flow area.
Figure 3.2 depicts the flow resistance as a function of porosity for the baseline PBR fuel

clement.
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Figure 3.2 Impact of the PBR Fuel Bed Porosity on the Pressure Drop

The average porosity can be used to determine nominal pressure drop response,
but multidimensional studies should also include effects due to nor-uniformities in the
bed packing. Non-uniformities in the porosity may be due to wall effects or due to the
randomness of packing in regions not influenced by a wall. The porosity varies as a
function of the distance from a wall surface and particle diameter. The distribution has
been shown to be an oscillatory exponential decay [B-10, R-2] but can be adequately
modeled as a simple exponential decay [C-4, V-2, V-3]. The SIMBED code uses a

relation to determine this porosity distribution as{C- 4]:

]}; [3.1]

PSS
€. COXP D, )|

where: €. = bed average porosity,
b = fitting parameter, taken equai to 2.0,
x = distance from the wall and,
D, = particle d:ameter.

This variation converges to the bed average after a distance of several particle diameters

into the bed, but is important because "channeling" of the flow can cause the velocities at
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the edges to be high. This will cause some amount of flow to bypass the main bed area.
This effect is depicted in Figures 3.3 and 3.4 from the results of a SIMBED case run on
the baseline PBR fuel element operating at full power. The figures show the radial and
axial velocities in the fuel bed region. The channeling flow is clearly shown at the top
and bottom of the element. While these velocities are high, the area affected is on the
order of three particle diameters. These higher velocity streams cause the temperatures
in these regions to be lower than the bed average, as will be shown in Section 3.4. The
bed average velocity reaches about 11 m/s for this case, with a slightly higher value at
the lower end of the element due to the larger pressure gradient from top to bottom and
the resulting larger pressure drop along the bottom radial sections.

Figure 3.4 shows that there is a small tendency for some flow to be directed
axially along the bed toward the exit end of the element. As will be shown in Section
3.4, this is due to the pressure gradient in the outlet channel region. Because the PBR
fuel element has a hot frit that does not allow axial flow and the axial flow is defined as
zero at the wall boundary, the axial flow must mix with the high velocity stream lines at
the element top and bottom. This causes the positive peak at the upper end of the element
and the negative dip at the lower end of the element.

Local porosity variations within the average bed will also have an effect on the
flow distribution. Reference [S-11] describes the two dimensiona! effect on flow as it
passes through a medium with a variable porosity. They indicate that lateral variations in
the resistance to flow can cause flow maldistributions and cross flow effects. They also
show that the effects are local if there exists sufficient flow length around the area of
different porosity. The basic phenomenon cbserved is that the flow tends to redistribute
from lower porosity areas to higher porosity areas. This is expected, due to the reduced
flow resistance of the larger porosity, as was discussed earlier in thic .ection. A further
discussion of this effect is given in Section 3.4.2.3 as a means of demonstrating the
capabilities of the SIMBED code.
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3.2.3 Heat Transfer Effects

For the heat transfer, a good reference for various correlations in use is Reference
[B-11]. The Nusselt number developed by Achenbach has been used for the heat transfer
in the fuel bed region by several authors and was chosen for use in the modeling for the
PBR in this study[A-1, C-4, D-3]. The use of a properties code that accounts for the
dissociation of hydrogen at higher temperatures allows the affects of the widely varying
heat capacity of the hydrogen to be shown. By varying the system outlet pressure while
maintaining the same power, the effect on the pressure drop due to the gas density can be
shown; as is depicted in Figure 3.5. The flow rate at the higher pressure is actually
slightly higher, due to the lower heat capacity of the gas. In order to maintain the same
temperature rise across the bed, the flow rate at lower pressure was 0.531 kg/s, while at
the higher system pressure the flow rate required was 0.543 kg/s.

The influence of the viscosity on the pressure drop is seen in Equation 2.29. Any
rise in the gas temperature will raise the average viscosity and therefore the pressure
gradient. This is more of an effect at lower flows, because the second inertial term will

begin to dominate at the higher flow rates.
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3.3 One Dimensional PBR Element Model
3.3.1 Steady State
3.3.1.1 Casey's STEADY Computer Code

The steady state code STEADY written by William Casey as part of his Master's
Thesis work[C-5], was a program written in the C programming language. It modeled
the element in three control volumes and solved for the element conditions given the inlet
temperature, inlet and outlet pressures, and the power density. The primary outputs from
this program were the outlet temperature and the element mass flow rate. The code was
used as a development tool for the transient version of the program. Results from the
cases agreed with two dimensional HTWCOOL model developed by Tuddenham in
Reference [T-1]. This model is limited in the number of control volumes used and in
that the hydrogen properties are based on ideal gas assumptions and curve fits for the
thermal conductivity and heat capacity as a function of only the gas temperature. The
computer code was reprogrammed in the FORTRAN language by this author and then
modified to allow different boundary conditions to be specified. These codes will be
discussed in the next section.
3.3.1.2 Witter's Family of Computer Codes

Measures for the performance of a rocket engine usually include the nozzle
chamber pressure and temperature. The power density of the fueled region is a
performance measure for the reactor core. To accommodate studies based on these
performance measures, the program structure of STEADY was altered to specify the inlet
and outlet temperatures, the outlet pressure and the fuel region power density. The
program Particle Bed Reactor - Find Mass flow rate & Pressure (PBRFMP) iterates to
solve for the inlet pressure and flow rate. The Casey STEADY code was also limited in
the number of nodes in the fuel region. The capability to study the fuel element
temperature profiles was added by allowing the user to specify up to ten zones for the
fuel region. This code was named PBRFMPD for PBRFMP Detail. Sample results for

the temperature and pressure through the baseline element are shown in Figure 3.6.

100



8,200 3,500
—#— Solid Temp. ]
- - Hydrogen Temp. 4 3,000
oih - 2,500
~ 7,800 |- NG ] -
g . | oo S
X a < 2,000 ©
) 1 o
= 7,600 |- 8
@ ' 11500 §
: i 3
7,400 Pressure [m] 3
-{ 1,000
7,200 4 s00
0 ]
7'000 /A Lo P U NS BTN R | P T | PR Y L (o]
18 20 22 24 26 28 30 32 34 36 38

Element Radial Position (mm)

Figure 3.6 Temperatures and Pressures in Baseline PBR Element from PBRFMPD

3.3.1.3 Comparison of results from STEADY and PBRFMP

A comparison was made of the results presented by Casey in Reference [C-5].
The PIPE element dimensions, an inlet temperature of 300 K, an inlet pressure of 2000
kPa, and an outlet pressure of 1915 kPa were used for the calculations. The results for
various power levels are presented in Table 3.2. The table shows good agreement with
the temperatures and improving agreement for the flow rates as the power levels

increase. Some of the differences are due to the additional control volumes modeled and

due to using the NASA NBSpH2 hydrogen properties routine.

Table 3.2 Comparison of Casey's STEADY and Witter's PBRFMPD Model Results

Power Level STEADY PBRFMP STEADY PBRFMPD
Temperature Temperature Flow Rate Flow Rate
(GW/m’) (K) (K) (g/s) (g/s)
0.000 300.000 300.000 53.200 51.000
1.000 1000.000 1000.000 44.325 43.054
2.000 1868.420 1868.000 36.775 36.722
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3.3.2 Transient
3.3.2.1 Casey’'s UPPOWER Computer Code

Another code written by William Casey was the transient version of the STEADY
model, named UPPOWER. This code allows the user to specify ramps for the inlet
temperature, the inlet and outlet pressures, and the power level. The program uses these
boundary conditions for the solution of the mass flow rate and outlet temperature. The
UPPOWER model was shown to agree well with the transient results from Tuddenham's
HTWCOOL program[C-5]. In his recommendations and future work section, Casey
alluded to an apparent lag in the response of the system and the desire to add some form
of power input that would mimic a reactor better than linear power ramp inputs. In the
same approach that was use for the STEADY code, the UPPOWER code was rewritten
in FORTRAN and the extra control volumes and other enhancements added. Point
kinetics and the MIT/SNL control iaws were implemented with feedback reactivity in
order to model the reactor power transient response. Additionally, the capability for
three successive boundary condition ramps was added. The resulting TRIple TRANsient
(TRITRAN) code will be discussed in the next section.
3.3.2.2 Witter's TRITRAN Computer Code

The TRITRAN code was written to model the PBR element using point kinetics
to model the reactor power level. The inlet temperature, inlet and outlet pressures, the
reactor power density at the ramp endpoints, and the duration of the ramps are input by
the user. The MIT/SNL control laws are utilized to place the reactor on the user defined
power ramps. Sample feedback reactivity coefficients are used for the fuel temperature
and the hydrogen pressure and temperature in the fuel region. The required reactivity
and the feedback reactivity are used to determine the required control reactivity. This
reactivity is then converted into a required control drum response by using the relation of
equation 2.97 in Section 2.7.3.

The thermal lag noticed by Casey turned out to be a programming error with
respect to the mass of hydrogen in the fuel region control volume. In the code as it
appears in his thesis, the mass of the fuel is averaged with the mass of the hydrogen to
determine the inertial mass of the control volume. The correct mass to use is only the

hydrogen mass in the free volume space of the fuel bed. When this change was made,
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the response of the system improved, but at the expense of having to reduce the time step
down to the level comparable to Reference [T-1]. Once the point kinetics power was
added, the time steps used had to be reduced from 100 ms to less than 1 ms in order for
the solution to be numerically stable. A change in the heat transfer correlation was also
implemented in the TRITRAN code. Instead of using the Nusselt number correlation
used in UPPOWER, the Achenbach correlation was implemented.

A second version of the TRITRAN code was written using the same solution
method, but takes the inlet temperature, the inlet pressure, the power density, and the
mass flow rate as the variable boundary conditions. This allows a more reaiistic
approach to the problem of modeling a rocket system, because the more probable system
knowns are these parameters.

The code was benchmarked to the simple transient that appears in Reference
[C-5] and was then used to help understand the response on the reactor system to a down
power and to a rapid startup. Results of the benchmark cases and one of the rapid triple
ramp transients are presented in the next section.
3.3.2.3 Comparison of results

The benchmark uppower case run was for a power ramp from 0.2 to 2.0 GW/m®
in one second. Because the point kinetics can not start from 0.0 GW/m® and the reactor
is limited in the period that can be tolerated, a beginning power level of 0.2 GW/m® was
selected for the starting point. The transient ramp boundary conditions used are given in
Table 3.3. The fuel element geometry and material properties are the same as those
given in Reference [C-5] and Table 3.1 for the PIPE fuel element.

Table 3.3 TRITRAN Benchmark Case Boundary Condition Endpoints

Boundary Condition Start Point | End Point Units
Time 0.200 1.200 sec
Power Density 0.200 2.000 GW/m®
Inlet Temperature 300.000 300.000 K
Inlet Pressure 2000.000 2000.000 kPa
Qutlet Pressure 1915.000 1915.000 kPa
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Figures 3.7 through 3.10 depict the results of the case for various output
parameters. Figure 3.7 shows the temperature response for the hydrogen at the inlet,
outlet, and the fuel zone average and the response of average effective temperature of the
solid fuel material. The gas temperature rises as the interface heat is added to the gas
phase. The outlet temperature response is faster than that of UPPOWER by
approximately 2 seconds. This response better matches the reference standard of
HTWCOOL used by Casey as both TRITRAN and HTWCOOL reach the steady state
value of 1868 K at about 4 seconds after the end of the of the power ramp. This can be
attributed to the correction to the calculation of the hydrogen mass in the fuel control
volume.

The neutron power, interface power and required control drum response are
shown in Figure 3.8. The control drums rapidly rotate outward until the desired reactor
period is satisfied. As the fuel and hydrogen heat up, the drums must rotate outward in
order to maintain the neutron power on the desired trajectory and to level it at the desired
2.0 GW/m3. The drum rotation follows the trajectories of the interface power and the
temperatures. The interface power is the power that is transferred from the solid material
to the gas phase. This power lags the neutron power due to the energy required to heat
the fuel particles to the new steady state temperature. As was the case for the
temperature trends, the interface power response is faster than that of Reference [C-5],
but is closer to the HTWCOOL reference standard. As the temperatures reach near
steady state, the control drums begin to rotate inward slowly in order to maintain a zero
period while the delayed neutron precursors build in to their new steady state
concentrations.

The curves in Figure 3.9 show the response of the mass flow rate and the system
pressures. As the element heats up, the flow resistance terms increase as the density of
the gas is reduced and the viscosity is increased. This effect was described in Section
3.2. The flow rate is reduced because the inlet and outlet pressures are fixed. The gas
conditions at the cold frit do not vary much, therefore, as the flow rate decreases, the
pressure drop across the cold frit also decreases. The lower pressure drop causes the fuel

region inlet and average pressure to increase. The flow rate converges to a new steady
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state value of 0.037 kg/s, which is consistent with the flow found for the steady state
PBRFMPD case presented in Table 3.2.

Finally, Figure 3.10 shows the response of the various reactivities. There were no
constraints put on the reactivity so the initial ramp response adds nearly one dollar of
reactivity. The total feedback reactivity is dominated by the temperature feedback and
reaches the new steady state value at the same time as the system temperatures. The total
reactivity required has the peak shape due to the MIT/SNL control laws operating on the
rate of change of reactivity and then continues to drop in order to steadily maintain the
2.0 GW/m3 power level. The build up of the delayed neutron precursors can be inferred
from this convergence to a required reactivity of zero. The control drums must initially
rotate out more quickly once the end state power is reached due to negative reactivity
added by the rapidly increasing system temperatures. Then as the steady state
temperature is reached, the drums rotate inward to counteract the build up of the delayed
neutron precursors. The control reactivity is then simply the difference between the

required reactivity and the feedback reactivity.
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After the successful UPPOWER benchmark case was completed, the TRITRAN

program was used o simulate a simple downpower transient. The endpoints used f'r this

transient are given in Table 3.4. The parameter responses to this transient are given in

Figures 3.11 through 3.14. The initial and final conditions converge to the values given

in Table 3.2 for the steady conditions at 2.0 and 1.0 GW/m’, respectively.

Table 3.4 Endpoint Values used for 2.0 to 1.0 GW/m® Ramp in 1.0 Second

Boundary Condition Start Point | End Point Units
Time 0.200 1.200 sec
Power Density 2.000 1.000 GW/m®
Inlet Temperature 300.000 300.000 K
Inlet Pressure 2000.000 2000.000 kPa
Outlet Pressure 1915.000 1915.000 kPa

Figure 3.11 shows the response of the system temperatures. The temperature

reductions lag the neutron power ramp due to the thermal capacitance of the fuel

material. There are no cases of this sort in Reference [C-5] or Reference [T-1] with
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which to make a comparison, but the temperatures do start and end at the steady state
values given by each reference.

The power and control drum response are shown in Figure 3.12. The control
drums are required to rotate inward continuously to keep the power on the desired
downward trajectory and to counter act the positive feedback from the cooling of the fuel
and gas. The neutron power follows the desired 1.0 GW/m’ ramp in one second, while
the interface power lags. This excess interface power is the power mismatch required to
cool the fuel particles to the new steady state temperatures. The power eventually
converges to the steady state value of 1.0 GW/m’.

Figure 3.13 shows the response of the system pressures and the element mass
flow rate. Because the system is cooling down, the density of the hydrogen is increasing
and the viscosity is decreasing. These combine to reduce the flow resistance terms in the
Ergun pressure drop relation. The flow rate increases to its steady state value for the
fixed inlet and outlet pressure at the new power level. The bed inlet pressure and average
pressure decrease due to the increase flow through the cold frit causing a larger pressure
drop across this node.

The response of the reactivities is shown in Figure 3.14. The total reactivity
required drives negative during the initial ramp down to maintain the reactor on the
required negative period. Once the new power level is reached, the positive slope
indicates the decay of the delayed neutron precursor concentrations. The total reactivity
remains negative until the mismatch is removed between the actual delayed neutron
precursors and their steady state values. The feedback reactivity follows the temperature
cooling and is a positive addition. The conirol reactivity is the difference between the
required total reactivity and the feedback reactivity, so the control reactivity will
converge to a new value less than the original steady state value in order to maintain the

total reactivity at zero.
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As a final demonstration of the capabilities of the TRITRAN computer code, a
startup scenario was simulated using endpoint conditions from a NERVA engine
startup[W-6]. The time chosen for the temperature ramp is much shorter than the
NERVA startup in order to demonstrate the rapid response of the particle bed reactor
concept. The first ramp is meant to model the initial turbopump bootstrap. The second
ramp simulates the rapid increase in the outlet temperature to the rated value in order to
minimize the propellant flow at lower temperatures. The final ramp models the final
pressure ramp to bring the element to full thrust. Desired outlet pressures and
temperatures were input into the PBRFMP steady state code to generate the endpoint
inlet pressures. These pressures were then used as inputs to the TRITRAN code. The
endpoint values for this transient are given in Table 3.5. The results of this transient are

presented in Figures 3.15 through 3.18.

Table 3.5 Endpoints Values for the Triple Transient Ramp Startup Scenario

Boundary Condition | Start Point | Point 1 Point 2 | End Point | Units
Time 1.000 6.000 16.000 19.000 sec.
Power Density 0.010 1.000 7.500 10.000 | GW/m’
Inlet Temperature 300.000 300.000 | 300.000 | 300.000 K
Inlet Pressure 350.000 | 1000.000 | 2400.000 | 3475.000 kPa
Outlet Pressure 100.000 500.000 | 2050.000 | 3100.000 kPa

Figure 3.15 shows the response of the system temperatures. The inlet
temperature was held constant throughout the transient. The outlet temperature near the
end of the first ramp begins to rapidly increase as the power is increasing by a factor of
100 in 5 seconds. The second power ramp is slower so the temperature shifts into a new
rate of increase. This rate increases as the power increases and the pressure drop across
the element is decreased. At the end of the second ramp, the outlet temperature is
supposed to have reached its final value. There is a slight over shoot of 20 X above the
final desired level of 2750 K which represents an error of less than 1%. The outlet

temperature is maintained within this 1% error band during the final 3 second pressure
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ramp and then remains steady at the desired level during the post transient steady state
hold.

The powsr and control drum response is shown in Figure 3.16. The control
drums must initially ramp out quickly to put the reactor on the desired period. As the
temperature begins to rise, the drums must continue to ramp out to balance the negative
feedback reactivity. This same response also occurs for the second ramp. At the end of
the second ramp the drums must rotate inward to both counter the positive reactivity
addition of the pressure increase and the build in of the delayed neutron precursors. The
neutron and interface power track together with less than a second lag. The power rises
at a near constant rate for the final ramp, because the inlet and outlet temperatures are
being held constant and the flow is increasing linearly. The power reaches the final
power at the required 19 seconds and maintains this level for the remainder of the
transient.

The response of the flow rate to the pressure and power increase ramps is shown
in Figure 3.17. The flow rate initially increases due to the inlet pressure increasing faster
than the outlet pressure. This increasing pressure drop across the element causes the
temperature to increase slightly slower than the interface power rise. During the second
ramp, the inlet pressure remains on the same slope, while the outlet pressure is increased
at a faster pace. This acts to reduce the flow rate possible through the eiement and help
accelerate the temperature rise. Once the second ramp is completed, only the pressures
are increased, so the mass flow rate increases linearly as the system pressure increases.
At the end of the third ramp the pressures are held constant and the temperatures are
already at their steady state values, so the mass flow rate remains constant as well.

The final figure for this transient shows the response of the reactivities. The
initial feedback reactivity remains nearly constant for most of the first ramp due to the
competing effects of the positive addition due to the pressure increase and the negative
addition Gue to the temperature increase. Once the temperature begins to increase
rapidly, this drives the feedback reactivity more negative. The total reactivity reaches the
value required to put the reactor on the required period. This is maintained nearly
constant to the beginning of the first ramp by outward rotation of the control drums when

the temperature begins to rise rapidly. The second ramp has the reactor on a slower
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period, so the total required reactivity is less. The outward drum rotation is slowed to
allow the total to decrease to the new value and then accelerates again as the temperature
again increases. The pressure increase plays a smaller role during this ramp due to the
smaller worth of the pressure coefficient for this simulation. During the third ramp, only
the pressure is increasing. This accounts for the slight positive direction in the trend for
the feedback reactivity. The control reactivity must decrease more rapidly than this
increase in order to slow the reactor period to the desired rate for the third ramp, and then
to maintain the power at steady level for the remainder of the transient. The feedback
reactivity remains constant for the final stages of the transient. The control reactivity
must continue to be lowered in order to account for the build up of the delayed neutron
precursors. Eventually the total reactivity required will reach zero and the control

reactivity will be equal in magnitude, but opposite in sign, to the feedback reactivity.
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Figure 3.15 Temperature Response for Triple Ramp Startup Scenario
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This concludes the discussion of the single element models developed as part of
this research. The steady state and transient models have been shown to yield similar
results to that of the more simple one dimensional codes developed in Reference [C-5].
The steady state codes developed in this research effort allow for more detail and
accuracy to be included. The transient versions of the code allow a more complicated
series of boundary condition ramps to be modeled, as well as simulate the transient

behavior of the reactor under the MIT/SNL control law logic.

3.4 Two Dimensional PBR Element Models
3.4.1 Tuddenham's HTWCOOL
3.4.1.1 Issues and reason to switch to SIMBED

The HTWCOOL computer program written by Read Tuddenham as part of his
Engineers thesis was found to have long run times and by the time work was ready to
proceed on modifying this code, the SIMBED code had been obtained. While only the
steady state version of SIMBED was obtained for use, there exists a transient version of
the code. Modifications similar to those made to the one dimensional transient model

could be made to both HTWCOOL and SIMBED. All that would be required would be a
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point kinetics model initially to determine the amplitude of an assumed power shape in
the fuel bed. A full reactor physics model could interact with the thermal hydraulic
model to determine any shape changes due to control volume reactivity changes. The
HTWCOOL and SIMBED routines have been written so that the solid phase heat
generation is a matrix of mesh node values. The SIMBED code allows a more detailed
model of the element and therefore was used for the two dimensional studies in this
research. The next section describes some of the analysis performed to compare the
results of the codes and to determine how well the one dimensional computer codes can
model the element.

3.4.2 BNL/UMass-Lowell's SIMBED

3.4.2.1 Standard Cylindrical Element

The SIMBED code was used to model the PIPE element used in References [C-5]
and [T-1]. The SIMBED code uses effective viscous and inertial terms for the cold and
hot frit flow resistances. These terms are the A and B coefficients of the Ergun Relation
given in Equation 2.29. The coefficients derived from the porosity and particle sizes for
the frits are given in Table 3.1. The element was modeled using 40 axial nodes and 30
radial nodes. SIMBED uses ten of the axial nodes for fine meshing of the wall
channeling effects. The cold and hot frit nodes each use two radial nodes and the fuel
region uses 6 nodes. The outlet plenum uses 14 radial nodes - six of which are used for
fine meshing of the turning of the flow from a radial flow to an axial flow. This leaves
the required minimum of 6 radial nodes for the inlet region.

One would expect the SIMBED results to be more accurate than the fewer node
HTWCOOL and the one dimensional model, due to the larger number of nodes used. A
comparison between the results from SIMBED and those presented in Reference [T-1]
for the 2.0 GW/m’® power density shows good agreement. The temperatures along the
hot frit and the radial velocities along the cold and hot frits are shown in Figures 3.19 and
3.20. Some of the differences can be accounted for by the different flow path for the
flow. For the HTWCOOL case, the gas flows in a U shape (in and out the top of the
element), while for the SIMBED case, the flow is an S shape (in the top and out the
bottom of the element). The HTWCOOL temperature and velocity profiles were

reversed axially to allow a more consistent comparison of results.
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The power shape and cold frit thicknesses that were used in Reference [T-1] were
translated into the required COSCHOP and CFDIST variables used by SIMBED. The
values used were COSCHOP equal to 10002.68 and CFDIST equal to -60001.27. A
SIMBED case with uniform power profile and cold frit resistance was also run. The
results of this run appear in Figure 3.19 and 3.20 as the "COSCHOP=0.0" curves. The
results show that the power shape and frit resistance tailoring can have an impact. These
impacts are investigated more in the following sections. Figure 3.21 shows the average
temperature profiles in the radial direction for the same cases. This indicates that the one

dimensional model is a good representation for the temperature profile.
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Figure 3.21 Radial Temperature Profile for PIPE Element

3.4.2.2 Power Shaping Effects

The version of SIMBED obtained from Brookhaven National Laboratory allowed
only uniform heat deposition and uniform cold frit flow resistance distributions. Any
reactor tends to have some sort of a power shape. A typical shape assumed for the axial
distribution is of the form of a sine function. For the particle bed reactor fuel element,
their is a strong self shielding effect in the radial direction due to the heterogencous

layout of the moderator and fuel. A typical shape used to model this effect is a decaying
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exponential. The capability to enter shapes into SIMBED was added by this author in
order to study the impact of power shapes on the flow distributions. The power peaking
factors are determined in the coding by deciphering the input key variable for the axial
and radial power shape. These keys are the variables COSCHOP and TAUFAC,
respectively. These factors are described in Section 2.9. The cold frit is used to provide
a large pressure drop in order to distribute the flow along the axial direction and direct it
radially inward.

The baseline PBR eclement was used to investigate the impact of the power
shaping. The distributions for the hydrogen temperature, pressure, radial velocity and
axial velocity are depicted in Figures 3.22 through 3.25. These are based on a uniform
heat deposition shape and uniform cold frit resistance. There is a slight gradient to the
temperature profile represented in Figure 3.22 due to a higher mass flow rate in the lower
portions of the element. This higher flow rate is due to the higher pressure drop across
the radial direction. This pressure gradient can be seen in Figure 3.23. This gradient is
due to mainly due to the pressure drop cause by the axial flow as it increase speed along
the axial length. The flow to power mismatch could be possibly be corrected by varying
the cold frit resistance, engineering the power shape in the element via fuel enrichment,
or by altering the element geometry so that there is a larger outlet channel diameter at the
bottom than at the top end. In Figure 3.23, a slight pressure increase is noticeable in the
inlet channel as the gas flows down the axial length. This is due to the deceleration of
the flow as it turns radially inward. The radial velocity profile shown in Figure 3.24
clearly shows the edge channeling effects and the acceleration of the gas as it is heated by
the fuel and the area becomes smaller. The axial velocity profile shown in Figure 3.25
shows the rapid acceleration of the fluid in the outlet channel. The flow accelerates as
mass from the lower portions of the element join the flow stream from the upper
portions. The opposite effect can be seen in the inlet channel. In this region, the flow
decelerates as mass is stripped off as it turns into radial flow through the cold frit. The
small axial flow bias is indiscernible on the scale of the figure, but was shown earlier in
Section 3.2. This bed axial is influenced by the pressure gradient of the bed, that itself is

affected by the pressure drop in the outlet channel.
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To study the effect of an axial power shape on the flow distribution, an
extrapolated length sine curve, centered at the axial midpoint, was modeled. The
extrapolated length used was 1.5 times the fuel bed length. The results of this case are
shown in Figures 3.26 and 3.26 as the "COSCHOP=10001.5" curves. The hot frit
temperature distribution depicted in Figure 3.26 follows the trend of the power shape.
The cold frit mass flux distributions are shown in Figure 3.27. The mass fluxes are
similar mainly due to the large pressure drop across the cold frit determining the
distribution of flow. The cold frit in SIMBED does receive heat addition by conduction
from the fuel region, which causes a shift in some of the flow. The hotter regions in the
mid-regions have a higher pressure drop gradient, so less flow will tend to flow in these
regions.

Also included in Figures 3.26 and 3.27 are the temperature and mass flux
distributions for a study of the impact of the exponential decay power shape in the radial
direction. SIMBED was run using a TAUFAC of 2.5, indicating that the outer radius
power is 2.5 times the value at the inner radius. The trends are similar to the uniform
power case due to the flat axial shape. The impact of the radial power shape is on how
quickly the gas temperatures will increase as it travels radially inward. The exponential
power shape will cause the temperatures to rise faster than the baseline flat power
distribution.
3.4.2.3 Cold Frit Resistance Shaping Effects

It is desired to have a nearly uniform temperature distribution along the hot frit in
order to maximize the performance of the element and to avoid any possible viscosity
induced flow redistribution. If a uniform power shape is used, the cold frit should be
able to have a primarily uniform resistance distribution to ensure the temperatures are
uniform For non-uniform power shapes, the cold frit must also have a distribution. This
capability was added to the SIMBED program in a similar fashion to the power shaping.
A user defined variable CFDIST is used as the key for the program to decipher. The
shape defined may either be a linear or parabolic shape. The derivation of the CFDIST

factor and resisitance distribution normalization is given in Chapter 2.
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The impact of the cold frit resistance distribution can be seen in Figures 3.28 and
3.29. These figures show the results of a SIMBED case run to flatten the temperature
distribution that existed in the cosine power shape case presented in the last section. Two
different linear distributions of the flow resistance were used. The first case was run
with CFDIST equal to 50012.0. This case shows the minimum resistance at the middle
of the element length. This is apparent by the peaks in the mass flux at this point and the
temperature dip. The temperature was flattened somewhat, but the sine power shape has
a strong effect on the temperature distribution. Because the peak temperature from the
uniform cold frit being was located above the middle of the bed, the resultant
temperature profile still has a bias due to the initial flow distribution. In an attempt to
match the maximum flow where the maximum temperature exists, a second linear
resistance distribution case was run a CFDIST equal to 60008.0. This places the
minimum resistance up 60% of the length from the bottom and mzkes the bottom
resistance equal to 8 times the minimum. This helped to flatten the temperature profile,
but the effects of the power shape are still apparent. The mass flux distribution shows
how the initial radial flow distribution has been shifted to the upper half of the element.
The linear cold frit resistance distributions cause a peak in the mass flux distribution.
The use of a parabolic shape to the resistance can help to smooth these peaks and help to
flatten the temperature peaks. The final SIMBED case presented here is depicted as the
"CFDIST=-75008.0" curves in Figures 3.28 and 3.29. The parabolic shape for this case
has its minimum point up 75% of the length from the bottom and peak to minimum ratio
of 8.0. The temperature is flattened and the dip associated with the linear distribution is
removed. The mass flux distribution has also been flattened. The upper end of the
element now is cooler than it was for the uniform cold frit resistance case due to the
higher flow rates.

These few studies show that varying the cold frit resistance can effectively alter
the temperature profile in the bed. If the cold frit can be ideally engineered, the flow can
be directed in the radial direction so as the match the flow to the power and allow
operation at higher average outlet temperatures for a given operating point. The problem
is that the element must be able to operate over a broad range of operating conditions and

possible power shapes, so caution must be given to the concept of flow engineering.
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3.4.2.3 Local Porosity Variation Effects

Of interest also for the flow in a particle bed is the possibility for a flow
maldistribution due to local differences in the porosity from the bed average. The
SIMBED code was used to investigate the effect of + 10% local porosity changes in one
node of the fuel regicn. The SIMBED code was modified by this author to allow one
node to have a porosity different than the average value. The middle node of the 40 by
30 node baseline PBR element was selected for the porosity perturbation. The reference
case is a SIMBED run on the baseline PBR element with uniform heat deposition and
uniform cold frit resistance. Results of these cases indicate that the effect is highly
localized, which coincides with the theory discussed in Section 3.1. The impact of the
porosity perturbation is best shown by plotting the percent change from the baseline PBR
element flat power profile case. These are shown in Figures 3.30 through 3.35. The
curves for the radial velocity distributions (Figures 3.30 and 3.31) clearly the show the
trend for the flow to redistribute itself towards the higher porosity regions and away from
the lower porosity regions. The radial velocity distribution is seen to be affected even
out to the cold frit regions. This is due to the increase cooling in the radial streamline
before and after the porosity change. The lower temperatures mean that the local density
is higher and the viscosity is lower, therefore the pressure drop gradient via the Ergun
relation is lower. Likewise, for the lower porosity, the higher temperatures cause the
pressure gradient term to be larger. The heat generation in the bed tends to compound
the flow distribution effects from porosity alone. However, also shown is that the effects
are smaller than the perturbations that caused them. The peak difference in the fuel
region occurs at the perturbation node and then reduces in the nodes following it as the
velocity is continuing to increase in value as the gas is heated. The large peaks in the
outlet channel region are due to the radial velocity decreasing in value as the radial flow

turns to axial flow in order to exit the element.
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The axial percent change distributions shown in Figures 3.32 and 3.33, show how
the flow redistribute to and from the effected nodes. For the case of higher porosity, the
flow on each side of the node diverts towards the affected node and just after the node
the change is reduced. There is still some effect due to the lower flow resistance of the
cooler gas in the nodes radially after the affected node. The opposite occurs for the case
with lower porosity. The effects on the upper side of the affected node are larger due to
the smaller baseline velocity and the natural bias of the flow in directed towards the
bottom of the element.

The temperature perturbation shown in Figures 3.34 and 3.35, indicate a change
of less than 2.5% for the 10% change in porosity. This is equivalent to 40 to 80 K at
rated operating condition. The peak occurs in the affected node, partly due to the flow
redistribution, but also due to the change in the heat input into the control volume. The
higher porosity node will have less solid material, so the heat deposition due to the hot
fuel will be less based on the bed average heat deposition. The radial flow streamline and
the axial redistribution effects show up as the peaks and valleys of the opposite sign of
the perturbed node. This must be the case, as the adjacent nodes are either losing or

gaining mass flow to help balance the mass flow gained or lost in the perturbed node.
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3.5 Flow Stability Analysis
3.5.1 Introduction

Flow in reactors that have many parallel paths may be susceptible to laminar flow
instabilities that arise due to the heating of the gas at low Reynolds numbers. This
phenomenon can occur due to the relation of the pressure drop to the mass flow rate. At
low flow rates, the impact of the viscosity and the density relations with temperature can
be such that the pressure drop decreases with an increasing flow rate. If a perturbation in
a channel causes the temperature to rise, the viscosity will increase and the density will
decrease. Because the pressure drop is fixed by the plenums, the mass flow rate in this
channel will then decrease, causing a further increase in temperature. As this channel
heats up, one or more of the other channels will pick up the extra flow. A measure of the
heat addition to the channel is the temperature rise factor ¢. It is defined as the ratio of
the temperature rise along the channel length to the temperature at the inlet. The new
equilibrium will be at a higher pressure drop, with one or more channels operating at the

lower flows and higher temperature ratio and others operating at higher flows and lower
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temperature ratios, all with the same pressure drop. This has been shown to be an
unstable condition, as the channels will tend to oscillate with which channels are the hot
ones and which ones are the cool ones[B-6, B-12, T-2, V-4]

If treated in a one dimensional sense, the pressure drop in the porous media PBR
fuel element can undergo similar effects. The curves in Figure 3.36 show the
temperature ratio and the pressure drop across the baseline PBR element as a function of
the flow rate in terms of the Reynolds number, for average fuel region power densities of
0.05, 0.50, and 5.00 GW/m®. The Reynolds number here is superficial Reynolds number
based on the particle diameter, as is used in the Ergun relation. If the element is
operating with a flow rate so that the pressure is decreasing with increasing flow, this is
the unstable condition. It is desirable to operate with flow rates so that the pressure drop
is increasing with the flow rate. For the 5.00 GW/m’ case, this appears to be always true,
although the slope of the curve is very small. The critical point for stability lies at the
minimis of the pressure drop versus flow rate. These points are indicated by lines

connecting the critical parameters in Figure 3.35.
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Because the flow in a PBR fuel clement can be three dimensional, another flow
stability effect can be proposed. In Reference [V-1], the problem of local perturbations
in the bed power, porosity and, particle size was considered. In this case of no uniform
flow channels, if a local perturbation is such that the temperature rises locally, the
viscosity will also rise. This causes a local shift in the flow pattern away from the hot
area in order to maintain the same average pressure gradient. As the flow is redirected,
this could cause the temperature to continue to increase until the fuel is damaged. This
was proposed to occur in the regions of laminar flow as well[B-4,M-3,V-1]. A means to
study the flow stability issues in the PBR fuel element was initially developed at
Brookhaven National Laboratory by George Maise [M-3] and then some additicnal
measures were undertaken, as part of this research, to better quantify the regions of

stability. The quantification of the stability regions is presented in the next sections.

3.5.2 One Dimensional Analysis
3.5.2.1 Bussard & DeLauer/Maise Correlation Approach

An approach for the prediction of regions of laminar flow instability for the PBR
fuel element was suggested by Maise at the Brookhaven National Laboratory[M-3]. The
approach is to assume parallel channels for the fuel region and then perform the
analytical solution as outlined by Bussard and DeLauer in Reference [B-4]. The stability

analysis of Bussard and DeLauer contains several assumptions. They are as follows:

Uniform heat deposition in the porous region and a Cartesian geometry.
2. Constant gas heat capacity, so that the temperature rise is linear for a

given mass flow rate.
3. The pressure drop gradient is proportional to Re BpV2, where Re is the

Reynolds number, p is the density, and V is the gas velocity.

4. The pressure drop across the region is small compared to the system
pressure and the hydrogen exhibits ideal gas properties, so that the
density is proportional to the inverse of the gas temperature.

5. The viscosity was assumed to be proportional to the square root of the

temperature.
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Because the viscosity of hydrogen follows the temperature more closely to the
two-thirds power instead of one-half, the equations for the stability criterion were
rederived by Maise. Performing the same algebra as outlined in Reference [B-4], the

new stability criterion becomes

(%)
—|1+=- 58-3
3
a+o 73 <1-(E53 e, B.1]
where: 3 = coefficient on Reynolds number describing the flow regime,
T e T i .
o= 7 = temperature rise factor and,
i
T.; = temperature at the bed exit and inlet, respectively.

In order for the flow conditions to be considered stable, the inequality must be satisfied.
The Ergun pressure drop correlation can be put in terms of an effective friction factor,

geometric dimensions, and velocity terms as follows[M-3]:

2
e p 2
(1-¢)
where: f; =1.75+150 ) as defined by Ergun [E-1].
p

The P coefficient is defined as the negative slope of the log f. versus log Re curve.
Therefore,

dlin(£,)] 175 ]'1
B=—Tm®e] [“150(1 e 331

Equations 3.1 and 3.3 are used to determine a stability region. For the locus of Reynolds
numbers and temperature ratios that lie above the line where the equality of Equation 3.1

is met, the flow will be unstable. If B is less than 0.6, the inequality of equation 3.1 will

always be met, and thus indicates flow stability. It B is greater than 0.6 and ¢ is large,
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the inequality predicts an unstable condition. The point at which this inequality is met is
know as the critical stability point and illustrates why at each low flow there can be a
limiting temperature ratio that will cause a flow instability. Because the B term is a
function of the Reynolds number, a curve of the critical temperature ratio versus the
critical Reynolds number can be generated. The curve generated by this method will be
labeled the Bussard & DeLauer/Maise curve in the stability map figures in the next
sections.

3.5.2.2 Approach for "Real' Geometries and H, Properties

The Bussard & DeLauer/Maise approach to the stability question includes several
assumptions so that an analytic solution could be determined. Another way to approach
the problem is through numerical simulation. This approach allows the actual element
geometry, actual gas properties, and actual thermal hydraulic behavior to be modeled.
Using the basic PBR element computer models, the minimum pressure drop point of the
curve in Figure 3.36 can be determine through an iteration scheme. By stepping the mass
flow rate, or Reynolds number, the pressure drop can be compared to the last step's
pressure drop. Once the current step pressure drop is greater than the previous step, the
critical conditions have be determined. The inlet and outlet temperatures are used to find
the temperature rise factor. The Reynolds number is then used in equations 3.2 and 3.1
to determine the Bussard & DeLauer/Maise value for the stability. In this way, a
comparison can be made between the analytical and the numerical approaches. Once
these are found, the power is stepped to the next value and the iteration process for the
minimum pressure drop is repeated.

The fuel region pressure drop and inlet Reynolds number were chosen for the
measures of stability. An argument could be made to use the full element pressure drop,
but this would really be a measure of core wide stability, rather than a measure of the
stability of the flow once it is in the porous fuel region. The use of the cold frit as a
stabilizing orifice is possible for the core wide flow and is proposed to help ensure the
flow is directed in the radial direction so as to match the power profile. If the full
element pressure drop is used for the stability, the system is shown to be very stable.

This is depicted in Figure 3.37. The cold frit resistances were varied from zero to the
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baseline value. As the resistance is increased, the stability line moves higher, indicating
a decrease of the unstable region. In fact, for the full cold frit resistance, the element was
stable for all flow rates and temperature ratios attainable by the system. The values

plotted in Figure 3.37 are for cold frit resistances equal to 0.0, 0.01, and 0.1 times the

reference resistance.
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Figure 3.37 Stability Map from Full PBR Element Pressure Drop and Various Cold Frit
Resistances

The conservative approach, and the approach required to study laminar effects in
the bed itself, is to consider the fuel region pressure drop as the stability criterion. The
entire element should still be modeled in order to account for effects due to the pressure
drop across the cold frit and the actual gas conditions in the fuel region. Initial
applications of this approach were applied to the Flow Instability Test (FIT) element
geometry for a screen mesh stability test to be performed at Brookhaven National
Laboratory[M-3]. The results of this were reported in Reference [W-9]. Because the
numerical anaiysis showed that the stability line was shifted over to higher Reynolds
numbers, and therefore indicating a larger region of instability, the SIMBED code was
also run to determine the pressure drop inflection points for the average radial pressure

gradient. The results of the one dimensional and the two dimensional approaches are
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shown in Figure 3.38. The solid line is the stability line determined from the one
dimensional analysis. The shorter lines indicate the SIMBED average pressure drops that
bound the minimum pressure drop at the particular bed average power density. The
curves show that the two numerical methods yield similar results and that the one
dimensional method could be used to identify the regions that should be avoided during
operation and that may need more detailed studies to show actual flow behavior at those

conditions.
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Figure 3.38 One-Dimensional and Two-Dimensional Model Stability Map for FIT Test

The stability maps were also generated for the baseline PBR fuel element and the
results are similar. Sensitivities to bed porosity, particle diameter, system pressure and
inlet temperature were considered. The bed porosity appears to have the biggest effect,
while the particle diameter effect was hardly noticeable. The stability lines generated
using bed porosities of 0.25, 0.40, and 0.55 appear in Figure 3.39. The curves shift to
shrink the region of stability as the porosity is reduced. The smoothness of these curves
is due to a sixth order polynomial fit of the lines generated by the one-dimensional
element model. Of note in these curves, is the trend of the stability lines to bend
backwards once a certain temperature ratio is reached. The curves in Figures 3.39 and

3.40 were generated using the NASA NBSpH2 properties routine[W-2]. Because
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dissociation is modeled by the properties routines, the curve bends backwards as the
dissociation pressure and temperatures are reached. At a certain point the hydrogen is
completed dissociated and the curve then begins to shift back to the right. This effect
was not noticed in earlier work, due to use of an earlier version of the hydrogen
properties routine and different method of stepping the mass flow rate for the iterations.
The effects of varying the system pressure and inlet temperature can be seen in
Figure 3.40. These parameters affect when the dissociation will begin to occur and
therefore the position of the stability lines. The system pressure affected the point at
which the curve began to bend over and when it would start back to the Bussard &
DeLauer/Maise curve. At the lower pressures, the temperature ratio that this occurs at is
lower, so the curves tend to indicate that lower pressures could be more stable. The
region inlet temperature also has an impact on the stability lines. For the higher inlet
temperature, the system tends to be more stable because a lower temperature ratio is

required to bring the hydrogen to its dissociation conditions.
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Figure 3.39 Stability Map for Baseline PBR Element with Various Bed Porosities
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3.5.3 Two Dimensional Analysis
3.5.3.1 Impact of Non-Uniform Power Shape

As part of the analysis for the work reported in Reference [W-9], several
SIMBED cases were run to study the effect of the power shape on the flow stability of
the element. The distributions of the fluid parameters for an element with a cosine power
shape were presented in section 3.4. Extending the arguments given in section 3.5.1 for
flow instability leads to the possibility for flow maldistributions to be initiated by the
power shape. The two-dimensional analysis mentioned in the last section and shown in
Figure 3.38 assumes that the mass flow is primarily directed in the radial direction as it
travels through the fuel region. The cold frit can help to ensure that this is the case at the
bed entrance, but local fuel porosity and heating distributions can affect the flow once it
is in the bed. The FIT element geometry was simulated in SIMBED with a sine power
shape with an extrapolated length twice the element length. The radial shape was an
exponential with a TAUFAC variable equal to 2.5. The total power and flow were such
that the element was near the one dimensional flow stability line. Studying the
convergence behavior for the code can indicate possible modes for instability. The plots

in Figure 3.41 show the hydrogen temperatures at the exit of the fuel region at various
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numbers of iterations. Figure 3.42 shows the mass flow rate distribution at the bed
entrance for the same simulation run. A uniform power shape curve is also presented as
a means of comparison. Convergence is measured by the percent difference between the
energy of the solid material and the change in energy of the fluid from the point it enters
the model to when it leaves the model geometry. The uniform case converged to an
energy balance of 5.24% at 1200 iterations, while the non-uniform ca<e reached a
minimum of 7.98% at 375 iterations and continued to diverge. At 1600 iterations the
difference was 9.85%. In the figures, the CI stands for Cosine Iterations, the FI stands
for Flat Iterations, and the number stands for the number of iterations completed for the
curve data set. These curves seem to indicate that the hotter regions of the fuel element
is operating in a unstable operating regime. In order to determine whether the
non-convergence was due to numerical instabilities rather than physical instability, cases
were run with 60 and 100 axial nodes. These cases yielded the same trends. The trends
displayed are consistent with the scenario presented in Reference [V-1], in that the hotter
regions continue to get hotter as flow is diverted from these regions due to the increase in

viscosity and flow resistance.
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Figure 3.41 Hydrogen Temperature Distribution at Fuel Bed Exit at Various Iterations
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Figure 3.42 Mass Flow Distribution at Fuel Region Entrance at Various Iterations

The SIMBED code used for this analysis is a steady state code, so any thermal
conductivity and heat capacity effects are not included. These parameters would
determine the rate of change of any instability and could even dampen the flow
maldistribution. As recommended in Chapter 5, this analysis should be repeated with the

transient version of SIMBED for a null transient to see if the same behavior is noticed.

3.6 Chapter Summary

This Chapter has presented the results from the basic PBR fuel element models
used in this research. The one dimensional models have been shown to adequately
predict element behavior and as experimental data becomes available, can be easily
adapted to any new correlations. The cylindrical geometry of the PBR fuel element
makes two dimensional modeling an effective tool to understand the flow patterns and
the temperature profiles. The enhancements made to the computer codes allows the
modeling of more realistic power shapes and cold frit resistances. The result of both cne
and two dimensional models have been shown to yield similar results for steady state
conditions. This lead to the conclusion that the one dimensional models are adequate for
determining the operating regions of interest for more detailed studies for flow stability

concerns. In the next chapter, the rocket system modeling effort is presented.
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Chapter Four - Nuclear Thermal Propulsion Engine
Modeling
4.1 Introduction

In this chapter, the full rocket engine system model is presented. The model
components are defined and then results of the computer codes are given. Two steady
state codes were developed in order to modei the two phases of possible operation. The
first is a chilldown mode, where no turbine flow is allowed and the flow is driven by the
tank pressure head. This is used for pre-bootstrap and post operation decay heat cooling
studies. The second code models the system with the turbopump assembly operating.
This is used to benchmark the NERVA engine to existing subsystem codes and to
generate the system operating maps. The results from these steady states codes are given
in Section 4.2.

The transient computer code developed was developed to study the startup,
variable thrust, and shutdown phases of rocket operation. System behavior and
turbopump and control requirements can be studied with this model. The resuits of
several transient cases run for both the NERVA and the PBR concepts are given in
Section 4.3.

4.1.1 Engine Cycles
4.1.1.1 Bleed Cycle

One engine cycle that had been used in the early phases of the NERVA program
is the bleed cycle. This engine cycle is so named, because a portion of the main nozzle
chamber flow is "bled" off to drive the turbine. This cycle was depicted in Figure 1.6.
Due to the high temperature of the gas, the amount of flow required is usually less than
3% of the total system flow. Due to material temperature limits for piping and the
turbine blades, some additional cooler flow needed to be mixed with this hot flow. After
passing through the turbine, the flow is exhausted through nozzles. An advantage of this
system, is that the one can more easily assure that the turbine will have enough drive
flow energy to be able to bootstrap and run the turbopump assembly. Because this gas is

exhausted at lower temperatures and the main nozzle flow has been reduced, the total

141



engine performance Isp is reduced. For this reason, later designs for the NERVA engine
went to the Expander/Topping cycle.
4.1.1.2 Expander/Topping Cycle

The NERVA designs evolved to the topping cycle over the course of engine
development. This was done in order to maximize the specific impulse and reduce the
propellant penalty. In this cycle, the turbine driving flow is a fraction of the full system
flow taken from before the reactor core. The energy required to drive the system is
obtained from the cooling of the nozzle, reflector, and other structures. The flow can be
split before the component cooling, to ensure higher turbine inlet temperature, or the
flow can be split after the component cooling. The NERVA designs had several flow
paths that would be recombined in various sections of the flow paths.

To reduce piping requirements and flow balancing issues, it was decided to model
the engine as a simple topping cycle. The engine was broken into the minimum number
of control volumes required to model the system, but still provide an adequate level of
detail. The system model is shown in Figure 4.1 and Table 4.1 defines each of the
components used. By allowing the reactor to modeled as a separate control volume, it is
conceivable that any reactor concept can be modeled. For this study, the NERVA and
PBR core geometries have been modeled. The current computer programs do not model
the tank pressurization nodes, nor the tank outflow effects. The boundary condition for
the tank assumes constant properties at the first junction, J1. The input routine, however,
does allow for the user to define these components. This may allow an easier

implementation of these components in the future, as is recommended in Chapter 5.
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Table 4.1 Definitions of Engine System Control Volumes

Component ID |Component Definition

V1 Piping - Tank to Pump

V2 Pump

V3 Piping - Pump to Nozzle Cooling

V4 Nozzle Cooling Jacket - Section I

V5 Nozzie Cooling Jacket - Section II

V6 Mixing Plenum

V7 Reflector

V8 Mixing Plenum and Piping to Tank Pressurization Tee
V9 Piping Tee for Tank Pressurization (future model)

V10 Piping to Turbine Bypass Flow Splitter Tee

V11 Piping Tee for Turbine Bypass Flow Splitting

Vi2 Piping to Turbine

Vi3 Turbine

Vi4 Piping to Turbine Bypass Flow Mixer Tee

V15 Piping Tee for Turbine Bypass Flow Mixing

V16 Piping from Spliiter Tee to Turbine Bypass Control Valve
V17 Piping from Turbine Bypass Control Valve to Mixer Tee
Vig Piping to Reactor Inlet Plenum

Vi9 Reactor Inlet Plenum

V20 Reactor Core

V21 Reactor Outlet Plenum

V22 Nozzle Section I - Cooled

V23 Nozzle Section II - Cooled

V24 Nozzle Section II - Uncooled

V25 Space Environment (future model)

V26 Tank (fuiure)

V27 Piping from Tank Pressure Control Valve to Tank (future)
V28 Piping from Tee to Tank Pressure Control Valve (future)
7 Turbine Bypass Control Valve

J28 Tank Pressure Control Valve (future)
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4.2 Steady State Analysis
4.2.1 Chill Down - Low Power, No Turbine Flow
4.2.1.1 Description of Method

The chill down phase of operation uses no turbopump assembly to drive the flow.
Instead, the only driving head is the tank pressure. The nozzle is assumed to have
choked flow, so that the system flow rate is determined from the nozzle chamber
conditions and the nozzle cooling. The bypass valve is used to create the required
pressure drop to match the tank driving head capability to the nozzle chamber conditions.
The system flow is limited by the available tank driving head, so the chamber pressure
must always be less than the tank pressure. A computer program ENGine BLEED
(ENGBLEED) was developed by this author to model this phase of operation. The
outputs from this include the system flow rate and the reactor power requirements in
order for the chamber conditions to be met. The flowchart for this computer model is
shown in Figure 4.2. The general flow for the program is described in the next
paragraph.

After reading the user input problem description file, the code determines the first
guess for the system mass flow rate using the NOZZFLOW subroutine described in
Section 2.4. Using this, the volume flow resistances are calculated. These are used to
find the pressure drops and component pressures. The pressures are matched at the
turbine control bypass valve by calculating the pressures from the nozzle back to the
junction J18 and from the tank forward to the junction J16 and determining the required
bypass control valve loss coefficient from the pressure drop across the junction J17. The
program determines the required reactor power from an energy balance across the
volume V20, updates the heat inputs to the volumes using the subroutines NOZZHEAT,
REFLHEAT, and COREHEAT. These heat inputs are used to determine the junction
and volume enthalpies. Once the new enthalpies are found, they are used with the
previously determined pressures to find the hydrogen state properties with the subroutine
NBSpH2. The valve loss coefficient is used for the iteration convergence criteria. If not
converged to within the required error limit, the program steps to find the new flow and
begins the iteration process again. If it is converged, the program writes the output file

and terminates.
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Figure 4.2 Flowchart for Chill Down Computer Code, ENGBLEED
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This code was used to map out regions of power and flow that could be tolerated
using only the tank head to drive the flow. Another concern is for the hydrogen to be in
a gas phase when is reaches the core region. The critical temperature for hydrogen is
33.3 K and critical pressure is 1283 kPa. This code can also be used to find the point
when the system has enough energy to allow turbine flow to be initiated or to determine
the decay heat power level that can maintain the system cool with only bleed flow.
4.2.1.2 NERVA Core

The NERVA core geometry for this analysis was determined from the dimensions
given in Reference [W-6]. The tank pressure and temperature conditions used were 250
kPa and 20 K respectively[L-2]. The full input file for this core is given in Appendix A.
Because the input subroutine is the same for all the engine computer codes, the input files
for the chilldown, steady state, and transient can be the same. The operating points
attainable in the chilldown mode for this system configuration are given in Table 4.2.
The input nozzle chamber temperature and pressure boundary conditions are labeled
TJ23 and PJ23. The primary outputs are the effective engine power (QTOTE), the
system mass flow rate (W), and the TBCV resistance term (VLVKL). Of note is the
capability for this mode to be able to remove 45 MW or about 3 % of full power. The
TBCV valve information is given in terms of its resistance, because the steady state
version of the code is used to determine the range of resistance required for the valve
stem travel position used by the transient computer code. The bleed flow results will be
coupled with the pumped flow, steady state results to generate the operating map

described in Section 4.2.3.

Table 4.2 Chili Down Phase Operating Conditions for NERVA Engine

PJ23 7123 | QTOTE w VLVKL
(kPa) ® (MW) (ke/s) (*10°)
25.0000/ 500.0000{  5.3040|  0.7330]  0.5203
750.0000]  6.5160]  0.6040|  0.3612
1000.0000]  7.4280|  0.5170]  0.3246
50.0000f 250.0000]  7.5090|  2.0500]  1.4740
500.0000) 10.7250]  1.4700|  0.1299
750.0000f  13.0300{  1.2000;  0.0894
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PJ23 T7J23 QTOTE /4 VLVKL
(kPa) ® | ow | agy | 10°)
1000.0000 15.0300 1.0400 0.0772
75.0000] 250.0000 11.2780 3.0800 0.5643
500.0000 16.0960 2.2140 0.0535
750.0000 19.5900 1.8070 0.0355
1000.0000 22.6000 1.5640 0.0318
100.0000{ 250.0000 15.0500 4.1060 0.2590
500.0000 21.4730 2.9500 0.0255
750.0000 26.1560 2.4100 0.0162
1000.0000 30.1800 2.0850 0.0134
150.0000{ 250.0000 22.6000 6.1600 0.0564
500.0000 32.2400 4.4230 0.0049
750.0000 39.3000 3.6160 0.0022
10CG0.0000 45.3500 3.1280 0.0014

4.2.1.3 PBR Core

The PBR reactor module was determined by designing the core performance to
obtain a 225 kN thrust engine with nozzle chamber conditions of 7 MPa and 3000 K. A
37 element core, was chosen in this case to ensure the element outlet channel conditions
always have a Mach number less than 0.2. The element was sized to yield an average
bed power density of 25 GW/m®. The operating parameters were chosen to yield a
prototypic 37 element core configuration that could meet the requirements of Reference
[N-1], show the capabilities of the simulation models, and were not meant to imply a
final design rocket engine.

The results of the chill down cases for the PBR are given in Table 4.3. In
addition to the parameters listed in Table 4.2, the fuel inlet Reynolds number and the
temperature rise factor (¢) are included. When these points are placed on the stability
map in Figure 3.38, they show there may be some operational constraints when using a
37 element core. This will be discussed more in section 4.2.3. No heat is added to the
system before the reactor, except a fraction of the total power in the reflector and nozzle.
This results in higher temperature rise factors, because the inlet temperature is extremely

low. If there is latent heat in the system or a preheater, the rise factor would be reduced.
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Table 4.3 Chill Down Phase Operating Conditions for PBR Engine

PJ23 7J23 | QTOTE W | Reynolds 0 VLVKL
(kPa) (K) (MW) (kg/s) Number (AK/K) (*10°)
25.0000; 250.0000 1.8600 0.2710 11.2400 15.4000 51.6000
500.0000 1.3400 0.1920 4.3500 8.2000 3.7700
750.0000 1.6400 0.1580 2.7600 6.8300 2.8800
1000.0000 1.8600 0.1360 1.9500 6.6500 2.7200
50.0000{ 250.0000 1.9200 0.5370 22.9500 14.2200 14.1960
500.0000 2.7200 0.3870 8.9300 9.2900 0.9870
750.0000 3.3000 0.3150 5.5900 7.5300 0.7100
1000.0000 3.8000 0.2730 4.0000 7.2500 0.6180
75.0000( 250.0000 2.8900 0.8050 34.8100 13.1800 5.9700
500.0000 4.1000 0.5790 13.5100 9.9000 0.4230
750.0000 49700 0.4730 8.4900 7.9700 0.2810
1000.0000 5.7300 0.4090 6.0800 7.6100 0.2260
100.0000{ 250.0000 3.8600 1.0740 46.7300 12.2800 2.9700
500.0000 5.4800 0.7720 18.1400 0.3700 0.2110
750.0000 6.6600 0.6310 11.3800 8.2800 0.1263
1000.0000 7.6700 0.5460 8.1900 7.8600 0.0890
125.0000{ 250.0000 4.8300 1.3400 58.6700 11.4900 1.5700
500.0000 6.8700 0.9600 22.7600 10.7000 0.1090
750.0000 8.3400 0.7880 14.3200 8.5200 0.0538
1000.0000 9.6100 0.6820 10.3000 8.0500 0.0263
140.0000; 250.0000 5.4200 1.5030 65.8100 11.0600 1.0720
500.0000 7.7000 1.0800 25.5400 10.8600 0.0702
750.0000 9.3500 0.8830 16.1100 8.6500 0.0275
1000.0000 10.7800 0.7640 11.5900 8.1500 0.0041

4.2.2 Power Operation
4.2.2.1 Description of Method

The normal operating phase implies that the turbopump is in operation. For this
phase the steady state condition is determined in a similar fashion to the chill down

phase, except the convergence variable is the pump outlet pressure, PJ3. The computer
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program ENGine Steady State (ENGSS) was written by this author to find the steady
state operating conditions of the rocket engine system. A flow chart for the computer
program is given in Figure 4.3. The program begins by reading the input file and setting
up the problem geometry. The chamber pressure and temperature are used to calculate
the first guess for the system mass flow rate. An initial guess for the turbine mass flow
rate is set to 25% of the total flow rate. This value will change with the iterations
because the turbine power and flow are determined by the pump power requirements.
From the system flow rate and the initial hydrogen conditions, the volume flow
resistances are determined. These are used to find the system pressures, by backing the
pressures from the given chamber pressure through the turbine flow path. A pressure
balance across the turbine control bypass line is used to determine the TBCV pressure
loss coefficient. The pressures are then backed out to the pump exit. The pump pressure
rise is determined and used to set the required pump speed, head, and power. The
enthalpy difference across the core determines the core region heat input and the system
total power. This power is multiplied by distribution factors and is used to determine the
enthalpy rises across the nozzle and reflector control volumes. The turbine flow is found
from the turbine power requirement to drive the pump and the turbine inlet temperature.
The bypass flow used to calculate the TBCV loss coefficient in the next iteration loop is
simply the difference between the total flow and the turbine flow. Once all the control
volume enthalpies have been calculated, the hydrogen properties are updated using the
pressure and enthalpy as inputs to the NBSpH2 properties routine. If the pump outlet
pressure is converged to within the criterion limit, the program writes the output file and
terminates. If the system has not converged, the program returns to calculate a new
system flow and the process is repeated until convergence has been met.

The steady state code allows quick studies of a particular reactor engine system.
Both the NERVA core and PBR core can be modeled to varying levels of detail. The
simplest case is to run with the core modeled with one ring of uniform radial power
profile and one node of axial power shape. The detailed model will be used in the next
sections to show the capability of the steady state code to predict reactor and engine

conditions.

150



| Read in and Setup Problem |

Use PJ23, TJ23 to get Flow
CALL NOZZFLOW( )

1
Get Flow Resistances
CALL RESP()

1

I Get Delta P's B

Get P)'s 23 =I> 11
Find TBCV Loss K
GetPj's 11 =>3
CALL PUMP()

=w -
I
Get Volume Q's
CALL NOZZHEAT()
CALL REFLHEAT()

I
| Update Enthalpies to J13 |
I

Calculate Wturb
Wbyp = Wtot - Wturb
1
Update Enthalpies to J22
CALL COREHEAT()

1

Update Hydrogen Properties
CALL NBSPH2( )

No

[ Write Results |

Figure 4.3 Flowchart for Steady State Engine Code, ENGSS
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4.2.2.2 NERVA Core

The NERVA engine data set from Reference [C-3] was used to benchmark the
ENGSS code. A detailed six radial zone, ten axial zone case was used to show the
versatility of the user input deck. The results from the steady state engine code were
compared to results from a CAC case run for the same reactor geometry and operating
conditions. A table of the key reactor radial inputs is given in Table 4.4. Results for the
core ring and fuel channel conditions appear in Figures 4.4 through 4.7. The full input
and output files for the CAC and the ENGSS appear in Appendix A. The radial
temperature distribution is shown in Figure 4.4. The maximum temperature difference is
80 K which represents a difference of less than 4%. Some differences are expected due
to slightly different methods for the pressure drop and heat transfer calculations. The
radial mass flux distribution is shown in Figure 4.5. Again there is good agreement
shown, with a maximum difference of 0.05g/s/channel with a difference of
approximately 4%. If one considers the rings flow rates, the maximum erior is
0.2kg/s/ring with a difference of less than 2%. The axial distributions for the maximum
fuel temperature (labeled TMax) and the bulk hydrogen temperature (labeled TH2),
along with the axial power peaking factors (labeled PKZ), are shown in Figure 4.6 for
the sixth ring of the reactor. The curves show that the shapes are similar, with the gas
temperatures being nearly identical. The axial pressure distribution for the same reactor
ring is given in Figure 4.7. The difference in the first node pressure is due to the
different method for calculating the entrance effects. The rest of the nodes indicate the
same trend shape. The results of these calculations show that the reactor portion of the
code can predict conditions similar to those found using the CAC code.

Table 4.4 Radial Parameters for CAC/ENGSS Benchmark

Ring | Radial Position | Orifice Factor | Entrance Loss | Radial Peaking

Number (m) (ORF) (CAYL) (PKR)
I 0.0686 0.2339 1.4400 1.1030

I 0.1410 0.1769 1.5200 1.0770
M1 0.2065 0.1433 1.5750 1.0430
v 0.2555 0.1204 1.6100 0.9950

\% 0.3653 0.0995 1.6450 0.9330
VI 0.4267 0.1278 1.600C 1.0430
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4.2.2.3 PBR Core

A detailed PBR core model was used to show the versatility of the ENGSS code
for modeling this reactor type. The model used for the fuel element is the same model
that was described and benchmarked in Chapter 3. Figure 4.8 shows the temperatures
and pressures across the element operating at rated conditions. The temperature
difference between the effective fuel temperature and the bulk hydrogen temperature is
around 450 K in the first node of the bed and lowers to about 90 K in the last node. This
reduction is caused by the changing heat transfer coefficient and accelerating flow. The
lower temperature difference at the exit node can allow operation at much higher gas
temperatures. For a similar core power NERVA engine, the temperature differences are
about the same, but the power density is about one-tenth that of the PBR. This
demonstrates why the PBR can be a much smaller core than the NERVA engine. Also

shown in the figure is the large pressure drop across the cold frit region of the element.
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Figure 4.8 Temperature and Pressure Profile in Baseline PBR Fuel Element

The effectiveness of orificing to help flatten out the temperature distribution
across the rings of the core can be shown by running cases with a radial power shape.

The power shape and orifice parameters used for these runs are given in Table 4.5. The
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radial temperature distributions for an unorificed core and an orificed core is shown in
Figure 4.9. The figure indicates that without orificing some of the elements may be
operating with temperatures that may exceed material limits. The orificing helps to
reduce the temperature peaking factors. The orificing could be done at the entrance to
the element flow channel or with the cold frit resistance. As was discussed in Chapter 3,
the cold frit resistance can be varied along the axial and azimuthal direction about some
mean value. If the mean resistance value is varied among the radial elements, orificing
would now occur at the cold frit. The ideal orificing values would be s<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>