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Abstract

Running image recognition algorithms on medical datasets raises several privacy concerns. Hospitals may not have access to an image recognition model that a third party may have developed, and medical images are HIPAA protected and thus, cannot leave hospital servers. However, with secure neural network inference, hospitals can send encrypted medical images as input to a modified neural network that is compatible with leveled fully homomorphic encryption (LHE), a form of encryption that can support evaluation of degree-bounded polynomial functions over encrypted data without decrypting it, and Brakerski/Fan-Vercauteren (BFV) scheme - an efficient LHE cryptographic scheme which only operates with integers. To make the model compatible with LHE with the BFV scheme, the neural net weights, and activations must be converted to integers through quantization and non-linear activation functions must be approximated with low-degree polynomial functions. This paper presents a pipeline that can train real world models such as ResNet-18 on large datasets and quantize them without significant loss in accuracy. Additionally, we highlight customized quantize inference functions which we will eventually modify to be compatible with LHE and measure the impact on model accuracy.
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Chapter 1

Introduction

In the past couple of decades, deep learning has seen many breakthroughs specifically in the field of image recognition owing to larger datasets, invention of GPUs[17] and TPUs[15] and better algorithms. Due to its success in several other domains, image recognition can also be used to identify potential diseases in medical images to optimize tasks that normally doctors would have undertaken such as detecting breast cancer in mammograms[26]. However, important privacy concerns arise in the medical sector.

Hospitals may not have access to an image recognition model, that a third party, e.g. a startup, may develop. Sending the HIPAA protected medical images to the cloud as input to a third party neural network would violate patient privacy. Selling the model to the hospital would also not be feasible as it would prevent the third party from monetizing the model any further once the model is given away. Furthermore, the model may reveal private information from patient data that the model has been trained on, violating patient privacy.

Hospitals can, instead, encrypt the medical images using a secret key and send these encrypted images to the cloud as seen in Figure 1-1. The original neural network, which has been pretrained on unencrypted images, however, must be modified so that it can take an encrypted image as an input and run inference on this image. The encrypted prediction can then be sent to the hospital, where it can then be decrypted with the secret key.
Leveled fully homomorphic encryption (LHE) is a form of encryption that can support evaluation of degree-bounded polynomial functions on ciphertext (encrypted data) without having access to the secret key or decrypting the data. An efficient LHE cryptographic scheme is the Brakerski/Fan-Vercauteren (BFV) scheme which only operates with integers. In order to create a secure neural network inference framework that is compatible with the BFV scheme, we developed a pipeline (seen in Figure 1-2) that first, takes in a dataset and trains large models such as ResNet-18 in the typical manner using floating point arithmetic. Then the model is quantized to have 8 bit integer weights and activations. We also customized quantized inference functions so that, in the future, we can make the model fully compatible with LHE by approximating non-linear activation functions with low-degree polynomial functions and measure the impact of modified functions on model accuracy.

I conducted my work at Microsystems Technology Laboratories (MTL) in collaboration with Dr. Chiraag Juvekar, research affiliate at MTL and Mr. Leo de Castro, graduate student at CSAIL. I will focus on my individual contributions in this thesis:

In the following chapters, I will:

- Provide background on deep neural networks and relevant cryptographic primitives (Chapter 2).

- Present related work on secure neural network inference (Chapter 3).

- Detail the components of the training and quantization pipeline (Chapter 4).

- Highlight custom implementation of quantized inference functions (Chapter 5).
- Discuss potential next steps of the project (Chapter 6).

![Diagram]

**Figure 1-2**: Our training and quantization pipeline to produce a modified model that can take in encrypted input. The model, as is, is not compatible with LHE with BFV scheme due to floating point weights and activations and presence of non-linear layers. Modifications to the model, including post-training quantization and customizing non-polynomial layers, according to methods presented in the thesis, are required for LHE and BFV compatibility.
Chapter 2

Background

Secure neural network inference on medical images involves two major components - an underlying neural network for image recognition as well as the cryptographic primitives used to transform the neural network such that an accurate encrypted prediction is outputted for an encrypted image.

Convolutional neural networks (CNN) are a particular type of neural networks used for image recognition and other applications. We can transform convolutional neural networks using cryptographic primitives to a form that can run inference on encrypted images, as we will see in the following section. We focus on ResNet-18, an example of a CNN that we tested our quantization pipeline and inference functions on, and two cryptographic primitives that are used in Gazelle [16] to modify the CNN - garbled circuits and homomorphic encryption.

2.1 Convolutional Neural Networks

CNNs are similar to feed forward networks in that they have learnable weights and biases. However, they fare better than feed forward neural networks for image recognition, as CNNs can capture the spatial and temporal dependencies due to weights being shared. Figure 2-1 shows an example of a CNN.

The input to a CNN is an image represented as a 3-D tensor with shape \([\text{width, height, depth}]\). The depth is the number of channels in the image. An RGB image
has 3 channels, for example.

![Diagram of different layers in a convolutional neural network](image)

**Figure 2-1**: Example of different types of layers found in convolutional neural networks.

The following layers are common to CNNs, even though their sequencing and parameters may vary between different CNNs. Each layer transforms a tensor of activations to another tensor through a differentiable function.

1. **Convolutional Layers**
   
   In the convolutional layer, we perform point-wise multiplications and accumulations by shifting a square filter across the input image or output of a previous layer. If the stride is greater than one, the filter will skip some pixels. The depth of the output of this layer is equal to the number of filters convolved with the image. Zero padding may be required prior to convolution if the size of each dimension has reduced, in order to maintain the height and width of the output shape. A 1-D example of a convolutional layer, which can be easily extended to multi dimensions, is seen in Figure 2-2. This layer is a linear layer.
Figure 2-2: An example of 1D Convolution. Point-wise multiplication and accumulation is performed by shifting the filter (shown in blue) across the tensor (shown in peach). We can add zero padding to ensure that the size of the feature is maintained, as seen in steps 1 and 5.
2. **ReLU**

Rectified Linear Unit (ReLU) is a non-linear layer that outputs $\text{max}(0, x)$ with input $x$. This elementwise activation function is generally applied to the output of the convolutional layer.

![Max Pooling Example](image)

Figure 2-3: Example of max pooling layer given stride 2 and $2 \times 2$ filters.

3. **Pooling Layers**

Pooling layers decreases the size of the convolved feature. Two most common types of pooling are MaxPooling and AvgPooling. In MaxPooling, the maximum value is returned from designated portions of the feature as seen in Figure 2-3, while in AvgPooling, the average value is returned. Pooling is a non-linear function.

4. **Fully Connected Layers**

The intermediate output is flattened following the final pooling layer. This flattened layer is then densely connected to the fully connected layer, which has as many nodes as there are image classes that we have trained on. Figure 2-4 shows an example of a fully connected layer. $y_1$ and $y_2$ are obtained as follows:

$$y_1 = x_1w_{1,1} + x_2w_{2,1} + x_3w_{3,1} + x_4w_{4,1} + b_1$$

$$y_2 = x_1w_{1,2} + x_2w_{2,2} + x_3w_{3,2} + x_4w_{4,2} + b_2$$

This layer is thus, a linear layer.
Finally, a non-linear activation function such as softmax is applied to the output of the last fully connected layer. Softmax normalizes the output into a probability distribution. The node with the highest probability determined using argmax is the predicted class of the image.

2.1.1 ResNet-18

The ImageNet Large Scale Visual Recognition Challenge[22] was an annual competition from 2010 and 2017 that involved the ImageNet dataset - a hand annotated dataset that consists of over 14 million images from over 21 thousand different categories. Each year, a training dataset consisting of over million images from thousand different classes was released for the image classification task.

These competitions brought about many state-of-the-art CNN implementations for image recognition including AlexNet[18], Inception[24], VGG[23] and ResNet[13].
some of which even performed better at classification than the human eye[22]. In this thesis, we focused on testing our quantization pipeline with ResNet-18, the smallest ResNet model, which has eighteen layers, since that would be the fastest ResNet architecture to train. It is important to note, however, that our pipeline is also compatible with larger ResNet models such as ResNet-34, ResNet-50 and ResNet-101.

One major issue with deep neural networks is the problem of vanishing or exploding gradients. The way ResNet combats this problem is by residual or skip connections, which provide a path to propagate the gradient directly between non-adjacent layers. There are two types of residual blocks found in ResNet - identity block and the convolutional block as seen in Figure 2-5.

The identity block is used when the input activation has the same dimension as the output activation. The convolutional block is used when the dimensions are different. In ResNet-18, every convolutional block is followed by the identity block. The two blocks are represented by $\times 2$ in Table 2.1 where the entire architecture of the ResNet-18 is shown.

<table>
<thead>
<tr>
<th>Layer name</th>
<th>Output width and height</th>
<th>Filter size/Number of Filters</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv1</td>
<td>112×112</td>
<td>7×7, 64, stride 2</td>
</tr>
<tr>
<td>conv2</td>
<td>56×56</td>
<td>3×3 max pool, stride 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 3, 64 \times 2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 3, 64$</td>
</tr>
<tr>
<td>conv3</td>
<td>28×28</td>
<td>$3 \times 3, 128 \times 2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 3, 128$</td>
</tr>
<tr>
<td>conv4</td>
<td>14×14</td>
<td>$3 \times 3, 256 \times 2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 3, 256$</td>
</tr>
<tr>
<td>conv5</td>
<td>7×7</td>
<td>$3 \times 3, 512 \times 2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \times 3, 512$</td>
</tr>
<tr>
<td></td>
<td>1×1</td>
<td>average pool, 1000-d f.c. softmax</td>
</tr>
</tbody>
</table>
Figure 2-5: The Identity Block is shown in (a). The Convolutional Block is shown in (b). Both are types of residual connections found in ResNet.
2.2 Secure Neural Network Inference

Sending plaintext (unencrypted) medical images to a third-party violates patient privacy. These images must be encrypted with a cryptographic algorithm and an encryption key, which only the hospital has access to, before it is sent to the third-party CNN. The CNN, which has been trained on plaintext images, will not yield a correct prediction for the encrypted image, as is. The layers of the CNN must be modified such that the layers can compute over encrypted data. After the modified CNN is run on an encrypted medical image, the output of the modified CNN must be decrypted by the hospital using the encryption key to obtain the predicted classification of the medical image.

Two techniques which enable evaluating over encrypted data without decrypting the data include secure multi-party computation and homomorphic encryption.

2.2.1 Garbled Circuits

In secure multi-party computation, parties jointly compute a function over inputs that each party keeps private. The garbled circuit protocol [27] is a cryptographic protocol that is an approach to two-party secure computation, a subfield of secure multi-party computation which only involves two parties. A boolean circuit is used to express the function that will be computed using the garbled circuit protocol.

This protocol uses one-out-of-two oblivious transfer protocol, which involves a sender $A$ with two messages, $x_0$ and $x_1$ and receiver $B$ choosing one. $B$ will pick an index $i$ from $\{0, 1\}$ and $A$ will send $x_i$ without $A$ knowing which index $B$ selected and $B$ not knowing the other message. The garbled circuit protocol is only limited to 2-input gates since $A$ has two messages, from which $B$ must choose.

The protocol is as follows:

1. The full circuit is known to both parties $A$ and $B$.

2. $A$ garbles each logic gate in the circuit similar to Figure 2-6, which shows garbling of the OR logic gate. For each logic gate, he/she replaces 0s and 1s
with labels in the truth table and encrypts each output entry with labels of the two corresponding inputs. This new table is called the garbled table. After A randomly permutes the rows in the garbled table for each logic gate, he/she sends each garbled table and the labels for his/her input to B.

3. B does not know the labels for his/her input. Through oblivious transfer, B will work with A to receive the labels for his/her input.

4. B evaluates the circuit and obtains the encrypted outputs.

5. A and B work together to learn the output.

![OR gate](image1)

| $X_a^0$ | $X_b^1$ | $X_c^0$ |
| $X_a^1$ | $X_b^0$ | $X_c^1$ |
| $W_a$ | $W_b$ | $W_c$ |
| 0 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 1 | 1 |

(a) OR gate  
(b) Truth table

![Truth table with labels](image2)

| $X_a^0$ | $X_b^0$ | $X_c^0$ | Garbled Table |
| $X_a^1$ | $X_b^1$ | $X_c^1$ | $Enc_{X_a^0}X_b^0(X_c^0)$ |
| $X_a^0$ | $X_b^1$ | $X_c^0$ | $Enc_{X_a^0}X_b^1(X_c^0)$ |
| $X_a^1$ | $X_b^0$ | $X_c^1$ | $Enc_{X_a^1}X_b^0(X_c^1)$ |
| $X_a^1$ | $X_b^1$ | $X_c^1$ | $Enc_{X_a^1}X_b^1(X_c^1)$ |

(c) Truth table with labels  
(d) Garbled truth table

Figure 2-6: An OR gate with wires and labels are shown in (a). The truth table of the OR gate is shown in (b). A will first replace the 0s and 1s in the truth table with the labels as shown in (c) and then encrypt the circuit by creating a garbled truth table as shown in (d).

Garbled circuits are more efficient than other cryptographic primitives such as homomorphic encryption for non-linear computations[16]. However, the downside
to garbled circuits is that they are not reusable, i.e. the circuit can only be used once. Using the circuit more than once compromises the secrecy of the circuit\cite{12}. Thus, due to poor scalability and efficiency, as well as memory constraints, garbled circuits cannot support the network bandwidth of large real world models such as ResNet-18\cite{25}.

Appendix A describes the computation of a non-linear function using garbled circuits.

### 2.2.2 Homomorphic Encryption

Homomorphic Encryption is a cryptographic primitive that can compute over encrypted data without access to the secret key. If $E(m)$ is the encryption of the message $m$, additive homomorphism is as follows:

$$E(m_1) + E(m_2) = E(m_1 + m_2)$$

Multiplicative homomorphism is as follows:

$$E(m_1) \times E(m_2) = E(m_1 \times m_2)$$

Fully homomorphic encryption (FHE)\cite{11} is a type of homomorphic encryption that can support addition and multiplication on circuits of unbounded depth due to bootstrapping. In existing FHE schemes, ciphertext (encrypted data) contains some noise. Each additional computation over the data adds to the noise. If the noise crosses a certain threshold, decryption will not work correctly. With bootstrapping, however, the ciphertext is refreshed after each computation in order to reduce the noise and allow further operations to be performed.

Leveled fully homomorphic encryption (LHE)\cite{7} also supports addition and multiplication, but only successfully runs on circuits of bounded depth as it does not use the very costly technique of bootstrapping, accumulating noise. Partially homomorphic encryption schemes only accomplish addition such as packed additively.
homomorphic encryption schemes (PAHE) or multiplication, but not both[9].

In this thesis, we focus on LHE since it is not as computationally expensive as FHE and also more powerful than PAHE. One of the main cryptographic schemes present within LHE is Brakerski/Fan-Vercauteren (BFV) [10], which only works with integers. However, neural networks have floating points weights and activations. As a result, we must quantize the network to make it compatible with BFV.

**BFV**

Instantiating BFV requires specifying the following parameters[2] - polynomial ring $R = \mathbb{Z}[x]/f(x)$ where $f(x) = x^d + 1$ and $d = 2^n$, ciphertext modulus $q$, plaintext modulus $p$, $\Delta = \lfloor \frac{q}{t} \rfloor$ where $t$ is an integer between 1 and $q$, ring $R_q$ and a noise distribution $\chi$ from $R$.

The secret key $sk$ is generated by sampling an element $s$ uniformly at random from $\chi$.

The public key is generated by sampling an element $a$ uniformly at random from $R_q$ and error $e$ from $\chi$ to obtain following public key:

$$pk = (\left\lfloor - (a \cdot s + e) \right\rfloor_q, a)$$

A message $m$ is encrypted by parsing $pk[0]$ and $pk[1]$. Given $u, e_1, e_2$ sampled from $\chi$, we output the following ciphertext:

$$ct = ([pk[0] \cdot u + e_1 + \Delta \cdot m]_q, [pk[1] \cdot u + e_2]_q)$$

The ciphertext can be decrypted by setting $s$ to $sk$ and computing

$$\left\lfloor \frac{t \cdot [ct[0] + ct[1] \cdot s]_q}{q} \right\rfloor_t$$

The elements of ciphertext can be interpreted as coefficients of a polynomial as follows:
\[[ct[0] + ct[1] \cdot s]_q = \Delta \cdot m + v\]

where \(v\) is the noise in the ciphertext and

This scheme defines two functions, \texttt{EvalAdd} and \texttt{EvalMult} such that

\[
\text{EvalAdd}(ct_1, ct_2) = \Delta \cdot [m_1 + m_2]_t + v
\]

\[
\text{EvalMult}(ct_1, ct_2) = \Delta \cdot [m_1 \cdot m_2]_t + v
\]

Thus, given two ciphertexts, we can compute the sum or product over these ciphertexts.

\[2.2.3 \quad \text{BFV-compatible CNN}\]

As aforementioned, linear layers such as convolution layers and fully connected layers involve multiplication and addition of tensors. They can, thus, be supported by homomorphic encryption[16].

However, non-polynomial activation functions such as ReLU cannot be supported unless such activation functions are approximated by low-degree polynomials[8]. To make our neural network fully compatible with BFV, we have to modify our quantized inference functions. As a result, it is important that we have an implementation of quantized inference functions where we are easily able to modify the activation functions and test how different activation functions affect the accuracy. In the following chapters, we will explore how we quantized a network to be compatible with BFV scheme and how we customized the quantize inference functions.
Chapter 3

Related Work

Much work has been done in the field of secure neural network inference [25][20][8]. Papers written regarding privacy-preserving deep learning mostly use multi-party secure computation (MPC) or homomorphic encryption (HE) or a combination of the two. We highlight some of the major papers and some of their strengths and drawbacks.

3.1 Multi-party Secure computation based methods

Methods based on multi-party secure computation require interactivity between the parties involved.

3.1.1 SecureML

SecureML[20] uses oblivious transfer, garbled circuits and secret sharing, a method where each party receives only a share of the secret to preserve the privacy of neural network inference. This paper implements a simple neural network without any convolutional layers.
3.1.2 DeepSecure

Deep Secure[21] uses oblivious transfer and garbled circuits and works with convolutional neural networks. The drawback of using garbled circuits for secure inference, as mentioned in the previous chapter, is that they cannot support real world models.

3.2 Homomorphic Encryption based methods

The downside to multi-party secure computation based methods, such as SecureML and DeepSecure, is high network latency and high bandwidth usage[5]. We instead opt to use homomorphic encryption based methods. Following are some papers that use homomorphic encryption for secure neural network inference:

3.2.1 CryptoNets

CryptoNets [8] was the first example of secure neural network inference using homomorphic encryption. It specifically uses LHE with Brakerski-Gentry-Vaikuntanathan scheme (BGV)[6], a scheme like BFV that only works with integers. CryptoNets uses square function to approximate ReLU activation function prior to training. However, accuracy is not very high for very deep neural networks where number of activation layers and other non-linear layers is large.

3.2.2 CryptoDL

CryptoDL[14] uses low degree polynomials to approximate activation functions in CNNs, thereby improving upon the bandwidth per inference and latency.

3.3 MPC and HE based methods

There are some methods that use a combination of multi-party secure computation and homomorphic encryption.
3.3.1 MiniONN

MiniONN[19] uses garbled circuits and secret sharing for inference and a weak form of lattice-based additively homomorphic encryption for precomputation. Modifications to activation function take place prior to inference and not prior to training, as in CryptoNets.

3.3.2 Gazelle

Gazelle[16] greedily optimizes the cryptographic primitives used in the neural network by using garbled circuits for non-linear layers such as activation and pooling layers and PAHE for linear layers such as convolutional and fully connected layers. It achieves three orders of magnitude faster run-time than CryptoNets and 20x faster than MiniONN.

As in other garbled circuit based methods, Gazelle cannot support the network bandwidth of large real world networks such as ResNet-18. Running secure neural network inference with real world networks will potentially be much more feasible with the contributions of this thesis, which are as follows:

1. Training and Quantization pipeline

   We can train real world neural networks on large datasets in TFRecord format on TPU and then quantize the model in order for it to be compatible with BFV (a LHE scheme which only works with integers) without a significant loss in accuracy. Unlike other secure neural network inference methods such as CryptoNets which involve the modification of non-polynomial activation functions to low-degree polynomials prior to training, we train models without modification and thus, ensure higher accuracy on real world models with several activation layers.

2. Customized quantize inference functions

   With customized quantize inference functions, we will easily be able to approximate non-linear activation functions with low-degree polynomial functions prior to inference for the model to be compatible with homomorphic encryption.
We detail our pipeline and inference functions in the following chapters.
Chapter 4

Training and Quantization Pipeline

We needed to quantize the weights and activations to make the neural network compatible with BFV. We first had to determine the quantization method we wanted to use as that would influence how we would train our model.

Two main quantization methods are found in popular Python machine learning libraries PyTorch[4] and Tensorflow[3]:

1. Quantization-aware – Quantization takes places during training

2. Post-training quantization – Quantization takes place after training

In quantization - aware training, the model is trained with floating point weights and activations. Quantization error is modeled in both forward and backward passes using fake quantization modules. After the model has been trained, it is converted to a quantized model with conversion functions provided by Python machine learning libraries.

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to use</td>
<td>Lower model accuracy than Quantization Aware Training</td>
</tr>
<tr>
<td>Only small unlabeled dataset required for calibration</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Pros and Cons of using Post Training Quantization
libraries. Though quantization-aware methods often yield a higher accuracy, post-training quantization methods are more standardized and can be easily applied to any model without any customization. Post-training quantization only requires a small set of unlabelled data for calibration whereas, quantization-aware training requires the entire labelled training data set. Furthermore, we found that quantizing the model post training did not contribute to a significant loss in accuracy. Table 4.1 summarizes the pros and cons of using post-training quantization as opposed to quantization-aware methods.

We initially worked with Pytorch’s implementation of post-training quantization. However, training the model for additional epochs post quantization was required in order to improve the accuracy of the model. In contrast, Tensorflow’s implementation successfully quantized the network after training with just a few lines of code. As a result, we opted to use Tensorflow’s post-training quantization implementation.

![Training and Quantization Pipeline](image)

Figure 4-1: Training and Quantization Pipeline.

### 4.1 Training

When working with large datasets and real world networks, running the model on CPU or even GPU is not optimal as it can take days for the network to train. Training ResNet-18 for one epoch on a single GPU on ImageNet dataset took us 1.6 hours. Training ResNet-18 for 200 epochs would take around 13 days. Google Cloud Platform’s (GCP) TPU (Tensor Processing Unit) can shorten the full training time to hours, if the dataset and model are in the appropriate formats. TPU is optimized for Tensorflow giving us further reason to choose Tensorflow over PyTorch. PyTorch code needs to be compatible with XLA to run on TPU. We found that modifying the
code added additional and unnecessary complexity and we constantly ran into errors.

For the sake of illustration, we describe the process we took on training ResNet-18 with ImageNet on v3-8 TPU, a TPU node with 8 TPU v3 cores. We ran the code on a GCP Debian virtual machine preinstalled with TensorFlow 1.15. We show our entire training and quantization pipeline in figure 4-1.

4.1.1 Dataset

The plaintext image dataset we trained on was organized as follows:

Datasets such as ImageNet, however, are quite large containing over a million images in its training set. Feeding in images to the TPU when the dataset is in the format described above takes a lot of time and makes the TPU extremely inefficient. To speed up the time it takes for the TPU to read the images, we convert the image dataset that is organized in the above file structures to TFRecord format using a script on GPU. The TFRecord format serializes the data and allows the data to be read linearly. It is important to split the dataset into an appropriate number of TFRecord files. Generating one TRFrecord file for the training dataset and one for the validation dataset prevented the TPU from being efficient. For ImageNet, we divided training image set into 1024 files and validation image set into 128 files.
The TFRecord files that were fed into the TPU was organized in the following file structure:

The file structure for the TFRecord files was as follows:

```
TFRecordDataset/
   train-00000-of-01024
   train-00001-of-01024
   validation-00000-of-00128
```

4.1.2 Building an Estimator

In order to make training and subsequent quantization process streamlined, it was important that our ResNet-18 model was in the TensorFlow Estimator format[1]. The Estimator format involves four different actions and only runs on CPU and GPU:

- Training
- Evaluation
- Prediction
- Export for Serving

Since the model and datasets we worked with were large and required the use of TPU, the estimator was converted to TPUEstimator object. This required only the revision of a few lines of code.

It took 3-5 minutes to train each epoch of ResNet-18 on ImageNet on TPU using the TFRecord dataset format with a TPUEstimator object. The model was trained for 200+ epochs and a checkpoint was saved at every epoch. It achieved 70.512% accuracy on 1000 classes of ImageNet.

After the last epoch, the model was saved to the SavedModel format using a serving function. Since the model in the SavedModel format was going to be quantized,
it was important that all functions in the model were quantizable. All ResNet-18
functions such as padding, pooling and convolution are standard functions that can
be quantized with TensorFlow Lite(a library that optimizes Tensorflow code for small
devices such as mobile phones and IoT devices). However, any functions used for im-
age preprocessing such as cropping and resizing are not supported for quantization.
As a result, our serving function did not have any preprocessing code and only took
in an image in the NHWC format (batch number, height of image, width of
image, number of channels). In our particular case, we used (None, 224, 224, 3) to have the same height, width and number of channels as the images we trained
on.

The functions used to normalize the images (subtracting the mean, $\mu$ and dividing
by the standard deviation, $\sigma$) was part of our model training code and thus, did
not have to be included in the serving function either. Subtraction is quantized in
TensorFlow Lite, but division is not. Instead, we multiplied by $\frac{1}{\sigma}$ when training the
model as multiplication is quantizable.

### 4.1.3 Model

The model was saved in the SavedModel format which has the following file structure.

```
SavedModel/
  model.pb
  variables/
    variables.index
    variables.data-00000-of-00001
```

The SavedModel format can be automatically converted to the TFLite format,
without any additional information. Once our model was in TFLite format, we were
able to quantize it using the code in TFLite library.
4.1.4 Quantization

Types of post-training quantization methods available in TensorFlow Lite Library include dynamic range quantization, full integer quantization and float16 quantization. We opted for full integer quantization of weights and activations since this form of quantization resulted in the smallest model and highest speedup. Floating point tensors are approximated using the following formula:

\[
\text{real\_value} = (\text{int8\_value} - \text{zero\_point}) \times \text{scale}
\]

In TensorFlow’s quantization specification, weights are represented by symmetric quantization and the zero\_point for per-tensor and per-axis weights is equal to 0. Activations are represented by asymmetric quantization and the zero\_point for per-tensor activations are in range [-128, 127].

In order to quantize the TensorFlow Lite model, we needed a representative dataset to create quantized values with an accurate range of activations. We found that 100 images from ImageNet, which was the number of images suggested by TensorFlow, to be sufficient for conversion. Then the model can be converted to a quantized model with a floating input or a quantized input file with a integer input. The quantization converted weights and activations to int8, making the quantized model about 4 times smaller than the original trained model.

Inference

In order to ensure that quantization had properly worked, we determined the accuracy of classifying a small subset of the validation ImageNet images with the quantized model. We used the Python API from TensorFlow lite to run inference. Images were resized to 224x224 and any pre-processing (cropping, resizing, etc.) done on training images was done on the images in this set before inputting image through the quantized model. The accuracy attained was about 70.438% indicating that the quantization had indeed worked. Quantization caused the model accuracy to decrease
slightly - by 0.074%.

4.1.5 Results

The steps we took to train and quantize ResNet-18 were nearly identical for each of the image recognition models we trained and quantized. In addition to ResNet-18, we trained smaller networks with MNIST dataset and CIFAR-10 dataset and determined the accuracy of the quantized networks on validation images. We also quantized a large pretrained network VGG-16 and tested on 5000 images from ImageNet validation set. We summarize the results that we have obtained in table 4.2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset (# of classes)</th>
<th>Accuracy (Unquantized)</th>
<th>Accuracy (Quantized)</th>
<th>Change in Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>ImageNet (1000)</td>
<td>70.51%</td>
<td>70.44%</td>
<td>-0.07%</td>
</tr>
<tr>
<td>Custom CNN</td>
<td>MNIST (10)</td>
<td>95.19%</td>
<td>95.17%</td>
<td>-0.02%</td>
</tr>
<tr>
<td>Custom CNN</td>
<td>Cifar-10 (10)</td>
<td>79.32%</td>
<td>78.94%</td>
<td>-0.38%</td>
</tr>
<tr>
<td>VGG-16</td>
<td>ImageNet (1000)</td>
<td>62.04%</td>
<td>62.08%</td>
<td>0.04%</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of accuracy of unquantized and quantized models

Post-training quantization resulted in less than 0.5% drop in accuracy for smaller and real world networks, and in some cases resulted in an increase in accuracy.
Chapter 5

Plaintext Inference of Quantized Model

An image recognition model that has been trained and quantized must undergo further modifications prior to inference in order to be completely compatible with LHE and obtain a prediction for an encrypted image. Though we used Python API to run inference, the TensorFlow Lite interpreter itself is implemented in C++ and uses gemmlowp, a library for low precision matrix multiplication.

In order to make each layer in the model more accessible and easier to modify, we wanted to implement the interpreter code in Python using NumPy (a library for computing on large, multi-dimensional arrays and matrices). With an implementation in Python, we can quickly test different low-degree polynomial approximations for non-linear functions to make the model compatible with homomorphic encryption and measure the impact these modifications have on the accuracy of the model.

We can also use our interpreter implemented in Python to understand how quantized inputs and outputs are processed through each operator. Complexity in the TensorFlow Lite code arises from the need to handle edge cases with C integer types and from the fact that the implementation target is the ARM Neon instruction set. As a result, the quantized inference code must work around the peculiarities of that instruction set. Since these issues are not relevant to secure inference, we want to simplify the underlying implementation and make the code simpler before we tested...
it with homomorphic encryption.

We first used Netron to view the quantized model and its layers. A portion of the quantized model is shown in Figure 5-1. The following operators are in the ResNet-18 model and needed to be implemented in Python - Add, Average Pool 2D, Conv 2D, Fully Connected, Max Pool 2D, Multiply, Softmax, Pad, Subtract, Arguments of the Maxima, Quantize. Some of these layers such as Add and Conv 2D are merged with ReLU layer to form Add-ReLU and Conv 2D-ReLU. The type (int8, int32, float, etc.) and sizes of each input and output of each operator are in the Netron file as seen in Figure 5-2. Some operators have additional information pertaining to that operator such as the type of padding used, the stride width, stride height, etc. If applicable, the inputs and outputs also have quantization related information, from which we can obtain the zero_point and the scale.
Figure 5-1: Portion of the quantized model shown in Netron.
Figure 5-2: Properties of Conv2D operator shown in Netron.
5.1 Code Validation

In order to validate each operator implemented in our version of the interpreter implemented in Python, we had to ensure that given an input, the output obtained from the Python code matches the output obtained from C++ code in the original library. According to TensorFlow Lite documentation, only the final output is exposed in the Python API and not intermediate outputs for inference so there was no way to obtain the outputs of each operator in the model unless we modified the TensorFlow library.

In order to modify the C++ code and obtain these intermediate outputs, we built TensorFlow library from source. The files and folders that were relevant to the interpreter code are located in the `lite` directory of TensorFlow and are as follows:

1. `interpreter.cc` and `interpreter.h` which had C++ code for interpreter
2. `python` directory which contains the Python API
3. `kernel` directory which contains the code for each of the operators

Additional code pertaining to the operators is found in `fixedpoint.h` in the `fixedpoint` directory of the gemmlowp code.

Initially, we experimented with printing the output from C++ code, but this would involve printing the output for each operator. Our idea was not scalable if we wanted to implement other operators in Python in the future. A more long term solution would be to add functionality to the Python API such that anytime we run inference, we could call the output of any operator and save the matrix in NumPy format.

Since the documentation stated that only the tensor of output nodes can be called from the Python API, we decided to label each intermediate node as an output node in C++ code. In the C++ code, we created a function `MarkAllAsOutputs`, in which the list of outputs are first cleared so as not to have the final output appear at the beginning of the list. Then, all the nodes are added to the output list in order that they appear in the model. We then created a new function in Python API `mark_all_as_outputs` that would mark all the intermediate nodes as output. As a
result, when we infer on an image, we can determine the output tensor of any kernel by indexing into the list of outputs.

5.2 Replicating Operators in Python

Within the kernel directory, there are several files pertaining to the kernels as well as an internal directory which contains two sub-directories, optimized and reference. Code within the operator files in kernel directory calls optimized code if the device the code is run on, uses ARM Neon instruction set. We seek to replicate the reference code for our interpreter in Python as it is straightforward.

Each operator has its own file in the kernel directory and is comprised of the following steps:

1. Init - Initializes the inputs and the outputs
2. Free - Frees memory
3. Prepare - Encompasses variety of important functions such as determining if broadcasting is necessary, obtaining multipliers and shifts for inputs and outputs, calculating activation range, etc.
4. Eval - Determines which function to use based on shape of inputs and outputs and whether device runs ARM Neon instruction set; calls a function in the internal directory

We include in detail the steps taken for two of the operators - quantize and add operator.

5.2.1 Quantize Operator

The very first step is quantizing the image input. $z_{out}$ represents the zero point and $s_{out}$ represents the scale of the output tensor. An unclamped output is obtained by

$$ z_{out} + \left\lfloor \frac{\text{input} - \text{tensor}}{s_{out}} \right\rfloor $$
Finally, we clip the values in the unclamped output tensor to values in the int8 range (from -128 to 127).

5.2.2 Add Operator

The ResNet-18 model contains several Add+Relu operators in the model. We replicate the steps taken within the Add operator. There are two inputs to each add operator and one output.

In the quantized Add operator, inputs cannot be directly added to obtain the outputs as the input tensors may have different scales. We must take a series of steps in order to normalize the tensors to the same scale and sum the inputs. We first obtain an integer multiplier and shift value for each input based on both inputs’ scale. Each input is then modified, if necessary, to have the shape shape. The input’s zero point is summed to the input and the input is then left shifted. This left shifted value is multiplied with the integer multiplier. Only the highest 31 bits are retained and then shifted according to the shift value, yielding scaled inputs that can be summed to obtain a raw output. The raw output is then clipped to obtain the final output.

We summarize the steps taken in the Add Operator in Figure 5-3 and explain each step in more detail below.
Figure 5-3: The steps taken in the Add Operator. To obtain the final output, we clip the raw output to be between and including the activation minimum and maximum values that we establish.
We use the following notation: Floating point values are represented with a hat ($\hat{x}$).

\[
\text{offset}_{in_i} = -z_{in_i}, \\
\text{offset}_{out} = z_{out}, \\
\text{leftshift} = 20 \\
S = 2 \cdot \max(s_{in_1}, s_{in_2}), \\
\hat{m}_{in_i} = \frac{s_{in_i}}{S}, \\
\hat{m}_{out} = \frac{S}{(2^{\text{leftshift}} \cdot s_{out})}
\]

This ensures that $0 \leq \hat{m}_{in_i} \leq 1$.

**Quantizing Double Multipliers to Integers**

The following formulae show how a double scale value ($\hat{q}$) gets converted to a pair of integers $(q, \text{shift})$ such that $\hat{q} \approx q \cdot 2^{\text{shift}}$. This step is taken for both $\hat{m}_{in_i}$ to obtain $m_i$ and $\text{shift}_i$ and for $\hat{m}_{out}$ to obtain $m_{out}$ and $\text{shift}_{out}$.

\[
(q, \text{shift}) = \text{frexp}(\hat{q}) \\
q = \lfloor q \cdot 2^{31} \rfloor \\
(q, \text{shift}) = (0, 0), \text{ if } \hat{q} = 0 \\
(q, \text{shift}) = (q/2, \text{shift} + 1), \text{ if } q = 2^{31} \\
(q, \text{shift}) = (0, 0), \text{ if } \text{shift} < -31
\]

**Calculate Shapes of Inputs for Broadcast**

In order to calculate the shape of the output, we must first determine if shapes of outputs are the same. If they are same, the output takes the same shape. If they
are not, we prepend 1 as the dimension to the input with less dimension so that the shapes are now the same. The output takes this shape. The following step then takes place for both inputs.

\[
\text{shiftedval}_{in_i} = (\text{broadcasted}_{in_i} + \text{offset}_{in_i}) \star 2^{\text{leftshift}}
\]

Quantization Helper Functions

For each input, the first function takes in the \text{shiftedval}_{in_i} and \textit{m}_{in_i}.

**Helper function 1**

We represented the inputs of this function as \(a\) and \(b\),

\[
\text{overflow} = (a = b) \land (a = -2^{31})
\]

\[
ab = a \star b
\]

\[
nudge = \begin{cases} 
2^{30} & \text{if } ab \geq 0 \\
1 - 2^{30} & \text{otherwise}
\end{cases}
\]

\[
\text{ab\_x2\_high32} = \left\lfloor \frac{ab + nudge}{2^{31}} \right\rfloor
\]

\[
c = \begin{cases} 
2^{31} - 1 & \text{if } \text{overflow} \\
\text{ab\_x2\_high32} & \text{otherwise}
\end{cases}
\]

In summary, given \((a, b)\), Helper function 1 computes \(\frac{2ab}{2^{31}}\).

**Helper function 2**

Helper function 2 takes in the output of Helper function 1 and \(-\text{shift}_i\).

With inputs of Helper function 2 represented as \textit{numerator} and \textit{exponent},
mask = \(2^{\text{exponent}} - 1\)

remainder = numerator \& mask

threshold = \[
\begin{cases}
\left\lfloor \frac{\text{mask}}{2} \right\rfloor + 1 & \text{if numerator} < 0 \\
\left\lfloor \frac{\text{mask}}{2} \right\rfloor & \text{otherwise}
\end{cases}
\]

scaled = \[
\begin{cases}
\left\lfloor \text{numerator} \times 2^{-\text{exponent}} \right\rfloor + 1 & \text{if numerator} < 0 \\
\left\lfloor \text{numerator} \times 2^{-\text{exponent}} \right\rfloor & \text{otherwise}
\end{cases}
\]

For each input, we obtain \(\text{scaled}_{in}\). We sum the \(\text{scaled}_{in}\) to obtain a \(\text{rawsum}\). Then we repeat the quantization steps with the Helper function 1’s input being the \(\text{rawsum}\) and \(m_{out}\) and the Helper function 2’s input being the output of Helper function 1 and \(\text{shift}_{out}\). To obtain the raw output, we sum the output of Helper function 2 with \(\text{offset}_{out}\).

Calculate the Activation Minimum and Maximum values

To obtain the final output, we clip the raw output to values between and including the minimum and maximum values calculated from this function. The lower and upper limits are decided based on what activation function is fused to the addition operator (if there is one).
\[(q_{\text{min}}, q_{\text{max}}) = (-128, 127)\]
\[(s, z) = (s_{\text{out}}, z_{\text{out}})\]
\[q(x) = z + \left\lfloor \frac{x}{s} \right\rfloor\]
\[(\text{act}_{\text{min}}, \text{act}_{\text{max}}) = \begin{cases} 
(\max(q(0), q_{\text{min}}), q_{\text{max}}) & \text{ReLU} \\
(\max(q(0), q_{\text{min}}), \min(q(6), q_{\text{max}})) & \text{ReLU6} \\
(\max(q(-1), q_{\text{min}}), \min(q(1), q_{\text{max}})) & \text{ReLU1} \\
(q_{\text{min}}, q_{\text{max}}) & \text{No Activation}
\end{cases}\]

### 5.2.3 Other Operators

Subtract and Multiply operators are very similar to the Add operator. For the Subtract operator, \(\hat{m}_{\text{in}2}\) is multiplied by -1. For the Multiplier operator, instead of summing the scaled \(i\), we multiply them.

Other operators such as Conv 2D and Fully Connected use many of the similar functions found in the Add operator such as quantizing double multipliers to integers, but are much more complicated.

Max Pool 2D, Average Pool 2D are very similar to their non quantized counterparts with the output being clipped to the values after calculating the activation minimum and maximum values. Essentially, the scale and zero point of the final output only is relevant if ReLU comes after the pooling layer. Otherwise, the output is clipped to values between and including the int8 minimum and maximum values. Softmax is also similar to its non quantized counterpart. The only difference is that the output is summed with the zero point of the final output and then clipped to values between and including the int8 minimum and maximum values.

Simpler operators include the ArgMax operator, which does not involve quantization, and the Padding operator, which involves padding with the \(z_{\text{out}}\).
In summary, coding the operators in Python gave us an opportunity to understand the quantization functions and easily modify the functions as necessary to simplify the model and make it compatible with LHE with BFV scheme.
Chapter 6

Conclusions and Future Work

In this thesis, we explored the modifications that are necessary for a third party model to take an encrypted medical image as an input. We presented a training and quantization pipeline, which involved converting image data to TFrecord format, training real world models such as ResNet-18 from scratch on TensorFlow using TPU, converting the model to a TensorFlow Lite model and then quantizing it to make the model compatible with the BFV scheme. With appropriate serving model function, we showed that we are able to run inference and quantize model with less than 0.5% loss in accuracy.

We then built TensorFlow from source and coded functions in C++ and Python to facilitate extracting inputs and outputs of each layer in our model. We also wrote inference functions in Python for each of the operators in ResNet-18 and validated our implementation with the inputs and output tensors that we had extracted.

6.1 Future Work

In the future, we would like to modify the inference functions and approximate non-linear activation functions such as ReLU with low-degree polynomial functions to make the model compatible with LHE. Edge cases in homomorphic encryption are rare so we would like to remove them and test the effect on accuracy.

Once we are satisfied with the modified inference functions, we would like to
test it with BFV and LHE and determine accuracy on encrypted images. After any necessary modifications, we would like to implement this in Gazelle 2.0 code-base. We would like to measure the end-to-end latency and bandwidth and compare with other state-of-the-art models.

Finally, we would like to test the Gazelle 2.0 system with OncoNet network from Professor Regina Barzilay’s group, which has been trained on plaintext breast scan data from Massachusetts General Hospital. We would like to evaluate the accuracy of inferring on encrypted medical data.

In conclusion, we were able to show a promising method for quantizing neural networks and customizing inference functions that can potentially be used with BFV and leveled homomorphic encryption for hospitals to send encrypted medical data to third party for image recognition.
Appendix A

Garbled Circuits and Secure Yelp

This thesis goes over quantizing a CNN in order to make it compatible with homomorphic encryption. However, as mentioned previously, garbled circuits are more efficient for non-linear functions than homomorphic encryption. This appendix will talk through the use of garbled circuits for the following problem:

If a user were to input their location and if a third party were to have a database of restaurants, the user could find out what is the closest restaurant to it without divulging his/her own location to the third party or having access to the entire database of restaurants.

A.1 Formulation

If the location of person is defined as \((x_p, y_p)\) and \(R\) is set of restaurants in our database, we would like to satisfy the following expression,

\[
\min_{i \in R} \sqrt{(y_i - y_p)^2 + (x_i - x_p)^2}
\]

and output the location of the closest restaurant to the user.

Since we do not need to determine the exact distance between the person and the closest restaurant, but rather just the location of the closest restaurant, we can modify
the function by eliminating the square root. We then approximate our function by eliminating the squaring computations and modify the expression to:

$$\min_{i \in R} |y_i - y_p| + |x_i - x_p|$$

Thus, a function that returns the closest restaurant to a person would look something like the following if a person’s location is inputted and a list of restaurants’ locations is inputted:

### Algorithm 1 Secure Yelp

1: procedure FindClosestRestaurant(person, restaurants):
2:     mindist $\leftarrow \infty$
3:     loc $\leftarrow [0, 0]$
4:     for i in restaurants do
5:         dist $\leftarrow |i.x - \text{person}.x| + |i.y - \text{person}.y|$
6:         if dist < mindist then
7:             mindist $\leftarrow$ dist
8:             loc $\leftarrow [i.x, i.y]$
9:     return loc

### A.2 Circuit Equivalent

In order to find the closest restaurants securely, we used boolean circuits and garbled them. We took the user’s location as a 32 bit integer, where the leftmost 16 bits represented the x value of the user’s location and the rightmost 16 bits represented the y value of the user’s location. Each restaurant in the database was also similarly 32 bits, with leftmost 16 bits representing x value of the restaurant’s and rightmost 16 bit representing the y value of the restaurant’s location.

We concatenated the restaurant locations so the third party’s input is a string of length $32n$ where $n$ is the number of restaurants in the database. Thus the inputs to our boolean circuit were the user’s location and the location of all the restaurants. We also had two additional inputs, 1 and 0 to represent power and ground. Together,
we had $32(n + 1) + 2$ inputs.

Because of the garbled circuits protocol, we were only limited to 2-input logic gates. We used the following gates in our circuit: AND gates, XOR gates, OR gates and XNOR gates. NOT gates were represented in the circuits by the input XOR 1. Due to Free-XOR optimization in garbled circuits protocol, which states that amount of computation does not rely on number of XOR gates, we also tried to maximize the number of XOR gates and minimize the number of other gates.

The minimum distance is first set to 17 bits of 1 and the closest location is first set to 32 bits of 0. Then we start calculating the distance between each restaurant and person. To calculate the distance between the x value of a restaurant and x value of the person, we first had to calculate which value was bigger so that the smaller number was subtracted from the larger number. We used a multi-bit comparator to compare the two values. Once we determine if the x value of the restaurant was equal to, less-than or greater-than, we used two multi-bit multiplexers, which had two inputs - the x value of the person and the restaurant. The selector bit in the first multiplexer was set to the less-than value obtained from the comparator. The selector bit in the second multiplexer was set to the greater-than value obtained from the comparator. Then we used a multi-bit subtractor to subtract the output of the second multiplexer from the output of the first multiplexer. The process is repeated to calculate the distance between the y value of the restaurant and y value of the person.

The distance between the x values and y values of the person and the restaurant are summed using a multi-bit adder. We then use a multi-bit comparator to compare the current minimum distance and the distance calculated between the restaurant and the person. A multi-bit multiplexer is used to select either the minimum distance or the distance between the restaurant and the person based on the value of the comparator. The output of the the multiplexer is compared with the distance between the person and the restaurant using a multi-bit comparator, thus determining if the minimum distance has changed. The equal to value of the comparator is the selector bit to a multi-bit comparator with two inputs: closest location and the restaurant location.
The restaurant location is thus selected if the distance between the restaurant and the person is now the minimum distance. The process is thus repeated with all the restaurants in the database. The circuit we designed is seen in Figure A-1.

![Figure A-1: Our boolean circuit to find closest restaurants securely.](image)

It is important to note that each of the circuit components are composed of further components. Multi-bit comparators are composed of four-bit comparators. Multi-bit subtractor are composed of full subtractors which are made of half subtractors. Multi-bit adders are composed of full adders which are made of half adders. Multi-bit multiplexers are composed of single-bit multiplexers. All comparators, multiplexers, subtractors and adders are composed of the following logic gates - AND gates, XOR gates, OR gates and XNOR gates.

**A.3 Circuit as a DAG**

We had existing code to garble the circuit. There was a specific format needed to input the circuit to garble it. The circuit needed to be represented by a list of tuples in the format (Number of input 1 node, Number of input 2 node, Number of output node).
Figure A-2: A circuit with two AND gates shown in (a). The associated directed acyclic graph with the circuit is shown in (b).

The final 32 outputs of the circuit representing the closest restaurant to a person should be in the last 32 tuples of the list. To transform the circuit in this format, we modeled our circuit as a directed acyclical graph (DAG). The original inputs as well as the inputs and the outputs of each logic gate represented nodes in our graph. Each node (other than the original input nodes) is annotated with the logic gate that it is the output of. Edges were added between inputs and the outputs to represent the gate. Figure A-2 shows an example of a circuit and its associated DAG.
The graph is topologically sorted and nodes are renumbered and reordered such that the final output nodes are in the final 32 tuples in the list.

A.4 Results

Since garbled circuits are not reusable, the circuit grows linearly in size with the addition of each restaurant in the database. For \( n \) restaurants in the database, the \# of AND gates + \# of XOR gates + \# of OR gates + \# of XNOR gates is

\[ 714n + 417n + 273n + 72n \]

for a total number of 1476\( n \) gates. Table A.1 displays the number of gates needed if there are 100 restaurants in the database.

Table A.1: 100 restaurant in the database

<table>
<thead>
<tr>
<th># of AND gates</th>
<th>71400</th>
</tr>
</thead>
<tbody>
<tr>
<td># of XOR gates</td>
<td>41700</td>
</tr>
<tr>
<td># of OR gates</td>
<td>27300</td>
</tr>
<tr>
<td># of XNOR gates</td>
<td>7200</td>
</tr>
</tbody>
</table>
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