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Abstract: Electronic trap states limit the overall power conversion efficiency of quantum dot (QD) 

solar cells by inhibiting charge carrier transport and reducing the open-circuit voltage. Here, we 

explore the dynamic interaction of charge carriers between band edge states and sub-band trap 

states using broadband transient absorption spectroscopy. In monodisperse arrays of 4-5 nm 

diameter PbS QDs, we observe an optically active trap state ~100-200 meV below the band edge 

that occurs at a frequency of 1 in ~2500 QDs. Uncoupled QD solids with oleic acid ligands show 

trap-to-ground-state recombination that resembles Auger recombination. In electronically coupled 

QD solids, we observe entropically-driven uphill thermalization of trapped charge carriers from 

the trap state to the band edge via two distinct mechanisms: Auger-assisted charge transfer (~35 

ps) and thermally activated hopping (~500 ps). Photophysical characterization combined with 

atomistic simulations and high-resolution transmission electron microscopy suggest that these 
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states arise from epitaxially fused pairs of QDs – rather than electron or hole traps at the QD 

surface – offering new strategies for improving the efficiency of QD solar cells. 

 

Keywords: Nanocrystal, lead sulfide, transport, trap state, transient absorption 
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Introduction 

Colloidal nanocrystal quantum dots (QDs) are promising building blocks for next-

generation optoelectronic technologies because of their tunable size and shape, size-dependent 

optical properties, and flexible ligand chemistry. However, challenges associated with the 

synthesis and formation of electronically coupled QD solids remain.1, 2 In particular, mid-bandgap 

trap states have garnered substantial attention because they limit photovoltaic device efficiencies 

by reducing the open-circuit voltage3 and acting as charge carrier recombination sites.4  Trap states 

are involved in charge carrier transport, either directly through mid-gap transport5, 6 or through 

multiple trapping and release steps.7, 8 The electronic characteristics of trap states are observed to 

vary with ligand treatments,9, 10 air exposure,11 and other oxidation treatments,12 prompting 

speculation that trap states are associated with structural defects or unpassivated sites on the QD 

surface, or with strongly coupled QD aggregates.4, 13-15 

Here, we use broadband near-infrared transient absorption (TA) spectroscopy to study the 

dynamics of charge carrier de-trapping in PbS QD solids. By employing highly monodisperse QDs 

(size dispersity 1-3%), we are able to spectrally distinguish the trap state from the normal 

inhomogeneous distribution of band-edge states. In electronically coupled QD solids, we observe 

efficient uphill thermalization of trapped charge carriers to the band edge transport level. De-

trapping is entropically favored due to the large excess density of band edge states relative to trap 

states. We observe two kinetic mechanisms of de-trapping: (1) a fluence-dependent, temperature-

independent Auger-assisted electron transfer process that occurs on a timescale of ~35 ps, and (2) 

a fluence-independent, temperature-dependent thermally-assisted hopping process that occurs on 

a time scale of ~500 ps at room temperature.  From temperature-dependent photoluminescence 

(PL) measurements, we infer a trap state density of 1 in ~2500 QDs, which is consistent with 
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literature reports for thiol-treated QD solids.10, 11, 16 In addition, we use Kinetic Monte Carlo 

(KMC) simulations to confirm the entropically-driven charge carrier de-trapping mechanism. 

Upon direct photoexcitation of the trap state in QD solids with insulating oleic acid ligand 

we observe clear signatures of Auger recombination, revealing a trap state degeneracy, bi-exciton 

decay time, and absorption cross section similar to the band edge state of a single QD – rather than 

an electron or hole surface trap. TEM image analysis confirms the absence of unusually large QDs 

but also reveals the infrequent occurrence of epitaxially-fused QD dimers, which can explain our 

findings. Strong electronic coupling between two fused QDs can generate new states lower in 

energy by ~100-200 meV relative to the single QD band gap15, 17 (1.08 eV for 4.9 nm diameter 

QDs and 1.3 eV for 4.2 nm diameter QDs, as studied here). Furthermore, density functional theory 

(DFT) calculations of PbS QD dimers epitaxially attached on the (100) facet exhibit optical 

properties and energy shifts that are consistent with spectroscopic results.   

 

Direct Photoexcitation of the Trap State 

PbS QDs were synthesized according to previously published procedures,18, 19 dispersed in 

toluene, and spin coated onto glass substrates for TA measurements or single crystal quartz 

substrates for temperature-dependent PL measurements. To make electronically coupled solids, 

QD films were ligand exchanged with ethanethiol in a nitrogen glovebox (see Methods).20 

To probe charge carrier de-trapping kinetics, we performed experiments in which we 

directly photoexcited the ground-to-trap state transition using a sub-bandgap laser pulse, and 

subsequently tracked the dynamic occupation of the trap and band edge states using ultrafast 

transient absorption (TA) spectroscopy (Figure 1a and Methods). In Figure 1b, the trap state at 

1.06 eV of 4.2 nm diameter (1.3 eV) QDs is excited with a 0.99 eV pump laser pulse. Immediately 
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following photoexcitation, only the trap state is occupied. The band edge bleach feature 

subsequently grows in over the next ~500 ps as the intensity of the trap state bleach feature 

decreases, signaling population transfer from trap to band edge.  Spectral slices (Figure 1c) clearly 

show only the trap state bleach at early times, and the population of both states at later times. The 

energy of the band edge bleach signal at 1.24 eV is the same as the thermalized energy of the band 

edge TA signal when excited well above the band gap.21 The integrated intensities of the band 

edge and trap state bleach features as a function of time are shown in Figure 1d. By ~2.0 ns, 

equilibrium between the trap state and the band edge has been reached and the ratio of the intensity 

of the two bleach features subsequently remains constant. If we assume that the decrease in bleach 

intensity of the trap state is entirely due to carriers de-trapping to the band edge state, we estimate 

that the trap state absorption cross section is approximately two to three times greater than the 

band edge absorption cross section.  
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Figure 1. Uphill thermalization of trapped charge carriers. (a) Energy level diagram showing 

direct excitation of the trap state followed by uphill thermalization to the band edge. (b) TA color 

plots showing spectral dynamics following excitation of the trap state in QD solids (d = 4.2 nm, 

δ=2.1-3.0%) as a function of ligand length. The pump spectra and QD solution absorption spectra 

are overlaid as solid white lines for reference. (c) Selected TA spectra at 1 ps and 400 ps following 

photoexcitation of the trap state shown in panel b. (d) Integrated peak intensities as a function of 

delay time for the ethanethiol treated solid shown in (b).  

 

The behavior shown in Figure 1 is characteristic of an entropically-driven de-trapping 

process. If the density of states at the band edge is much larger than the density of trap states 

(
𝐷𝑂𝑆𝐵𝐸

𝐷𝑂𝑆𝑡𝑟𝑎𝑝
> 𝑒−(𝐸𝐵𝐸−𝐸𝑡𝑟𝑎𝑝) 𝑘𝑏𝑇⁄ ), then charge carriers are more likely to be found at the band edge 

than the trap level once equilibrium is reached. In this case, entropy maximization drives charge 

carriers uphill in energy. 

It is noteworthy that, when the trap state is selectively excited, no bleach signal is observed 

initially at the band edge energy. The conduction and valence band edges have the same 
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degeneracy in lead chalcogenide QDs, so the electrons and holes contribute approximately equally 

to the TA band edge bleach signal22. The absence of a bleach feature at the band edge energy 

implies that the excitation does not involve an electron or hole in a core band edge level of a typical 

QD (for instance, a transition from a band edge level to an empty surface state), which would 

immediately contribute a partial bleach at the band edge energy. 

Spectral signatures of the trap state are also observed in QD solids with oleic acid ligands, 

but uphill thermalization to the band edge does not occur (Figure 2e).  Exciting the trap state in 

QD solids with varying length thiol ligands (Figure 2a-d), we see that de-trapping occurs only for 

the shortest two ligands, ethanethiol and butanethiol, but not for the longer octanethiol or 

dodecanethiol ligands. From these results, we conclude that electronic coupling and fast diffusion 

away from the trap site is needed to depopulate the trap state (see also Figure S1). Additionally, 

we note that the trap state bleach intensity in the thiol-treated samples is consistently ~3 times 

greater than that in the oleic acid sample, indicating an increase in the trap state density following 

ligand exchange.   

To gain a better understanding of the energy distribution of the trap state as compared to 

the band edge state, we vary the excitation wavelength in the ethanethiol QD solid.  As the 

excitation energy is increased from 0.99 eV (Figure 2f) to 1.03 eV (Figure 2g) and 1.08 eV (Figure 

2h), the excitation pulse begins to overlap with the low energy tail of the QD size distribution 

(Figure S2).  The expected blue-shift of charge carriers in the band-edge manifold toward the 

thermalized equilibrium average energy (white dashed line) is then observed in addition to 

depopulation of the trap state.  
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Figure 2. Spectral dynamics following direct photoexcitation of the trap state at 300 K. (a-e) TA 

color plots showing spectral dynamics following excitation of the trap state in QD solids (d = 4.2 

nm, δ=2.1-3.0%) as a function of ligand length. The pump spectra and QD solution absorption 

spectra are overlaid as solid white lines for reference. Panel (a) is a replica of panel (b) from Figure 

1. (f-h) TA color plots showing spectral dynamics as the excitation wavelength is tuned closer to 

the band edge. (i-j) TA color plots showing spectral dynamics in larger, more monodisperse QD 

solids (d = 4.9 nm, δ=0.6-0.8%) whose band edge absorption peak is near the homogeneous limit. 

The laser excitation pulse is sufficiently broad to excite both the trap state and the band edge state.  

Similar behavior is also observed in more monodisperse ensembles of larger sized QDs 

(4.9 nm, 1.08 eV), but the trap state and band edge state are too close in energy to be selectively 

excited with our femtosecond laser excitation pulses (Figure 2i-j, Figure S2). However, two 

spectrally distinct features are observed in the TA spectrum for both the oleic acid capped QDs 

and the thiol-exchanged QDs. The monodispersity of this QD batch (spectrally narrow band edge 

bleach feature allowing clear separation from the trap state feature) and the excitation energy 

dependence shown in Figure 2f-h clearly demonstrate that the trap state is a distinct state and not 

simply the tail of the size distribution.23, 24 We also performed photothermal deflection 

spectroscopy, which showed continuous absorption in the sub-bandgap region, consistent with the 

existence of separate manifold of trap states (Figure S3).25 Furthermore, the trap state absorption 
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bleach at 0.97 eV in these larger QDs is lower in energy than in the smaller QDs, and closer in 

energy to the band edge peak (shallower depth), indicating a size-dependence of the trap state 

energy (Figure S2). We also note that these trap states are observed with other common ligands, 

such as 3-mercaptopropionic acid or tetrabutylammonium iodide (Figure S4), further indicating 

that they are a property of the QD solid, and not specific to any surface treatment.   

 

Kinetics of De-Trapping 

To learn more about the nature of the trap state and the de-trapping process, we turn to 

analysis of the de-trapping and recombination kinetics. Figure 3a presents the integrated trap state 

bleach intensity in an oleic acid QD solid as a function of delay time following trap state excitation 

for several different laser fluences. In this sample, only trap-to-ground-state recombination is 

observed because QD-QD electronic coupling is too weak for uphill thermalization, which requires 

carrier transport away from the trapping site. The initial bleach intensity increases with fluence, as 

does the fraction of the intensity that decays within the first ~100 ps.  These dynamics are 

reminiscent of Auger recombination dynamics26 in isolated QDs in solution (Figure S5a). Indeed, 

the time constants of the multi-exciton decay are in line with the band edge multi-exciton decay in 

PbS QDs (Figure 3b), which becomes faster for smaller QDs.26 The absorption cross section of the 

trap state can be estimated from the intensity-dependent measurements, and yields a value of 8x10-

16 cm2 (Figure 3c), which is the same order of magnitude as the band edge state (Figure S5b,c).27, 

28 Thus, based on their photophysical properties, the trap states behave much more like large QDs 

than like charge-separated surface defects.   
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Figure 3. Analysis of de-trapping kinetics. (a) Trap state bleach intensity in QD solid with oleic 

acid ligands as a function of delay time and excitation power showing dynamics characteristic of 

Auger recombination. (b) Trap state decay time constant in oleic acid capped QDs as a function of 

number of excitons absorbed per QD, and comparison to Auger recombination in QDs with similar 

band gap energy. (c) Bleach intensity at 1 ns as a function of excitation fluence. Experimental data 

are shown as open circles and a model fit to determine the absorption cross section is shown by 

the dashed line. (d, e) Comparison of trap state and band edge bleach dynamics in ethanethiol-

treated QD solid as a function of trap state excitation fluence at 300 K and at 80 K. (f) Schematic 

showing two observed de-trapping mechanisms. AA = Auger-assisted; TH = thermally activated. 

De-trapping kinetics in electronically-coupled QD solids (Figure 3d,e) resemble dynamics 

one might expect for larger QDs in a matrix of smaller QDs. Figure 3d presents the normalized 

integrated trap and band edge bleach intensities as a function of delay time following direct trap 

state excitation for different excitation fluences at 300 K. The decay of the trap signal and growth 

of the band edge signal mirror each other, as expected for population transfer from the trap state 

manifold to the band edge. As the excitation fluence increases, the magnitude of population 

transfer from the trap to the band edge state increases.  
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The de-trapping process follows two timescales, with a fast component that increases in 

magnitude with increasing fluence and a slow component that does not depend on fluence.  

Fluence-dependent measurements at 80 K (Figure 3e) freeze out the slow de-trapping mechanism, 

but reveal that the fast de-trapping mechanism is temperature-independent. The fast (~35 ps) de-

trapping process occurs on similar time scales as the Auger recombination process observed in 

oleic acid QD solids, suggesting that the temperature-independent, fluence-dependent fast de-

trapping process is an Auger-assisted electron transfer event.29, 30 As illustrated in Figure 3f, when 

two excitons occupy the same trap site, Auger recombination can generate a single energetic (hot) 

charge carrier, which is able to rapidly transfer to a neighboring QD before cooling back to the 

band edge. We assign the slower (~500 ps) de-trapping mechanism to thermally-activated charge 

carrier hopping.31 A summary of these two de-trapping mechanisms is presented in Figure 3f.  

Notably, at 80 K and low excitation fluence – where the Auger-assisted mechanism is not 

active and thermally activated de-trapping is not observed (red traces, Figure 3e) – decay of the 

trap state bleach intensity is still observed even in the absence of growth of the band edge signal. 

Within the 3 ns measurement window, ~50% of the trap state population has decayed back to the 

ground state, indicating that the trap states we observe spectroscopically are possible 

recombination centers that negatively affect QD device efficiencies.  

 

Quantum Dot Dimers are a Source of Trap States 

While the photophysical behavior of the trap state closely resembles that of larger QDs, 

the presence of anomalously large QDs within the ensemble is not supported by materials 

characterization. The PbS QDs used in this study are highly monodisperse,18 with the standard 

deviation of the mean diameter estimated to be only 3.0% for the 4.2 nm QDs and 1.0% for the 4.9 
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nm QDs.31 If the trap states were due to abnormally large QDs in the ensemble, the measured trap 

state energies would correspond to QDs with diameters of 4.7 nm for 4.2 nm batch and 5.4 nm for 

the 4.9 nm batch, which is 5-10 standard deviations away from the mean (Figure S6). We do not 

see evidence for such large QDs in transmission electron microscopy (TEM) images (Figure 4a 

and previous publications18, 20). However, we do occasionally see two QDs that appear to be 

touching each other. High-resolution (HR-TEM) reveals that some of these QD pairs are 

epitaxially fused QD dimers (Figure 4b,c), which are expected to have a lower energy than a single 

QD.1, 32  

 

Figure 4. TEM analysis of epitaxially fused QD dimers. (a) TEM micrograph of monodisperse 4.9 

nm QDs with oleic acid ligands showing an absence of anomalously large QDs, but the presence 

of a QD dimer. (b) HR-TEM micrograph of an epitaxial dimer. Below the micrograph, selected-

area FFT patterns are shown corresponding to either the entire dimer or just the left or right QD. 

Lattice fringes and FFT analysis show that the QDs are epitaxially connected on the (100) facet.  

(c) HR-TEM micrograph of an epitaxial dimer with a twinning boundary at the attachment 

interface.  

Intentional formation of PbSe QD dimers during solution phase synthesis has been 

demonstrated,32 as has oriented attachment of PbSe QDs to form extended superlattices.33, 34 

Removal of surface ligands using (NH4)2S results in connected QD assemblies for PbS, PbSe, 

CdSe, and CdS QDs, indicating that bare QD surfaces likely attach across a range of materials.35 
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It is therefore reasonable to expect that a few dimers could form unintentionally during standard 

synthesis and ligand exchange procedures. Selective-area fast Fourier transform (FFT) analysis of 

the crystal fringes on each half of the QD dimer shown in Figure 4b reveals the relative orientation 

of the QDs, and their attached crystal facet (see the Supplementary Information and Figure S9 for 

more detail). We observe fusing predominantly on the {100} facets in our QD dimers. Oriented 

attachment of PbSe QDs also proceeds along the {100} facets.33, 34 Increased likelihood of fusing 

on the {100} facet may be a result of more weakly bound ligands and a greater chance of a bare 

surface on this facet as compared to the {111} facet.36   

As shown in Figure 2e & 2l, trap states are already present before ligand exchange and are 

even observed in solution (Figure S7), indicating that some dimers are formed during the initial 

synthesis and handling. Previous work showed that intentionally-prepared dimers are not separated 

from single QDs by size-selective precipitation using common solvent/non-solvent pairs,32 so they 

are not likely to be removed during usual purification steps. Based on comparison of the initial 

bleach intensity in Figure 2a-e, we conclude that additional dimers are also formed during the 

solid-state ligand exchange step, increasing the trap state density by 50% to 100% following ligand 

exchange. In samples made with QDs synthesized using lead oxide or lead acetate precursors in 

octadecene and oleic acid,37-39 dimer trap states were not observed in QD solids with the native 

oleic acid ligands, but were observed following ligand exchange (Figure S8).  

 Hughes et al.32 previously observed energetic splitting between the single QD and QD 

dimer levels, which decreased with increasing QD size from ~150 meV for 3 nm QDs to ~50 meV 

for 7 nm QDs.32  This size-dependent trend in the energy splitting was explained using a tight 

binding model based on the effective mass approximation and spherical wave functions, with 

faceted QDs represented by spherical QDs of equivalent volume.32, 40 This model predicts slightly 
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shallower trap state depth than the ~100-200 meV we observe in our 4 to 5 nm faceted PbS QDs, 

but the size-dependent trend is consistent (Figure S6). 

To elucidate the origin of the trap states, we performed density function theory (DFT) 

calculations. Prototype PbS QD (d = 2.0 nm) dimers fused along the {100} facet without surface 

ligands are considered in this work. A series of dimers were constructed to represent various 

degrees of fusing, as illustrated in Figure 5a, and their electronic structures and absorption spectra 

are compared with a single QD (Figure 5b, 5c, 5d). The computed bandgap (~1.0 eV) of our 2 nm 

QD is underestimated compared to experiment due to the well-known DFT underestimation of 

semiconductor bandgaps, although trends are typically well represented. In addition, the inclusion 

of spin-orbit coupling, which is important for describing the electronic structure of lead 

chalcogenide quantum dots, is known to further reduce the bandgap.41, 42 The calculated bandgaps 

of the dimers decrease as the fusing increases, which agrees with previous work in which the 

energy splitting increases as the overlap between the QDs increases.32  
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Figure 5. DFT simulations of PbS QD dimers. (a) Sideview of the 2 nm diameter single PbS QD. 

Pb and S atoms are represented by black and yellow spheres respectively. The colored boxes 

represent increasing degree of fusing in the QD dimers, from 4 (blue) to 12 (green), 16 (orange), 

and 24 (red) atoms. The fusing occurs along the {100} facet. (b-d) The absorption spectra (b) and 

unoccupied orbital (c) and occupied orbital (d) energies of fused dimers, compared with a single 

isolated QD (0 fused atoms). (e) The wavefunction of the LUMO of a dimer with 4 atoms in the 

fused plane (top), and 12 atoms in the fused plane (bottom). 

Figure 5b shows the absorption spectra calculated within the single particle approximation. 

The first excitonic peaks of the dimers are generally redshifted compared to the single QD, with 

the absorption coefficient on the same order of magnitude. Surprisingly, when two individual QDs 

are in direct contact (4 atoms in the fusing plane), there is negligible shift in the first excitonic peak 

compared to the single QD. This is due to the small hybridization of the wavefunctions when the 

overlap is small. In fact, the calculated energy splitting between the symmetric and antisymmetric 
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combinations of the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular 

orbital (LUMO) of single QDs are less than 10 meV. As the degree of fusing increases to 12, 16, 

and 24 atoms in the fused plane, there is significant localization of the wavefunction around the 

fused region, creating new LUMO that are lower in energy than the LUMO of the single QD by 

around 80-160 meV, as shown in Figure 5c. Given the smaller computed bandgap, the computed 

LUMO redshifts for the dimers are in general agreement with our experimentally measured values 

of 150-200 meV. This new state is due to quantum confinement effect in the fused region and 

cannot be explained using a simple picture of a linear combination of molecular orbitals from 

individual QDs. These results demonstrate that it is probably the dimer electron level that is shifted 

relative to neighboring individual dots, as the energies of the highest occupied molecular orbital 

(HOMO) of the dimers are almost unchanged (Figure 5d). It should be noted that the energy shifts 

are not directly proportional to the degree of fusing; rather they depend on the exact geometric 

configuration of the fused region. 

We also calculated the electronic structures and absorption spectra for larger QDs (d = 2.5 

nm) and their dimers (Figure S10). With a computed bandgap of 0.7 eV for the single QD, the 

dimer LUMO states are around 25-50 meV lower in energy. As found in the case of smaller QDs, 

we observe wavefunction localization in the fused region, once a significant degree of fusing 

(greater than 12 atoms in the fused plane) is introduced.  

The energetic shifts attained in these atomistic calculations are consistent with the 

experimentally measured trap state energies and with the expected size-dependent trend.  The 

number of atoms in the attached facet adds another variable in addition to size dispersity that 

increases the energetic disorder of QD dimers as compared to single QDs.  Thus, we expect a 

greater linewidth for the ensemble QD dimer absorption as compared to the single QD absorption, 
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which is observed experimentally for the highly monodisperse QDs. The lowest energy transitions 

of QD dimers and the degeneracy and absorption cross section of these transitions are consistent 

with the assignment of trap states in QD solids to QD dimers fused on the {100} facets.  

 

Charge Carrier Equilibrium between Band Edge and Trap State 

In Figure 6a, we present photoluminescence spectra of films of ethanethiol-capped 4.9 nm 

diameter QDs (1.08 eV first absorption peak).  At room temperature, we observe emission from 

the band edge state, but as the temperature decreases, emission from a spectrally distinct lower-

energy state grows in. Similar sub-band emission has been observed in lead chalcogenides QDs in 

a variety of chemical environments.43-46 Chuang et al. identified this state as the likely origin of 

the large open-circuit voltage deficit in PbS QD photovoltaics.3 Though the trap state is lower in 

energy by an amount (~170 meV) many times greater than the available thermal energy at 300 K 

(~25 meV), the room-temperature emission spectrum is nonetheless dominated by the band edge. 

This is due to the much greater number of band edge states than trap states, as shown in the 

schematic in Figure 6b. The PL intensity of each state is proportional to the occupation, n, which 

follows a Boltzmann distribution that accounts for the degeneracies, g, of the band edge (BE) and 

trap states: 

 
𝑃𝐿𝐵𝐸

𝑃𝐿𝑡𝑟𝑎𝑝
∝

𝑛𝐵𝐸

𝑛𝑡𝑟𝑎𝑝
=

𝑔𝐵𝐸

𝑔𝑡𝑟𝑎𝑝
exp (

−∆𝐸

𝑘B𝑇
), (1) 

where ΔE is the difference in energy between the trap state and the band edge. If we assume similar 

radiative efficiency for the band edge and trap states, then the degeneracy ratio and trap state depth 

can be found by fitting the data to equation (1), as shown in Figure 6c.  Note that this fit is valid 

only at high temperatures (T > 250 K) when charge transfer rates are sufficiently fast to establish 

equilibrium between the band edge and trap state manifolds.47, 48 A fit to the data yields a trap state 
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degeneracy of 1 in ~2500 QDs, which is consistent with other published trap state densities in 

thiol-treated films measured using a variety of techniques.11, 16, 49-51 The fitted activation energy of 

~180 meV is approximately equal to the energy difference between the band gap and trap state PL 

features, further reinforcing the assumption of equilibrium which is implicit in the use of Equation 

1.  

 

Figure 6. Emission from band edge and trap states in ethanethiol-treated PbS QD solids.  (a) 

Photoluminescence spectra as a function of temperature showing PL from the band edge state at 

room temperature and from the trap state at lower temperatures. (b) Schematic showing much 

higher density of states at the band edge than at the trap state energy, so that at room temperature, 

charge carrier occupation of band edge states is entropically favored. (c) Ratio of band edge to trap 

state PL as a function of temperature (filled circles). A fit (dashed line) gives the trap state depth 

and density.   

 To further confirm that thermal equilibrium between band edge states and trap states can 

be established with a trap state density of 1 in ~ 2500 QDs, we performed Kinetic Monte Carlo 

(KMC) simulations in model QD solids with different trap state densities at various temperatures. 

In our model, we follow a free carrier (electron or hole) undergoing a series of stochastic hops 

between individual QDs. We describe the hopping rate using the Miller-Abrahams rate equations 

(see Methods section for more details). To highlight the temperature-activated charge carrier de-

trapping dynamics, we assume the hopping rate prefactor, as well as other material specific 

parameters, to be temperature-independent. These simulations include fast recombination through 
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the trap state (contributing to the simulated trap state population dynamics), but do not include the 

Auger-assisted de-trapping pathway. Figure 7a explores the effect of trap state density on the 

occupation probability at T = 300 K. At lower trap state density, more uphill thermalization is 

observed, which is consistent with the experimentally observed entropically-driven de-trapping 

mechanism. In Figure 7b, we simulated the effect of temperature on the occupation probability of 

the band edge and trap states. Growth of the band edge state occupancy is observed within the 

simulation time window at 300 K but not at lower temperatures, which is consistent with the 

thermally activated hopping mechanism and associated experimental data shown in Figure 3.  

 

Figure 7. Kinetic Monte Carlo simulations for de-trapping kinetics at various temperatures and 

trap densities. (a) Occupation probability of the band edge state and the trap state as a function of 

time at various trap state densities. (b) Occupation probability of the band edge state and the trap 

state as a function of time at different temperatures.  

 

Conclusions and Outlook  

In light of the assignment of traps in PbS QD solids to QD dimers we re-examine the 

literature, which has generally assigned trap states to QD surfaces. Changes in the trap state density 

as a result of different ligand treatments9, 50 may reflect a change in the likelihood of QDs fusing, 

rather than the creation of surface defects. Bozyigit et al.52 used thermal admittance spectroscopy 



20 

 

to measure the spectrum of electronic trap states in PbS QD solids, and found a trap state spectrum 

that looks similar to a QD absorption spectrum, consistent with our findings from atomistic 

simulations of QD dimers. Speirs et al.53 observed a reduced trap state density and 147 meV 

increase in the open-circuit voltage in PbS QD solar cells following overgrowth of a CdS shell. 

We propose that the CdS shell achieves these results by preventing dimer formation, rather than 

by passivating surface defects. Furthermore, in light of the de-trapping mechanisms we have 

observed (Figure 3f), the observation of electrical current in response to optical excitation below 

the band edge may result from charge carrier de-trapping and transport through band edge states, 

rather than transport through mid-gap states.54 

Future efforts must carefully optimize QD synthesis and device fabrication procedures to 

avoid the accidental formation of dimers, as they can significantly inhibit QD device performance 

even at very low concentrations of 1 in ~1000 QDs. Improved separation techniques beyond size-

selective precipitations are needed to remove dimers that form during synthesis. Since additional 

dimers also readily form during solid state ligand exchange, solution-phase ligand exchanges,55, 56 

followed by purification to remove any dimers, may be required to form strongly coupled QD 

solids free of dimer trap states that can ultimately boost QD device efficiency.   

Finally, we acknowledge that there may be additional trap states that impact electrical 

device measurements that cannot be characterized using the optical techniques demonstrated here. 

Photoluminescence and absorption are sensitive only to states with non-vanishing transition dipole 

moment. Charge-separated states, such as electron or hole surface traps, may impact QD device 

efficiency but may not be observable using the techniques employed in this study.  
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Experimental Methods 

PbS QD synthesis and QD solids preparation: The 4.2 nm QDs were synthesized according 

to Zhang et al.19 and the 4.9 nm QDs were synthesized according to Weidman et al.18 Both 

syntheses use PbCl2 in oleylamine, but the Zhang synthesis uses bis(trimethylsilyl)sulfide 

((TMS)2S), while the Weidman synthesis uses elemental sulfur.  The native oleylamine ligands 

were replaced with oleic acid (oleate) ligands during purification steps following synthesis.  

Purified QDs were re-dispersed in toluene at a concentration of 100 mg/mL in a nitrogen glovebox.  

40 μL of this solution was spin cast at 1500 rpm for 30 s onto a 0.5 inch square borosilicate glass 

slide (Schott D-263 from Thermo Fisher) that had been cleaned and treated overnight with 0.02M 

(3-mercaptopropyl)trimthoxysilane (Sigma-Aldrich, 95%) solution in toluene to improve QD 

adhesion. Some samples were then placed in a 0.1M solution of the desired ligand (1-ethanethiol 

(Sigma Aldrich, 97%), 1-butanethiol (Sigma Aldrich, 99%), 1-octanethiol (Sigma Aldrich, 

98.5%), 1-dodecanethiol (Sigma Aldrich, ≥98%), or 3-mercaptopropionic acid (Sigma Aldrich, 

≥99%) in acetonitrile for 24 hours for ligand exchange. The ligand exchange for 

tetrabutylammonium iodide (Sigma Aldrich, ≥99%) was done at a concentration of 10 mg/mL in 

methanol, and allowed to sit on the sample for 30 s before spinning to remove and then washing 

with pure methanol. This created films that were ~100-200 nm thick and have an optical density 

of ~0.1 at the first absorption peak.  Prior to ligand exchange, the QDs are air stable. Following 

ligand exchange, the samples were kept in an inert environment at all times, including during TA 

and PL measurements.  

Photoluminescence (PL) spectroscopy: Photoluminescence spectra were collected using a 

785nm narrow-band continuous wave diode laser.  Photoluminescence spectra were collected in a 

Janis ST-100 cryostat, which was loaded inside the glovebox to prevent air exposure.  The laser 

was focused onto the sample using a 125mm lens at ~30° from the normal, and emitted light was 
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collected using a backscattered geometry with a 75mm lens and sent to a Bayspec NIR 

spectrometer. The total power density was 0.2 W/cm2 at the sample.  

Transient absorption (TA) spectroscopy: Transient absorption spectroscopy was performed 

at the Advanced Optical Spectroscopy and Microscopy Facility at the Center for Functional 

Nanomaterials at Brookhaven National Laboratory.  A commercial Ti:sapphire femtosecond 

regenerative amplifier (SpectraPhysics Spitfire Pro) operating at a 1 kHz repetition rate was used 

to generate 800 nm fundamental. An optical parametric amplifier (LightConversion) was used to 

generate IR pump pulses (1150nm, 1200nm, 1250nm, or 1350nm) with ~100 fs time resolution. A 

longpass filter (Thorlabs) 50nm shorter than the pump pulse wavelength (e.g. 1200nm longpass 

for 1250nm pump) was used to clean up the pump line to ensure it did not inadvertently excite 

higher energy states.  The probe pulses were generated by focusing a small portion of the 800 nm 

fundamental onto a sapphire crystal to generate a white-light supercontinuum over the range of 

850–1600 nm. The probe light was split into signal and reference beams, which were detected on 

a shot-by-shot basis by fiber-coupled InGaAs diode arrays coupled to a high-speed data acquisition 

system (Ultrafast Systems). The pump-probe time delay was controlled by a mechanical delay 

stage (Newport). Each measurement is an average of several scans of the delay stage to ensure that 

dynamics were not changing with laser exposure time. Probe power was typically only a few 

hundred nanowatts.  The pump power to excite the trap state was 300 μW to 2.7 mW, but a 

significant portion of this light was scattered or transmitted through the sample because the trap 

state density is low and, as a result, the absorbance at those wavelengths is low.   

Transmission electron microscopy (TEM): Transmission electron microscopy (TEM) was 

performed on a JEOL 2011 instrument operating at 200 kV. High Resolution TEM (HRTEM) 

images were collected on a JEOL 2010 instrument operating at 200kV. Samples were prepared by 
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drop casting QD suspensions in hexanes onto copper TEM grids coated with an amorphous carbon 

support film. 

Photothermal deflection spectroscopy (PDS): The PDS was performed according to Jean 

et al.25 Briefly, the QDs were deposited on custom 4 mm * 12 mm fused quartz slivers. The pump 

beam consists of a 300 W Xe arc lamp chopped at 10 Hz, a dual-grating monochromator with 1 

mm slits, a periscope, and achromatic lenses to collimate and focus the beam. The sample film was 

secured using a custom holder in a standard 10 mm quartz cuvette. The probe beam consists of a 

658 nm, 40 mW temperature-controlled laser diode, an anamorphic prism pair, spatial filter, and 

iris to circularize the beam and isolate the fundamental mode; a bandpass filter to eliminate 

scattered light; and a quadrant detector with built-in transimpedance amplifier.  

Density functional theory (DFT) calculations: All DFT calculations were performed using 

the Vienna Ab initio Simulation Package (VASP, v5.4.4).57, 58 The semi-local Perdew-Burke-

Ernzerhof (PBE) generalized gradient approximation59 is used for the exchange correlation 

functional. Electronic wavefunctions were expanded in plane waves basis with an energy cutoff of 

400 eV. The Pb 5d106s26p2 and S 3s23p6 electrons were included in the valence, and the core-

valence interaction was treated by the projector augmented wave (PAW) method.60 Spin-orbit 

coupling effects are included for all atoms.61 A vacuum spacing of 15 Å was added to the supercell 

in all three spatial directions to remove any spurious interactions, and only gamma k-point is 

sampled. The total energies were converged to 10-6 eV and the atomic positions were relaxed until 

the residual forces were less than 0.01eV/ Å. The frequency dependent dielectric function was 

computed using the independent particle approximation. The absorption coefficient, α(ω) was 

obtained using the formula 𝛼(𝜔) =
𝜔

𝑐𝑛(𝜔)
𝜀2(𝜔), where c is the speed of light in vacuum, ε2(ω) is 

the imaginary part of the dielectric function, and n(ω) is the real part of the complex refractive 
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index, 𝑛2(𝜔) =
1

2
(𝜀1 + √𝜀2

2 + 𝜀1
2), with ε1(ω) the real part of the dielectric function. Electronic 

wavefunctions were visualized using the VESTA program.62 

Kinetic Monte Carlo (KMC) simulations: Numerical simulations of carrier transport in QD 

solids were performed using a kinetic Monte Carlo (KMC) algorithm in which a free carrier 

(electron or hole) undergoes a series of stochastic hops between individual quantum dots. The 

hopping rate for electrons in the conduction band and holes in the valence band from QD i to QD 

j was specified using the Miller−Abrahams rate equation, 

𝑘𝑗𝑖
(𝛼)

= {
𝑘(𝛼) exp (−

(𝜀𝑗−𝜀𝑖)/2

𝑘B𝑇
) ; 𝜀𝑗 > 𝜀𝑖

𝑘(𝛼)                                ; 𝜀𝑗 ≤ 𝜀𝑖,
                                                  (2) 

where 𝑘(𝛼) is the hopping rate prefactor of a free charge carrier (𝛼 = “–” or “+”  for an electron or 

hole, respectively), 𝜀𝑖 is the energy of the ith QD, 𝑘B is the Boltzmann constant, and 𝑇 is the 

temperature. Here we assume that the hopping rate prefactor is constant over the temperature range 

we observe to highlight the phenomenon of temperature-activated charge carrier dynamics from 

trap to band edge states. Therefore, we assumed that material-specific parameters, such as 

absorption peak energies (𝜀)̅, energetic disorder (σih), and QD superlattice structure, in the KMC 

model remain constant. The QD solid model consists of a three-dimensional periodically replicated 

cell in a BCC lattice configuration containing N = 32,000 QDs with a fractional trap state density, 

 = (number of trap states)/N. Each QD is randomly assigned either a band edge absorption energy 

or a trap state absorption energy, drawn from a Gaussian distribution with a standard deviation, 

σinh, and a peak absorption energy, 𝜀.̅ For details on the KMC model procedure and 

parameterization of QD samples, see the Supporting Information. 
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Figure S1. Transient absorption exciting at the band edge peak for QD solids with thiol ligands of 

varying lengths. A transient redshift indicating charge transport in the observed time window is 

present for ethanethiol and butanethiol QD solids, but not for octanethiol, dodecanethiol, or oleic 

acid.  
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Figure S2. Transient absorption spectroscopy showing excitation of the trap state and 

upconversion to the band edge state in QD solids with ethanethiol ligands.  (top row) Color plots 

repeated from Figure 2. (middle row) Spectra at 1 ps and 400 ps for the QD solids in the row above. 

(bottom row) Population dynamics of the band edge and trap states for the QD solids shown in the 

top row.  

 

 

Figure S3. Photothermal deflection spectroscopy showing sub-bandgap absorption of 4.9nm QDs 

used for the transient absorption measurement. The continuous absorption below the band gap is 

consistent with the existence of a continuous manifold of trap states. 
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Figure S4. PbS QDs with mercaptopropionic acid (top row) and tetrabutylammonium iodide 

(bottom row) ligands also show trap state excitation and upconversion to the band edge state.  

 

 

Figure S5. Transient absorption signatures of Auger recombination and calculation of the 

absorption cross section. (a) Increasing the pump fluence increases the number of absorbed 

photons per QD. Excitons on QDs with more than 1 exciton undergo Auger recombination, 

reducing the TA bleach signal in a few hundred picoseconds. (b-c) The absorption cross section 

can be estimated from a plot of the bleach intensity at 1ns, after Auger recombination is complete 
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but before appreciable single exciton recombination, versus the excitation fluence.  This is shown 

for 5.8 nm QDs in (b) and 5.0 nm QDs in (c).  

 

Figure S6. Calculated trap state depth for different QD shapes (truncated octahedron, 

cuboctahedron, truncated cube) and attached facets ((100), (111)) based on effective mass and 

tight binding approximations.1, 2 Calculations with a confining potential barrier of 1.0 eV1 are 

shown with solid lines and of 1.6 eV3 with dashed lines. Trap state depth extracted from transient 

absorption measurements are shown in red circles.    

 

Figure S7. Trap state excitation of oleic acid-capped QDs in solution (left), oleic acid-capped QD 

solids (center), and following ligand exchange for ethanethiol (right). The optical density at the 

band edge peak absorption was 0.2 for the solution sample, 0.1 for the oleic acid sample, and 0.08 

for the EMT sample. The concentration of trap states is similar in solution and in the oleate-capped 

QD solid, but is higher in ethanethiol-treated solids, even after accounting for a possible increase 

in absorption cross section per QD for the shorter ligands4. 
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PbS QDs synthesized via other methods. QDs made using lead oleate or lead acetate precursors, 

rather than lead chloride, show no measurable dimer trap state absorption with native oleate 

ligands, but do show trap state absorption after ethanethiol ligand exchange (Figure S8).  There 

are several possible reasons why the lead chloride and oleylamine synthesis method might result 

in measurable dimer states, whereas the lead oleate or lead acetate synthesis methods do not. 

Oleylamine binds weakly to the QD surface and is in rapid equilibrium with free ligand in 

solution,5 so it may be easier for ligands to detach and create bare surfaces that may fuse. The 

dimers might also form during the oleylamine to oleic acid solution ligand exchange step, which 

is added to purify the QDs and remove unreacted lead chloride.  The lead chloride and oleylamine 

synthesis is capable of producing nearly monodisperse QDs, and more monodisperse QDs may 

orient and fuse more readily.6 Additionally, different purification and processing steps might result 

in different ligand coverage,7 which could also impact the likelihood of dimer formation.  

Alternatively, traps may be present at similar rates, but are harder to resolve because of greater 

inhomogeneous broadening. More work is needed to further understand the role of the synthetic 

method in dimer formation in order to make monodisperse, homogeneously-broadened, trap-free 

PbS QD solids.  

 

Figure S8. Trap state excitation in ethanethiol-capped QD solids synthesized with PbO (a-b) or 

PbAc2 (c). Photothermal deflection measurements showing the sub-bandgap absorption are shown 

in (d).  
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HR-TEM analysis of PbS QD dimers. To confirm the presence of PbS quantum dot dimers, high 

resolution TEM images of PbS quantum dot monolayers were collected and analyzed). For this 

analysis, a dimer is defined as two PbS quantum dots fused together such that they support a single 

continuous crystal structure throughout both substructures. This is observed via clear lattice planes 

that span the entire dimer with no change in orientation (Figure 4b). In contrast, two unattached 

quantum dots that are simply in close proximity to one another would not display any alignment 

between their two lattices. Thus, in order to confirm attachment between two quantum dots that 

appear to be in contact, analysis of the HR-TEM images must reveal that the constituent 

nanocrystals are in fact aligned on one of their faces.  

This analysis is implemented through inspection of the fast Fourier transform (FFT) of the 

candidate dimer image. The FFT reveals the orientation and spacing of the lattice planes visualized 

in HRTEM. For instance, FFT analysis of a HRTEM image of a quantum dot with its 200 plane 

parallel to the beam would reveal a peak at a 0.31 nm/cycle radial position with respect to the 

center spot of the FFT. This spacing is confirmed by inspecting the 200 peak in the XRD pattern 

for PbS. Additionally, the azimuthal position of the spot corresponding to these lattice planes is 

determined by the angle of the planes with respect to the image. For instance, two QDs in the same 

image with 200 planes oriented perpendicular to one another would show a difference in azimuthal 

position of 90 degrees with respect to the corresponding FFT spots.  Several QDs in an image 

oriented randomly will show FFT spots at many azimuthal positions and radial distances (Figure 

S9).  

In analyzing potential dimers, FFTs of both constituents and the entire dimer were used to 

determine if all showed lattice planes that were aligned with respect to one another. Through this 

method, we observed PbS quantum dot dimers that were attached across their respective 100 faces 

(Figure 4b). We also observed one case in which two dots dimerized with a twinning boundary 

between the constituents (Figure 4c and Figure S9b). 
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Figure S9. FFT analysis of HR-TEM images. (a) FFT analysis of a monolayer of unattached, 

randomly oriented QDs shows many FFT spots at different azimuthal positions. (b) FFT analysis 

for the dimer shown in Figure 4 in the main text.  

 

 

Figure S10. DFT calculations of a 2.5 nm diameter QD. (a) Sideview of the 2.5 nm diameter PbS 

QD. The black and yellow atoms represent Pb and S respectively. The colored boxes represent 

increasing degree of fusing in the QD dimers, from 4 to 12, 16, 24, and 32 atoms. The fusing 

occurs along the (100) facet. (b) Unoccupied orbitals and (c) occupied orbitals of fused dimers 

compared with single isolated QD. (d) The wavefunction of the LUMO state of a dimer with 12 

atoms in the fused plane (top), and that of the fused dimer with 32 atoms in the fused plane 

(bottom). 
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Figure S11. (a) Normalized photoluminescence intensity as a function of temperature. PL 

efficiency is low near room temperature when excitons rapidly dissociate, and high at low 

temperatures when charge carriers remain bound as excitons.8 (b) Arrhenius plot from Figure 6c 

extended to lower temperatures, illustrating the effects of undissociated excitons and slower 

exciton transport at lower temperature, which pulls the ratio of band edge to trap state emission 

further away from the equilibrium line. 

 

Figure S12. (a) Power dependence of steady-state photoluminescence at 300 K. PL intensity is 

linearly dependent on power. (b) Transient PL shows a fast decay component, likely due to exciton 

dissociation, and a slow component corresponding to undissociated exciton radiative decay. The 

time-averaged power used in this experiment was 2 μW and pulse fluence was 11 nJ/cm2 at a laser 
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repetition rate of 125 kHz. (c) Transient PL response under a longer time window. The grey line 

is the PL lifetime of oleate capped PbS QDs, shown for reference. (d) Transient PL collected at 

higher laser power (6 μW) showing the same dynamics, indicating that this is the power 

independent regime. 

 

Kinetic Monte Carlo (KMC) simulations. The inhomogeneous linewidth σinh for either trap or 

band edge state has been estimated by fitting a Gaussian to their respective transient absorption 

bleach intensity. Based on our previous band-edge charge carrier transport studies using a similar 

technique,9, 10 we assume that the total linewidth has both homogenous and inhomogeneous 

contributions in which all the lineshapes are assumed be Gaussians, 

𝜎𝑡𝑜𝑡𝑎𝑙
2 (𝑇) = 𝜎𝑖ℎ

2 + 𝜎ℎ
2(𝑇)                                                             (3) 

where the temperature-dependent homogenous linewidth σh(T) is equal for both band edge and 

trap states absorption features. Table 1 summarizes the list of parameters used in our simulations 

and their corresponding sources.  

Statistics were averaged over 1000 realizations of the QD solid (energetic disorder) at a given trap 

state density and temperature. Each realization of the QD solid consisted of 6.4X107 single carrier 

trajectories. Every KMC trajectory started by initializing a free carrier on one of the randomly 

selected QDs with trap states. 50 % of the QDs with trap states undergo decay with a rate of 10 ns-

1.  

Table 1. Kinetic Monte Carlo model parameters 

State 𝜀 ̅(eV) σih (meV) a 𝑘(𝛼) (ns-1) b 

Trap 1.275 41 17.5 

Band edge 1.030 49 17.5 

 
a Estimated based on transient absorption measurement study of a similarly sized PbS QDs (4.1 

nm in diameter) with homogenous linewidth of 48 meV at T = 300 K. 10 
b Estimated based on transient absorption measurement study of a similarly sized PbS QDs (4.1 

nm in diameter) at T = 300 K. 10 
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