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Abstract

We report an approach to expand the effective number of pixels available to small, two di-

mensional electron detectors. To do so, we acquire sub-sections of a diffraction pattern that

are then accurately stitched together in post-processing. Using an electron microscopy pixel

array detector (EMPAD) that has only 128 ×128 pixels, we show that the field of view can be

expanded while achieving high reciprocal space sampling. Further, we highlight the need to

properly account for the detector position (rotation) and the non-orthonormal diffraction shift

axes to achieve an accurate reconstruction. Applying the method, we provide examples of spot

and convergent beam diffraction patterns acquired with a pixelated detector.
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1. Introduction

Recording electron diffraction data is perhaps the most demanding task for electron mi-

croscopy cameras and detectors. Ideally, all the electrons that impact the camera should be

recorded, but this runs into limitations. For relatively low frame-rate CCDs and indirect CMOS

sensors that are fiber optically coupled to a scintillator or phosphor, the incident electron cur-

rent within individual diffraction spots is significant and rapidly extends beyond the detector

dynamic range, which is on the order of 104. While this challenge can be overcome via aver-

aging fast acquisitions (Evans and Beanland, 2014; Peters et al., 2019), the detector quantum

efficiency falls off rapidly below ∼100 e−/pixel, thereby limiting acquisition rates at high frame
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rates and low dose (Fan and Ellisman, 2000). Recently, however, the development of direct elec-

tron detectors has overcome these challenges and can be sorted into two major designs based

on monolithic active pixel sensors and hybrid pixels (Ophus, 2019).

With superior modulation transfer functions (MTF) and detector quantum efficiencies (DQE)

(McMullan et al., 2014, 2009; Bammes et al., 2012; Herzik Jr et al., 2017), direct detector de-

signs have ushered in a new age of low-dose imaging and diffraction analysis. When applied

in scanning transmission electron microscopy (STEM), the high capture rates and sensitivity

have enabled one to rapidly capture the scattered electron distribution at each probe position,

providing new opportunities for materials analysis. Often referred to as 4D STEM where a 2D

diffraction pattern is captured at every point in a 2D image, this approach uses virtual detec-

tors to form a variety of images after acquisition (Chen et al., 2016; Schaffer et al., 2008; Yang

et al., 2015; Müller et al., 2014). Further, this method has also led to fast quantitative phase

and orientation mapping (Fundenberger et al., 2003; Watanabe and Williams, 2007; Rauch and

Dupuy, 2005; Rauch et al., 2010; Panova et al., 2019), strain mapping (Müller et al., 2012; Oz-

dol et al., 2015; Mahr et al., 2019; Pekin et al., 2018), electromagnetic field measurements (Ryll

et al., 2016), and ptychographic reconstructions (Pennycook et al., 2015; Lupini et al., 2015;

Jiang et al., 2018). Further , capturing all scattered electrons without saturating the detector,

either in counting or charge collection mode, enables quantitative analysis of diffracted inten-

sities on an absolute scale.

While active pixel sensor based cameras have the advantage of high pixel density (typically

16 megapixel), hybrid pixel detectors have demonstrated higher dynamic range (>106) (Tate

et al., 2016; Mir et al., 2017). Furthermore, the sensitivity and dynamic range of hybrid pixel de-

tectors provide the greatest flexibility to serve as a diffraction camera. Hybrid pixel detectors,

however, offer a comparatively limited number of pixels – the Medipix3 detector is 256× 256

pixels (Mir et al., 2017) while the EMPAD is 128× 128 pixels (Tate et al., 2016). Furthermore,

electron microscopes are rarely equipped with more than one direct electron detector. As such,

being able to expand the effective pixel dimensions without the need for a separate detection

unit can be extremely valuable. Although the physical size of the sensor cannot be easily in-

creased, scripting and post-processing can provide an alternative solution, thereby widening

2



the range of applications without new/additional hardware. In addition, the same approach

could be applied to large active sensors to further increase reciprocal-space sampling.

In this article, we demonstrate a method to increase the effective size of a small direct elec-

tron detector by shifting and combining sub-regions of reciprocal space captured with a small

detector. We describe a post-acquisition process to align the sub-patterns to account for small

misalignments. The sub-patterns are then combined into a single megapixel pattern, acquired

with a 16 kPixel detector. This shifting approach enables the small detector to capture the elec-

trons all the way out to the objective lens bore with a high sampling rate, with simultaneous

collection of intense Bragg reflections and weak diffuse scattering. We also explore the accu-

racy of the reconstruction as a function of exposure time and sub-pattern overlap to help guide

experimental parameters. While we demonstrate this approach using the EMPAD, this method

can be applied to any other direct electron detector to increase its effective size and improve

sampling.

2. Materials

Single crystal Si samples were prepared by conventional wedge polishing (Voyles et al., 2003)

and thinned to electron transparency with a Fischione 1050 Ar ion mill. A Thermo Fiscer Scien-

tific Titan G2 S/TEM equipped with a X-FEG source and operated at 200 kV was used. An EM-

PAD was used to collect 128×128 pixel diffraction pattern sub-regions with an exposure time

of 1 ms. A custom Python program was used to introduce the diffraction shifts via the Thermo

Fisher Scientific TEM Scripting application programming interface (API). The programs for ac-

quisition and sub-pattern alignment can be downloaded at http://github.com/subangstrom/diffshift.

3. Methodology

The approach developed here expands the effective size of a small pixel array detector by

shifting a diffraction pattern across it, Figure 1(a). For each diffraction shift, the detector then

acquires a set number of frames that are then summed to form the sub-pattern for that location.

The sub-patterns are then stitched together to generate the final, expanded pattern, Figure 1(b).
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To implement this strategy, the microscope is scripted to shift the diffraction pattern in a

grid pattern. The product of the number of frames for each shift and the frame exposure time

determines the total exposure time for that sub-pattern. Moreover, by increasing the camera

length, the sampling rate of reciprocal space can be increased.

In most microscopes, the diffraction shift axes are likely not orthogonal to the detector by

default, as in Figure 2(a). If not accounted for, a very large overlap (more than 30% in this

case) is required to fill the gaps as shown in Figure 2(b). To minimize waste, two adjacent sub-

patterns should be shifted orthogonal to the detector. The angle between the shift axes and

detector can be measured using the angle between matching Bragg reflections in adjacent sub-

patterns. For the microscope used in this study, the rotation angle is about 22±1◦ and results

in the significant loss pixel loss, as shown in Figure 2(b). By programmatically rotating the

diffraction shifts by this amount using an affine transform, the sub-patterns can be stitched

directly together without significant loss or overlap as in Figure 2(c).

A custom Python interface to the TEMScripting API is used to change the microscope pa-

rameters, specifically setting the diffraction shift and camera length. A graphic user inter-

face is used to set number of frames at each position, fraction of pattern overlap, reciprocal

space range, and different shift modes (grid or annulus). For ease-of-use, the camera-length-

dependent pixel size should be calibrated to accurately set the desired sub-pattern overlap.

The sub-patterns are then summed and aligned post-acquisition using an a Python routine to

generate the final image.

Through the flexibility of programming, alternative acquisition strategies are also readily

explored. Beyond the grid described above, the diffraction pattern can also be deflected to only

explore an annulus of reciprocal space, limited to within an inner and outer angle. This mode

can be used to avoid the very intense central beam, which may otherwise saturate the detector

in high beam current scenarios. Another benefit of this approach is that by summing many

frames at each position, the signal-to-noise ratio (SNR) can be maximized (or minimized) as

needed. This provides the ability to capture very weak diffuse scattering signals simultaneously

with the full intensity of the Bragg reflections/direct beam.
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3.1. Post-acquisition alignment

After acquisition, each sub-pattern needs to be aligned with its neighbors before stitching

into the final expanded pattern. For accuracy and precision, a refinement approach is nec-

essary due to slight diffraction shift error and rotation, likely originating from lens hysteresis.

As shown in Figures 3(a,b), the alignment grid is described by two vectors, V1 = V1x i +V1y j

and V2 = V2x i+V2y j, that form the sub-pattern alignment grid used to generate the combined

diffraction pattern. Moreover, these vectors are not guaranteed to be orthonormal and thus

four independent parameters, V1x , V1y , V2x , V2y , are required to fully describe the alignment

grid. It should also be noted that after correcting for the pattern rotation, the deviation from

orthonormality is fairly small and does not cause significant pixel loss. For example, the differ-

ence between V1x and V2y is < 10% , while V1y and V2x are only slightly larger than zero, which

corresponds to a loss of less than 5 pixels over the entire pattern. The two alignment grid vec-

tors are determined using a set of sub-patterns, namely red those that contain diffraction spots,

disks, or other strong features. Furthermore, the parameter refinement step requires sub-pixel

precision, which is necessary as the diffraction shift step size is unlikely to be an exact integer

number of pixels.

Since the two alignment grid vectors are independent, they are fit separately using a sub-

pattern and its left-right neighbors (for V1) or the up-down neighbors (for V2). A non-linear

least squares fit is employed to minimize the difference between overlapped regions, normaliz-

ing with respect to the integrated intensity. A mask smaller than the overlapped region, Figure

3(c), is used to ensure that the size of the output is unchanged during the fitting process. To

improve precision, multiple sub-patterns can be selected for alignment where each selected

sub-pattern and its nearest neighbors are used to calculate the alignment grid vectors. The

subsequent set of vectors are then averaged together.

While fit results for consecutive full-pattern acquisitions are fairly stable, less than 0.7%

variation, V1x and V2y are found to vary over time – usually within 10% . Additionally, we have

also found that (V1y , V2x) vary within 1-5 pixels over time. Therefore, V1 and V2 should be

determined for each reconstruction to ensure accuracy. The alignment fit, however, is not par-

ticularly sensitive on the initial estimates of the alignment grid vectors. For example, the vec-
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tor components converge to the same values if the starting points are within -10 to 10 pixels,

which is a significant fraction of the sub-pattern size. As the deviation from orthonormality is

subtle, it is recommended that the initial condition for V1y and V2x be set to zero in most cases.

Moreover, the alignment converges within 0.5 seconds for one selected sub-pattern and its four

nearest neighbors.

Using the average alignment vectors determined using multiple overlapped regions, the

other sub-patterns are then stitched together. To do so, each sub-pattern is first zero-padded

to the size of the final image. An affine transformation is then applied to sub-pixel shift the

sub-pattern to it final position, applying bi-linear interpolation. The shifted sub-patterns are

eroded using a 5 square structuring element to remove shifting edge effects. The sub-patterns

are then summed into the expanded, final pattern.

Due to the large dynamic range, it is possible to over-run the 32-bit format of the original

raw data, particularly at the direct beam location. To avoid this, the sub-patterns are converted

to 64-bit dataset before summing. Furthermore, the final pattern is normalized using a matrix

where the values represent the number of sub-patterns contributing to each pixel. To form this

matrix, each aligned sub-pattern is reduced to a binary image where all non-zero pixels are

set equal to unity. After summing these binary sub-patterns, the integer counts, Figure 3(a), are

used to normalize the final pattern on a pixel-wise basis. The result is a seamless reconstruction

of a finely sampled diffraction pattern over a large range of reciprocal space, but captured using

a 128×128 pixel detector. After normalizing, the pattern can be downcast to a 32-bit image

format if needed.

4. Results and Discussion

To highlight applications and benefits of the approach outlined above, 〈111〉 Si diffraction

patterns are shown in Figure 4. In Figure 4(a), fine details within the CBED disks and the Kikuchi

bands are captured at the same time as shown on both linear and log intensity scales. Notably,

the Kikuchi bands and objective lens bore edge both remain smooth and continuous. With

respect to alignment accuracy, this observation indicates there is little error introduced from

shifting the diffraction pattern. An enlargement of the central sub-pattern region before and
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after stitching exhibits negligible difference as shown in Figure 4(b). With 10% sub-pattern

overlap and a 9×9 grid of sub-patterns, the resulting pattern is approximately 1024×1024 pix-

els. In other words, a 16 kPixel detector can be transformed into a MPixel detector with single

electron sensitivity and 1,000,000:1 dynamic range using this approach.

By changing the camera length and the number of sub-patterns, the reciprocal space sam-

pling range can be tuned to specific applications. As highlighted in Figure 4(c, d), the diffraction

pattern can be finely sampled (0.6509 mrad/pixel) out to the objective lens bore with the EM-

PAD pixel detector. Moreover, the largest camera length on the microscope used in this study

was 4.1 m, which equates to a reciprocal space sampling rate of 0.1646 mrad/pixel. It is also

important to note that the number of sub-patterns required will depend on the desired angular

range to be captured.

Spot patterns can also be acquired with this approach as shown for in Figures 5(a,b). By av-

eraging a sufficient number of frames, the high dynamic range and SNR captures the intensity

of the Bragg reflections and the very weak diffuse scattering, about 6 orders as shown in Figure

5. It is important to note that the signal does not saturate anywhere across the entire pattern,

with the fine details of the disk and background captured. Thus, the approach outlined here

enables a small, high sensitivity detector to capture the scattered intensity with high sampling,

enabling the possibility of quantitative diffuse electron scattering studies similar to those car-

ried out using neutrons and X-rays (Holt et al., 1999; Xu and Chiang, 2005; Axe and Shirane,

1973).

4.1. Reconstruction Accuracy

To quantify the accuracy of the reconstruction, the distance between mirrored lowest order

reflections, e.g. g22̄0 and g 2̄20, are measured using the pattern in Figure 5(a). In the ideal case,

the ratio of these lowest order distances are all equal to 1.0. Here, these ratios are: g02̄2/g022̄ =

1.01, g 2̄02/g202̄ = 1.02, g 2̄20/g22̄0 = 0.98. Similar errors are found when using the same approach

to measure a spot diffraction pattern captured in a single 4 MPixel image with a CCD.

In addition, the angles between consecutive systematic rows are g02̄2∠g 2̄02 = 59.96◦ , g 2̄02∠g 2̄20

= 59.93◦, and g 2̄20∠g022̄ = 60.16◦ as determined using the projective standard deviation (Sang
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et al., 2014). The largest deviation from the expected value is less than 0.2◦ or 0.34% relative er-

ror, again consistent with spot analysis of a pattern captured with a high pixel density detector.

4.2. Correction Parameter Stability

As discussed in Section 3, the central sub-patterns and their nearest neighbors are used to

determine the average alignment vectors, V1, V2. These vectors are then applied to the align the

rest of the sub-patterns in the set. The procedure is valid under the assumption that the overlap

and the shift corrections are the same for sub-patterns across the entire diffraction pattern.

To determine the validity of this assumption, 81 sub-patterns of a 〈111〉 Si CBED pattern are

collected at a 1.2 m camera length (0.6509 mrad/pixel) and used to determine the alignment

vector components as shown in Figure 6. The components are stable when using the sub-

patterns near the direct beam where there are more features in the overlapped regions. For

the 21 patterns at the center, the standard deviations of the vector components are 0.126 mrad

for V1x , 0.111 mrad for V1y , 0.149 mrad for V2x , and 0.081 mrad for V2y , indicating sub-pixel

precision.

When sub-patterns far from the direct beam are used, see blue triangles in Figure 6(c), the

vector components do not converge to stable values. This is likely the result of fewer strong

features in those sub-patterns, which decreases the sensitivity of the least squares fit to small

changes in the alignment grid. Furthermore, there are fewer electrons scattered at these higher

angles, thus resulting in a lower SNR, further degrading fit stability. Thus to maintain the final

accuracy of the reconstructed diffraction information, sub-patterns near the center (or with

more features) are required to determine the alignment grid.

4.3. Effect of Exposure and Overlap on Correction Parameter Estimation

The exposure time (or more precisely the SNR), sub-pattern overlap, and the reciprocal

space range all determine the time needed to capture the full pattern. While the total time

increases with longer exposures and larger overlap, the alignment accuracy decreases as these

parameters are decreased. Thus, optimizing the sub-pattern overlap and exposure are critical

to provide the largest range while at the same time ensuring alignment accuracy.
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To examine the influence of overlap, the nine central sub-patterns(together with their near-

est neighbors) in Figure 6(a) are used to fit the alignment vector components. As shown in

Figure 7, the components vary significantly when the overlap is below 10% (large standard de-

viation). As the overlap increase above 10%, the fit converges to a stable values for each com-

ponent (deviation less than 0.1%). When the overlap is more than 10%, the vector component

standard deviations are 0.021 mrad for V1x , 0.012 mrad for V1y , 0.008 mrad for V2x , and 0.009

mrad for V2y . Based on these results, a minimum overlap of 10% is required for the procedure

outlined above, but feature-rich patterns can likely reduce this further.

The exposure time and electron dose rate determine the final SNR. The SNR can be mea-

sured using consecutive sub-patterns acquired at the same shift position via the image corre-

lation method described in Ref. Huang et al. (2009) . To explore the influence of SNR on the

stability of the pattern alignment, the electron dose rate is assumed to be constant during a

sub-pattern acquisition so that the total dose can be linearly varied by summing frames. As

shown in Figure 7(d), the SNR increases with exposure time and quickly saturates after 1 s.

Therefore, increasing the exposure time beyond this point yields diminishing returns. It is also

important to note that in general the specific exposure time to achieve a certain SNR will de-

pend on the thickness of the sample and the features available within the pattern. Here, the

capture rate is ∼1000 fps.

The alignment vector component fits as a function of SNR are shown in Figure 7(b). When

only 20 frames of a sub-pattern are averaged and exbiting poor SNR, such as that in Figure 7(c),

the vector components exhibit a large standard deviation. Summing additional frames rapidly

converges the components to stable values, minimally varying with respect to longer acquisi-

tions, i.e. those sub-patterns with exposure times longer than 1.5 s or SNR > 130. When com-

pared the longest acquisition time, the vector component fit error is < 0.5% for a sub-pattern

SNR > 178, which corresponds to 820 frames or 0.82 s, shown in Figure 7(c).

The diffraction pattern in Figure 7 is sampled with 40% overlap at an exposure of 0.82 s and

covers a 500 mrad span. To capture details, a 9×9 grid of sub-patterns is used. When account-

ing for the total exposure time, there is only a slight delay of 3-5 ms between diffraction shifts

which is limited by the microscope optics. Without further integration between the software

9



and microscope hardware, additional time is needed to write the data to disk, which can vary

from fractions of a second to several seconds depending on the size of data. Direct access to

the camera memory and/or multi-threading would resolve this time delay in future iterations.

Even so, the dose can be minimized by blanking the beam while saving a sub-pattern dataset.

Not including the time to save data, the total acquisition time for the pattern in Figure 7 is

estimated to be about 67s. While the sub-pattern overlap is 40%, this is unnecessary for accu-

rate alignment as described above. Thus, if the minimum overlap (10%) is used, only 36 shifts

are needed for a total pattern acquisition time of about 30 s. In addition, sample drift can limit

positional accuracy of long (> 60 s) acquisitions, i.e. 4D STEM datasets. While drift correction

is not implemented here, this could be included by capturing an HAADF STEM image for every

row of sub-patterns. By cross correlating this image as a functiont of time to measure the drift,

compensation by beam shifts or stage movements could be applied during acquisition.

5. Conclusions

While small pixel array detectors limit the reciprocal space region that can be finely sampled

at any given time, the method described here enables sub-patterns to be accurately recom-

bined into a single, large pattern. The available detection region and sampling rate are then

only limited by the objective lens bore and maximum camera length. Furthermore, the post-

acquisition alignment procedure is fast, stable, and efficient. With the high dynamic range and

single electron sensitivity of a direct electron detector, the approach has the potential to enable

quantitative diffraction analysis on an absolute intensity scale that spans from the very weak

diffuse scattering to the intense Bragg reflections. With a fast, small detector, applications for

the approach also include expanding reciprocal space sampling of 4D STEM datasets to im-

prove strain or electromagnetic field measurement precision.
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Figure 1: (a) Schematic of shifting each sub-section of the diffraction pattern across a small, high sensitivity detec-
tor. (b) The combination of these patterns can capture a large portion of reciprocal space while maintaining high
sampling.
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Figure 2: (a) Diffraction shift axes are not likely to be aligned to the detector, requiring (b) each sub-pattern to be
significantly overlapped with neighbors to avoid data gaps. (c) Correcting the shift axes for rotation significantly
reduces the amount of overlap needed.
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Figure 3: (a) Schematic of the vectors V1 and V2 that expand into a grid of positions to (b) align the sub-patterns.

Alignment grid vector components are determined using neighboring sub-patterns to
minimize the difference between overlapped regions as in (c).
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Figure 4: (a) Si 〈111〉 CBED pattern shown on different intensity scales. (b) Detail image of the sub-pattern region
indicated in (a) before and after stitching. (c, d) same as (a,b) but acquired at lower camera length to capture a
larger region of reciprocal space.
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Figure 5: (a) Spot pattern of Si 〈111〉 and a (b) sub-pattern region showing that weak thermal diffuse scattering is
captured at the same time as the Bragg reflections and direct beam. (c) Line profile through the direct beam and
Bragg reflections. (d) Line profile across Bragg reflections and thermal diffuse scattering.
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Figure 6: (a) Sub-patterns of a 〈111〉 Si diffraction pattern before alignment. (b) Inner and outer regions for the
different sub-patterns in (a). (c) Alignment vector components that result from fitting each sub-pattern where the
triangles (blue) and circles (red) correspond to the outer and inner sub-patterns in (b), respectively.
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Figure 7: Alignment vector components as a function of sub-pattern (a) overlap and (b) exposure. The mean (y
direction – triangles, x direction – dots) and standard deviation (denoted by shaded region in (a) and (b)) of each
component determined using the 9 central sub-patterns. (c) Sub-pattern average using 20 and 820 frames.(d) the
signal-to-noise ratio as a function of exposure time.
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