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Abstract

In this thesis, I study two problems in the arithmetic of superelliptic curves. By a superel-
liptic curve, I mean the smooth projective model of the affine plane curve yn = f(x) where
f(x) is separable, n is coprime to deg(f), and the characteristic of the ground field does
not divide n. When n = 2, this is commonly referred to as a hyperelliptic curve.

I first generalize Zarhin’s formula for division by 2 [68] on hyperelliptic curves to the
superelliptic case. Rather than divide by n, I invert the 1−ζ endomorphism on the jacobian.
My formula reduces to Zarhin’s when n = 2.

Next, I study torsion points on superelliptic curves. Work of Coleman [15] and Grant–
Shaulis [29] together classifies all torsion points on the hyperelliptic curve y2 = xd + 1,
where d ≥ 5 is prime. I extend their results to the superelliptic curve yn = xd + 1, where
n, d ≥ 2 are coprime. Using a specialization argument, I also classify torsion points on a
generic superelliptic curve, extending Theorem 7.1 of Poonen–Stoll [57] to the hyperelliptic
case.

In order to classify torsion points, I prove a result about Galois action on the p-torsion
of the jacobian of yp = xq+1, where p and q are distinct primes. This problem is equivalent
to a new p-adic congruence for Jacobi sums, which I state and prove. This congruence is
related to (but does not follow from) a congruence of Uehara [63].

Thesis Supervisor: Bjorn Mikhail Poonen
Title: Distinguished Professor in Science
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Chapter 1

Introduction

1.1 History and motivation

Suppose that K is a field such that char(K) 6∈ {2, 3}. Recall that an elliptic curve is the
smooth projective model of an affine plane K-curve given by an equation of the form

y2 = f(x) (1.1)

where f(x) ∈ K[x] is separable with deg f ∈ {3, 4}. Elliptic curves are a central object
of study in number theory. The proof of Fermat’s last theorem uses a special kind of
elliptic curve called the Frey curve. Elliptic curve cryptography is one modern approach
to cryptography that is based on elliptic curves defined over finite fields. The Birch and
Swinnerton-Dyer conjecture, which is one of the open Millenium problems, states that the
analytic rank and algebraic rank should agree for every elliptic curve defined over a number
field; much of modern number theory is motivated by studying this conjecture.

Hyperelliptic curves are a natural generalization of elliptic curves; a hyperelliptic curve
is the smooth projective model of y2 = f(x) where f(x) ∈ K[x] is separable, but with no
constraint on deg f . Understanding the arithmetic of hyperelliptic curves is a major area
of research in arithmetic geometry. In particular, when the genus of the curve is at least
2 (which is equivalent to deg f ≥ 5), Faltings’ theorem implies that there should only be
finitely many rational points.

In this thesis, we study a further generalization by considering curves of the form

yn = f(x)

where char(K) - n, f(x) ∈ K[x] is separable, and (n, deg f) = 1. Such curves are called
“superelliptic” curves. Let ζ be a primitive nth root of unity in K. We will also use ζ to
denote the automorphism (x, y)→ (x, ζy) of the curve.

Superelliptic curves are a natural generalization of hyperelliptic curves, so it is sensible
to investigate the arithmetic of superelliptic curves. Algorithms for computing in the jaco-
bian of superelliptic curves and for the discrete logarithm problem for superelliptic curves
are given in [26]. Many techniques for understanding hyperelliptic curves have recently been
extended to the superelliptic case, including generalizing Kedlaya’s algorithm for computing
zeta functions of hyperelliptic curves via Monsky-Washnitzer cohomology [42] to superel-
liptic curves [7, 27, 28, 49] and generalizing explicit Coleman integration on hyperelliptic
curves [9] to the superelliptic curves [13].
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In particular, we will generalize three results from hyperelliptic curves to superelliptic
curves: in Section 3.2, we generalize Zarhin’s “division by 2” formula on hyperelliptic curves
and jacobians [68]; in Section 5.2, we generalize Grant and Shaulis’s work on determining the
cuspidal torsion packet on hyperelliptic Fermat quotients [29]; in Section 5.3, we generalize
Theorem 7.1 of [57], which determines the cuspidal torsion packet on a generic hyperelliptic
curve.

1.2 Methods and new results

1.2.1 Explicit division on superelliptic curves

In [68], Zarhin considers the following problem: given a point P = (xP , yP ) ∈ C(K),
how does one compute its “halves” inside J (K)? That is, compute every divisor class
[D] ∈ J (K) such that

2[D] = [P −∞].

To represent divisor classes [D], Zarhin uses the Mumford representation, which is a pair of
polynomials U, V ∈ K[X] that uniquely determines [D]. For reference, we restate his result.

Theorem 1.2.1 (Theorem 3.2 of [68]). Let C be the hyperelliptic curve given by y2 =
(x− α1) · · · (x− α2g+1) where α1, · · · , α2g+1 are distinct elements of K. Suppose that P =
(a, b) ∈ C(K). Then the 22g-element set

M1/2,P := {a ∈ J (K) : 2a = [P −∞]}

can be described as follows. Let R1/2,P be the set of all (2g + 1)-tuples r = (r1, · · · , r2g+1)

of elements of K such that

r2i = a− αi for all 1 ≤ i ≤ 2g + 1,

2g+1∏
i=1

ri = −b.

Let si(r) be the value of the ith basic symmetric function at r1, · · · , r2g+1. We put

Ur(x) = (−1)g
g∑
j=0

s2j(r)(a− x)g−j

Vr(x) =

g∑
j=1

(s2j+1(r)− s1(r)s2j(r))(a− x)g−j .

Then there is a natural bijection between R1/2,P and M1/2,P such that r ∈ R1/2,P corresponds
to ar ∈M1/2,P with Mumford representation (Ur, Vr).

Theorem 3.2.1 extends Zarhin’s result to the superelliptic case; setting n = 2 in Theo-
rem 3.2.1 recovers Zarhin’s theorem. Instead of dividing by 2, we divide by “1− ζ.” One of
the challenges is that points of superelliptic jacobians do not, in general, admit a “Mumford
representation.” Instead, we track the data of a degree zero divisor class with n elements of
K[x, y].
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1.2.2 Torsion points on superelliptic curves

In [29], Grant and Shaulis consider hyperelliptic curves of the form

y2 = xd + 1

where d ≥ 5 is prime. A torsion point is a geometric point P on the curve such that the
divisor class [P −∞] is torsion. The set of torsion points includes {0, (0,±1), (−ζid, 0)}; call
a torsion point exceptional if it does not lie in this list. When d ≥ 7, Grant and Shaulis
prove that there are no exceptional torsion points. When d = 5, earlier work of Coleman
[15] shows that the only exceptional torsion points are {(ζi5

5
√
4,±
√
5)}.

In Section 5.2, we classify torsion points on curves of the form

yn = xd + 1

where n, d ≥ 2 are coprime. Denote this curve by Cn,d. Let Z be the subgroup of Aut(Cn,d)
generated by (x, y) 7→ (ζdx, ζny).

Theorem 5.2.73. Suppose that n, d are coprime integers with n, d ≥ 2.

(1) If (n, d) = (2, 3), then C2,3 is an elliptic curve, so it has infinitely many torsion points.

(2) If (n, d) = (2, 5), then the set of exceptional torsion points of C2,5 is the Z-orbit of
( 5
√
4,
√
5). Each has exact order (1− ζ5)3; in particular, each is killed by 5.

(3) If (n, d) = (4, 3), then the set of exceptional torsion points of C4,3 is the Z-orbit of
(2,
√
3). Each has exact order (1− ζ4)(1− ζ3)2; in particular, each is killed by 12.

(4) If (n, d) ∈ {(3, 2), (5, 2), (3, 4)}, then Cn,d ' Cd,n via (x, y) ∈ Cn,d 7→ (ζ2ny, ζ2dx) ∈ Cd,n,
so the exceptional torsion points of Cn,d are described by one of Theorem 5.2.73(1),
Theorem 5.2.73(2), Theorem 5.2.73(3).

(5) Otherwise, Cn,d has no exceptional torsion points.

The method of proof uses techniques from the “Galois theory of torsion points,” for
which there is the excellent survey article of Baker and Ribet [8]. In short, we proceed by
contradiction and assume that P is a torsion point of Cn,d that is not among our list. Then,

Step (i) Use the Gal(Q/Q)-action and the Z-action to produce more torsion points.

Step (ii) Construct relations among the torsion points found in Step (i).

Step (iii) Low-degree relations in Step (ii) produce low-degree maps Cn,d → P1. Too
many low-degree maps will place upper bounds on the genus (for example, via
the Castelnuovo–Severi inequality), which provides a contradiction.

A related result is the following.

Theorem 1.2.2 (Theorem 7.1 of [57]). Let C be a generic hyperelliptic curve of genus g > 1
over a field k of characteristic 0; i.e., the image of the corresponding morphism from Spec k
to the moduli space over Q is the generic point. Assume that C has a k-rational Weierstrass
point, which is used to embed C into its jacobian J . Then C(k) ∩ J(k)tors consists of only
the Weierstrass points.
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Concretely, C is the curve y2 =
∏2g+1
i=1 (x−ai) over k := Q(a1, · · · , a2g+1) and it is shown

that the only torsion points are {∞, (a1, 0), . . . , (a2g+1, 0)}. We generalize Theorem 1.2.2 in
the following theorem.

Theorem 5.3.1. Suppose that n, d ≥ 2 are coprime and satisfy n + d ≥ 7. Let Cn be the
curve over k := Q(a1, . . . , ad) defined by the equation

yn =

d∏
x=1

(x− ai).

Suppose that Cn is embedded into its jacobian Jn using the unique point ∞ at infinity.
Points fixed by ζn are torsion points of order dividing n.

(1) If d ≥ 3, there are no other torsion points defined over k.

(2) If d = 2 and n 6= 5, the only other torsion points defined over k are
a1 + a2

2
,−ζin

n

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ n− 1

 .

(3) If d = 2 and n = 5, the only other torsion points defined over k are
a1 + a2

2
,−ζi5

5

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ 4

⋃{(
±(a2 − a1)

√
5 + (a1 + a2)

2
, ζi5

5
√
(a2 − a1)2

)
: 0 ≤ i ≤ 4

}
.

The key idea of the proof of Theorem 5.3.1 is a specialization argument; we already know
the torsion points when we specialize to Cn,d due to Theorem 5.2.73. A short argument
involving specialization to the curve yn = xd + x essentially takes care of the rest.

1.2.3 Congruences for Jacobi sums

In Subsection 1.2.2, we mentioned in Step (i) that the core of the proofs required computing
Gal(Q/Q)-action on torsion points. In particular, we needed large Galois action for the
rest of the method to succeed.

Suppose that p, q are primes and Jp,q := Jac(Cp,q). One technical ingredient in the proof
of Theorem 5.2.73 is the computation of the Gal(Q/Q(ζpq))-action on Jp,q[p]. This action
turns out to factor through a certain p-Kummer extension of Q(ζpq). In order to access
particular elements of Galois, we turn to explicit Frobenius elements whose eigenvalues are
expressible in terms of Jacobi sums. To compute generators for the p-Kummer extension,
we need congruences for Jacobi sums. Our goal in Chapter 4 is to obtain the relevant
congruences for Jacobi sums.

As we shall see in Section 4.1, congruences for Jacobi sums have many applications
in number theory, including but not limited to, quadratic, cubic, and quartic reciprocity.
Congruences for Jacobi sums can also be found in [20, 34, 36, 48, 63]. In the language
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of Anderson and Ihara [2, 1], it seems that our main result is an example of a “higher
reciprocity law” for Jacobi sums. We now state our result.

Suppose that `, f are distinct primes and q ≡ 1 (mod `f) is a prime. Let ζℓ, ζf be a
primitive `th and a primitive fth root of unity in Fq, respectively. For integers i, j satisfying
0 ≤ i ≤ `− 1 and 1 ≤ j ≤ f − 1, define

ηi,j :=
ℓ−1∏
r=0

(
1− ζjfζ

r
ℓ

)(r
i
)
∈ F×

q .

Theorem 4.2.25. For k ∈ [1, `− 1], the following are equivalent:

(1) J(`, f) + 1 ∈ πkℓOL;

(2) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f − 1];

(3) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f/2].

In particular, J(`, f) + 1 ∈ πℓOL always holds.

1.3 Organization of this thesis
In Chapter 2, we give some background on superelliptic curves. We start in Section 2.1 by
setting up some definitions for superelliptic curves. In Section 2.2, we use the Castelnuovo–
Severi inequality to obtain bounds on degrees of maps from superelliptic curves to genus
zero curves. In Section 2.3, we define the 1 − ζ endomorphism of superelliptic jacobians
and sets up the (1− ζ)-descent map in order to motivate the problem of division by 1− ζ,
which is the central object of study in Chapter 3. In Section 2.4, we define torsion points
on superelliptic curves, which will be studied in Chapter 5. In Section 2.5, we compute the
homology of superelliptic curves; we will use this in Subsection 5.2.1. In Section 2.6, we
review the notions of Weierstrass gaps on Riemann surfaces and state Riemann’s theorem;
we will use these in Section 3.3 and Subsection 5.2.6.

In Chapter 3, we prove our result about division by 1 − ζ on superelliptic curves. We
start in Section 3.1 by reviewing Zarhin’s work [68] on hyperelliptic curves. In Section 3.2,
we state and prove our superelliptic generalization. Our formula implies that for any su-
perelliptic curve C, the intersection of (1−ζ)−1C and the theta divisor Θ inside J := Jac(C)
is contained in J [1− ζ]. In Section 3.3, we compute the corresponding intersection multi-
plicities.

In Chapter 5, we study torsion points on superelliptic curves. We start in Section 5.1
by giving an overview of our new results and how they generalize previous work of Grant
and Shaulis [29] and work of Poonen and Stoll [57]. In Section 5.2, we state and prove
our classification of torsion points on the superelliptic “Catalan curve” yn = xd + 1. In
Section 5.3, we state and prove our classification of torsion points on a generic superelliptic
curve.

The aim of Chapter 4 is to prove a congruence for Jacobi sums which shows up as a
key technical ingredient in Section 5.2. We begin in Section 4.1 by recalling the definition
of Jacobi sum and explain how they arise when computing point counts of the superelliptic
Catalan curve over finite fields. As an application, we calculate the field Q(µ15,J3,5[2]). In
Section 4.2, we state and prove our new congruence for Jacobi sums.

13
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Chapter 2

Background on Superelliptic
Curves

2.1 Definitions

Definition 2.1.1. Let n, d ≥ 2 be coprime integers and let K be a field such that char(K) -
n. Suppose that f(x) ∈ K[x] is separable with deg(f) = d. Let C be the smooth projective
model of the affine plane K-curve given by the equation

yn = f(x).

Then we call C a superelliptic curve. When n = 2, we call C a hyperelliptic curve.

Since n and d are coprime, C has a unique point at infinity, denoted by∞. The Riemann-
Hurwitz formula implies that the genus of C is

g = (n− 1)(d− 1)/2.

Furthermore, suppose that
f(x) = (x+ α1) · · · (x+ αd)

where α1, · · · , αd ∈ K. Since f is separable, the αi are distinct.
Let J be the jacobian of C. Then C naturally embeds into J via the Abel–Jacobi map

P 7→ [P −∞]; that is, the point P of C goes to the divisor class [P −∞]. Given divisors X
and Y on C, we write “X ∼ Y ” to indicate that X is linearly equivalent to Y . Moreover,
the notation “X ≥ Y ” means that X − Y is effective. Define the “gcd” of a collection of
divisors {Xi} to be the maximal X such that X ≤ Xi for all i. See [25, 56] for more details
about curves, their jacobians, and divisor classes.

Given a rational function f on C, we write

div(f) :=
∑
P

vP (f)P

to denote the principal divisor associated to f and

div0(f) :=
∑

P : vP (f)≥0

vP (f)P

15



to denote the effective portion of div(f).

2.2 Some consequences of the Castelnuovo–Severi inequality

Proposition 2.2.1 (Castelnuovo–Severi inequality). Let k be a perfect field. Let F , F1, F2

be function fields of curves over k, of genera g, g1, g2, respectively. Suppose that Fi ⊆ F
for i = 1, 2 and the compositum of F1 and F2 in F equals F . Let di = [F : Fi] for i = 1, 2.
Then

g ≤ d1g1 + d2g2 + (d1 − 1)(d2 − 1).

Proof. See Theorem 3.11.3 of [62].

As in Section 2.1, assume that C is the superelliptic curve yn = f(x) where deg f = d
from now on.

Corollary 2.2.2. Suppose that C has a degree d1 map to a genus zero curve and a degree
d2 map to a genus zero curve. If d1 and d2 are coprime, then

(n− 1)(d− 1)/2 ≤ (d1 − 1)(d2 − 1).

Proof. Let F be the function field of C. Each map gives an embedding of the function field
of a genus zero curve into F ; let their images be F1 and F2. Since [F : Fi] = di and the
di are coprime, the compositum F1F2 is F . Since g = (n − 1)(d − 1)/2, we are done by
applying Proposition 2.2.1 in this situation with g1 = g2 = 0.

Lemma 2.2.3. If n, d ≥ 3, then C cannot have a 2-to-1 map to a genus zero curve.

Proof. For contradiction, suppose that ϕ is a map from C to a genus 0 curve. We also have
the degree d map y : C → P1 and the degree n map x : C → P1. Since n and d are coprime,
they cannot both be even.

Suppose that n is odd. Applying Corollary 2.2.2 with ϕ and the x-map yields (n −
1)(d − 1)/2 ≤ (2 − 1)(n − 1), which implies d ≤ 3, so since d ≥ 3 by assumption, d = 3.
Now d is odd, so similarly, n = 3, contradicting the assumption that n and d are coprime.

The case d is odd is similar.

2.3 The 1 − ζ endomorphism and (1 − ζ)-descent

Now we assume that K contains a primitive nth root of unity ζ. We also use ζ to denote
the automorphism ζ : C → C which acts on points of C via

ζ : (x, y) 7→ (x, ζy).

Then ζ also induces an automorphism of J , which we will also denote by ζ. Then 1− ζ is
an endomorphism of J . In Chapter 3, we aim to invert this endomorphism.

We now state a few properties about the 1 − ζ endomorphism. We adapt the main
results of Sections 6.1, 6.2, and 6.3 of [56], which states everything in the hyperelliptic case.
However, the extension to superelliptic curves is straightforward and we omit aspects of the
proofs that generalize immediately. The case when n is prime is considered in [55, 59].
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We need a few more definitions.

K := a separable closure of K
C := C ×K K

G := Gal(K/K)

π := the x-coordinate map C → P1

Wi := (−αi, 0) ∈ C(K)

W := {W1, . . . ,Wd}
(Z/nZ)W := the free Z/nZ-module with basis W1, . . . ,Wd.

Observe that W ∪ {∞} is the set of ramification points of π over K and that W is a
G-module.

Proposition 2.3.1. There is a split exact sequence of G-modules

0 Z/nZ (Z/nZ)W J [1− ζ] 0
∆ s

where

∆(1) = (1, . . . , 1)

s(a1, . . . , ad) =

d∑
i=1

ai[Wi −∞].

Proof. (c.f. [56], Proposition 6.1.1)

Step 1: s is well-defined.

Each point in W ∪ {∞} is fixed by ζ, so [Wi −∞] ∈ J [1− ζ]. The calculation

div(x+ αi) = nWi − n∞ (2.1)

shows that the divisor classes [Wi −∞] are n-torsion.

Step 2: ∆ and s are G-module homomorphisms.

This is clear.

Step 3: s ◦∆ = 0.

This follows from div(y) =

d∑
i=1

[Wi −∞].

Step 4: ker(s) is generated by (1, . . . , 1).

Step 5: s is surjective.

We modify the proof of Proposition 3.2 in [59] to prove Step 4 and Step 5 simultaneously.
Use Div0 to denote the degree-zero divisors on C and use Princ to denote the subgroup
of principal divisors. The following are exact sequences of Z[ζ]-modules.
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0 K
× K(C)× Princ 0;

0 Princ Div0 J 0.

We now apply group cohomology with the group Zn = 〈ζ〉.

(i) Since Zn ' Gal(K(C)/K(x)),

H0(K(C)×) = K(x)× (2.2)

and Hilbert’s Theorem 90 yields

H1(K(C)×) = 0. (2.3)

(ii) Since K× is a trivial Zn-module,

H0(K
×
) = 0 (2.4)

H1(K
×
) = µn(K) (2.5)

H2(K
×
) = K

×
/K

×n
= 0. (2.6)

Substituting (2.3) and (2.6) into

H1(K(C)×) H1(Princ) H2(K
×
).

yields
H1(Princ) = 0. (2.7)

(iii) Substituting (2.4), (2.2), (2.5), (2.3) into

H0(K
×
) H0(K(C)×) H0(Princ) H1(K

×
) H1(K(C)×)

yields

0 K(x)× H0(Princ) µn(K) 0,

so since the image of div(y) ∈ H0(Princ) generates µn(K),

H0(Princ) is generated by {div(y)} ∪ {div(u) : u ∈ K(x)×}. (2.8)

(iv) We substitute (2.7) into the long exact sequence

0 H0(Princ) H0(Div0) J [1− ζ] H1(Princ)

to obtain

0 H0(Princ) H0(Div0) J [1− ζ] 0.
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The group H0(Div0) consists of the ζ-fixed divisors, so it is generated by [Wi−∞]
and Norm(P −∞) for arbitrary P ∈ C(K). Observe that

div(x− x(P )) = Norm(P −∞),

div(y) =
∑

[Wi −∞],

so by (2.8), H0(Princ) is generated by
∑

[Wi−∞] and Norm(P −∞) for arbitrary
P ∈ C(K). Therefore, the [Wi−∞] generate J [1− ζ] ' H0(Div0)/H0(Princ) and
the only relation is

∑
[Wi −∞] = 0.

Step 6: The exact sequence in the statement of Proposition 2.3.1 splits.

The splitting is given by

(Z/nZ)W Z/nZ

(a1, . . . , ad) d−1
∑

ai.

Corollary 2.3.2. Each element of J [1− ζ] has a unique representation of the form

d∑
i=1

ai[Wi −∞]

for ai ∈ Z/nZ satisfying a1 + · · ·+ ad ≡ 0 (mod n).

Proof. If
∑d

i=1 ai[Wi −∞] = 0, then Proposition 2.3.1 implies that a1 ≡ · · · ≡ ad (mod n),
so since a1 + · · ·+ ad = 0 and (n, d) = 1, we see that a1 ≡ · · · ≡ ad ≡ 0 (mod n); hence the
representation is unique.

For existence, Proposition 2.3.1 implies that each element of J [1−ζ] has a representation
of the form

∑d
i=1 a

′
i[Wi −∞] for a′i ∈ Z/nZ, so if we let ai = a′i − d−1 (a′1 + · · ·+ a′d), then

a1 + · · ·+ ad ≡ 0 (mod n) and

d∑
i=1

ai[Wi −∞] =
d∑
i=1

a′i[Wi −∞]− d−1
(
a′1 + · · ·+ a′d

) d∑
i=1

[Wi −∞]

=

d∑
i=1

a′i[Wi −∞]

since
∑d

i=1[Wi −∞] = 0.

Define
L := K[T ]/(f(T )).

and
L := L⊗K K ' K[T ]/(f(T )) '

∏
K[T ]/(T + αi) ' K

W
.

We have the natural norm homomorphism Norm: L→ K which sends a tuple (a1, . . . , ad) ∈
K

W to the product a1 · · · ad ∈ K. For any ring R, let µn(R) := {r ∈ R : rn = 1}.
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Proposition 2.3.3. There is a split exact sequence of G-modules

0 J [1− ζ] µn(L) µn(K) 0.Norm

Proof. This is a straightforward generalization of Proposition 6.1.2 of [56].

Proposition 2.3.4. We have

H1(K,J [1− ζ]) ' ker

(
L×

L×n
Norm−−−→ K×

K×n

)
. (2.9)

Proof. (c.f. Proposition 6.2.1 of [56]). Since the short exact sequence in Proposition 2.3.3
is split, it induces short exact sequences after applying H1(K,−), so

H1(K,J [1− ζ]) ' ker
(
H1(K,µn(L))

Norm−−−→ H1(K,µn(K))
)
. (2.10)

Applying an extension of Hilbert’s Theorem 90 (exercise 2 on page 152 of [60]) gives the
identifications

H1(K,µn(L)) ' L×/L×n (2.11)
H1(K,µn(K)) ' K×/K×n, (2.12)

so we are done by substituting (2.11) and (2.12) into (2.10).

Consider the short exact sequence

0 J [1− ζ] J J 0.
1− ζ

The first coboundary map in Galois cohomology induces the following injective homomor-
phism, which we denote by δ.

J (K)

(1− ζ)J (K)

δ
↪→ H1(K,J [1− ζ]).

Composing with the isomorphism of (2.9), we obtain an injective homomorphism

J (K)

(1− ζ)J (K)
↪→ ker

(
L×

L×n
Norm−−−→ K×

K×n

)
. (2.13)

Theorem 2.3.5.

(1) Suppose that P = (xP , yP ) ∈ C(K) and that yP 6= 0. The image of

[P −∞] ∈ J (K)

(1− ζ)J (K)

under the map (2.13) equals

[xP − T ] ∈ ker

(
L×

L×n
Norm−−−→ K×

K×n

)
.
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(2) Suppose that W1, · · · ,Wd are defined over K. The image of

[Wj −∞] ∈ J (K)

(1− ζ)J (K)

under the map (2.13) is

(−αj − T ) +
∏
i ̸=j

(−αi − T )n−1 (mod L×n).

Proof. This is a straightforward generalization of Proposition 3.3 of [59]; see the computa-
tion on page 461 of [59].

As is standard, we will call (2.13) the “x− T” descent map.

Lemma 2.3.6. Suppose that α1, . . . , αd ∈ K and that P = (xP , yP ) ∈ C(K). Then

[P −∞] ∈ (1− ζ)J (K)

if and only if
xP + αi ∈ Kn for all i ∈ [1, d].

Proof. Since α1, . . . , αd ∈ K, we have an isomorphism

L '
d∏
i=1

K[T ]

(T + αi)
'

d∏
i=1

K, (2.14)

such that the image of g(T ) ∈ L is (g(−α1), . . . , g(−αd)).
Since the map of (2.13) is an embedding, [P −∞] ∈ (1− ζ)J (K) if and only if

the image of [P −∞] in ker

(
L×

L×n
Norm−−−→ K×

K×n

)
is trivial. (2.15)

Case A: P 6∈ W
Theorem 2.3.5(1) implies (2.15) is equivalent to [xP − T ] ∈ L×n, which from (2.14) is
equivalent to xP + αi ∈ K×n for i ∈ [1, d], and since xP 6∈ {−αi : i ∈ [1, d]}, this is
equivalent to xP + αi ∈ Kn for i ∈ [1, d].

Case B: P =Wj

Theorem 2.3.5(2) implies (2.15) is equivalent to

(−αj − T ) +
∏
i ̸=j

(−αi − T )n−1 ∈ L×n,

which from (2.14) is equivalent to the two conditions

(a) αi − αj ∈ K×n for all i ∈ [1, d] \ {j}
(b)

∏
i ̸=j(αj − αi)n−1 ∈ K×n

Note that (a) implies that K×n 3
∏
i ̸=j(αi − αj)n−1 =

∏
i ̸=j(αj − αi)n−1 since (n −

1)(d − 1) = 2g is even, so (a) implies (b). In particular, the two conditions together
are equivalent to αi − αj ∈ Kn for all i ∈ [1, d].
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Corollary 2.3.7. Suppose that P = (xP , yP ) ∈ C(K). Let K ′ be the field

K ′ = K
(
[D] ∈ J (K) : (1− ζ)[D] = [P −∞]

)
.

Then
K ′ = K( n

√
xP + αi : 1 ≤ i ≤ d).

Proof. To avoid confusion, define

K1 := K
(
[D] ∈ J (K) : (1− ζ)[D] = [P −∞]

)
K2 := K( n

√
xP + αi : 1 ≤ i ≤ d).

For any [D1] ∈ J (K) satisfying (1− ζ)[D1] = [P −∞],

{[D] ∈ J (K) : (1− ζ)[D] = [P −∞]} = {[D1] + T : T ∈ J [1− ζ]},

so
K1 = K (J [1− ζ], [D1]) = K (α1, . . . , αd, [D1]) . (2.16)

Observe that αi = ( n
√
xP + αi)

n − xP must lie in K2, so we may as well assume that K
contains α1, . . . , αd.

Let M ⊇ K be any extension. By (2.16), M ⊇ K1 if and only if [P −∞] ∈ (1−ζ)J (M),
which by Lemma 2.3.6 holds if and only if xP + αi ∈Mn, which is equivalent to M ⊇ K2.
Hence K1 = K2.

Hence, our formulas for “division by 1− ζ” in Chapter 3 will have coefficients in K ′.

Corollary 2.3.8. K
(
J [(1− ζ)2]

)
= K

(
α1, . . . , αd, n

√
αi − αj : 1 ≤ i, j ≤ d

)
.

Proof. Since
K (J [(1− ζ)]) = K (α1, . . . , αd) ,

we may as well assume that K contains α1, . . . , αd. Since the [Wi−∞] generate J [(1− ζ)],

K
(
J [(1− ζ)2]

)
= K

(
[D] ∈ J (K) : (1− ζ)[D] ∈ {[Wi −∞] : i ∈ [1, d]}

)
,

so we are done by applying Corollary 2.3.7 to P ∈ W.

2.4 Torsion points

Suppose that X is a smooth proper geometrically irreducible curve defined over a field K
of characteristic zero. Let J be the jacobian variety of X. Suppose that B ∈ X(K); then
one may define the Abel–Jacobi map with respect to B as follows:

AJB : P ∈ X 7→ [P −B] ∈ J.

Definition 2.4.1. We say that P ∈ X(K) is a torsion point of X (with respect to the
basepoint B) if its Abel–Jacobi image [P −B] has finite order in J(K). Denote by TB(X)
the set of torsion points with respect to B.
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Raynaud’s theorem (formerly the Manin-Mumford conjecture) states that when the
genus of X is at least 2, each TB(X) is finite.

Now suppose that C is a superelliptic curve of genus at least 2. In Chapter 5, we will
determine the finite set T∞(C) in two instances: when C is the “superelliptic Catalan curve”
Cn,d given by the equation yn = xd + 1 and when C is an appropriate “generic superelliptic
curve.”

We already saw some examples of torsion points on superelliptic curves in Section 2.3
since (2.1) implies T∞(C) ⊇ W ∪{∞}. The examples in Chapter 5 will demonstrate that it
is possible for this containment to be an equality and also possible for it to not to be.

2.5 Homology of superelliptic curves

In this section, we compute H1(C,Z) using topology. We will apply results in Section 3 of
[51].

Fix B ∈ C(C) \ (W ∪ {∞}). For each i ∈ [1, d], choose a loop βi in P1 \ π (W ∪ {∞})
that starts and ends at π(B) which goes around −αi once and does not go around ∞ or
−αk for any k 6= i.

Then π1(P
1 \ π (W ∪ {∞}) , π(B)) is the free group generated by β1, · · · , βd. Take

the subscripts of β modulo d, so that βi+d := βi. By Galois theory of covering spaces,
π1(C \ (W ∪ {∞}) , B) is the kernel of the map

ν : π1(P
1 \ π (W ∪ {∞}) , π(B))→ Z/nZ

which sends each βi to 1 (mod n). By the van Kampen theorem, π1(C, B) is a quotient of
π1(C \ (W ∪ {∞}) , B). In this way, we will view π1(C, B) as a subquotient of the free group
generated by β1, · · · , βd. Recall that H1(C,Z) is the abelianization of π1(C, B), so for each
β ∈ π1(C, B) we will use [β] to denote the class of β in H1(C,Z).

Definition 2.5.1. For each i ∈ [1, d], βiβ−1
i+1 lies in ker ν, so for each j ∈ [0, n − 1], define

ψi,j := ζjn[βiβ
−1
i+1]. Define Ψ := {ψi,j : i ∈ [1, d− 1] and j ∈ [0, n− 2]}.

Lemma 2.5.2. For each j ∈ [0, n− 1],

ψ1,j + ψ2,j + · · ·+ ψd,j = 0.

Proof. Observe that (β1β−1
2 )(β2β

−1
3 ) · · · (βdβ−1

1 ) = 1 π1(P
1\π (W ∪ {∞}) , π(B)), so taking

its image in H1(C,Z) yields ψ1,0+ψ2,0+ · · ·+ψd,0 = 0. Apply ζjn to both sides to finish.

Lemma 2.5.3. For each i ∈ [1, d],

ψi,0 + ψi,1 + · · ·+ ψi,n−1 = 0.

Proof. This is shown in the proof of Theorem 3.6 of [51]. Briefly, the idea is that there exists
a path pi from Wi to Wi+1 in C and some l ∈ Z/nZ such that the cycle ψi,0 is homotopic
to (ζ lnpi)(ζ

−(l+1)
n pi)

−1, so the sum ψi,0 + ψi,1 + · · ·+ ψi,n−1 telescopes to give zero.

Proposition 2.5.4. The inclusion Ψ ⊆ H1(C,Z) induces an isomorphism

ZΨ → H1(C,Z).
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Proof. This is Theorem 3.6 of [51].

Definition 2.5.5. Let S := Z[T ]/(1 + T + · · ·+ Tn−1).

Corollary 2.5.6. H1(C,Z) is a free S-module of rank d− 1 for which T acts as ζ.

Proof. Lemma 2.5.3 implies that 1 + ζ + · · ·+ ζn−1 acts trivially on all the ψi,j , and since
these generate H1(C,Z) by Proposition 2.5.4, H1(C,Z) is an S-module for which T acts as
ζ. From Proposition 2.5.4, ψ1,0, . . . , ψd−1,0 is an S-module basis for H1(C,Z).

Suppose now that n = p is a prime. Then S ' Z[ζp].

Definition 2.5.7. Define the Tate module TpJ ' lim←−i J [p
i]. Since TpJ ' H1(C,Z)⊗ZZp,

Corollary 2.5.6 gives that TpJ is a free Zp[ζp]-module of rank d− 1. Define EndZp[ζp] (TpJ )
to be the ring of endomorphisms of TpJ that commute with ζp. Then

EndZp[ζp] (TpJ ) 'Md−1 (Zp[ζp]) .

The relation (1− ζp)p−1 ∈ pS× implies J [p] = J [(1− ζp)p−1], so we also make the identifi-
cations

TpJ ' lim←−
i

J [(1− ζp)i]

and
J [(1− ζp)i] ' TpJ /(1− ζp)i.

Lemma 2.5.8. Suppose η ∈ EndZp[ζp] (TpJ ). Then η kills J [(1 − ζp)
i] if and only if

η ∈ (1− ζp)i EndZp[ζp] (TpJ ).

Proof. Note that η kills J [(1− ζp)i] if and only if it lies in the kernel of the reduction map

EndZp[ζp] (TpJ ) −→ EndZp[ζp]

(
TpJ /(1− ζp)i

)
= EndZp[ζp]

(
J [(1− ζp)i]

)
.

Since EndZp[ζp] (TpJ ) ' Md−1(Zp[ζp]) and EndZp[ζp]

(
TpJ /(1− ζp)i

)
' Md−1(Zp[ζp]/(1 −

ζp)
i), the kernel of the reduction map is (1− ζp)i EndZp[ζp] (TpJ ), so we are done.

Definition 2.5.9. Define

θp : Zp [Gal (Q(µp,J [p∞])/Q(µp))]→ EndZp[ζp] (TpJ )

to be the map which sends γ ∈ Zp [Gal (Q(µp,J [p∞])/Q(µp))] to its action on TpJ .

Corollary 2.5.10. An element ε ∈ Zp [Gal (Q(µp,J [p∞])/Q(µp))] kills J [(1− ζp)i] if and
only if

θp(ε) ∈ (1− ζp)i EndZp[ζp] (TpJ ) .

Proof. This follows from the definition of θp and Lemma 2.5.8.

Lemma 2.5.11. Let i ≥ 0 be an integer and γ ∈ Zp [Gal (Q(µp,J [p∞])/Q(µp))]. Suppose
that γ − 1 kills J [(1− ζp)i].

(1) For any integer k ≥ 0, (γ − 1)k kills J [(1− ζp)ik].

(2) γp−1 + γp−2 + · · ·+ 1 kills J [p] = J [(1− ζp)p−1].
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(3) γp − 1 kills J [(1− ζp)p−1+i].

Proof. Define ε := γ−1 and η := θp(ε). Then ε kills J [(1−ζp)i], so Corollary 2.5.10 implies
that η ∈ (1− ζp)i EndZp[ζp] (TpJ ).

(1) Then ηk ∈ (1− ζp)ik EndZp[ζp] (TpJ ), so we are done by Corollary 2.5.10.

(2) Using
γp−1 + γp−2 + · · ·+ 1 ∈ (γ − 1)p−1 + pZ[γ]

yields

θp(γ
p−1 + γp−2 + · · ·+ 1) ∈ pEndZp[ζp] (TpJ ) = (1− ζp)p−1 EndZp[ζp] (TpJ ) , (2.17)

and we are done by Corollary 2.5.10.

(3) Multiplying both sides of (2.17) by θp(γ − 1) yields

θp(γ
p − 1) ∈ (1− ζp)p−1+i EndZp[ζp] (TpJ ) ,

so we are done by Corollary 2.5.10.

Corollary 2.5.12. For any integer i ≥ 1, the exponent of the group Gal(Q(µp,J [(1 −
ζp)

i(p−1)+1])/Q(µp,J [1− ζp])) divides pi.

Proof. Suppose that γ ∈ Gal(Q(µp,J [p∞])/Q(µp,J [1 − ζp])). By assumption, γ − 1 kills
J [1 − ζp], so by induction with Lemma 2.5.11(3), γpi − 1 kills J [(1 − ζp)i(p−1)+1], which
means that γpi acts as the identity on J [(1− ζp)i(p−1)+1].

2.6 Weights and gaps on compact Riemann surfaces
Let

X be a compact Riemann surface
g be the genus of X

OX be the structure sheaf of X.

For each line bundle L on X, define

h0(L) := dimH0(L).

Definition 2.6.1. For each point P on X, define WM(P ) to be the set of pole orders at
P of meromorphic functions on X which are holomorphic on X \ {P}. Then WM(P ) is a
monoid, and it is called the Weierstrass monoid of P .

We define gaps as Nakayashiki does in [53].

Definition 2.6.2. For each point P on X and degree zero line bundle L on X, define

GP (L) = {k ∈ Z≥0 : h
0(L(kP )) = h0(L((k − 1)P ))}

to be the set of gaps for L at P .
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Lemma 2.6.3. GP (L) is a subset of [0, 2g − 1] of size exactly g.

Proof. This is a straightforward consequence of the Riemann–Roch theorem.

Lemma 2.6.4. GP (L) = Z≥0 \WM(P ).

Proof. This follows from the definitions.

We define weights as Nakayashiki does in [53].

Definition 2.6.5. For each point P on X and degree zero line bundle L on X, let k1 <
k2 < · · · < kg be the gaps for L at P . Define

wtP (L) :=
g∑
i=1

(ki − (i− 1)).

Also, define wt(P ) := wtP (OX). A point P on X is called a Weierstrass point if wt(P ) ≥ 1.

Theorem 2.6.6. Suppose that g ≥ 1. Then∑
P∈X

wt(P ) = g3 − g.

In particular, X only has finitely many Weierstrass points.

Proof. See equation (5.11.1) on page 88 of [21].

26



Chapter 3

Division by 1 − ζ on Superelliptic
Curves and Jacobians

The main goal of this chapter is to understand how to invert the 1−ζ endomorphism defined
in Section 2.3. We first give an introduction to this problem in Section 3.1 and highlight
how earlier work by Zarhin in the hyperelliptic case provided the motivation to generalize
to the superelliptic setting. In Section 3.2, we state and prove the formula for division by
1− ζ. In Section 3.3, we study a problem motivated by our formula; namely, we study the
intersection of (1− ζ)−1C and the theta divisor Θ inside the jacobian.

Sections 3.1 to 3.3 form the content of my paper [4] on division by 1− ζ.

3.1 Introduction and motivation

As in Section 2.1, we let C be the superelliptic curve given by the equation

yn = (x+ α1) · · · (x+ αd) (3.1)

where n, d ≥ 2 are coprime and α1, · · · , αd ∈ K where K is a field with char(K) - n. We
will furthermore assume that K is algebraically closed. Every point of the jacobian J of C
can be represented as [D − g∞] for some effective degree g divisor D.

Our goal is to provide formulas for “division by 1− ζ” for points of C. For a fixed point
P on C, we seek to find rational functions on C which cut out an effective degree g divisor
D satisfying the property

(1− ζ)[D − g∞] = [P −∞],

which is equivalent to
(1− ζ)D ∼ P −∞.

When n = 2, the curve C is hyperelliptic and we seek to divide by 1 − ζ = 2. Let ι be
the hyperelliptic involution on C. In [68], Zarhin provides formulas for division by 2 in the
hyperelliptic setting. His formulas are written in terms of the Mumford representation (see
[52], page 3.17). More specifically, Zarhin finds two rational functions f1, f2 on C for which
there exist effective degree g divisors D and E such that

div(f1) = D + ι(E)− 2g∞
div(f2) = D + E + ι(P )− (2g + 1)∞.
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From this, we get (1− ι)D ∼ P −∞, or equivalently, 2(D − g∞) ∼ P −∞.
In the superelliptic setting, there is no direct analogue of the Mumford representation.

Instead, we find n rational functions f1, · · · , fn such that for some degree g effective divisors
D and E,

div(f1) = D + ζ−1(E)− 2g∞
div(f2) = D + ζ−2(E) + ζ−1(P )− (2g + 1)∞

...
div(fn) = D + E + ζ−1(P ) + ζ−2(P ) + · · ·+ ζ−(n−1)(P )− (2g + n− 1)∞.

The first two equations yield div(f1/ζ
∗f2) = (1 − ζ)D − (P −∞), so (1 − ζ)D ∼ P −∞.

Moreover, we will show that
D = gcd

1≤j≤n
div0 fj . (3.2)

When n = 2, our formulas reduce to Zarhin’s. However, Zarhin’s techniques do not
readily extend from n = 2 to general n; the main obstruction is the lack of a Mumford
representation when n > 2.

• When n = 2, it is the case that

f1 = U(x)

f2 = y − V (x)

for some U(x), V (x) ∈ K[x] satisfying U |(V 2−
∏
(x+αi)). (The pair (U, V ) is called

the Mumford representation of D.) Assuming that f1, f2 are in this special format
greatly simplifies the rest of the computation. However, even when n = 3, one cannot
assume that f1, f2 will have this special form; one must work with the more general
fi = U0,i(x) + U1,i(x)y + U2,i(x)y

2.

• There are other ways to represent divisor classes on superelliptic curves; see [26] for an-
other possible representation and algorithms for computations in that representation.
However, we were not able to use their representation for our formulas.

As an application, we can divide any point (−αi, 0) by 1 − ζ. Since [(−αi, 0) − ∞]
generate J [1 − ζ], we obtain generators for J [(1 − ζ)2]. In particular, for the case n = 3
we know that J [(1− ζ3)2] = J [3], so our formulas give a representation for each 3-torsion
divisor class on a trigonal superelliptic curve. We also hope that our formula can be used
to perform explicit descent and compute the rational points on some superelliptic curves.

One curious aspect of this formula is that whenever P 6=∞, no D satisfying (1− ζ)D ∼
P−∞ lands on the theta divisor Θ of the jacobian. That is, C∩(1−ζ)Θ = {0}, which implies
that (1− ζ)−1C ∩Θ = J [1− ζ]. In Section 3.3, we compute the intersection multiplicity of
(1− ζ)−1C and Θ at each point of J [1− ζ].

3.2 The formula for division by 1 − ζ

Let T be an n×nmatrix. Let Ti,j denote the (i, j)-th entry of T . The indices i, j will be taken
modulo n to make sense of expressions of the form T−1,2n (this means Tn−1,n). The notation
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T (i,j) represents the submatrix of T obtained by removing the ith row and jth column of
T . The notation “adjT” stands for the adjugate matrix of T ; its (i, j)-th entry is defined
to be (adjT )i,j := (−1)i+j detT (j,i). It is a fact that T (adjT ) = (adjT )T = (detT )In.

3.2.1 Statement of main result

Suppose that P = (a, b). By translating P and C, we may assume that the the x-coordinate
of P is zero; that is, P = (0, b). Choose ri such that

rni = αi∏
ri = b

Let sj be the jth elementary symmetric polynomial evaluated on the ri, where the conven-
tion is that sm = 0 for m 6∈ [0, d]. (So b = sd.) For each ` ∈ Z, define

Aℓ(x) =
∑
k≥0

(−1)(n−1)ksℓ−nkx
k ∈ K[x].

Let A,Z,M,N be the following n× n matrices with entries in K[x, y].

A :=


Ad Ad−1 · · · Ad−n+2 Ad−n+1

Ad+1 Ad · · · Ad−n+3 Ad−n+2
...

... . . . ...
...

Ad+n−2 Ad+n−3 · · · Ad Ad−1

Ad+n−1 Ad+n−2 · · · Ad+1 Ad



Z :=


ζ0 0 · · · 0 0
0 ζ−1 · · · 0 0
...

... . . . ...
...

0 0 · · · ζ−(n−2) 0

0 0 · · · 0 ζ−(n−1)


M := A− yZ
N := adjM.

The goal is to prove the following theorem.

Theorem 3.2.1. The divisor
D := gcd

1≤j≤n
div0N1,j

is an effective degree g divisor on C such that

(1− ζ)D ∼ P −∞.

Proof. We will prove this theorem at the end of Subsection 3.2.3.

3.2.2 Computational lemmas

As mentioned before, view the entries of A,Z,M,N as elements of K[x, y].

Definition 3.2.2. Define σ to be the automorphism of K[x, y] over K[x] sending y 7→ ζ−1y.
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Now we seek to understand how σ operates on the entries of M and N . We do so in
Lemma 3.2.4, and the following notation makes it easier to express those relations.

Definition 3.2.3. Define

δi,j :=

{
1 if i ≡ j (mod n)

0 otherwise.

Lemma 3.2.4. We have

Mi+1,j+1 = ((−1)n−1x)δj,n−δi,n · σMi,j (3.3)
Ni+1,j+1 = ((−1)n−1x)δj,n−δi,n · σNi,j . (3.4)

Equivalently, if C is the n× n matrix

C =

[
0 In−1

(−1)n−1x 0

]
(where the In−1 block is the (n− 1)× (n− 1) identity matrix) then

σM = CMC−1 (3.5)
σN = CNC−1. (3.6)

Proof. (3.3) follows from the fact that for ` ≥ d + 1, Aℓ = (−1)n−1xAℓ−n and the fact
that for i, j ∈ [1, n], Mi,j = Ad+i−j − δi,jζ1−iy. (3.3) is equivalent to (3.5). Both σ and
conjugation commute with the adj-operation, so taking adj of both sides of (3.5) gives (3.6).
(3.6) is equivalent to (3.4).

Lemma 3.2.5. N1,j lies in the idealx, n−1∏
k=j

(y − ζksd)


of K[x, y].

Proof. Since Aℓ ≡ 0 (mod x) whenever ` 6∈ [0, d],

N1,j = (−1)j+1 detM (j,1) ≡ (−1)j+1 det

[
U V

0 W

]
(mod x),
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where

U =


sd−1 sd−2 sd−3 · · · sd−j+1

sd − ζ−1y sd−1 sd−2 · · · sd−j+2

sd − ζ−2y sd−1 · · · sd−j+3

. . . . . . ...
sd − ζ2−jy sd−1



V =


sd−j sd−j−1 · · · sd−n+1

sd−j+1 sd−j · · · sd−n+2

sd−j+2 sd−j+1 · · · sd−n+3
...

... . . . ...
sd−2 sd−3 · · · sd−n+j−1



W =


sd − ζ−jy sd−1 · · · sd−n+j+1

sd − ζ−(j+1)y · · · sd−n+j+2

. . . ...
sd − ζ−(n−1)y

 .
Hence N1,j ≡ (−1)j+1 detU · detW (mod x). Since W is upper triangular,

detW =
n−1∏
k=j

(sd − ζ−ky)

which implies

N1,j ≡ (−1)j+1(detU) ·
n−1∏
k=j

(sd − ζ−ky) (mod x),

as desired.

We work in a slightly larger ring L where the eigenvalues of A are defined.

Definition 3.2.6. Define

L := K[x, y, T ]/(Tn + (−1)nx) ' K[y, T ].

Then σ extends to an automorphism of L over K[T ] sending y 7→ ζ−1y.

Lemma 3.2.7. For 1 ≤ k ≤ n, define

λk :=
d∏
i=1

(ri + ζkT ) ∈ K[T ] ⊆ L.

Then the λk are distinct and form the complete set of eigenvalues of A.

Proof. The λk are distinct because the T d-coefficient of λk is ζkd and d is coprime to n.
Now we show that each λk is an eigenvalue of A by showing that

vk :=
[
1 ζkT · · · ζ(n−1)kTn−1

]⊤
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is a corresponding eigenvector. We will show that Avk = λkvk by showing that their jth
entries for j ∈ [1, n] are the same. This will complete the proof.

We first compute (Avk)j as follows:

(Avk)j =

n∑
i=1

ζk(i−1)T i−1Ad+j−i

=
n∑
i=1

ζk(i−1)T i−1
∑
m≥0

(−1)(n−1)msd+j−i−mnx
m

=
n∑
i=1

ζk(i−1)T i−1
∑
m≥0

(−1)(n−1)msd+j−i−mn(−(−T )n)m

=

n∑
i=1

∑
m≥0

ζk(i−1)sd+j−i−mnT
i+nm−1

=
n∑
i=1

∑
m≥0

ζk(i+mn−1)sd+j−i−mnT
i+nm−1.

As i and m vary in the range 1 ≤ i ≤ n and m ≥ 0, the quantity i +mn represents every
positive integer exactly once. However, sd+j−i−mn will be zero whenever i+mn− j 6∈ [0, d].
So we may perform the change of coordinates a := i+mn− j and turn this into the finite
sum

(Avk)j =
d∑
a=0

ζk(j+a−1)sd−aT
j+a−1

= ζk(j−1)T j−1
d∑
a=0

(ζkT )asd−a

= ζk(j−1)T j−1
d∑
a=0

(ζkT )a
∑

i1<i2<···<id−a

ri1 · · · rid−a

= ζk(j−1)T j−1
d∏
i=1

(ri + ζkT )

= ζk(j−1)T j−1λk

= (λkvk)j .

Hence, vk is a nonzero eigenvector of A with eigenvalue λk. Since we have shown that {λk}
are n distinct eigenvalues of A, they must be all the eigenvalues of A.

Lemma 3.2.8. We have

detA =

d∏
i=1

(x+ αi)

detM =

d∏
i=1

(x+ αi)− yn.
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Proof. The first equality comes directly from multiplying the eigenvalues computed in
Lemma 3.2.7 and by observing that

n−1∏
k=0

(ri + ζkT ) = rni − (−1)nTn = αi + x.

Observe that detM is a polynomial in y of degree n with leading term
∏n−1
i=0 (−ζiy) = −yn.

By taking the determinant of both sides of (3.5), we deduce that detM is invariant under
σ. Therefore detM can have no other terms in y, so it is of the form detM = q(x) − yn.
By plugging in y = 0 we see that q(x) = det(A− 0 ·Z) = detA, so the rest comes from the
computation of detA.

Lemma 3.2.9. The determinant of any 2 × 2 submatrix of N is divisible by yn − (x +
α1) · · · (x+ αd).

Proof. We show this for the submatrix of N obtained by taking the {i, k} rows and {j, `}
columns. Let F be the submatrix of M obtained by deleting the {i, k} rows and {j, `}
columns. Apply Jacobi’s complementary minor formula (Theorem 2.5.2 of [58]) with these
rows and columns to obtain

det

[
Ni,j Ni,ℓ

Nk,j Nk,ℓ

]
= ±detM · detF.

Since −detM = yn − (x+ α1) · · · (x+ αd) by Lemma 3.2.8, we are done.

For tx, ty ∈ K, define A(tx),M(tx, ty), N(tx, ty) ∈ Mn(K) by substituting x = tx and
y = ty.

Lemma 3.2.10. For any tx ∈ K, the rank of A(tx) is at least n− 1.

Proof. The eigenvalues of A were computed in Lemma 3.2.7. Define T (tx) ∈ K to be an
nth root of −(−1)ntx and define λk(tx) :=

∏d
i=1(ri + ζkT (tx)). Then the eigenvalues of

A(tx) are λ1(tx), · · · , λn(tx).

Case A: tx 6= 0

Suppose that λk(tx) = λℓ(tx) = 0. Then there exist i, j such that T (tx) = −ζ−kri
and T (tx) = −ζ−ℓrj . Hence αi = rni = (−T (tx))n = rnj = αj , so i = j. Then
ζk = −riT (tx)−1 = −rjT (tx)−1 = ζℓ, so k = `. Hence λk(tx) = 0 for at most one k,
so the rank of A(tx) is at least n− 1.

Case B: tx = 0

Since Aℓ ≡ sℓ (mod x) for all ` and sℓ = 0 when ` 6∈ [0, d], we see that A(0) is an upper
triangular matrix with diagonal entries sd and “super-diagonal” entries sd−1. If sd 6= 0,
then A(0) is invertible and we are done. If sd = 0 and sd−1 6= 0, then the submatrix
obtained by deleting the first column and last row of A(0) is upper-triangular with
diagonal entries sd−1 and is therefore invertible, implying that the rank of A(0) is at
least n− 1.
If sd = sd−1 = 0, then at least two of the {α1, · · · , αd} are zero, which is impossible.

Lemma 3.2.11. For any tx, ty ∈ K, the matrix N(tx, ty) is not zero.
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Proof. We will use the following fact: for each square matrix F , the rank of F is at most
n− 2 if and only if adjF = 0.

Consider the matrix N + σN + · · ·+ σn−1N ; it is σ-invariant and it involves powers of
y only between 0 and n− 1, so it is independent of y. Hence

(N + σN + · · ·+ σn−1N)(x, y) = (N + σN + · · ·+ σn−1N)(x, 0) = nN(x, 0) = n adjA(x).
(3.7)

Case A: tx 6= 0

If N(tx, ty) = 0, then (3.4) implies that (σiN)(tx, ty) = 0 for all i. Substituting this
into (3.7) yields

0 = (N + σN + · · ·+ σn−1N)(tx, ty) = n adjA(tx).

Since char(K) - n, we may divide by n on both sides to see that adjA(tx) = 0, so
A(tx) has rank at most n− 2, contradicting Lemma 3.2.10.

Case B: tx = 0

Then the matrix M(0, ty) = A(0) − tyZ is upper triangular with diagonal entries
sd−tyζi. If ty 6= 0, then these diagonal entries will all be distinct; in particular, at most
one is zero, so M(0, ty) will have rank at least n− 1. If ty = 0, then M(0, ty) = A(0)
and we are done by Lemma 3.2.10.

3.2.3 Main proof

Vanishing loci of Ni,j

We will now view entries of N as elements of the function field K(C) when writing expres-
sions of the form divNi,j or div0Ni,j . In order to make sense of such expressions, we need
to check that Ni,j reduces to a nonzero element of K(C).

Lemma 3.2.12.

(1) −v∞(x) = n

(2) −v∞(y) = d

(3) For ` ≥ 0,
− v∞(Aℓ) ≤ `, (3.8)

with equality holding if and only if ` ≡ 0 (mod n).

(4) For 1 ≤ u, v ≤ n,
− v∞(Mu,v) ≤ d+ u− v, (3.9)

with equality holding if and only if u = v or u− v ≡ −d (mod n).

Proof. Lemma 3.2.12(1) and Lemma 3.2.12(2) follow directly from (3.1), the equation of C.

(3) Since
Aℓ =

∑
k≥0

(−1)(n−1)ksℓ−nkx
k
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and sℓ−nk = 0 whenever `− nk 6∈ [0, d],

degxAℓ ≤ b`/nc,

so by Lemma 3.2.12(1),
−v∞(Aℓ) ≤ nb`/nc.

Since nb`/nc ≤ `, we obtain (3.8). If ` 6≡ 0 (mod n), then nb`/nc < `, so the inequality
must be strict. If ` ≡ 0 (mod n), then the xℓ/n-coefficient of Aℓ is (−1)(n−1)ℓ/ns0 =
(−1)(n−1)ℓ/n 6= 0 and hence −v∞(Aℓ) = n(`/n) = `.

(4) Since
Mu,v = Ad+u−v − ζ1−uδu,vy,

(3.9) follows by breaking into cases depending on whether or not u = v and then
applying Lemma 3.2.12(2) and Lemma 3.2.12(3). If u 6= v, then Mu,v = Ad+u−v, so
Lemma 3.2.12(3) gives that equality holds in (3.9) if and only if u− v ≡ −d (mod n).
If u = v, then equality holds in (3.9) because −v∞(Ad) < d (since d 6≡ 0 (mod n))
and −v∞(y) = d.

Lemma 3.2.13.

(1) −v∞(Ni,j) = 2g + (i− 1) + (n− j). In particular, Ni,j 6= 0.

(2) Each Ni,j satisfies

div0Ni,j ≥
i−2∑

k=j−n
ζkP

Proof.

(1) For every integer k, let L(k∞) be the subspace of K(C) consisting of meromorphic
functions that are holomorphic everywhere except at ∞ and whose valuation at ∞ is
at least −k. Define ` := 2g + (i− 1) + (n− j).

Label the rows of M (j,i) by {1, 2, . . . , j − 1, j +1, . . . , n} and the columns of M (j,i) by
{1, 2, . . . , i − 1, i + 1, . . . , n}. We remind the reader that row and column indices are
taken modulo n.

Expand detM (j,i) as a sum over permutations

detM (j,i) =
∑
σ∈Sn
σ(j)=i

sign(σ)M1,σ(1) · · ·Mj−1,σ(j−1)Mj+1,σ(j+1) · · ·Mn,σ(n).

For every σ ∈ Sn satisfying σ(j) = i, apply (3.9) to the summand corresponding to σ
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to get

− v∞(sign(σ)M1,σ(1) · · ·Mj−1,σ(j−1)Mj+1,σ(j+1) · · ·Mn,σ(n))

=
∑

1≤k≤n
k ̸=j

−v∞(Mk,σ(k))

≤
∑

1≤k≤n
k ̸=j

(d+ k − σ(k))

= −(d+ j − i) +
n∑
k=1

d+ (k − σ(k))

= −(d+ j − i) + nd

= `

and hence
−v∞(detM (j,i)) ≤ `.

Furthermore, detM (j,i) (mod L((`−1)∞)) will be unchanged if we replace the (u, v)-
entry of M with zero whenever we do not have equality in (3.9). That is, the n × n
matrix M̃ defined by

M̃u,v =

{
Mu,v if u− v ∈ {0,−d} (mod n),

0 otherwise

satisfies
detM (j,i) ≡ det M̃ (j,i) (mod L((`− 1)∞)). (3.10)

Claim. Let u ∈ [0, n− 1] be the unique integer such that j ≡ i+ ud (mod n). Then

det M̃ (j,i) = ±Mi,i+d · · ·Mi+(u−1)d,i+ud

×Mi+(u+1)d,i+(u+1)d · · ·Mi+(n−1)d,i+(n−1)d (3.11)

Proof of claim. Write

det M̃ (j,i) =
∑
σ∈Sn
σ(j)=i

sign(σ)M̃1,σ(1) · · · M̃j−1,σ(j−1)M̃j+1,σ(j+1) · · · M̃n,σ(n). (3.12)

Suppose that σ ∈ Sn satisfies σ(j) = i and σ(m) ∈ {m,m + d} (mod n) for every
m ∈ [1, n] \ {j}; otherwise, the summand corresponding to σ in (3.12) is zero. Then:

(i) σ(i+ kd) = i+ (k + 1)d for k ∈ [0, u− 1].
Induct on k. If k = 0, then u 6= 0 and hence i 6= j = σ−1(i), so σ(i) 6= i. Since
σ(i) ∈ {i, i+d}, this forces σ(i) = i+d. Now suppose that σ(i+kd) = i+(k+1)d
for some k ∈ [0, u − 2]. Then i + (k + 1)d 6= i + kd = σ−1(i + (k + 1)d), so
σ(i+(k+1)d) 6= i+(k+1)d. Since σ(i+(k+1)d) ∈ {i+(k+1)d, i+(k+2)d},
this forces σ(i+ (k + 1)d) = i+ (k + 2)d.

(ii) σ(i− kd) = i− kd for k ∈ [1, n− u− 1].
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Induct on k. If k = 1, then u 6= n−1 and hence i−d 6= j = σ−1(i), so σ(i−d) 6= i.
Since σ(i − d) ∈ {i − d, i}, this forces σ(i − d) = i − d. Now suppose that
σ(i−kd) = i−kd for some k ∈ [1, n−u−2]. Then i−(k+1)d 6= i−kd = σ−1(i−kd),
so σ(i − (k + 1)d) 6= i − kd. Since σ(i − (k + 1)d) ∈ {i − (k + 1)d, i − kd}, this
forces σ(i− (k + 1)d) = i− (k + 1)d.

Properties (i) and (ii) uniquely determine σ, so the proof of the claim is complete.
We attain the upper bound in (3.9) for every term on the right hand side of (3.11),
so applying −v∞ to both sides of (3.11) yields

− v∞(det M̃ (j,i)) = `. (3.13)

Combining (3.10) and (3.13), we conclude that −v∞(detM (j,i)) = `. Since Ni,j =
(−1)i+j detM (j,i), we are done.

(2) Use (3.4) to reduce to the case i = 1. Lemma 3.2.13(1) implies that N1,j is not
identically zero, so applying div0 to Lemma 3.2.5 (which makes sense since polynomials
in x, y can only have poles at ∞) yields

div0N1,j ≥ gcd

div0 x,div0

−1∏
k=j−n

(y − ζksd)


≥

−1∑
k=j−n

ζkP.

Definition 3.2.14. Define

Qi,j := div0Ni,j −
i−2∑

k=j−n
ζkP

Di := gcd
1≤k≤n

Qi,k

Ej := Q1,j − gcd
1≤k≤n

Q1,k

By Lemma 3.2.13(2), Qi,j ≥ 0, so Di ≥ 0. Also, Ej ≥ 0.

Our first task is to translate the lemmas in the previous section to results about the
effective divisors Qi,j , Di, Ej .

Lemma 3.2.15. The effective divisors Di, Ej satisfy

Di + Ej = Qi,j .

Proof. Apply Lemma 3.2.9 to the 2× 2 submatrix of N obtained by taking rows {i, k} and
columns {j, `} to obtain the equality Ni,jNk,ℓ = Ni,ℓNk,j as elements of K(C). Since the
entries of N have poles only at ∞, we may take div0 of both sides to obtain div0Ni,j +
div0Nk,ℓ = div0Ni,ℓ + div0Nk,j . Therefore,

Qi,j +Qk,ℓ = Qi,ℓ +Qk,j , (3.14)
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and hence

Di + Ej =

(
gcd

1≤k≤n
Qi,k

)
+Q1,j − gcd

1≤k≤n
Q1,k

=

(
gcd

1≤k≤n
(Qi,1 −Q1,1 +Q1,k)

)
+Q1,j − gcd

1≤k≤n
Q1,k (by (3.14))

= (Qi,1 −Q1,1) +

(
gcd

1≤k≤n
Q1,k

)
+Q1,j − gcd

1≤k≤n
Q1,k

= Qi,1 −Q1,1 +Q1,j

= Qi,j (by (3.14)).

Lemma 3.2.16. We have
gcd

1≤i≤n
Di = gcd

1≤j≤n
Ej = 0.

Proof. If there existed a point R on C such that Qi,j ≥ R for all i, j, then all the Ni,j would
vanish on R, which contradicts Lemma 3.2.11. Therefore 0 ≥ gcdi,j Qi,j . Since each Qi,j is
effective, we get the reverse inequality gcdi,j Qi,j ≥ 0. Hence

gcd
1≤i,j≤n

Qi,j = 0.

Taking gcd1≤i,j≤n of both sides of Lemma 3.2.15 yields

gcd
1≤i≤n

Di + gcd
1≤j≤n

Ej = gcd
1≤i,j≤n

Qi,j .

Therefore gcdiDi and gcdj Ej are effective divisors whose sum is 0; hence both are 0.

Lemma 3.2.17. For 1 ≤ i, j ≤ n,

Di = ζi−1D1 (3.15)
Ej = ζj−1E1. (3.16)

Proof. Taking div0 of both sides of (3.4) yields

div0Ni+1,j+1 = (δj,n − δi,n) div0 x+ ζ div0Ni,j .

Breaking into cases depending whether i = n and/or j = n, we obtain

Qi+1,j+1 = ζQi,j ,

so by Lemma 3.2.15,

Di+1 + Ej+1 = ζDi + ζEj . (3.17)

Taking gcdj of both sides and applying Lemma 3.2.16 yields Di+1 = ζDi. Similarly, Ej+1 =
ζEj .

Definition 3.2.18. Define D := D1 and E := E1.
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We summarize our work in the following proposition.

Proposition 3.2.19. For 1 ≤ i, j ≤ n,

div0Ni,j = ζi−1D + ζj−1E +

 i−2∑
k=j−n

ζkP


divNi,j = ζi−1D + ζj−1E +

 i−2∑
k=j−n

ζkP

− (2g + (i− 1) + (n− j))∞.

Proof. Combine Definition 3.2.14, Lemma 3.2.15, (3.15), (3.16), and Lemma 3.2.13(1).

Orders at infinity

Lemma 3.2.20. There is no f ∈ K(C)× having a pole only at ∞ such that the pole order
at ∞ is nd− n− d.

Proof. Let R be the ring R = K[x, y]/(yn−
∏d
i=1(x+αi)); this is the affine coordinate ring

of C \{∞}. A K-basis for R is {xayb : 0 ≤ a and 0 ≤ b ≤ n−1}; since Lemma 3.2.12(1) and
Lemma 3.2.12(2) implies −v∞(xayb) = na+ db and (d, n) = 1 by assumption, each element
of this basis has a different order pole at ∞. Therefore, the order of the pole at ∞ of any
element of R is of the form na+ db for nonnegative a, b.

Suppose that f ∈ K(C)× has a pole only at ∞. Then f ∈ R. From the previous
paragraph, we have −v∞(f) = na + db for nonnegative a, b. If it were the case that
na + db = nd − n − d, then a ≡ −1 (mod d) and b ≡ −1 (mod n), so by nonnegativity of
a, b we conclude that a ≥ d− 1 and b ≥ n− 1. But then

nd− n− d = na+ db ≥ (nd− n) + (nd− d) = 2nd− n− d,

which is a contradiction.

Definition 3.2.21. Define the Abel–Jacobi map

C J

P [P −∞].

AJ∞

For every r ≥ 1, this induces a map Cr → J r. Denote by Wr the image of the composite
morphism Cr → J r → J , where the second map is the addition map. We define Θ :=Wg−1

to be the theta divisor.

Lemma 3.2.22. For r ≥ g, Wr = J .

Proof. It is a simple consequence of the Riemann-Roch theorem that any degree zero divisor
on C has a representation as [P1 + ...+ Pg − g∞] for points P1, . . . , Pg of C.

The n = 2 case of the following theorem is Theorem 2.5 of [68] (on page 506).

Theorem 3.2.23.

(1) The intersection of AJ∞(C) and (1− ζ)Θ in J is exactly {0}.
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(2) The intersection of AJ∞(C) and (ζ − 1)Θ in J is also exactly {0}.

Proof.

(1) Suppose that there were some P ∈ C \ {∞} such that [P −∞] lies in (1− ζ)Θ. Then
there is some effective divisor D of degree r ≤ g− 1 such that (1− ζ)D ∼ P −∞ and
v∞(D) = 0. By Lemma 3.2.22, there is an effective divisor E of degree s ≤ g such
that D + E ∼ (r + s)∞ and v∞(E) = 0. Define

t := (nd− n− d)− (r + s).

Since r ≤ g − 1, s ≤ g, and nd− n− d = 2g − 1, we have t ≥ 0. Consider the divisor

F := ζtD + E +

t−1∑
i=0

ζiP.

Since E ∼ (r + s)∞−D and P ∼ ∞+ (1− ζ)D,

F ∼ ζtD −D +

t−1∑
i=0

(ζiD − ζi+1D) + (r + s+ t)∞

= 0 + (r + s+ t)∞
= (nd− n− d)∞.

Since v∞(F ) = 0 and F ∼ (nd− n− d)∞, this contradicts Lemma 3.2.20.

(2) Applying the previous part to ζ−1 instead of ζ, we see that C ∩ (1 − ζ−1)Θ = {0}.
Applying ζ to both sides gives ζC ∩ (ζ − 1)Θ = {0}. Since ζC = C, we are done.

Lemma 3.2.24.

(1) We have degD = degE = g.

(2) The support of D avoids {(−α1, 0), · · · , (−αd, 0),∞}. The same holds for E.

Proof.

(1) Applying Proposition 3.2.19 gives

div(N1,n/ζ
∗N1,n−1) = divN1,n − ζ divN1,n−1

= (D + ζ−1E − 2g∞)− ζ(D + ζ−2E + ζ−1P − (2g + 1)∞)

= (1− ζ)D − (P −∞). (3.18)

Suppose that degD ≤ g− 1. Then [(1− ζ)D] ∈ (1− ζ)Θ. Since [(1− ζ)D] also equals
[P − ∞] ∈ AJ∞(C) \ {0}, we have found an element of (1 − ζ)Θ ∩ (AJ∞(C) \ {0}),
contradicting Theorem 3.2.23(1). Hence,

degD ≥ g. (3.19)

Similarly,
div(ζ2∗N1,n/ζ

∗N2,n) = (ζ − 1)E − (ζP −∞), (3.20)
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and a similar argument with Theorem 3.2.23(2) implies

degE ≥ g. (3.21)

Taking i = 1 and j = n in Proposition 3.2.19 yields D + ζ−1E − 2g∞ = divN1,n, so

degD + degE = 2g. (3.22)

Combining (3.19), (3.21), and (3.22) gives degD = degE = g, as desired.

(2) Suppose that R ∈ {(−α1, 0), · · · , (−αd, 0),∞} and D ≥ R. Then (1 − ζ)[D − R] ∈
(1 − ζ)Θ. Since R ∈ J [1 − ζ], (3.18) implies that (1 − ζ)[D − R] = [P − ∞] ∈
AJ∞(C) \ {0}. Hence (1 − ζ)[D − R] is an element of (1 − ζ)Θ ∩ AJ∞(C) \ {0},
contradicting Theorem 3.2.23(1).

Similarly, if S ∈ {(−α1, 0), · · · , (−αd, 0),∞} and E ≥ S, then (3.20) implies (ζ −
1)[E − S] = [ζP −∞], so (ζ − 1)[E − S] ∈ (ζ − 1)Θ ∩ AJ∞(C) \ {0}, contradicting
Theorem 3.2.23(2).

Corollary 3.2.25. P 6≤ E.

Proof. Suppose that P ≤ E and let E′ = ζ−1E − ζ−1P , so that by Lemma 3.2.24(1), E′ is
an effective degree g − 1 divisor on C satisfying

(ζ − 1)E′ = (ζ − 1)ζ−1E − (ζ − 1)ζ−1P

∼ (ζ − 1)(2g∞−D)− (P − ζ−1P ) (by Proposition 3.2.19 with i = 1, j = n)
= (1− ζ)(D)− (P − ζ−1P )

∼ P −∞− (P − ζ−1P ) (by (3.18))
= ζ−1P −∞,

which contradicts Theorem 3.2.23(2).

Proof of Theorem 3.2.1. We wish to check gcd1≤j≤n div0N1,j = D. Applying Proposi-
tion 3.2.19 with i = 1 and then taking gcd yields

gcd
1≤j≤n

div0N1,j ≥ D.

For contradiction, suppose that Q is a point on C such that

Q ≤ gcd
1≤j≤n

(div0N1,j −D).

Then Proposition 3.2.19 implies that for all j ∈ [1, n],

Q ≤ ζj−1E +
−1∑

k=j−n
ζkP = Ej +

−1∑
k=j−n

ζkP (3.23)
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by (3.16). By Lemma 3.2.16, there must be some u ∈ [1, n] such that Q 6≤ Eu. Then

Q ≤
−1∑

k=u−n
ζkP,

so Q = ζvP for some v ∈ [u− n,−1].

Case A: P is fixed by ζ
Then Q = ζvP = P . Substituting j = n into (3.23) produces Q ≤ ζn−1E, so we
conclude that P = ζP = ζQ ≤ E, contradicting Corollary 3.2.25.

Case B: P is not fixed by ζ
Then the ζkP are distinct. Applying (3.23) with j = v + n+ 1 then gives

Q ≤ ζvE +
−1∑

k=v+1

ζkP

Since Q = ζvP and the ζkP are distinct, we conclude that ζvP ≤ ζvE, which implies
that P ≤ E, again contradicting Corollary 3.2.25.

3.2.4 Varying the choice of ri

Recall that (r1, · · · , rd) is any d-tuple of elements of K satisfying

rni = αi∏
ri = b.

Write r to denote (r1, . . . , rd). Since the D in Theorem 3.2.1 depends on the choice of
r, we will denote it Dr from now on. For a = (a1, . . . , ad) ∈ (Z/nZ)d, write ζar to denote
(ζa1r1, . . . , ζ

adrd).
Applying Theorem 3.2.1 with b replaced by ζ−(a1+···+ad)b and r replaced with ζ−ar, we

obtain
(1− ζ)Dζ−ar ∼ ζ−(a1+···+ad)P −∞,

so
Dr − ζa1+...+adDζ−ar ∈ J [1− ζ].

Our goal is to write down Dr − ζa1+...+adDζ−ar in terms of a basis for J [1 − ζ]. First, we
recall our description of J [1− ζ].

Definition 3.2.26. For 1 ≤ i ≤ d, define Pi := (−αi, 0) ∈ C(K).

Lemma 3.2.27. The map

(Z/nZ)d J [1− ζ]

a
∑d

i=1 ai[Pi −∞]

is surjective and its kernel is generated by (1, . . . , 1).
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Proof. This is Proposition 2.3.1.

The n = 2 case of the following theorem is Theorem 1.1 of [69].

Theorem 3.2.28. For each a ∈ (Z/nZ)d,

Dr − ζa1+...+adDζ−ar ∼ a1P1 + · · ·+ adPd −
(∑

aj

)
∞.

Proof. By induction, it suffices to treat the case a = (1, 0, . . . , 0). To do so, we will first refor-
mulate Theorem 3.2.1 in terms of a family over an open subset of Ad

K = SpecK[r1, . . . , rd].
Let U be the open subset of Ad

K = SpecK[r1, . . . , rd] given by removing every hyperplane
of the form rni = rnj . Let C be the smooth proper family of superelliptic curves over U given
by the equation

yn =
d∏
i=1

(x+ rni ) .

The morphism C → U admits two sections of interest to us; these are the “∞ section” which
sends (r1, . . . , rd) to the point at∞ on the fiber and the “P section” which sends (r1, . . . , rd)
to the point (0, r1 · · · rd) on the fiber. Let J be the relative jacobian of the family C and
embed C into J using the Abel–Jacobi map induced by the∞ section (denoted AJ∞). We
seek to compare the two sections Dr and ζDζ−ar of the map J → U . Here is a diagram
representing all the morphisms considered thus far.

C J J

U

AJ∞ 1− ζ

∞
P

Dr ζDζ−ar

In this language, Theorem 3.2.1 says that the following two morphisms are the same:

U

U

J

C

J

J
P AJ∞

Dr 1− ζ

The map J [1− ζ]→ U is smooth of relative dimension 0; it is étale. Consider the sections
γ, γ′ : U →J [1− ζ] given in coordinates by

γ : (r1, . . . , rd) 7→ Dr − ζDζ−ar

γ′ : (r1, . . . , rd) 7→ (0, 0)−∞.

We wish to show that γ = γ′. Let H1 be the hyperplane of U cut out by r1 = 0. On H1,
we know that ζ−ar = r, so

Dr − ζDζ−ar = (1− ζ)Dr ∼ (0, 0)−∞.
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Therefore, the sections γ, γ′ agree on the nonempty closed subset H1. Every section of an
unramified cover with connected base is uniquely determined by its image on a single point
(by Corollaire 5.3, Exposé 1 of SGA 1 [32]), so γ = γ′.

Remark 3.2.29. Lemma 3.2.27 and Theorem 3.2.28 together imply that our formula in
Theorem 3.2.1 produces every effective degree g divisor D satisfying (1− ζ)D ∼ P −∞.

3.3 Application to the intersection of (1 − ζ)−1 AJ∞(C) and
Θ

Let C′ := (1 − ζ)−1AJ∞(C). Theorem 3.2.23(1) implies that the intersection of C′ and Θ
is contained in J [1 − ζ]. In this section, we will compute the intersection multiplicities at
each intersection point. We will work over the complex numbers; that is, K = C.

We identify points of J with degree zero divisor classes, and in this section, we use D
to denote degree zero divisor classes (as opposed to effective divisors).

For each P ∈ C and D ∈ J , recall the definition of the gap set GP (D) from Section 2.6.

Definition 3.3.1. Suppose that D ∈ J . By Lemma 2.6.3, G∞(D) = {b1, · · · , bg} for
integers 0 ≤ b1 < b2 < . . . < bg ≤ 2g − 1. As on page 5204 of [53], define the partition

λD := (bg − (g − 1), bg−1 − (g − 2), . . . , b1 − 0) .

Let |λD| be the size of λD, i.e.,

|λD| =
g∑
i=1

(bi − (i− 1)) .

Definition 3.3.2. For each D ∈ J , define i(D) to be the intersection multiplicity of C′ and
Θ at D.

The main theorem of this section is the following.

Theorem 3.3.3. For each D ∈ C′ ∩Θ,

i(D) = |λD|.

Proof. This theorem will be proved at the end of the section.

Remark 3.3.4. We warn the reader that textbooks on Riemann surfaces [21, 50] usually
define gaps differently. For a point P and linear system Q on a Riemann surface X, let
G′
P (Q) be the gaps for Q at P defined in [50]. Let ωC be the canonical bundle on C and L

be the line bundle associated to D. Applying the Riemann–Roch theorem shows that the
relationship between the two notions of gaps is

GP (D) = {b ∈ Z≥0 : b+ 1 ∈ G′
P (ωC ⊗ L−1 ⊗ OX(P ))}

and that |λD| coincides with the inflectionary weight for ωC ⊗ L−1 ⊗ OX(∞) at ∞.

Definition 3.3.5. Define the ring

R := Z[X±1
1 , . . . , X±1

d ]/(Xn
1 − 1, . . . , Xn

d − 1, X1 · · ·Xd − 1).
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Then R has a natural basis of the form {Xa1
1 · · ·X

ad−1

d−1 : 0 ≤ aj < n}. Define

pra1,...,ad−1
: R→ Z

to be the map that extracts the Xa1
1 · · ·X

ad−1

d−1 -coefficient. By abuse of notation, we also use
pra1,...,ad−1

to denote the same map, but tensored up to ZJT K:
pra1,...,ad−1

: RJT K→ ZJT K.
Finally, define

ρ := (1 + Tn + T 2n + · · · ) ·
d∏
i=1

(1 +XiT + · · ·+Xn−1
i Tn−1) ∈ RJT K

ρa1,...,ad−1
:= pra1,...,ad−1

(ρ) ∈ ZJT K.
Lemma 3.3.6. Every element of J [1− ζ] has a unique representation of the form

[a1P1 + · · ·+ ad−1Pd−1 − (a1 + · · ·+ ad−1)∞]

for some 0 ≤ aj < n.

Proof. This is an immediate consequence of Lemma 3.2.27.

Proposition 3.3.7. Suppose that D = [a1P1 + · · · + ad−1Pd−1 − (a1 + · · ·+ ad−1)∞] for
some 0 ≤ aj < n. Then

ρa1,...,ad−1
=

∑
i∈Z≥0\G∞(D)

T i.

Proof. Writing out an explicit sum for ρ gives

ρ =

∑
m≥0

(Tn)m

 n−1∑
e1,...,ed=0

Xe1
1 · · ·X

ed
d T

e1+···+en


=

∑
e1,...,ed∈[0,n−1],m≥0

Xe1
1 · · ·X

ed
d T

e1+···+ed+nm

Using the relation X1X2 · · ·Xd = 1, the above equals

ρ =
∑

e1,...,ed∈[0,n−1],m≥0

Xe1−ed
1 · · ·Xed−1−ed

d−1 T (e1−ed)+...+(ed−1−ed)+nm+ded ,

Perform the change of variables aj ≡ ej − ed (mod n) where aj ∈ [0, n − 1]. Then using
ej = aj + ed − nb

aj+ed
n c and Xn

1 = · · · = Xn
d−1 = 1 yields

ρ =
∑

a1,...,ad−1,ed∈[0,n−1],m≥0

Xa1
1 · · ·X

ad−1

d−1 T
(
∑
aj)+n

(
m−

∑⌊
aj+ed

n

⌋)
+ded

and hence

ρa1,...,ad−1
=

n−1∑
ed=0

∑
m≥0

T
(
∑
aj)+n

(
m−

∑⌊
aj+ed

n

⌋)
+ded (3.24)
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For each ed ∈ [0, n− 1] and m ≥ 0, define

E(ed,m) :=
(∑

aj

)
+ n

(
m−

∑⌊
aj + ed
n

⌋)
+ ded (3.25)

to be the exponents arising in (3.24). Observe that E(ed,m) uniquely determines ed and
m:

ed ≡ d−1
(
E(ed,m)−

∑
aj

)
(mod n) (3.26)

uniquely determines ed, and then

m =
1

n

(
E(ed,m)−

(∑
aj

)
− ded

)
+
∑⌊

aj + ed
n

⌋
is uniquely determined by ed and E(ed,m). Therefore, no terms in (3.24) combine.

For each pair (ed,m), the function

hed,m := yed(x+ αd)
m
d−1∏
j=1

(x+ αj)
−
⌊
aj+ed

n

⌋

satisfies

div(hed,m) = (nm+ ed)Pd +

d−1∑
j=1

(
ed − n

⌊
aj + ed
n

⌋)
Pj

−

n
m− d−1∑

j=1

⌊
aj + ed
n

⌋+ ded

∞
and hence

div(hed ,m) +
d−1∑
i=1

ai(Pi −∞)

= (nm+ ed)Pd +

d−1∑
j=1

(
aj + ed − n

⌊
aj + ed
n

⌋)
Pj

−

d−1∑
j=1

aj

+ n

m− d−1∑
j=1

⌊
aj + ed
n

⌋+ ded

∞
= (nm+ ed)Pd +

d−1∑
j=1

(
aj + ed − n

⌊
aj + ed
n

⌋)
Pj

− E(ed,m)∞,

so E(ed,m) ∈ Z≥0 \G∞(D).
To finish, we must check the reverse containment Z≥0 \ G∞(D) ⊆ {E(ed,m) : ed ∈

[0, n− 1],m ≥ 0}. By Lemma 3.3.8 below, #{E(ed,m) : ed ∈ [0, n− 1],m ≥ 0} = g, so we
are done.

Lemma 3.3.8. Suppose that a1, · · · , ad−1 ∈ [0, n− 1]. For each ed ∈ [0, n− 1] and m ≥ 0,
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define E(ed,m) as in (3.25). Define

S := {E(ed,m) : ed ∈ [0, n− 1],m ≥ 0} .

Then Z≥0 \ S is finite and has size exactly g.

Proof. For any real number x, define {x} := x − bxc. Let ad = 0 and a =
∑d

j=1 aj . For
each e ∈ [0, n− 1], (3.26) implies that the subset of S congruent to a+ de (mod n) is

Se := {E(e,m) : m ≥ 0}
= E(e, 0) + nZ≥0

=

d−1∑
j=1

aj

− n
d−1∑
j=1

⌊
aj + e

n

⌋+ de

+ nZ≥0

=

 d∑
j=1

(
aj + e− n

⌊
aj + e

n

⌋)+ nZ≥0 (since ad = 0)

=

n d∑
j=1

{
aj + e

n

}+ nZ≥0.

Therefore,

#((Z≥0 ∩ (a+ de+ nZ)) \ Se) =

 d∑
j=1

{
aj + e

n

}
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and hence

#(Z≥0 \ S) =
n−1∑
e=0

#((Z≥0 ∩ (a+ de+ nZ)) \ Se)

=
n−1∑
e=0

 d∑
j=1

{
aj + e

n

}
=

n−1∑
e=0

 d∑
j=1

aj + e

n
−
⌊
aj + e

n

⌋
=

n−1∑
e=0

⌊a+ de

n

⌋
−

d∑
j=1

⌊
aj + e

n

⌋
=

n−1∑
e=0

(a+ de

n
−
{
a+ de

n

})
−

d∑
j=1

(
aj + e

n
−
{
aj + e

n

})
=

n−1∑
e=0

−{a+ de

n

}
+

d∑
j=1

{
aj + e

n

}
= −

(
n−1∑
e=0

{
a+ de

n

})
+

 d∑
j=1

n−1∑
e=0

{
aj + e

n

} . (3.27)

Note that the numbers {a+de : e ∈ [0, n−1]} hit each residue class modulo n exactly once.
The same goes for {aj + e : e ∈ [0, n− 1]}. Hence,

n−1∑
e=0

{
a+ de

n

}
=

n−1∑
e=0

{
aj + e

n

}
=

0

n
+

1

n
+ · · ·+ n− 1

n
=
n− 1

2
, (3.28)

and substituting (3.28) into (3.27) yields

#(Z≥0 \ S) = −
(
n− 1

2

)
+

d∑
j=1

(
n− 1

2

)
=

(n− 1)(d− 1)

2
= g.

The next step is to extract |λD| from ρa1,...,ad−1
, which we will do in Corollary 3.3.10.

Definition 3.3.9. For h ∈ ZJT K and i ≥ 0, write [T i]h to denote the T i-coefficient of h.

Corollary 3.3.10. Keeping the notation of Proposition 3.3.7, we have

|λD|+
g(g − 1)

2
= [T 2g]{T 2(1 + T + · · · )2ρa1,...,ad−1

}.
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Proof. We have

[T 2g]{T 2(1 + T + · · · )2ρa1,...,ad−1
}

= [T 2g−1]{T (1 + T + · · · )2ρa1,...,ad−1
}

= [T 2g−1]{(T + 2T 2 + 3T 3 + . . .)ρa1,...,ad−1
}

=
∑

i∈[0,2g−1]\G∞(D)

(2g − 1− i) (by Proposition 3.3.7)

= g(2g − 1)−
∑

i∈[0,2g−1]\G∞(D)

i

= g(2g − 1)−

(2g−1∑
i=0

i

)
−

 ∑
i∈G∞(D)

i


=

∑
i∈G∞(D)

i

= |λD|+
g(g − 1)

2
.

Lemma 3.3.11. We have ∑
D∈J [1−ζ]

|λD| =
g(n+ 1)nd−1

12
.

Proof. Using Lemma 3.3.6 to sum both sides of Corollary 3.3.10 over all D ∈ J [1−ζ] yields ∑
D∈J [1−ζ]

|λD|

+
g(g − 1)nd−1

2
= [T 2g]{T 2(1 + T + · · · )2ρ|X1=···=Xn=1},

and since

ρ|X1=···=Xn=1 = (1 + Tn + T 2n + · · · )(1 + T + · · ·+ Tn−1)d

= (1 + T + T 2 + · · · )(1 + T + · · ·+ Tn−1)d−1,

we have ∑
D∈J [1−ζ]

|λD|

+
g(g − 1)nd−1

2
= [T 2g]{T 2(1+T + · · · )3(1+T + · · ·+Tn−1)d−1}. (3.29)

Define ci so that
(n−1)(d−1)∑

i=0

ciT
i = (1 + T + · · ·+ Tn−1)d−1. (3.30)

Since 2g = (n− 1)(d− 1),

[T 2g]{T 2(1 + T + · · · )3(1 + T + · · ·+ Tn−1)d−1} =
2g∑
i=0

(
2g − i

2

)
ci. (3.31)
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The 0th, 1st, and 2nd derivatives of (3.30) are

2g∑
i=0

ciT
i = (1 + T + · · ·+ Tn−1)d−1

2g∑
i=0

iciT
i−1 = (d− 1)(1 + 2T + 3T 2 + . . .+ (n− 1)Tn−2)(1 + T + · · ·+ Tn−1)d−2

2g∑
i=0

i(i− 1)ciT
i−2

= (d− 1)(2 + 6T + . . .+ (n− 1)(n− 2)Tn−3)(1 + T + · · ·+ Tn−1)d−2

+ (d− 1)(d− 2)(1 + 2T + 3T 2 + . . .+ (n− 1)Tn−2)2(1 + T + · · ·+ Tn−1)d−3

Substituting T = 1 everywhere above gives

2g∑
i=0

ci = nd−1

2g∑
i=0

ici = (d− 1)

(
n− 1

2

)
nd−1

= gnd−1

2g∑
i=0

i(i− 1)ci = (d− 1)

(
(n− 1)(n− 2)

3

)
nd−1 + (d− 1)(d− 2)

(
n− 1

2

)2

nd−1

= g

(
g +

n− 5

6

)
nd−1,

so the right hand side of (3.31) is

2g∑
i=0

(
2g − i

2

)
ci =

1

2

(
2g∑
i=0

(i2 − i)ci

)
− (2g − 1)

(
2g∑
i=0

ici

)
+ g(2g − 1)

(
2g∑
i=0

ci

)

=

(
1

2
g

(
g +

n− 5

6

)
− (2g − 1)g + g(2g − 1)

)
nd−1

=

(
1

2
g2 +

g(n− 5)

12

)
nd−1. (3.32)

Combining (3.29), (3.31), and (3.32) finishes the proof.

Lemma 3.3.12. If D 6∈ Θ, then |λD| = 0.

Proof. Suppose that D 6∈ Θ. If k ∈ [0, g − 1] \ G∞(D), then there would be an effective
degree k divisor E such that D = [E − k∞] = [(E + g − 1− k)∞− (g − 1)∞] ∈ Θ, which
contradicts the assumption that D 6∈ Θ. Therefore G∞(D) = [0, g − 1], so |λD| = 0.

Lemma 3.3.13. We have ∑
D∈C′∩Θ

|λD| ≥
g(n+ 1)nd−1

12
.
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Proof. We have∑
D∈C′∩Θ

|λD| ≥
∑

D∈J [1−ζ]∩Θ

|λD| (since C′ ⊇ J [1− ζ])

=
∑

D∈J [1−ζ]

|λD| (by Lemma 3.3.12)

=
g(n+ 1)nd−1

12
(by Lemma 3.3.11).

For the next couple lemmas, we recall some notions of singular cohomology with integral
coefficients:

H1(C,Z) = H1(J ,Z) ' Z2g

H∗(J ,Z) =
∧∗

(H1(J ,Z)).

The wedge product provides the cup product pairing ^ on H∗(J ,Z). The automorphism
ζ of C induces the pullback automorphism ζ∗ of H1(C,Z).

Lemma 3.3.14. The characteristic polynomial of ζ∗ acting on H1(C,Z) is(
1 + T + T 2 + · · ·+ Tn−1

)d−1
.

Proof. Since H1(C,Z) is the dual of H1(C,Z) , this follows immediately from Corollary 2.5.6.

Definition 3.3.15. Denote the singular cohomology classes of the cycles {0},AJ∞(C), C′,
Θ on J by [∞] ∈ H2g(J ,Z), [C], [C′] ∈ H2g−2(J ,Z), [Θ] ∈ H2(J ,Z) respectively.

For r ≥ 0, define Wr as in Definition 3.2.21 to be the image of the composite morphism
Cr → J r sum→ J and denote its cohomology class by [Wr] ∈ H2(g−r)(J ,Z). In our notation,
[W0] = [∞], [W1] = [C], [Wg−1] = [Θ] by Lemma 3.2.22.

Lemma 3.3.16. There is a C-basis {a1, . . . , ag, b1, . . . , bg} for H1(J ,C) such that

(1) The basis is symplectic: for every 1 ≤ i, j ≤ n,

ai ^ bj = δi,j

ai ^ aj = 0

bi ^ bj = 0.

(2) Each ai and bj is an eigenvector for ζ∗.

(3) Let λ(ai), λ(bj) be the eigenvalues corresponding to ai, bj, respectively. Then λ(bi) =
λ(ai)

−1.

Proof. From symplectic linear algebra, each diagonalizable matrix M in Sp(2g,C) has a
symplectic eigenbasis. To see this, let Eλ be the eigenspace corresponding to the eigenvalue
λ ∈ C. Since M respects the symplectic pairing, the eigenvalues come in pairs {λ, λ−1}.
For λ 6∈ {±1}, select any basis for Eλ and take the corresponding dual basis for Eλ−1 . For
λ ∈ {±1}, the dimension of Eλ must be even so one may pick any symplectic basis for Eλ.
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The lemma now follows from the observation in the previous paragraph since the pull-
back of any automorphism of a manifold respects its cup product and Lemma 3.3.14 implies
that the action of ζ∗ on H1(J ,C) is diagonalizable.

Lemma 3.3.17. The following equality holds in H0(J ,Z):

[C′]^ [Θ] =
g(n+ 1)nd−1

12
[∞].

Proof. The following proof was suggested by Aaron Pixton.
We may as well verify this identity after tensoring up to C. Let {a1, . . . , ag, b1, . . . , bg}

be a C-basis for H1(J ,C) as in Lemma 3.3.16.
“Poincaré’s Formula 11.2.1” of [14] implies that for r ∈ [0, g],

[Wr] =
∑

1≤i1<i2<···<ig−r≤g
(ai1 ∧ bi1) ∧ · · · ∧ (aig−r ∧ big−r),

so

[Θ] = [Wg−1] =

g∑
i=1

ai ∧ bi

[C] = [W1] =

g∑
i=1

a1 ∧ b1 ∧ · · · ∧ âi ∧ bi ∧ · · · ∧ ag ∧ bg

[∞] = [W0] = a1 ∧ b1 ∧ · · · ∧ ag ∧ bg.

(The hat indicates that the term is not there.)
Since [C′] = (1− ζ)∗[C], a computation using Lemma 3.3.14 and Lemma 3.3.16 yields

[C′]^ [Θ] = ((1− ζ)∗[C])^ [Θ]

=

(
g∏
i=1

(1− λ(ai))(1− λ(bi))

)
·

(
g∑
i=1

1

(1− λ(ai))(1− λ(bi))

)
[∞]

=

(
n−1∏
i=1

(1− ζi)

)d−1

·

(
g

n− 1

n−1∑
i=1

1

(1− ζi)(1− ζ−i)

)
[∞]

= nd−1 ·
(

g

n− 1
· n

2 − 1

12

)
[∞] (from Lemma 3.3.19)

=

(
g(n+ 1)nd−1

12

)
[∞].

Corollary 3.3.18. We have

∑
D∈C′∩Θ

i(D) =
g(n+ 1)nd−1

12
.

Proof. The dual of Lemma 3.3.17 implies that the total intersection of C′ and Θ in J is
g(n+ 1)nd−1/12.
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Lemma 3.3.19. We have
n−1∑
i=1

1

(1− ζi)(1− ζ−i)
=
n2 − 1

12
.

Proof. The following proof was suggested by Bjorn Poonen.
The differential d(zn − 1)/(zn − 1) has a simple pole with residue 1 at each nth root of

unity and a simple pole with residue −n at infinity. Therefore the sum equals the sum of
the residues of

ω :=

(
1

(1− z)(1− z−1)

)
d(zn − 1)

zn − 1
.

at nth roots of unity not 1, or equivalently −Res∞(ω)−Res1(ω). Since 1/((1−z)(1−z−1))
vanishes at ∞, ω is holomorphic at ∞. On the other hand, Mathematica computes that
Res1(ω) = (1− n2)/12.

Definition 3.3.20. Let

ωC be the canonical bundle of C
V be H0(C, ωC)

Λ ⊆ V ∨ be the period lattice of C
z be a local coordinate for C at ∞
A be the set {(a, b) ∈ Z2 : 1 ≤ a ≤ d− 1, 1 ≤ b ≤ n− 1, na < db}.

We abuse notation and also use z to denote a local coordinate for AJ∞(C) at 0.

Theorem 3.3.21. There is an isomorphism ξ : J → V ∨/Λ such that for all P ∈ C, if γ is
a path on C from ∞ to P , then

ξ (AJ∞(P )) =

(
κ ∈ V 7→

∫
γ
κ ∈ C

)
(mod Λ) ∈ V ∨/Λ.

Proof. See Section A.6.3 of [3].

Definition 3.3.22. Let π be the composite V ∨ → V ∨/Λ
ξ−1

−−→ J . The kernel of π is Λ and
π expresses V ∨ as the universal cover of J .

Definition 3.3.23. Define ψ : A → Z by ψ(a, b) = db − na. For all (a, b) ∈ A, note that
ψ(a, b) ≥ 1 and ψ(a, b) = db − na ≤ d(n − 1)− n = 2g − 1, so the image of ψ is contained
in [1, 2g − 1].

Lemma 3.3.24.

(1) ψ is an injection.

(2) The set {xa−1y−b dx : (a, b) ∈ A} is a basis of V .

(3) There exist nonzero constants Ca,b such that

xa−1y−b dx = Ca,bz
bd−an−1 (1 +O(z)) dz.

Proof.
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(1) If ψ(a, b) = ψ(a′, b′), then d(b− b′) = n(a−a′), and since d is coprime to n, this would
imply d|a− a′, and since a, a′ ∈ [1, d− 1], this means a = a′. Similarly, b = b′.

(2) Applying Theorem 2.2 of [18] to C gives a basis of V , which we reindex and rescale to
produce the basis in the statement of Lemma 3.3.24(2).

(3) Since −v∞(x) = n and −v∞(y) = d by Lemma 3.2.12(1) and Lemma 3.2.12(2), there
exist constants Cx and Cy such that x−1 = Cxz

n+O(zn+1) and y−1 = Cyz
d+O(zd+1),

so we are done by substituting these into xa−1y−b dx.

In light of Lemma 3.3.24, we make the following definition.

Definition 3.3.25. Let the image of ψ be {w1, · · · , wg} for w1 < w2 < · · · < wg. Let
(ai, bi) be the unique element of A such that ψ(ai, bi) = wi. Define

κi := C−1
ai,bi

xai−1y−bi dx.

Corollary 3.3.26. The set {κ1, · · · , κg} is a basis for V such that

κi = zwi−1 (1 +O(z)) dz. (3.33)

Proof. This is a restatement of Lemma 3.3.24(3).

Definition 3.3.27. Let uwi be the coordinate function on V ∨ associated to κi, i.e., if
〈·, ·〉 : V ∨ × V → C is the natural bilinear pairing, then for all v ∈ V ∨, uwi(v) = 〈v, κi〉.

Definition 3.3.28. Let ζ∗ be the automorphism of V induced by ζ and let ζ∗ be corre-
sponding dual automorphism of V ∨.

Lemma 3.3.29. For all v ∈ V ∨,

uwi(ζ∗v) = ζ−biuwi(v).

Proof. Since ζ acts on the function field of C by ζ∗x = x and ζ∗y = ζy, it follows that
ζ∗κi = ζ−biκi, and the lemma follows by taking the dual of this relationship.

Definition 3.3.30. Let U be a small simply-connected neighborhood of 0 in AJ∞(C). Note
that z ◦AJ−1

∞ is a local coordinate on U ; we will abuse notation and denote it by z.
Since 1−ζ is a covering map, let U ′ be the neighborhood of 0 in C′ such that (1−ζ)(U ′) =

U and (1− ζ)|U ′ : U ′ → U is an isomorphism. Let t = (1− ζ)∗z be a local coordinate on U ′.

We have the following commutative diagram.

{0}

{0}

U

U ′

AJ∞(C)

C′

J

J

1− ζ 1− ζ 1− ζ 1− ζ

Definition 3.3.31. Since π is also a covering map, let Ũ ⊆ π−1(AJ∞(C)) be a neighborhood
of 0 in π−1(AJ∞(C)) such that π(Ũ) = U and π|

Ũ
: Ũ → U is an isomorphism. Similarly,
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let Ũ ′ ⊆ π−1(C′) be a neighborhood of 0 in π−1(C′) such that π(Ũ ′) = U ′ and π|
Ũ ′ : Ũ ′ → U ′

is an isomorphism.
Note that z ◦ π is a local coordinate on Ũ ; we will abuse notation and denote it by z.

Similarly, we will abuse notation and write t to be the analogous local coordinate on Ũ ′.

Going to the universal cover yields the following commutative diagram.

{0}

{0}

Ũ

Ũ ′

π−1(AJ∞(C))

π−1C′

V ∨

V ∨

(1− ζ)∗ (1− ζ)∗ (1− ζ)∗ (1− ζ)∗

Lemma 3.3.32.

(1) The following equality holds in Ũ :

uwi = w−1
i zwi(1 +O(z)).

(2) The following equality holds in Ũ ′:

uwi = w−1
i (1− ζ−bi)−1twi(1 +O(t)).

Proof.

(1) Let κ ∈ V . Suppose that P ∈ C is such that AJ∞(P ) ∈ U and γ is a path from
∞ to P that lies in U . Since U is simply-connected, the value of the integral

∫
γ κ is

independent of the choice of γ (as long as γ is contained in U), so we will denote this
integral by

∫ P
∞ κ. By Theorem 3.3.21,

ξ (AJ∞(P )) =

(
κ ∈ V 7→

∫ P

∞
κ ∈ C

)
(mod Λ) ∈ V ∨/Λ.

Since U is simply-connected, we may lift this equality to Ũ ; that is, there exists some
λ ∈ Λ such that for all v ∈ Ũ ,

v = λ+

(
κ 7→

∫ AJ−1
∞ (π(v))

∞
κ

)
.

Taking v = 0 shows that λ = 0. Hence, by definition of uwi ,

uwi(v) =

∫ AJ−1
∞ (π(v))

∞
κi for all v ∈ Ũ . (3.34)

Let P = AJ−1
∞ (π(v)), so that Corollary 3.3.26 implies∫ P

∞
κi =

∫ z(P )

0
zwi−1(1 +O(z)) dz = w−1

i (z(P ))wi (1 +O(z(P ))) . (3.35)

Since z(v) was defined to be z(P ), we are done by (3.34) and (3.35).
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(2) Lemma 3.3.29 implies that for all v ∈ V ∨,

uwi(v) = (1− ζ−bi)−1uwi((1− ζ)∗v), (3.36)

so since Ũ = (1− ζ)∗Ũ ′, Lemma 3.3.32(2) is a consequence of (3.36), the definition of
t, and Lemma 3.3.32(1).

Suppose that D ∈ C′ ∩Θ. Let eD ∈ π−1(D).

Definition 3.3.33. Define θ, ∆, δ as on page 5208 of [53] to be the theta function, the
Riemann divisor, and Riemann’s constant, respectively. (Nakayashiki mentions on the same
page that δ = ∆− (g − 1)∞.) Then δ ∈ J , so let eδ ∈ π−1(δ).

Definition 3.3.34. For F ∈ J , let TF : J → J be the “translation by F” map. For
e ∈ V ∨, let Te : V ∨ → V ∨ be the “translation by e” map.

Theorem 3.3.35. The vanishing locus of θ is (π ◦ Teδ)−1Θ.

Proof. Riemann’s vanishing theorem (see pages 6–7 of [24]) states that the vanishing locus
of θ is π−1T−1

δ Θ = (Tδ ◦ π)−1Θ. Since Tδ ◦ π = π ◦ Teδ , we are done.

Corollary 3.3.36. i(D) is the order of vanishing of (θ ◦ TeD−eδ)|Ũ ′ at 0.

Proof. By definition, i(D) is the intersection multiplicity of Θ and C′ at D. Since π ◦ Teδ
is a local diffeomorphism at eD − eδ, we know that i(D) is the intersection multiplicity of
(π ◦ Teδ)−1Θ and (π ◦ Teδ)−1C′ at eD − eδ, so by Theorem 3.3.35,

i(D) is the order of vanishing of θ|(π◦Teδ )−1C′ at eD − eδ. (3.37)

Since D ∈ J [1− ζ], TD(U ′) is a neighborhood of D in C′, so TeD−eδ(Ũ
′) is a neighborhood

of eD − eδ in (π ◦ Teδ)−1C′, so (3.37) yields

i(D) is the order of vanishing of θ|
TeD−eδ

(Ũ ′)
at eD − eδ,

which is equivalent to

i(D) is the order of vanishing of (θ ◦ TeD−eδ)|Ũ ′ at 0

since translation by eD − eδ is an isomorphism on V ∨.

Definition 3.3.37. As on page 5211 of [53], let sλD ∈ Q[t1, t2, · · · ] be the Schur function as-
sociated to the partition λD. Nakayashiki proves that sλD lies in the subring Q[tw1 , · · · , twg ]
(Proposition 1 on page 5211 of [53]). Assign weight wi to the variable twi . Then sλD is
weight-homogeneous and it has weight |λD|.

Proposition 3.3.38. For all D ∈ C′ ∩Θ,

i(D) ≥ |λD|.

Proof. Applying Theorem 10 on page 5232 of [53] to e = eD − eδ (the period matrix 2ω1

defined on page 5231 is the identity matrix in our application) shows that there is a nonzero
constant C such that for all u ∈ V ∨,

Cθ(u+ eD − eδ) = sλD(t)|twi=uwi
+ higher weight terms,
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which we rewrite as

(θ ◦ TeD−eδ)(u) = C−1sλD(t)|twi=uwi
+ higher weight terms.

Restricting to u ∈ Ũ ′ and applying Lemma 3.3.32(2) yields

θ ◦ TeD−eδ = O(t|λD|) on Ũ ′,

so we are done by Corollary 3.3.36.

Proof of Theorem 3.3.3. Combining Lemma 3.3.13 and Corollary 3.3.18 yields∑
D∈C′∩Θ

(i(D)− |λD|) ≤ 0,

so we are done by Proposition 3.3.38.
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Chapter 4

Congruences for Jacobi Sums

In this chapter, we take a brief break from superelliptic curves to study Jacobi sums. The
main result is a new congruence for Jacobi sums (Theorem 4.2.25) which we will re-interpret
in Subsection 5.2.4 as a statement about the field of definition of the p-torsion of the jacobian
of the superelliptic Catalan curve yp = xq + 1 (Theorem 5.2.28). In Chapter 5, we will use
Theorem 5.2.28 as a key technical ingredient to classify torsion points on the superelliptic
Catalan curve (Theorem 5.2.73) and also on a generic superelliptic curve (Theorem 5.3.1).
First, we will review the definition of Jacobi sums and explain their connection to the zeta
function of the Catalan curve in Section 4.1.

The contents of Section 4.2 are the same as that of my paper [5] on Jacobi sums.

4.1 Jacobi sums and the Catalan curve
Definition 4.1.1. Fix a finite field Fq, a field L, and two nontrivial multiplicative characters
χ, ψ : F×

q → L×. Then the Jacobi sum J(χ, ψ) is

J(χ, ψ) :=
∑

x∈Fq\{0,1}

χ(x)ψ(1− x) ∈ L.

Jacobi sums (and the closely related Gauss sums) have many applications in number
theory [11]. As the introduction of [11] mentions, they also have applications in physics [12,
33, 46, 70], quantum algebra [61], graph theory and combinatorics [67, 66], operator theory
[23, 22], coding theory [45, 47], cryptography [43], combinatorial designs [10, 39, 40], and
algebraic combinatorics [35].

Definition 4.1.2. For n, d ≥ 2 coprime, define Cn,d to be the smooth projective model of
the curve yn = xd + 1. Let Jn,d be its jacobian. For every prime `, define the Tate module

TℓJn,d := lim←−
i

Jn,d[`i]

with the “multiplication by `” transition maps Jn,d[`i+1]→ Jn,d[`i].

Definition 4.1.3. Suppose C is a projective curve defined over a finite field Fr. Then the
zeta function of C is

Z(C/Fr, T ) := exp

( ∞∑
s=1

#C(Frs)
s

T s

)
.
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Theorem 4.1.4. Suppose n, d ≥ 2 are coprime and r ≡ 1 (mod nd) is a prime power.
Then

(1) We have

Z(Cn,d/Fr, T ) =

∏
χ : F×

r ↠⟨ζd⟩

∏
ψ : F×

r ↠⟨ζn⟩

(1 + χ(−1)J(χ, ψ)T )

(1− T )(1− rT )
, (4.1)

where the double product is over all multiplicative characters χ, ψ of order exactly
d, n, respectively.

(2) For any prime ` - ndr, the numerator of Z(Cn,d/Fr, T ) equals

det (I − T Frobr |TℓJn,d) .

Proof. (4.1) is a special case of Weil’s computation of the zeta function of a diagonal hy-
persurface [65]. Theorem 4.1.4(2) holds for any smooth projective curve, and it is a special
case of the Weil conjectures [19, 31].

By applying Lemma 1.1 of Katz [41], we will deduce a refined version of Theorem 4.1.4 in
Proposition 5.2.16(2). Computations with (4.1) are used in [37, 38]. A similar computation
is done for Fermat curves in [41].

Example: Determination of Q(ζ15,J3,5[2])

In this section, we will use (4.1) with (`, n, d) = (2, 3, 5) to compute the torsion field

L := Q(ζ15,J3,5[2]).

Let

E be Q(ζ15),

r be a prime of E,
B be a prime of L above r,

Fr be the residue field of E at r,

FB be the residue field of L at B.

For any finite set S of primes of E, let

OS := {α ∈ E : ordv(α) ≥ 0 for all v 6∈ S},
ClS(E) := the S-ideal class group of E,

and for any integer m, define

E(S,m) := {a ∈ E×/E×m : ordv(a) ≡ 0 (mod m) for all v 6∈ S}.

From algebraic number theory, the natural map O×
S /O

×m
S ↪→ E(S,m) is an injection and

it is a surjection if and only if ClS(E)[m] = 0.
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(4.1) implies the eigenvalues of Frobr ∈ Gal(L/E) acting on T2J3,5 are

−χ(−1)J(χ, ψ) ∈ Z2[ζ15]

for multiplicative characters χ, ψ : F×
r → O×

L of orders 5 and 3, respectively. Since
(Z2[ζ15]

×)15 ⊆ 1 + 2Z2[ζ15], Frob15r operates as the identity on J3,5[2]. By the Chebotarev
density theorem, every element of Gal(L/E) must have order dividing 15. We will see in
Lemma 5.2.11 that L is an abelian extension of E, so L is an abelian extension of E of
exponent dividing 15.

By Kummer theory, L/E must be generated by 15th roots of elements of E×/E×15. Let
S be the primes of E that lie above either 2, 3, or 5. Since C3,5 has good reduction away
from 3 and 5, the extension L/E is unramified outside S, so L/E is generated by 15th roots
of elements of elements of E(S, 15). The S_class_group functionality of Sage shows that
ClS(E) = 0, so E(S, 15) ' O×

S /O
×15
S . Hence, there is some subgroup

A ≤ O×
S /O

×15
S

such that
L = E( 15

√
a : a ∈ A).

For each prime r of Q, define

Cr(T ) := det (I − T Frobr |T2J3,5) .

For any number field K, define

Spl(K) := {prime r of Q : r splits completely in K}.

Note that
Spl(E) = {prime r of Q : r ≡ 1 (mod 15)}.

Also, r ∈ Spl(L) if and only if r ∈ Spl(E) and Frobr acts as the identity on J3,5[2], which is
equivalent to Cr(T ) ≡ (1−T )8 (mod 2). Since Cr(T ) is the numerator of the zeta function
by Theorem 4.1.4(2), we may apply efficient computer algorithms which calculate the zeta
function for superelliptic curves over finite fields [7, 28, 49] to test whether a prime r lies in
Spl(L).

For each prime r of E not in S, define the reduction map

ϕr : O×
S /O

×15
S → F×

r /F
×15
r .

If r ∈ Spl(L) \ {2, 3, 5} and r lies above r, then kerϕr contains A. So

A ⊆
⋂

r∈Spl(L)\{2,3,5}

⋂
r above r

kerϕr. (4.2)

Though we will not need this, the Chebotarev density theorem implies that (4.2) is an
equality.
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Step 1: We prove that A 6= {1} by using a computer to show that 31 6∈ Spl(E) \ Spl(L):

C31(T ) = 923521T 8 + 208537T 7 − 30752T 6 − 5921T 5 + 355T 4 − 191T 3 − 32T 2 + 7T + 1

6≡ T 8 + 1 (mod 2)

≡ (1− T )8 (mod 2).

Step 2: Sage gives a set of generators for O×
S :

O×
S = 〈−ζ15, ζ15 − 1, ζ215 − 1, ζ315 + 1, ζ415 + ζ15 + 1, 2, 1− ζ515, 1− ζ315〉. (4.3)

Step 3: A computer shows that 1321, 1831 ∈ Spl(L), so (4.2) implies

A ⊆
⋂

r∈{1321,1831}

⋂
r above r

kerϕr

= 〈(1 + ζ315)
10 · 22 · (1− ζ515)3 · (1− ζ315)5〉 (by computer calculation using (4.3)),

which must be an equality since A 6= {1} (by Step 1), so

Q(ζ15,J3,5[2]) = Q

(
ζ15,

15

√
(1 + ζ315)

10 · 22 · (1− ζ515)3 · (1− ζ315)5
)
.

4.2 A new congruence for Jacobi sums
Congruences for Jacobi sums have many applications in number theory [17, 20, 34, 36, 48,
63]. In this section, we prove a new congruence for Jacobi sums of the type considered by
Uehara [63].

Fix two distinct primes ` and f , a finite field Fq satisfying q ≡ 1 (mod `f), and a
primitive `fth root of unity ζℓf ∈ Q. Let

L := Q(ζℓf )

OL := Z[ζℓf ]

ζf := ζℓℓf

M := Q(ζf )

OM := Z[ζf ]

ζℓ := ζfℓf

πℓ := ζℓ − 1.

Let ξℓ, ξf ∈ Q be `th and fth roots of unity such that

ξfℓ = ζℓ

ξℓf = ζf .

Let χ : F×
q → L× be a character of order `f .

Let g be a generator of the multiplicative group F×
q and abuse notation to define ζℓf :=

g(q−1)/(ℓf) and ζf , ζℓ, ξf , ξℓ analogously to be elements of F×
q .
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Lemma 4.2.1. We have ζℓf = ξℓξf .

Proof. Since ` and f are coprime, ξℓ is the unique `th root of unity such that ξfℓ = ζℓ. Since(
ζℓf
ξf

)ℓ
=
ζf
ζf

= 1; and(
ζℓf
ξf

)f
=
ζℓ
1

= ζℓ,

we are done.

Definition 4.2.2. For integers a, b, define

J(a, b) := J(χa, χb) =
∑

x∈Fq\{0,1}

χa(x)χb(1− x) ∈ OL.

Definition 4.2.3. For i ∈ [0, `− 1] and j ∈ [1, f − 1], define

ηi,j :=
ℓ−1∏
r=0

(
1− ξrℓ ξ

j
f

)(r
i
)
∈ F×

q .

Our main result is the following.

Theorem 4.2.25. For k ∈ [1, `− 1], the following are equivalent:

(1) J(`, f) + 1 ∈ πkℓOL;

(2) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f − 1];

(3) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f/2].

In particular, J(`, f) + 1 ∈ πℓOL always holds.

Our methods allow us to even reach the case k = `, which we analyze in Subsection 4.2.8.

Theorem 4.2.29. The following are equivalent:

(1) J(`, f) + 1 ∈ πℓℓOL

(2) q ≡ 1 (mod `2f) and 1− ξiℓξ
j
f ∈ F×ℓ

q for all i ∈ [0, `− 1] and j ∈ [1, f − 1];

(3) q ≡ 1 (mod `2f) and 1− ξiℓξ
j
f ∈ F×ℓ

q for all i ∈ [0, `− 1] and j ∈ [1, f/2].

4.2.1 A few properties of binomial coefficients

Lemma 4.2.4.

(1) For a ∈ Z and b ∈ [0, a], (
a

b

)
=

(
a

a− b

)
.

(2) For a ∈ Z and b ∈ Z≥0, (
a

b+ 1

)
=

a

b+ 1

(
a− 1

b

)
.
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(3) For a ∈ Z and b ∈ Z≥0, (
a

b+ 1

)
=

(
a− 1

b

)
+

(
a− 1

b+ 1

)
.

(4) For a ∈ Z and b ∈ Z≥0,

a

(
a

b

)
= (b+ 1)

(
a

b+ 1

)
+ b

(
a

b

)
.

(5) For a ∈ Z and b ∈ Z≥0,
a−1∑
c=0

(
c

b

)
=

(
a

b+ 1

)
.

(6) For a, b ∈ Z and c ∈ Z≥0, (
a+ b

c

)
=

c∑
d=0

(
a

d

)(
b

c− d

)
.

(7) For a ∈ Z and b ∈ Z≥0, (
−a
b

)
= (−1)b

b∑
c=0

(
b− 1

b− c

)(
a

c

)
.

(8) For a ∈ Z and b ∈ Z≥0,

a−1∑
c=0

c

(
c

b

)
= (a− 1)

(
a

b+ 1

)
−
(

a

b+ 2

)
.

(9) For a1, a2 ∈ Z and b ∈ [0, `− 1] such that a1 ≡ a2 (mod `),(
a1
b

)
≡
(
a2
b

)
(mod `).

(10) For a ∈ Z and b ∈ Z≥0 such that a ≡ 0 (mod `), b 6≡ 0 (mod `),(
a

b

)
≡ 0 (mod `).

(11) For a ∈ Z and b ∈ Z≥0, (
a`

b`

)
≡
(
a

b

)
(mod `).

Proof. For Lemma 4.2.4(1), use (
n

k

)
=

n!

k!(n− k)!
.
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For Lemma 4.2.4(2) – Lemma 4.2.4(4), use(
x

k

)
=
x(x− 1) · · · (x− (k − 1))

k!
.

(5) Induct on a and use Lemma 4.2.4(3).

(6) This is Vandermonde’s identity for binomial coefficients, and it follows by comparing
the xc-coefficient of both sides of (1 + x)a+b = (1 + x)a(1 + x)b.

(7) Note that (
−a
b

)
=

(−a)(−a− 1) · · · (−a− (b− 1))

b!
= (−1)b

(
a+ b− 1

b

)
,

so we are done by applying Lemma 4.2.4(6).

(8) We have

a−1∑
c=0

c

(
c

b

)
=

a−1∑
c=0

(
(b+ 1)

(
c

b+ 1

)
+ b

(
c

b

))
(by Lemma 4.2.4(4))

= (b+ 1)

(
a

b+ 2

)
+ b

(
a

b+ 1

)
(by Lemma 4.2.4(5))

= a

(
a

b+ 1

)
−
((

a

b+ 2

)
+

(
a

b+ 1

))
(by Lemma 4.2.4(4))

= (a− 1)

(
a

b+ 1

)
−
(

a

b+ 2

)
.

(9) Consider the polynomial q(x) :=
(
x
b

)
∈ Fℓ[x]. It follows from b!p(x) = x(x−1) · · · (x−

(b− 1)) that b!p(a1) ≡ b!p(a2) (mod `). Since b ∈ [0, `− 1], b! is invertible modulo `,
so we may divide both sides by b! to get p(a1) ≡ p(a2) (mod `).

(10) For any i, note that
(
a
i

)
(mod `) is the xi-coefficient of the polynomial p(x) := (1 +

x)a ∈ Fℓ[x]. We have p(x) = ((1+x)ℓ)a/ℓ = (1+xℓ)a/ℓ, so since b - `,
(
a
b

)
= [xb]p(x) ≡ 0

(mod `).

(11) As in the previous part, define p(x) := (1 + x)a ∈ Fℓ[x]. Then(
a

b

)
≡ [xbℓ]p(xℓ) (mod `), (4.4)

and since p(xℓ) = (1 + xℓ)a = (1 + x)aℓ,

[xbℓ]p(xℓ) ≡
(
a`

b`

)
(mod `), (4.5)

so we finish by combining (4.4) and (4.5).

4.2.2 The index

Recall that g is a generator of the multiplicative group F×
q .
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Definition 4.2.5. For x ∈ F×
q , define ind(x) ∈ {0, 1, · · · , q − 2} such that

x = gindx.

Then by definition of ζℓf ,

ind ζℓf =
q − 1

`f
. (4.6)

Lemma 4.2.6. {indx : x ∈ Fq \ {0, 1}} = {1, 2, . . . , q − 2}.

Proof. This is immediate by the definition of ind since ind(1) = 0.

Lemma 4.2.7. For y, z ∈ F×
q , ind(yz) ≡ ind y + ind z (mod q − 1).

Proof. This follows immediately from the definition of ind.

Lemma 4.2.8. For r ∈ [0, `− 1] and j ∈ [1, f − 1],∑
a∈[1,q−2]

a≡j (mod f)
a≡r (mod ℓ)

ind(1− ga) ≡ ind
(
1− ξrℓ ξ

j
f

)
(mod q − 1).

Proof. Take the equality

q−1
ℓf

−1∏
k=0

(1− gkℓfX) = 1−X
q−1
ℓf in Fq[X]

and substitute X = ga to obtain

q−1
ℓf

−1∏
k=0

(1− ga+kℓf ) = 1− ga
(

q−1
ℓf

)

= 1− ζaℓf
= 1− ξaℓ ξaf (by Lemma 4.2.1)

= 1− ξrℓ ξ
j
f ,

so we are done by taking ind of both sides and using Lemma 4.2.7.

Definition 4.2.9. For integers a and b, define

δa,b =

{
1 if a = b

0 otherwise.

Lemma 4.2.10.

(1) For m ∈ [1, f − 1],
η0,m = 1− ξmℓf .
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(2) We have

ind ξf ≡ 0 (mod `) (4.7)

ind ξℓ ≡
q − 1

`f
(mod `). (4.8)

(3) For i ∈ [0, `− 1] and j ∈ [1, f − 1],

ind ηi,j ≡
ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξrℓ ξ

j
f

)
(mod q − 1).

(4) For i ∈ [0, `− 1] and j ∈ [1, f − 1],

ind ηi,f−j

≡ −δi,ℓ−1

(
ind(−1)−

(
q − 1

`f

))
− δi,ℓ−2

(
q − 1

`f

)
+ (−1)i

i∑
k=0

(
i− 1

i− k

)
ind ηk,j

(mod `).

(5) Suppose that i ∈ [1, ` − 1], j ∈ [1, f − 1], and m ∈ [1, f − 1] are such that m` ≡ j
(mod f). Then

ind
(
1− ξiℓξ

j
f

)
≡ ind η0,m −

ℓ−2∑
s=ℓ−1−i

s∑
a=0

(
s

a

)
ind ηℓ−2−a,j (mod `).

(6) For i ∈ [1, `− 1] and j ∈ [1, f − 1],

ind
(
1− ξiℓξ

j
f

)
≡ ind(−1) + i

(
q − 1

`f

)
+ ind

(
1− ξℓ−iℓ ξf−jf

)
(mod `).

Proof.

(1) Take the equality

ℓ−1∏
r=0

(1− ξrℓX) = 1−Xℓ in Fq[X]

and substitute X = ξmf to obtain

η0,m =

ℓ−1∏
r=0

(1− ξrℓ ξmf )

= 1− (ξmf )ℓ.

(2) Since ξf is an fth root of unity and Fq contains a primitive `fth root of unity, ξf ∈
F×ℓ
q ; (4.7) follows. Taking ind of both sides of Lemma 4.2.1 and using Lemma 4.2.7

yields ind ζℓf ≡ ind ξℓ + ind ξf (mod q − 1), so (4.8) follows from (4.6) and (4.7).
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(3) Take ind of both sides of Definition 4.2.3.

(4) Modulo `, we have

ind ηi,f−j

≡
ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξrℓ ξ

−j
f

)
(by Lemma 4.2.10(3))

≡
ℓ−1∑
r=0

(
r

i

)(
ind(−1) + r ind ξℓ − j ind ξf + ind

(
1− ξ−rℓ ξjf

))
(by Lemma 4.2.7)

≡ ind(−1)

(
ℓ−1∑
r=0

(
r

i

))
+

(
q − 1

`f

)(ℓ−1∑
r=0

r

(
r

i

))
+

ℓ−1∑
r=0

ind
(
1− ξ−rℓ ξjf

)
(by Lemma 4.2.10(2))

≡ ind(−1)
(

`

i+ 1

)
+

(
q − 1

`f

)(
(`− 1)

(
`

i+ 1

)
−
(

`

i+ 2

))
+

ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξ−rℓ ξjf

)
(by Lemma 4.2.4(5) and Lemma 4.2.4(8))

≡ δi,ℓ−1

(
ind(−1)−

(
q − 1

`f

))
− δi,ℓ−2

(
q − 1

`f

)
+

ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξ−rℓ ξjf

)
, (4.9)

since
(
ℓ
k

)
is divisible by ` except when k ∈ {0, `}, in which case it equals 1 (and we

assume that i ∈ [0, `− 1]). Change variables in the last sum to s ∈ [0, `− 1] such that
s ≡ −r (mod `) (the values

(
r
i

)
and ξrℓ only depend on r (mod `) by Lemma 4.2.4(9)

and by definition of ξℓ). This yields

ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξ−rℓ ξjf

)
=

ℓ−1∑
s=0

(
−s
i

)
ind
(
1− ξsℓ ξ

j
f

)
≡ (−1)i

ℓ−1∑
s=0

i∑
k=0

(
i− 1

i− k

)(
s

k

)
ind
(
1− ξsℓ ξ

j
f

)
(by Lemma 4.2.4(7))

≡ (−1)i
i∑

k=0

(
i− 1

i− k

)
ind ηk,j (4.10)

by Lemma 4.2.10(3). We finish by combining (4.9) and (4.10).
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(5) Modulo `, we have

ℓ−2∑
s=ℓ−1−i

s∑
a=0

(
s

a

)
ind ηℓ−2−a,j

≡
ℓ−2∑

s=ℓ−1−i

ℓ−1∑
r=0

s∑
a=0

(
s

a

)(
r

`− 2− a

)
ind
(
1− ξrℓ ξ

j
f

)
(by Lemma 4.2.10(3))

=
ℓ−2∑

s=ℓ−1−i

ℓ−1∑
r=0

(
r + s

`− 2

)
ind
(
1− ξrℓ ξ

j
f

)
(by Lemma 4.2.4(6))

≡
ℓ−2∑

s=ℓ−1−i

(
ind
(
1− ξℓ−2−s

ℓ ξjf

)
− ind

(
1− ξℓ−1−s

ℓ ξjf

))
(by Lemma 4.2.4(9))

= ind
(
1− ξjf

)
− ind

(
1− ξiℓξ

j
f

)
(telescoping sum)

= ind η0,m − ind
(
1− ξiℓξ

j
f

)
(by Lemma 4.2.10(1)).

(6) Taking ind of both sides of 1 − ξiℓξ
j
f = −ξiℓξ

j
f

(
1− ξℓ−iℓ ξf−jf

)
and using Lemma 4.2.7

gives

ind
(
1− ξiℓξ

j
f

)
≡ ind(−1) + i ind ξℓ + j ind ξf + ind

(
1− ξℓ−iℓ ξf−jf

)
(mod `)

≡ ind(−1) + i

(
q − 1

`f

)
+ ind

(
1− ξℓ−iℓ ξf−jf

)
(mod `)

by (4.8) and (4.7).

4.2.3 Some rings

Definition 4.2.11. Define Q := Z[t]/(tf − 1). Define ring homomorphisms α : Q → OM
and β : Q→ Z by α(t) = ζf and β(t) = 1. Define

R := Q/`Q = Z[t]/(`, tf − 1)

R′ := the subring Z/`Z of R
ω : R→ OM/`OM := the ring homomorphism induced by α; i.e., ω(t) = [ζf ]

τ : R→ Z/`Z := the ring homomorphism induced by β; i.e., τ(t) = 1.

Each r ∈ R has a unique representation r = a0 + a1t+ · · ·+ af−1t
f−1 for a0, a1, . . . , af−1 ∈

Z/`Z, so for j ∈ [0, f − 1], define
[tj ] (r) := aj

to be the jth coefficient of r.

Lemma 4.2.12. The product homomorphism

(ω, τ) : R→ (OM/`OM )× (Z/`Z)

is an isomorphism.

69



Proof. The ideals I1, I2 of R defined by

I1 := (tf−1 + tf−2 + · · ·+ 1)

I2 := (t− 1)

are pairwise coprime because for

i1 := tf−1 + tf−2 + · · ·+ 1 ∈ I1
i2 := (tf−1 − 1) + (tf−2 − 1) + · · ·+ (t− 1) ∈ I2,

the difference i1 − i2 = f is a unit of R, so by the Chinese remainder theorem, the natural
map

R→ (R/I1)× (R/I2)

is an isomorphism. Since ω is the composite map ω : R → R/I1 ' OM/`OM and τ is the
composite map τ : R→ R/I2 ' Z/`Z, we are done.

Lemma 4.2.13. For r ∈ ker τ , the following are equivalent.

(1) ω(r) = 0;

(2) r = 0;

(3) r ∈ R′.

Proof. The restriction τ |R′ : R′ → Z/`Z is an isomorphism, so r ∈ R′ ∩ ker τ if and only if
r = 0, giving Lemma 4.2.13(3) ⇐⇒ Lemma 4.2.13(2). By Lemma 4.2.12, r = 0 if and only
if τ(r) = 0 and ω(r) = 0, giving Lemma 4.2.13(1) ⇐⇒ Lemma 4.2.13(2).

Definition 4.2.14. For nonnegative integers u and v, define

S(u, v) :=
∑

x∈Fq\{0,1}

(
indx

u

)(
ind(1− x)

v

)
tindx ∈ R

T (u, v) := τ(S(u, v)) ∈ Z/`Z

W (u, v) := ω(S(u, v)) ∈ OM/`OM .

Lemma 4.2.15. For i ∈ [0, `− 1],

T (0, i) =


−1 if i = 0

0 if i ∈ [1, `− 2]
q−1
ℓ if i = `− 1.
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Proof. We have

T (0, i) = τ(S(0, i))

= τ

 ∑
x∈Fq\{0,1}

(
ind(1− x)

i

)
tindx


=

∑
x∈Fq\{0,1}

(
ind(1− x)

i

)

=

q−2∑
k=1

(
k

i

)
(by Lemma 4.2.6)

=

(
q − 1

i+ 1

)
−
(
0

i

)
(by Lemma 4.2.4(5)),

and the rest follows from Lemma 4.2.4(10) and Lemma 4.2.4(11).

Lemma 4.2.16.

(A) For i ∈ [1, `− 2], the following are equivalent:

(1) S(0, i) ∈ R′;
(2) W (0, i) = 0.

(B) The following are equivalent:

(1) S(0, `− 1)− q−1
ℓf (1 + t+ t2 + · · ·+ tf−1) ∈ R′;

(2) W (0, `− 1) = 0.

Proof. Lemma 4.2.15 implies that

S(0, i) ∈ ker τ

S(0, `− 1)− q − 1

`f
(1 + t+ t2 + · · ·+ tf−1) ∈ ker τ,

so we are done by applying Lemma 4.2.13(1) ⇐⇒ Lemma 4.2.13(3) to r = S(0, i) and to
r = S(0, `− 1)− q−1

ℓf (1 + t+ t2 + · · ·+ tf−1).

4.2.4 ℓ-adic valuation of Jacobi sums

Definition 4.2.17. For integers a, b 6≡ 0 (mod `f), define

J(a, b) :=
∑

x∈Fq\{0,1}

ζ
a ind(x)+b ind(1−x)
fℓ .

Lemma 4.2.18.

(A) For k ∈ [1, `− 1], the following are equivalent:

(1) J(`, f) + 1 ∈ πkℓOL;
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(2) S(0, 1), S(0, 2), . . . , S(0, k − 1) ∈ R′.

(B) The following are equivalent:

(1) J(`, f) + 1 ∈ πℓℓOL;
(2) S(0, 1), S(0, 2), . . . , S(0, `− 2), S(0, `− 1)− q−1

ℓf

(
1 + t+ · · ·+ tf−1

)
∈ R′.

Proof. By definition,

J(`, f)

=
∑

x∈Fq\{0,1}

ζ
ℓ ind(x)+f ind(1−x)
fℓ

=
∑

x∈Fq\{0,1}

ζ
ind(x)
f ζ

ind(1−x)
ℓ

=
∑

x∈Fq\{0,1}

ζ
ind(x)
f (1 + πℓ)

ind(1−x)

=
∑

x∈Fq\{0,1}

ζ
ind(x)
f

ind(1−x)∑
i=0

(
ind(1− x)

i

)
πiℓ

=
∑

x∈Fq\{0,1}

ζ
ind(x)
f

q−1∑
i=0

(
ind(1− x)

i

)
πiℓ (since ind(1− x) < q − 1)

=

q−1∑
i=0

πiℓ

 ∑
x∈Fq\{0,1}

(
ind(1− x)

i

)
ζ
ind(x)
f


∈

ℓ−1∑
i=0

πiℓ

 ∑
x∈Fq\{0,1}

(
ind(1− x)

i

)
ζ
ind(x)
f

+ πℓℓOL

By Lemma 4.2.6, the i = 0 term contributes ζ1f + · · · + ζq−2
f = (ζq−1

f − ζf )/(ζf − 1) = −1
since q ≡ 1 (mod `f), so

J(`, f) ∈

−1 + ℓ−1∑
i=1

πiℓ

 ∑
x∈Fq\{0,1}

(
ind(1− x)

i

)
ζ
ind(x)
f

+ πℓℓOL (4.11)

Since vℓ(πℓ) = 1
ℓ−1 , the term

(∑
x∈Fq\{0,1}

(
ind(1−x)

i

)
ζ
ind(x)
f

)
lies in OM , and M is unramified

at `, the ith term in the sum on the right hand side of (4.11) has `-adic valuation i
ℓ−1

(mod 1). In particular, all the valuations are distinct, so

J(`, f) + 1 ∈ πkℓOL

if and only if ∑
x∈Fq\{0,1}

(
ind(1− x)

i

)
ζ
ind(x)
f ∈ `OM for i ∈ [1, k − 1],
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which is the same as
W (0, 1), W (0, 2), · · · , W (0, k − 1) = 0,

so we are done by Lemma 4.2.16.

4.2.5 The connection between S(i, 1) and cyclotomic units

Recall that g is a generator for F×
q . We abuse notation and define ζℓf := g

q−1
ℓf ∈ F×

q . Using
ζℓf , define ζf , ζℓ, ξf , ξℓ as before.

Lemma 4.2.19. For i ∈ [0, `− 1] and j ∈ [1, f − 1],

[tj ]S(i, 1) ≡ ind ηi,j (mod `).

Proof. By definition of S(i, 1),

[tj ]S(i, 1) =
∑

a∈[1,q−2]
a≡j (mod f)

(
a

i

)
ind(1− ga)

=

ℓ−1∑
r=0

∑
a∈[1,q−2]

a≡j (mod f)
a≡r (mod ℓ)

(
a

i

)
ind(1− ga)

≡
ℓ−1∑
r=0

(
r

i

) ∑
a∈[1,q−2]

a≡j (mod f)
a≡r (mod ℓ)

ind(1− ga) (mod `) (by Lemma 4.2.4(9))

≡
ℓ−1∑
r=0

(
r

i

)
ind
(
1− ξrℓ ξ

j
f

)
(mod `) (by Lemma 4.2.8)

≡ ind ηi,j (mod `) (by Lemma 4.2.10(3)).

Lemma 4.2.20.

(A) For i ∈ [0, `− 3], the following are equivalent:

(1) S(i, 1) ∈ R′;
(2) ind ηi,j ≡ 0 (mod `) for j ∈ [1, f − 1].

(B) The following are equivalent:

(1) S(`− 2, 1) + q−1
ℓf

(
1 + t+ · · ·+ tf−1

)
∈ R′;

(2) ind(ηℓ−2,j) +
q−1
ℓf ≡ 0 (mod `) for j ∈ [1, f − 1].

Proof. For any r ∈ R, the condition r ∈ R′ is equivalent to [tj ]r ≡ 0 (mod `) for j ∈ [1, f−1].
Apply this observation to r ∈ {S(0, 1), · · · , S(`− 3), S(`− 2, 1) + q−1

ℓf

(
1 + t+ · · ·+ tf−1

)
}

and use Lemma 4.2.19 to finish.
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4.2.6 A recursion for S(u, v)

In this section, we will investigate the product of expressions of the form S(u, v).

Lemma 4.2.21. For i ∈ [1, `− 2] and s ∈ [1, i],

(i− s+ 1)S(i− s+ 1, s)− (s+ 1)S(i− s, s+ 1)

≡

(
i−s∑
r=0

S(i− s− r, s)S(r, 1)

)
−

(
s∑

k=1

T (1, s− k)S(i− s, k)

)
− (i− 2s)S(i− s, s)

(mod R′).

Proof. By definition of S(u, v),

i−s∑
r=0

S(i− s− r, s)S(r, 1)

=
∑

y,z∈Fq\{0,1}

i−s∑
r=0

(
ind(y)

i− s− r

)(
ind(z)

r

)(
ind(1− y)

s

)
ind(1− z)tind ytind z

=
∑

y,z∈Fq\{0,1}

(
ind(y) + ind(z)

i− s

)(
ind(1− y)

s

)
ind(1− z)tind y+ind z

(by Lemma 4.2.4(6))

=
∑

y,z∈Fq\{0,1}

(
ind(yz)

i− s

)(
ind(1− y)

s

)
ind(1− z)tind(yz)

(by Lemma 4.2.7, Lemma 4.2.4(9), and tq−1 = 1)

=
∑

x∈Fq\{0}
y∈Fq\{0,1,x}

(
ind(1− y)

s

)
ind

(
1− x

y

)(
indx

i− s

)
tindx

(by setting x := yz)

=
∑

x∈Fq\{0}
y∈Fq\{0,1,x}

(
ind(1− y)

s

)
(ind(y − x)− ind(y))

(
indx

i− s

)
tindx

(by Lemma 4.2.7)

≡
∑

x∈Fq\{0,1}
y∈Fq\{0,1,x}

(
ind(1− y)

s

)
(ind(y − x)− ind(y))

(
indx

i− s

)
tindx (mod R′),

so if we define

A :=
∑

x∈Fq\{0,1}
y∈Fq\{0,1,x}

(
ind(1− y)

s

)
ind(y − x)

(
indx

i− s

)
tindx

B :=
∑

x∈Fq\{0,1}
y∈Fq\{0,1,x}

(
ind(1− y)

s

)
ind(y)

(
indx

i− s

)
tindx,
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then
i−s∑
r=0

S(i− s− r, s)S(r, 1) ≡ A−B (mod R′). (4.12)

We have

B =
∑

x∈Fq\{0,1}
y∈Fq\{0,1}

(
ind(1− y)

s

)
ind(y)

(
indx

i− s

)
tindx

−
∑

x∈Fq\{0,1}
y=x

(
ind(1− y)

s

)
ind(y)

(
indx

i− s

)
tindx

=

 ∑
y∈Fq\{0,1}

ind(y)

(
ind(1− y)

s

) ∑
x∈Fq\{0,1}

(
indx

i− s

)
tindx


−

∑
x∈Fq\{0,1}

(
ind(1− x)

s

)
ind(x)

(
indx

i− s

)
tindx

= T (1, s)S(i− s, 0)

−
∑

x∈Fq\{0,1}

(
ind(1− x)

s

)(
(i− s+ 1)

(
indx

i− s+ 1

)
+ (i− s)

(
indx

i− s

))
tindx

(by definition of T (1, s), S(i− s, 0), and Lemma 4.2.4(4))
= T (1, s)S(i− s, 0)− (i− s+ 1)S(i− s+ 1, s)− (i− s)S(i− s, s)

(by definition of S(i− s+ 1, s) and S(i− s, s)) .

75



Since s ≥ 1, the summand in A vanishes when y = 0, so we can put it back in to get

A =
∑

x∈Fq\{0,1}
y∈Fq\{1,x}

(
ind(1− y)

s

)
ind(y − x)

(
indx

i− s

)
tindx

=
∑

x∈Fq\{0,1}
w∈Fq\{0,1}

(
ind((1− x)(1− w))

s

)
ind((1− x)w)

(
indx

i− s

)
tindx

(by setting w := (x− y)/(x− 1))

=
s∑

k=0

∑
x∈Fq\{0,1}
w∈Fq\{0,1}

(
ind(1− x)

k

)(
ind(1− w)
s− k

)
ind (1− x)

(
indx

i− s

)
tindx

+

s∑
k=0

∑
x∈Fq\{0,1}
w∈Fq\{0,1}

(
ind(1− x)

k

)(
ind(1− w)
s− k

)
ind (w)

(
indx

i− s

)
tindx

(by Lemma 4.2.7, Lemma 4.2.4(9), and Lemma 4.2.4(6))

=
s∑

k=0

∑
x∈Fq\{0,1}
w∈Fq\{0,1}

(
(k + 1)

(
ind(1− x)
k + 1

)
+ k

(
ind(1− x)

k

))(
ind(1− w)
s− k

)(
indx

i− s

)
tindx

+
s∑

k=0

∑
x∈Fq\{0,1}
w∈Fq\{0,1}

(
ind(1− x)

k

)(
ind(1− w)
s− k

)
ind (w)

(
indx

i− s

)
tindx

(by Lemma 4.2.4(4))

=
s∑

k=0

 ∑
w∈Fq\{0,1}

(
ind(1− w)
s− k

)
×

 ∑
x∈Fq\{0,1}

(
indx

i− s

)(
(k + 1)

(
ind(1− x)
k + 1

)
+ k

(
ind(1− x)

k

))
tindx


+

s∑
k=0

 ∑
w∈Fq\{0,1}

ind (w)

(
ind(1− w)
s− k

) ∑
x∈Fq\{0,1}

(
indx

i− s

)(
ind(1− x)

k

)
tindx


=

(
s∑

k=0

T (0, s− k) ((k + 1)S(i− s, k + 1) + kS(i− s, k))

)
+

s∑
k=0

T (1, s− k)S(i− s, k)

(by definition of S(u, v) and T (u, v))

= −(s+ 1)S(i− s, s+ 1)− sS(i− s, s) +
s∑

k=0

T (1, s− k)S(i− s, k)

(by Lemma 4.2.15)

= −(s+ 1)S(i− s, s+ 1)− sS(i− s, s) + T (1, s)S(i− s, 0) +
s∑

k=1

T (1, s− k)S(i− s, k),
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and we finish by substituting these expressions for A and B into (4.12).

Corollary 4.2.22. Suppose that i ∈ [1, ` − 2]. Assume that S(u, v) ∈ R′ holds whenever
u+ v ≤ i and v ≥ 1. Then for all s ∈ [1, i],

(i− s+ 1)S(i− s+ 1, s) ≡ (s+ 1)S(i− s, s+ 1) (mod R′).

Proof. The assumptions imply that all the terms on the right hand side of Lemma 4.2.21
lie in R′, so Lemma 4.2.21 implies the corollary.

Corollary 4.2.23. Suppose that i ∈ [1, ` − 2]. Assume that S(u, v) ∈ R′ holds whenever
u+ v ≤ i and v ≥ 1. Then if one of

S(i, 1), S(i− 1, 2), . . . , S(0, i+ 1)

is in R′, then they must all be in R′.

Proof. For s ∈ [1, i], Corollary 4.2.23 implies

(i− s+ 1)S(i− s+ 1, s) ≡ (s+ 1)S(i− s, s+ 1) (mod R′),

so since i− s+ 1 and s+ 1 are invertible modulo ` (they lie in [1, `− 1]),

S(i− s+ 1, s) ∈ R′ if and only if S(i− s, s+ 1) ∈ R′.

Since this holds for all s ∈ [1, i], we are done.

4.2.7 Proof of main theorem

Now we combine all of our results from the previous sections in the following lemma.

Lemma 4.2.24. For k ∈ [1, `− 1], the following are equivalent:

(1) S(0, 1), S(1, 1), · · · , S(k − 2, 1) lie in R′;

(2) S(u, v) lies in R′ for u ≥ 0 and v ≥ 1 satisfying u+ v ≤ k − 1;

(3) S(0, 1), S(0, 2), · · · , S(0, k − 1) lie in R′;

(4) J(`, f) + 1 ∈ πkℓOL.

Proof. By Corollary 4.2.23, conditions Lemma 4.2.24(1) to Lemma 4.2.24(3) are equivalent.
By Lemma 4.2.18(A), conditions Lemma 4.2.24(3) and Lemma 4.2.24(4) are equivalent.

Theorem 4.2.25. For k ∈ [1, `− 1], the following are equivalent:

(1) J(`, f) + 1 ∈ πkℓOL;

(2) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f − 1];

(3) ηi,j ∈ F×ℓ
q for all i ∈ [0, k − 2] and j ∈ [1, f/2].

In particular, J(`, f) + 1 ∈ πℓOL always holds.
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Proof. Theorem 4.2.25(1) ⇐⇒ Theorem 4.2.25(2) follows by combining Lemma 4.2.20(A)
and Lemma 4.2.24(1) ⇐⇒ Lemma 4.2.24(4).

Lemma 4.2.10(4) implies that for i ∈ [0, ` − 3] and j ∈ [1, f/2], ind ηi,f−j is a linear
combination of ind0,j , . . . , indi,j modulo `, and this implies Theorem 4.2.25(2) ⇐⇒ Theo-
rem 4.2.25(3).

4.2.8 The case k = ℓ

Lemma 4.2.26. The following are equivalent.

(1) J(`, f) + 1 ∈ πℓℓOL;

(2) S(0, 1), S(1, 1), · · · , S(`− 3, 1), S(`− 2, 1) +
q − 1

`f
(1 + t+ t2 + · · ·+ tf−1) ∈ R′.

Proof. By Lemma 4.2.18(B),

• J(`, f) + 1 ∈ πℓℓOL

is equivalent to

• S(0, 1), S(0, 2), . . . , S(0, `− 2) lie in R′, and

• S(0, `− 1)− q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

which by Lemma 4.2.24(3) ⇐⇒ Lemma 4.2.24(2), is equivalent to

• for u ≥ 0 and v ≥ 1 satisfying u+ v ≤ `− 2, S(u, v) lies in R′, and

• S(0, `− 1)− q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

which by Corollary 4.2.22, is equivalent to

• for u ≥ 0 and v ≥ 1 satisfying u+ v ≤ `− 2, S(u, v) lies in R′,

• for all s ∈ [1, `−2], (`−1− s)S(`−1− s, s) ≡ (s+1)S(`−2− s, s+1) (mod R′), and

• S(0, `− 1)− q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

which is equivalent to

• for u ≥ 0 and v ≥ 1 satisfying u+ v ≤ `− 2, S(u, v) lies in R′,

• for all s ∈ [1, `−2], (`−1− s)S(`−1− s, s) ≡ (s+1)S(`−2− s, s+1) (mod R′), and

• S(`− 2, 1)− (−1)ℓ−2 q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

which by Corollary 4.2.22, is equivalent to

• for u ≥ 0 and v ≥ 1 satisfying u+ v ≤ `− 2, S(u, v) lies in R′,

• S(`− 2, 1)− (−1)ℓ−2 q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

which by Lemma 4.2.24(2) ⇐⇒ Lemma 4.2.24(1), is equivalent to

• S(0, 1), S(1, 1), . . . , S(`− 3, 1) lies in R′,
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• S(`− 2, 1)− (−1)ℓ−2 q−1
ℓf (1 + t+ · · ·+ tf−1) lies in R′,

and we are done by observing that (−1)ℓ−2 ≡ −1 (mod `).

Lemma 4.2.27. The following are equivalent:

(1) J(`, f) + 1 ∈ πℓℓOL;

(2) All the following are divisible by `:

ind(η0,1) ind(η0,2) . . . ind(η0,f−1)
ind(η1,1) ind(η1,2) . . . ind(η1,f−1)

...
... . . . ...

ind(ηℓ−3,1) ind(ηℓ−3,2) . . . ind(ηℓ−3,f−1)

ind(ηℓ−2,1) +
q−1
ℓf ind(ηℓ−2,2) +

q−1
ℓf . . . ind(ηℓ−2,f−1) +

q−1
ℓf

Proof. Combine Lemma 4.2.20 and Lemma 4.2.26.

Corollary 4.2.28. The following are equivalent:

(1) J(`, f) + 1 ∈ πℓℓOL;

(2) q−1
ℓf ≡ 0 (mod `) and ind(1− ξiℓξ

j
f ) ≡ 0 (mod `) for all i ∈ [0, `− 1] and j ∈ [1, f − 1];

(3) q−1
ℓf ≡ 0 (mod `) and ind(1 − ξiℓξ

j
f ) ≡ 0 (mod `) for all for all i ∈ [0, ` − 1] and

j ∈ [1, f/2].

Proof.

(a) Corollary 4.2.28(2) =⇒ Corollary 4.2.28(3)
This is obvious.

(b) Corollary 4.2.28(2) =⇒ Corollary 4.2.28(1)
This follows from Lemma 4.2.10(3) and Lemma 4.2.27(2) =⇒ Lemma 4.2.27(1).

(c) Corollary 4.2.28(3) =⇒ Corollary 4.2.28(2)
Suppose that i ∈ [0, `− 1] and j ∈ [f/2, f − 1]. Then

ind
(
1− ξiℓξ

j
f

)
≡ ind(−1) + i

(
q − 1

`f

)
+ ind

(
1− ξℓ−iℓ ξf−jf

)
(mod `) (by Lemma 4.2.10(6))

≡ ind(−1)
(

since q − 1

`f
≡ 0 (mod `) and f − j ∈ [1, f/2]

)
. (4.13)

If ` = 2, then ind(−1) = (q− 1)/2 = (q− 1)/` ≡ 0 (mod `) since q− 1 ≡ 0 (mod `2f)
by assumption. If ` is odd, then ind(−1) = (q − 1)/2 ≡ 0 (mod `) since q − 1 ≡ 0
(mod `) and 2 is coprime to `. In any case, ind(−1) ≡ 0 (mod `) so we are done by
(4.13).
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(d) Corollary 4.2.28(1) =⇒ Corollary 4.2.28(2)
Lemma 4.2.27 implies that Lemma 4.2.27(2) holds. Substituting these congruences
into Lemma 4.2.10(4) with i = `− 2 (and any value of j) yields

−
(
q − 1

`f

)
≡ −

(
q − 1

`f

)
− (−1)ℓ−2

(
q − 1

`f

)
(mod `),

which implies
q − 1

`f
≡ 0 (mod `).

Combining this with Lemma 4.2.27(2) implies that ind ηk,j ≡ 0 (mod `) for all k ∈
[0, `− 2] and j ∈ [1, f − 1], so Lemma 4.2.10(5) gives that ind

(
1− ξiℓξ

j
f

)
≡ 0 (mod `)

for all i ∈ [1, `− 1] and j ∈ [1, f − 1].

Theorem 4.2.29. The following are equivalent:

(1) J(`, f) + 1 ∈ πℓℓOL

(2) q ≡ 1 (mod `2f) and 1− ξiℓξ
j
f ∈ F×ℓ

q for all i ∈ [0, `− 1] and j ∈ [1, f − 1];

(3) q ≡ 1 (mod `2f) and 1− ξiℓξ
j
f ∈ F×ℓ

q for all i ∈ [0, `− 1] and j ∈ [1, f/2].

Proof. This is a restatement of Corollary 4.2.28.
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Chapter 5

Torsion Points on Superelliptic
Curves

As usual, we consider superelliptic curves C of the form yn = f(x) where deg f = d and
n, d ≥ 2 are coprime. The Abel–Jacobi map embeds C into its jacobian J by sending P to
[P −∞]. By a torsion point of C, we mean a geometric point P of the curve such that the
divisor class [P −∞] is torsion; i.e., k[P −∞] = 0 for some positive integer k.

In Section 5.1, we summarize our new results and explain how they generalize previous
results on torsion points in the hyperelliptic n = 2 case and their relationship with previous
results on torsion points on Fermat curves.

In Section 5.2, we classify torsion points on the superelliptic “Catalan” curve Cn,d given
by yn = xd + 1. In Section 5.3, we classify torsion points on an appropriate “generic”
superelliptic curve.

The contents of this chapter are the same as that of my paper [6] on torsion points.

5.1 Summary of new results
Fix coprime integers n, d ≥ 2. Let Cn,d be the smooth projective model of the Catalan curve

yn = xd + 1

in A2
C. Then Cn,d has a unique point at infinity, denoted by ∞. Note that this curve is a

quotient of the Fermat curve Xnd + Y nd + Znd = 0.
Let Jn,d be the jacobian of Cn,d. Then Cn,d naturally embeds into Jn,d via the map

sending a point P ∈ Cn,d to the divisor class [P −∞] ∈ Jn,d. A point P of Cn,d(C) is called
a torsion point if its image in Jn,d(C) is torsion, i.e., if there exists an integer k ≥ 1 such
that [kP − k∞] = 0. We seek to classify the torsion points on Cn,d.

For every m ≥ 2, let ζm ∈ C be a primitive mth root of unity. Let Z be the subgroup of
Aut(Cn,d) generated by (x, y) 7→ (ζdx, ζny). It is easy to check that any P ∈ Cn,d(C) fixed
by some element of Z is a torsion point.

Definition 5.1.1. Call a torsion point of Cn,d an exceptional torsion point if it is not fixed
by any element of Z.

Our main result is the following classification.

Theorem 5.2.73. Suppose that n, d are coprime integers with n, d ≥ 2.
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(1) If (n, d) = (2, 3), then C2,3 is an elliptic curve, so it has infinitely many torsion points.

(2) If (n, d) = (2, 5), then the set of exceptional torsion points of C2,5 is the Z-orbit of
( 5
√
4,
√
5). Each has exact order (1− ζ5)3; in particular, each is killed by 5.

(3) If (n, d) = (4, 3), then the set of exceptional torsion points of C4,3 is the Z-orbit of
(2,
√
3). Each has exact order (1− ζ4)(1− ζ3)2; in particular, each is killed by 12.

(4) If (n, d) ∈ {(3, 2), (5, 2), (3, 4)}, then Cn,d ' Cd,n via (x, y) ∈ Cn,d 7→ (ζ2ny, ζ2dx) ∈ Cd,n,
so the exceptional torsion points of Cn,d are described by one of Theorem 5.2.73(1),
Theorem 5.2.73(2), Theorem 5.2.73(3).

(5) Otherwise, Cn,d has no exceptional torsion points.

The case (n, d) = (2, 5) was already handled in the last two pages of [15]. The case when
n = 2 and d ≥ 7 is prime was already proven as Theorem 1.1 of [29].

Similar results are proven in [15, 16] for the Fermat curve Fm, which is given by the
equation Xm + Y m + Zm = 0. These papers show that whenever P and Q are points of
Fm(C) such that P −Q is torsion and P is a cusp (a point such that one of its coordinates
is zero), then Q is also necessarily a cusp. Our result for yn = xd + 1 implies their result
for Fnd.

The ideas in our proof of Theorem 5.2.73 are quite different from those used in [15]. The
classification of torsion points on Fm in [15] uses Coleman integration, while we exploit the
Galois action on torsion points. If P is a torsion point of Cn,d, then so are all of its Galois
conjugates. If the Galois action is large enough, there will be many relations among these
torsion points, which will force low-degree maps to P1. Now we obtain consequences from
these low-degree maps using two geometric techniques: the Castelnuovo–Severi inequality
and Riemann’s theorem on the sum of the Weierstrass weights on a Riemann surface.
Eventually we reduce to checking finitely many points on finitely many Cn,d, which we
complete with the aid of a computer.

During the analysis, we work out explicitly the torsion field Q(Jp,q[p], µpq) when p and
q are distinct primes (see Theorem 5.2.28). The key ingredient is an understanding of the
p-adic and q-adic valuation of certain Jacobi sums; this analysis is performed in Section 4.2.
There is related work by Jędrzejak: in [37, 38] he studies J(Q)tors for the Jacobian J of the
curve yq = xp + a, where a ∈ Z.

Theorem 5.3.1 classifies the torsion points on the generic superelliptic curve yn = (x−
a1) · · · (x−ad) over Q(a1, . . . , ad) in the case of coprime n, d ≥ 2. This generalizes Theorem
7.1 of [57], which handles the n = 2 case. The key idea is to specialize to the curves
yn = xd + 1 and yn = xd + x and use Theorem 5.2.73.

Theorem 5.3.1. Suppose that n, d ≥ 2 are coprime and satisfy n + d ≥ 7. Let Cn be the
curve over k := Q(a1, . . . , ad) defined by the equation

yn =
d∏

x=1

(x− ai).

Suppose that Cn is embedded into its jacobian Jn using the unique point ∞ at infinity.
Points fixed by ζn are torsion points of order dividing n.

(1) If d ≥ 3, there are no other torsion points defined over k.
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(2) If d = 2 and n 6= 5, the only other torsion points defined over k are
a1 + a2

2
,−ζin

n

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ n− 1

 .

(3) If d = 2 and n = 5, the only other torsion points defined over k are
a1 + a2

2
,−ζi5

5

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ 4

⋃{(
±(a2 − a1)

√
5 + (a1 + a2)

2
, ζi5

5
√
(a2 − a1)2

)
: 0 ≤ i ≤ 4

}
.

5.2 Torsion points on the Catalan curve Cn,d

Let ζnd ∈ Q be a primitive ndth root of unity. Let

ζn := ζdnd

ζd := ζnnd

E := Q(ζnd)

OE := Z[ζnd].

Suppose that ξn and ξd are primitive nth and dth roots of unity respectively such that
ζnd = ξnξd; then ξdn = ζn and ξnd = ζd. We will abuse notation and define

ζnd := automorphism of Cn,d which sends (x, y) to (ξdx, ξny)

ζn := ζdnd, which is the automorphism of Cn,d which sends (x, y) to (x, ζny)

ζd := ζnnd, which is the automorphism of Cn,d which sends (x, y) to (ζdx, y)

Z := the subgroup of Aut(Cn,d) generated by ζnd
Zn := the subgroup of Z generated by ζn
Zd := the subgroup of Z generated by ζd.

5.2.1 The homology of Cn,d

Definition 5.2.1. Let R be the ring

R := Z[T ]/
(
1 + Tn + T 2n + · · ·+ T (d−1)n, 1 + T d + T 2d + · · ·+ T (n−1)d

)
.

Define
ϕn,d(T ) :=

(Tnd − 1)(T − 1)

(Tn − 1)(T d − 1)
∈ Z[T ].

Lemma 5.2.2. For integers a, b ≥ 1, define the ideal

Ia,b :=
(
1 + T + · · ·+ T a−1, 1 + T + · · ·+ T b−1

)
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of Z[T ]. Then Ia,b is generated by 1 + T + · · ·+ T gcd(a,b)−1.

Proof. If a ≥ b, then

1 + T + · · ·+ T a−b−1 = (1 + T + · · ·+ T a−1)− T a−b(1 + T + · · ·+ T b−1)

implies Ia,b = Ia−b,b, so by the Euclidean algorithm, Ia,b = Tgcd(a,b),0.

Corollary 5.2.3.

(1) R ' Z[T ]/(ϕn,d(T )).

(2) {T da+nb : a ∈ [0, d− 2] and j ∈ [0, n− 2]} is a Z-basis of R.

Proof.

(1) Lemma 5.2.2 implies In,d is the unit ideal, so

(ϕn,d(T )) = ϕn,d(T ) (In,d)

=
(Tnd − 1)(T − 1)

(Tn − 1)(T d − 1)

(
Tn − 1

T − 1
,
T d − 1

T − 1

)
=

(
Tnd − 1

T d − 1
,
Tnd − 1

Tn − 1

)
=
(
1 + T d + T 2d + · · ·+ T (n−1)d, 1 + Tn + T 2n + · · ·+ T (d−1)n

)
,

so applying this to the definition of R yields R ' Z[T ]/(ϕn,d(T )).

(2) For nonnegative integers u, v, define Bu,v := {T da+nb : a ∈ [0, u] and j ∈ [0, v]}. Since
Tnd = 1 in R and the set {da + nb : a ∈ [0, n − 1] and b ∈ [0, d − 1]} contains
every residue class modulo nd, Bn−1,d−1 must generate R as a Z-module. Using
1 + Tn + T 2n + · · · + T (d−1)n = 0 and 1 + T d + T 2d + · · · + T (n−1)d = 0 shows that
Bn−2,d−2 generates R as a Z-module. Corollary 5.2.3(1) implies that R is a free
Z-module of rank degϕn,d = (n − 1)(d − 1) = #Sn−2,d−2, so Sn−2,d−2 must be a
basis.

Proposition 5.2.4. H1(Cn,d,Z) is a free R-module of rank 1 for which T acts by ζnd.

Proof. We apply the results of Section 2.5. Our basepoint will be B := (0, 1). Choose
α1 ∈ C to be a root of (−x)d + 1 = 0, and define αi := ζi−1

d α1. Let β1 be a loop in
P1 \ {−α1, . . . ,−αd,∞} starting and ending at 0 which encircles −α1 positively and does
not encircle any of {−α2, . . . ,−αd,∞}. Define βi := ζi−1

d β1. As in Definition 2.5.1, for
i ∈ [1, d] and j ∈ [0, n− 1], define ψi,j ∈ H1(Cn,d,Z) to be the cycle ζjn[βiβ−1

i+1]. Therefore,

ψi,j = ζjnζ
i−1
d ψ1,0,

so Proposition 2.5.4 implies that {ζjnζi−1
d ψ1,0 : i ∈ [1, d − 1] and j ∈ [0, n − 2]} is a Z-basis

for H1(Cn,d,Z). Lemma 2.5.2 and Lemma 2.5.3 give the relations

(1 + ζn + · · ·+ ζn−1
n )γ1,0 = 0,

(1 + ζd + · · ·+ ζd−1
d )γ1,0 = 0,
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so there is an R-module map R→ H1(Cn,d,Z) sending 1 to γ1,0. The Z-basis of R given in
Corollary 5.2.3(2) gets mapped to the Z-basis {ζanζbdγ1,0 : a ∈ [0, d− 2] and b ∈ [0, n− 2]} of
H1(Cn,d,Z), so this is an isomorphism.

Corollary 5.2.5. The map Z[T ]→ EndJn,d sending T to ζnd has kernel (ϕn,d(T )).

Proof. By Proposition 5.2.4, the composite map Z[T ] → EndJn,d → EndH1(Jn,d,Z) =
EndH1(Cn,d,Z) has kernel equal to (ϕn,d(T )). Since the map EndJn,d → EndH1(Jn,d,Z)
is injective, we are done.

In view of Corollary 5.2.5, we will view R as the subring of EndJn,d generated by Z.

5.2.2 The structure of TℓJn,d as a Galois representation

Let ` be a prime and λ be a prime of E lying above `. Let r - `nd be another prime
and r be a prime of E lying above r. Define Fr to be the residue field at r. Define
Frobr ∈ Gal (E(Jn,d[`∞])/E) to be the Frobenius automorphism for r; it is well-defined
since the extension E(Jn,d[`∞])/E is unramified because Cn,d has good reduction at `.

Define

TℓJn,d := the Tate module lim←−
i

Jn,d[`i]

VℓJn,d := the rational Tate module (TℓJn,d)⊗Zℓ
Qℓ

Rℓ := R⊗Z Zℓ.

Definition 5.2.6. Define EndRℓ
(TℓJn,d) to be the ring of endomorphisms of TℓJn,d that

commute with ζnd.

Lemma 5.2.7. TℓJn,d is free Rℓ-module of rank 1. Hence,

AutRℓ
(TℓJn,d) ' R×

ℓ , (5.1)
EndRℓ

(TℓJn,d) ' Rℓ. (5.2)

Proof. Proposition 5.2.4 gives that H1(Cn,d,Z) is a free R-module of rank 1, so TℓJn,d '
H1(Cn,d,Z)⊗Z Zℓ is a free Rℓ-module of rank 1, and this implies (5.1) and (5.2).

Definition 5.2.8. Using (5.1), define

θℓ : Gal (E (Jn,d[`∞]) /E) ↪→ AutRℓ
(TℓJn,d) ' R×

ℓ

to be the injective group homomorphism which sends each element of Gal (E (Jn,d[`∞]) /E)
to its action on TℓJn,d. Extend θℓ linearly to a ring homomorphism

θℓ : Zℓ [Gal (E (Jn,d[`∞]) /E)]→ EndRℓ
(TℓJn,d) ' Rℓ.

Remark 5.2.9. When n = p is prime, recall that θp was previously defined in Definition 2.5.9
as a map from Zp [Gal (Q(µp,Jp,d[p∞])/Q(µp))], but we are now defining θp to be its re-
striction to the subring Zp [Gal (E (Jp,d[p∞]) /E)]; this is a subring because the field of
definition of Jp,d[p∞] ⊇ Jp,d[1− ζp] contains Q(µd), so Q(µp,J [p∞]) does contain E.
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Lemma 5.2.10. Suppose that n = p is prime. Then γ ∈ Zp [Gal (E(Jp,d[p∞])/E)] kills
Jp,d[(1− ζp)i] if and only if

θp(γ) ∈ (1− ζp)iRp.

Proof. Since TpJp,d is a free Rp-module of rank 1 by Lemma 5.2.7, this lemma is proved in
the same way as Corollary 2.5.10.

Lemma 5.2.11. For each positive integer m, Gal (E(Jn,d[m∞])/E) is abelian.

Proof. Using the fact that the θℓ are injective, we see that

Gal (E(Jn,d[m∞])/E) ↪→
∏
ℓ|m

Gal (E(Jn,d[`∞])/E) ↪→
∏
ℓ|m

R×
ℓ ,

so we are done since R×
ℓ is abelian.

Definition 5.2.12. Suppose that FQ is a finite field and that S is a ring. Suppose that
χ1, χ2 : F

×
Q → S× are nontrivial characters. For each integer k ≥ 1, define the Jacobi sum

Jk(χ1, χ2) :=
∑

α∈F
Qk\{0,1}

χ1

(
α(Qk−1)/(Q−1)

)
χ2

(
(1− α)(Qk−1)/(Q−1)

)
.

Definition 5.2.13. Define natural isomorphisms

κn,r : µn(Fr)→ Zn

κd,r : µd(Fr)→ Zd.

Compose the “exponentiation by (#Fr − 1)/n” map and κn,r to define

γn,r : F
×
r → µn(Fr)→ Zn.

In an analogous fashion, define the composite morphism

γd,r : F
×
r → µd(Fr)→ Zd.

Definition 5.2.14. For characters ρn : Zn → E× and ρd : Zd → E×, use (VℓJn,d)(ρn,ρd) to
denote the (ρn, ρd)-isotypic component of (VℓJn,d)⊗Qℓ

Eλ, i.e.,

(VℓJn,d)(ρn,ρd) :=
{
v ∈ (VℓJn,d)⊗Qℓ

Eλ :
zn(v) = ρn(zn)v for all zn ∈ Zn
zd(v) = ρd(zd)v for all zd ∈ Zd

}
.

Proposition 5.2.15.

(1) There is a direct sum decomposition

(VℓJn,d)⊗Qℓ
Eλ '

⊕
ρn : Z→E×

ρd : Z→E×

(VℓJn,d)(ρn,ρd) .

86



(2) The Qℓ-dimension of (VℓJn,d)(ρn,ρd) is

dimQℓ
(VℓJn,d)(ρn,ρd) =

{
1 if ρn 6= 1 and ρd 6= 1,

0 otherwise.

Proof. Proposition 5.2.15(1) is just representation theory (c.f. page 172 of [41]).
By Proposition 5.2.4 and Corollary 5.2.3(1), we know that the characteristic polynomial

of ζnd on H1(Cn,d,Z) is ϕn,d(T ), so the eigenvalues of ζnd on TℓJn,d = H1(Cn,d,Z)⊗ZZℓ are
µnd(Qℓ) \

(
µn(Qℓ) ∪ µd(Qℓ)

)
; Proposition 5.2.15(2) follows.

Proposition 5.2.16. Suppose that ρn : Zn → E× and ρd : Zd → E× are nontrivial multi-
plicative characters.

(1) Let χn,r = ρn ◦ γn,r and χd,r = ρd ◦ γd,r. Then the eigenvalue of Frobr acting upon
(VℓJn,d)(ρn,ρd) is

−χd,r(−1)J1(χn,r, χd,r).

(2) Let γ′n,r : F×
r → R× be the composite of γn,r with the inclusion Zn ⊆ R×. Define γ′d,r

similarly. Then
θℓ (Frobr) = −γ′d,r(−1)J1(γ′n,r, γ′d,r) ∈ R. (5.3)

Proof. We apply the results in Section 1 of Katz [41] to the group Z acting on the curve
Cn,d,r, which is the reduction of Cn,d at the prime ideal r.

Define ρ : Z → E× to be the character that restricts to ρn on Zn and to ρd on Zd. As on
page 172 of [41], for every integer k ≥ 1, define Fix

(
Frobkr z

−1
)

to be the subset of Cn,d,r(Fr)

fixed by Frobkr z
−1 and

S(ρ, k) :=
1

#Z

∑
z∈Z

ρ(z)#Fix
(
Frobkr z

−1
)

=
1

#Z

∑
P∈Cn,d,r(Fr)

∑
z∈Z

Frobkr z
−1P=P

ρ(z). (5.4)

Claim. Let Q = #Fr. For every k ≥ 1, we have

S(ρ, k) = (χd,r(−1))(Q
k−1)/(Q−1)Jk(χn,r, χd,r).

Proof of claim. Suppose that P ∈ Cn,d,r(Fr) is fixed by Zn. Then {z ∈ Z : Frobkr z
−1P =

P} will be a union of cosets for the subgroup Zn of Z. Since ρn 6= 1, the sum of ρ(z) for
any coset of Zn is zero, and hence the inner sum of (5.4) is zero. Hence we may ignore P
that are fixed by Zn. Similarly, we may also ignore P that are fixed by Zd. Therefore, we
may restrict to the subset

Cn,d,r(FQ)∗ := {P ∈ Cn,d,r(FQ) : P is not fixed by Zn nor by Zd}

= {(x, y) ∈ Fr
× × Fr

×
: yn = xd + 1}.

Suppose that P = (x, y) ∈ Cn,d,r(FQ)∗ and that z ∈ Z satisfy Frobkr z
−1P = P . Since Fr

contains an ndth root of unity, Frobkr and z−1 commute, so this is equivalent to Frobkr (x, y) =
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z(x, y). Since z scales the x-coordinate by a dth root of unity and scales the y-coordinate
by a nth root of unity, we see that xd, yn are both fixed by Frobkr . Define α := yn = xd+1,
so that α is fixed by Frobkr . Also, α 6∈ {0, 1} since x, y 6= 0. Rewrite (5.4) as

S(ρ, k) =
1

#Z

∑
α∈Fr\{0,1}
Frobkr α=α

∑
(x,y,z)∈Fr

××Fr
××Z

Frobkr z
−1(x,y)=(x,y)

α=yn=xd+1

ρ(z).

Define zn ∈ Zn and zd ∈ Zd such that z = znzd. By definition of κn,r and κd,r, we know that
z(x, y) =

(
κ−1
d,r (zd)x, κ

−1
n,r(zn)y

)
, so the condition that Frobkr (x, y) = z(x, y) is equivalent

to the two conditions xQk
= κ−1

d,r (zd)x and yQ
k
= κ−1

n,r(zd)y, which is equivalent to the two
conditions zd = κd,r(x

Qk−1) and zn = κn,r(y
Qk−1), which by definition of α, is equivalent

to zd = κd,r((α− 1)(Q
k−1)/d) and zn = κn,r(α

(Qk−1)/n), which uniquely determines z. Since
ρ(z) = ρ(znzd) = ρn(zn)ρd(zd), we may rewrite the sum as

S(ρ, k) =
1

#Z

∑
α∈Fr\{0,1}
Frobkr α=α

∑
(x,y)∈Fr

××Fr
×

α=yn=xd+1

ρn

(
κn,r(α

(Qk−1)/n)
)
ρd

(
κd,r((α− 1)(Q

k−1)/d)
)
.

For each α, there are nd = #Z pairs (x, y) ∈ Fr
× × Fr

× satisfying yn = xd + 1, so we
simplify to

S(ρ, k) =
∑

α∈Fr\{0,1}
Frobkr α=α

ρn

(
κn,r(α

(Qk−1)/n)
)
ρd

(
κd,r((α− 1)(Q

k−1)/d)
)
.

By definition of χn,r, we know that χn,r(α) = ρn (γn,r(α)) = ρn
(
κn,r

(
α(Q−1)/n)

))
. A similar

statement holds for χd,r, so this sum equals

S(ρ, k) =
∑

α∈Fr\{0,1}
Frobkr α=α

χn,r

(
α(Qk−1)/(Q−1)

)
χd,r

(
(α− 1)(Q

k−1)/(Q−1)
)

= (χd,r(−1))(Q
k−1)/(Q−1)

∑
α∈Fr\{0,1}
Frobkr α=α

χn,r

(
α(Qk−1)/(Q−1)

)
χd,r

(
(1− α)(Qk−1)/(Q−1)

)

= (χd,r(−1))(Q
k−1)/(Q−1) Jk(χn,r, χd,r)

by definition of the Jacobi sum (Definition 5.2.12). So the proof of the claim is com-
plete.

Theorem 2.1.3(b) of [11] implies that |Jk(χn, χd)| = Qk/2, so by the claim, |S(ρ, k)| =
Qk/2. Using Lemma 1.1 of [41] (3) ⇐⇒ (6), the eigenvalue of Frobr on (VℓJn,d,r)(ρn,ρd) is
−S(ρ, 1) = −χd,r(−1)J1(χn,r, χd,r), which gives Proposition 5.2.16(1).

We may check Proposition 5.2.15(2) after tensoring up to Eλ to work with (VℓJn,d)⊗Qℓ

Eλ, and Proposition 5.2.15 implies that it is sufficient to check this on each (VℓJn,d)(ρn,ρd)
whenever ρn, ρd 6= 1. For any zn ∈ Zn, the eigenvalue of zn on (VℓJn,d)(ρn,ρd) is ρn(zn), so
the eigenvalue of γ′n,r(α) acting on (VℓJn,d)(ρn,ρd) is ρn (γn,r(α)) = χn,r(α) (and similarly for
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γ′d,r(1− α)), meaning that the right hand side of (5.3) acts on (VℓJn,d)(ρn,ρd) by the scalar
−χn,r(−1)J1(χn,r, χd,r), so we are done by Proposition 5.2.16(1).

Definition 5.2.17. By Galois theory, Gal(E(Jn,d[m∞])/Q) acts by conjugation on the
subgroup Gal (E(Jn,d[m∞])/E). By Lemma 5.2.11, the subgroup Gal (E(Jn,d[m∞])/E) is
abelian, so this action factors through an action of Gal(E/Q) on Gal (E(Jn,d[m∞])/E). For
any h ∈ Gal (E(Jn,d[m∞])/E) and γ ∈ Gal(E/Q), write γh to denote the action of γ on h.
Let σ ∈ Gal(E/Q) be complex conjugation.

Proposition 5.2.18. Frobr ·σFrobr acts on TℓJn,d as multiplication by #Fr.

Proof. By Proposition 5.2.15, we may as well verify this on each eigenspace (VℓJn,d)(ρn,ρd).
Apply σ to everything in Proposition 5.2.16 to see that Frobσ(r) acts on (VℓJn,d)(ρn,ρd) as
multiplication by χd,σ(r)(−1)J1

(
χn,σ(r), χd,σ(r)

)
= σ (χd,r(−1)J1(χn,r, χd,r)), implying that

Frobr ·σFrobr = Frobr Frobσ(r) acts on (VℓJn,d)(ρn,ρd) as multiplication by J1(χn,r, χd,r) ·
σ (J1(χn,r, χd,r)), which equals #Fr by Theorem 2.1.3(b) of [11].

Corollary 5.2.19. Let m be a nonnegative integer and let h ∈ Gal(E(Jn,d[m∞])/E). By
the Weil pairing, E(Jn,d[m∞]) contains E(µm∞), so suppose that h acts on µm∞ as multi-
plication by c. Then h · σh acts on J [m∞] as multiplication by c.

Proof. Frobenius elements are dense by the Chebotarev density theorem, so we reduce to
checking on h = Frobr. By definition of Frobenius, h acts on µm∞ as multiplication by #Fr,
so we are done by applying Proposition 5.2.18 to every prime ` dividing m.

5.2.3 Bounding the order of torsion points on Cn,d

Corollary 5.2.20. Let m be a positive integer. For every prime ` dividing m, let cℓ ∈ Z×
ℓ ;

if `|nd, assume that cℓ ∈ 1+ndZℓ. Then there exists an element τ of Gal (E(Jn,d[m∞])/E)
such that for each ` dividing m, τ acts on J [`∞] as multiplication by cℓ.

Proof. The assumptions on cℓ imply that there exists an element of γ ∈ Gal (E(µm∞)/E)
such that for each prime ` dividingm, γ acts on µℓ∞ as multiplication by cℓ. Lift γ arbitrarily
to h ∈ Gal(E(Jn,d[m∞])/E), define τ := h · γh, and apply Corollary 5.2.19 to finish.

Definition 5.2.21. Let P ∈ Cn,d be a torsion point.

Proposition 5.2.22. Suppose that Cn,d has genus g > 1 (i.e., (n, d) 6∈ {(2, 3), (3, 2)}). Let
m = lcm(2, nd).

(i) If (n, d) 6∈ {(2, 5), (4, 5), (5, 2), (5, 4)} then m(P −∞) ∼ 0.

(ii) If (n, d) ∈ {(2, 5), (5, 2), (4, 5), (5, 4)} then 3m(P −∞) ∼ 0.

Proof. Without loss of generality, assume that d is odd. Choose an integer M such that
M(P −∞) ∼ 0. Assume that M is divisible by m. Define

R := {prime r : r - 2nd and r|M},
S := {prime s : s - 2 and s | nd},
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so that the set of primes dividing M is the disjoint union {2} ∪ R ∪ S. For any prime a
dividing M , let ea be the largest integer such that aea |nd and define Da ∈ Jn,d[a∞] such
that

[P −∞] =
∑
a|M

Da.

By definition of m,

m = 2max{1,e2}

(∏
s∈S

ses

)
. (5.5)

Using Corollary 5.2.20, choose τ1, τ2, τ3 ∈ Gal(E(Jn,d[M∞])/E) such that:

τ1 acts on


Jn,d[2∞] as multiplication by 1 + 2max{1,e2}

Jn,d[r∞] as multiplication by 2 for each r ∈ R
Jn,d[s∞] as multiplication by 1 + ses for each s ∈ S

τ2 acts on


Jn,d[2∞] as multiplication by 1− 2max{1,e2}

Jn,d[r∞] as multiplication by − 2 for each r ∈ R
Jn,d[s∞] as multiplication by 1− ses for each s ∈ S

τ3 acts on


Jn,d[2∞] as multiplication by 1

Jn,d[r∞] as multiplication by − 1 for all r ∈ R
Jn,d[s∞] as multiplication by 1 for all s ∈ S

By construction,
τ1P + τ2P ∼ τ3P + P (5.6)

Case A: {τ1P, τ2P} 6= {τ3P, P}

By (5.6), this means that there exists a map υ1 : Cn,d → P1 of degree h ≤ 2. Since d is
odd, we may apply Corollary 2.2.2 applied with υ1 and the y-map to obtain

(n− 1)(d− 1)/2 ≤ (h− 1)(d− 1).

Since d > 1, this implies that n− 1 ≤ 2(h− 1). Since h ≤ 2 and n ≥ 2, this implies that
h = 2 and n ∈ {2, 3}.

Case A1: n = 3 and h = 2

By Corollary 2.2.2 applied with υ1 and the x-map, we obtain

(3− 1)(d− 1)/2 ≤ (2− 1)(3− 1),

which forces d ≤ 3, contradicting the assumption that n and d are coprime.

Case A2: n = 2 and h = 2

This curve is hyperelliptic of genus at least 2, so any 2-to-1 map to P1 must factor
through the canonical map. Applying this fact to υ1 yields τ1P + τ2P ∼ 2∞ and
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τ3P + P ∼ 2∞, so by definition of τ3,

2D2 = 0 (5.7)
Ds = 0 for all s ∈ S. (5.8)

Using Corollary 5.2.20, choose τ4, τ5 ∈ Gal(E(Jn,d[M∞])/E) such that:

τ4 acts on


Jn,d[2∞] as multiplication by 1

Jn,d[r∞] as multiplication by 1 + 3 for each r ∈ R ∩ {3}
Jn,d[r∞] as multiplication by 3 for each r ∈ R \ {3}

τ5 acts on


Jn,d[2∞] as multiplication by 1

Jn,d[r∞] as multiplication by 1− 3 for each r ∈ R ∩ {3}
Jn,d[r∞] as multiplication by − 1 for each r ∈ R \ {3}

By construction,
τ4P + τ5P ∼ 2P. (5.9)

Case A2a: τ4P 6= P
If τ5P = P , then (5.9) would imply that Cn,d has a degree 1 map to P1, which
contradicts the assumption that the genus of Cn,d is at least 2. Therefore,
P 6∈ {τ4P, τ5P}, and (5.9) gives a 2-to-1 map to P1. As before, such a map
must factor through the canonical map, so τ4P + τ5P ∼ 2P ∼ 2∞. Hence
2[P −∞] = 0, so the conclusion of the proposition holds.

Case A2b: τ4P = P
Then by definition of τ4,

3D3 = 0 if 3 ∈ R, (5.10)
Dr = 0 for all r ∈ R \ {3}. (5.11)

Suppose that 3 6∈ R. Then we are done because (5.7), (5.8), and (5.11) together
imply that 2[P −∞] = 0.
Suppose that 3 ∈ R. Then (5.7), (5.8), (5.10), and (5.11) together imply that

6[P −∞] = 0, (5.12)

so using ι to denote the hyperelliptic involution yields

3P ∼ 3ιP. (5.13)

If P = ιP , then 2[P − ∞] = 0 and the conclusion of the proposition holds.
If P 6= ιP , then (5.13) yields a nonconstant 3-to-1 map υ2 : Cn,d → P1, so
applying Corollary 2.2.2 with υ2 and the x-map yields (2 − 1)(d − 1)/2 ≤
(3 − 1)(2 − 1), forcing d ≤ 5, so by (5.12), the conclusion of the proposition
holds.

Case B: P = τ1P
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Then by definition of τ1,

2max{1,e2}D2 = 0, (5.14)
Dr = 0 for all r ∈ R, (5.15)

sesDs = 0 for all s ∈ S, (5.16)

so (5.5), (5.14), (5.15), and (5.16) together imply mD2 = 0, mDr = 0 for all r ∈ R, and
mDs = 0 for all s ∈ S. We conclude that m[P −∞] = 0.

Case C: P = τ2P

Then by definition of τ2,

2max{1,e2}D2 = 0, (5.17)
3D3 = 0 for all r ∈ R ∩ {3}, (5.18)
Dr = 0 for all r ∈ R \ {3}, (5.19)

sesDs = 0 for all s ∈ S. (5.20)

Case C1: 3 6∈ R
Then (5.5), (5.17), (5.19), and (5.20) together imply mD2 = 0, mDr = 0 for all
r ∈ R, and mDs = 0 for all s ∈ S. We conclude that m[P −∞] = 0.

Case C2: 3 ∈ R
Arguing similarly as in Case C1 yields

3m[P −∞] = 0. (5.21)

Using Corollary 5.2.20, choose τ6 ∈ Gal(E(Jn,d[M∞])/E) such that:

τ6 acts on

{
Jn,d[(2nd)∞] as multiplication by 1

Jn,d[3∞] as multiplication by 2

By definition, τ6 fixes D2 and Ds for all s ∈ S, so by (5.18) and (5.19), τ6 must fix
3P , i.e.,

3P ∼ 3τ6P. (5.22)

Case C2a: P = τ6P
Since τ6 acts on D3 as multiplication by 2, this forces D3 = 0. Combining this
with (5.5), (5.17), (5.19), and (5.20) yields m[P −∞] = 0.

Case C2b: P 6= τ6P
Then (5.22) yields a nonconstant 3-to-1 map υ3 : Cn,d → P1. Then 3 ∈ R
implies 3 - nd, so 3 - min{n, d}, meaning we may apply Corollary 2.2.2 to υ3
and to whichever of y : Cn,d → P1, x : Cn,d → P1 has smaller degree to obtain

(n− 1)(d− 1)/2 ≤ (3− 1)(min{n, d} − 1),

which forces n, d ≤ 5. Since 3 - nd and d is odd, this implies (n, d) ∈
{(2, 5), (4, 5)}, so we are done by (5.21).
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5.2.4 Computation of some torsion fields for Cp,q

In this section, we use results of Section 4.2 to compute some torsion fields. Assume that p
and q are distinct odd primes from now on. Then we may identify R with OE .

Definition 5.2.23. For nonnegative i, j, define the torsion field

Li,j := E(Jp,q[(1− ζp)i(1− ζq)j ]).

Lemma 5.2.24.

(1) Each Li,j is an abelian extension of E.

(2) L0,0 = L0,1 = L1,0 = L1,1 = E.

(3) Li,j = Li,0L0,j and E = Li,0 ∩ L0,j.

(4) Li,1 = Li,0 = E(Jp,q[(1− ζp)i]).

(5) L1,j = L0,j = E(Jp,q[(1− ζq)j ]).

(6) Lp−1,1 = Lp−1,0 = E(Jp,q[p]).

(7) L1,q−1 = L0,q−1 = E(Jp,q[q]).

(8) L2,1 = E
(

p

√
1− ζiq : 1 ≤ i ≤ q − 1

)
and [L2,1 : E] > 1.

(9) L1,2 = E
(

q

√
1− ζip : 1 ≤ i ≤ p− 1

)
and [L1,2 : E] > 1.

(10) Lp,1/E is a p-Kummer extension, i.e., it is generated by pth roots of elements of E.

(11) L1,q/E is a q-Kummer extension, i.e., it is generated by qth roots of elements of E.

Proof.

(1) Since Jp,q[1 − ζp] ⊆ Jp,q[p] and Jp,q[1 − ζq] ⊆ Jp,q[q], this is a special case of
Lemma 5.2.11.

(2) By Proposition 2.3.1, Jp,q[1 − ζp] is generated by [(−ζiq, 0) − ∞] and Jp,q[1 − ζq] is
generated by [(0, ζjp)−∞], so L1,1 = E.

(3) By definition, Li,j = Li,0L0,j . By Corollary 2.5.12, [Li,0 : L0,0] is a power of p and
[L0,j : L0,0] is a power of q, so Li,0 ∩ L0,j = L0,0 = E.

(4) Lemma 5.2.24(3) implies that Li,1 = Li,0L0,1 and Lemma 5.2.24(2) gives that L0,1 =
E, so Li,1 = Li,0. By definition, Li,0 = E(Jp,q[(1− ζp)i]).

(5) Similar to the proof of Lemma 5.2.24(4).

(6) Since (1−ζp)p−1 ∈ pR×, we see that Jp,q[(1−ζp)p−1] = Jp,q[p], so Lp−1,0 = E(Jp,q[p]),
and we are done by Lemma 5.2.24(4).

(7) Similar to the proof of Lemma 5.2.24(6).
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(8) Apply Corollary 2.3.8 by using the x-coordinate map to view Cp,q as a degree p su-
perelliptic cover of P1. This shows that L2,1 is generated over E by adjoining pth
roots of ζaq − ζbq . Since ζaq − ζbq = ζaq (1− ζb−aq ) and ζq already has a pth root in E, we
see that L2,1 is generated over E by adjoining pth roots of 1− ζiq.
Consider the ramification of L2,1 and E above the prime q. The field L2,1 contains
(1− ζq)1/p, so

eq(L2,1/Q) ≥ p(q − 1) > q − 1 = eq(E/Q),

so L2,1 has to strictly contain E.

(9) Similar to the proof of Lemma 5.2.24(8).

(10) Lemma 5.2.24(1) implies that Lp,1/E is abelian. Since E already contains the pth
roots of unity and Corollary 2.5.12 implies that the exponent of Gal(Lp,1/E) divides
p, we are done by Kummer theory.

(11) Similar to the proof of Lemma 5.2.24(10).

Definition 5.2.25. Suppose that r is a prime of E lying over a prime r of Q such that
r 6∈ {p, q}. Abuse notation and write ζp, ζq ∈ Fr to denote the images of ζp, ζq ∈ OE under
the reduction map OE → Fr.

For integers i ∈ [0, p− 2], j ∈ [1, q − 1], and s ∈ [0, p− 1], define

us,j := 1− ζjqζsp ∈ OE

ηi,j :=

p−1∏
s=0

u
(s
i
)

s,j ∈ OE

η′i,j :=

p−1∏
s=0

us
i

s,j ∈ OE .

(We adopt the convention 00 = 1 here.) We will also use ui,j , ηi,j , η′i,j to denote the images
of the same expressions in Fr.

Theorem 5.2.26. Let χp and χq denote characters F×
r → E× of exact order p and q,

respectively. Let k ∈ [1, p − 1]. Let J be the Jacobi sum J1(χp, χq). The following are
equivalent:

(1) J + 1 ∈ (1− ζp)kOE;

(2) ηi,j ∈ F×p
r for all i ∈ [0, k − 2] and j ∈ [1, q − 1];

(3) ηi,j ∈ F×p
r for all i ∈ [0, k − 2] and j ∈ [1, (q − 1)/2].

Proof. This is a special case (since q is odd) of Theorem 4.2.25.

Corollary 5.2.27. Let k ∈ [1, p− 1] be an integer. The following are equivalent:

(1) r splits in the field E(Jp,q[(1− ζp)k])

(2) ηi,j ∈ F×p
r for all i ∈ [0, k − 2] and j ∈ [1, q − 1];

(3) ηi,j ∈ F×p
r for all i ∈ [0, k − 2] and j ∈ [1, (q − 1)/2].
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Proof. Define characters γ′p,r, γ′q,r : F×
r → R× ' O×

E of exact orders p and q as in Proposi-
tion 5.2.16(2). Then r splits in E(Jp,q[(1− ζp)k]) if and only if Frobr−1 kills Jp,q[(1− ζp)k],
which by Lemma 5.2.10 is equivalent to θp(Frobr−1) ∈ (1 − ζp)

kRp, which by Proposi-
tion 5.2.16(2) is equivalent to −γ′q,r(−1)J(γ′p,r, γ′q,r)− 1 ∈ (1− ζp)kR = (1− ζp)kOE (recall
from Proposition 5.2.16(2) that θp(Frobr) lies in R). Since q is odd, we know γ′q,r(−1) = 1,
so we are done by Theorem 5.2.26.

Theorem 5.2.28. Let k ∈ [1, p− 1] be an integer. Then

Lk,1 = E
(

p
√
ηi,j : i ∈ [0, k − 2] and j ∈ [1, q − 1]

)
= E

(
p
√
ηi,j : i ∈ [0, k − 2] and j ∈ [1, (q − 1)/2]

)
.

Proof. Define

L′
k,1 := E

(
p
√
ηi,j : i ∈ [0, k − 2] and j ∈ [1, q − 1]

)
,

L′′
k,1 := E

(
p
√
ηi,j : i ∈ [0, k − 2] and j ∈ [1, (q − 1)/2]

)
.

For any extension M of E and subset S of primes of Q, define

SplS(M/E) :=

{
r is a prime of E :

r splits in M and
r does not lie above a prime in S

}
.

Corollary 5.2.27 implies that Spl{p,q}(Lk,1/E) = Spl{p,q}(L
′
k,1/E) = Spl{p,q}(L

′′
k,1/E), so

since Lk,1, L′
k,1, and L′′

k,1 are Galois extensions of E, the Chebotarev density theorem
implies that Lk,1 = L′

k,1 = L′′
k,1.

Lemma 5.2.29. Suppose that i ∈ [0, p− 3] and j ∈ [1, q − 1].

1. The image of ηi,j in E×/E×p lies in the subgroup generated by η′i,j , · · · , η′0,j.

2. The image of η′i,j in E×/E×p lies in the subgroup generated by ηi,j , · · · , η0,j.

Proof. Observe that there exist integers bi,k ∈ Z such that for each i,

T i = bi,i

(
T

i

)
+ bi,i−1

(
T

i− 1

)
+ · · ·+ bi,0

(
T

0

)
in Z[T ]

and b′i,j ∈ Z(p) such that for each i,(
T

i

)
= b′i,iT

i + b′i,i−1T
i−1 + · · ·+ b′i,0T

0 in Z(p)[T ].

We are now done by using the definition of ηi,j and η′i,j .

Corollary 5.2.30. Let k ∈ [1, p− 1] be an integer. Then

Lk,1 = E
(

p

√
η′i,j : i ∈ [0, k − 2] and j ∈ [1, q − 1]

)
= E

(
p

√
η′i,j : i ∈ [0, k − 2] and j ∈ [1, (q − 1)/2]

)
.

Proof. This follows immediately from Theorem 5.2.28 and Lemma 5.2.29.
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Definition 5.2.31. Let ω : Gal(E/Q(µq)) ' Gal(Q(µp)/Q)→ Zp be the composite of the
natural isomorphism Gal(E/Q(µq)) ' Gal(Q(µp)/Q) with the Teichmüller character. If A
is an abelian group which has an action of Gal(E/Q(µq)) and i ∈ Z, use εωiA to denote
the subgroup of A for which Gal(E/Q(µq)) acts as ωi.

Definition 5.2.32. For each i ∈ [0, p− 2], define

∆i := the subgroup of E×/E×p generated by η′i,1, . . . , η′i,(q−1)/2

Mi := E(
p
√
δ : δ ∈ ∆i).

Lemma 5.2.33. ∆i ⊆ εω−i(E×/E×p) for each i ∈ [0, p− 2].

Proof. This follows from a straightforward computation of the Gal(E/Q(µq))-action on
each η′i,j .

Lemma 5.2.34. Let k ∈ [2, p− 1] be an integer.

(1) Lk,1 is the compositum of M0, . . . , Mk−2 over E.

(2) The fields M0, . . . , Mp−2 are disjoint over E.

(3) [Lk,1 : Lk−1,1] = [Mk−2 : E].

Proof.

(1) This follows immediately from Corollary 5.2.30 and Definition 5.2.32.

(2) By Kummer theory, we must check that if δi ∈ ∆i satisfy
∏p−2
i=0 δi = 1, then δi = 1 for

all i. Lemma 5.2.33 implies that each δi lies in a different isotypic component for the
ω-action, so they must all be 1.

(3) This follows immediately from Lemma 5.2.34(1) and Lemma 5.2.34(2).

Corollary 5.2.35. For each integer k ∈ [2, p−1], there exists an integer e(k) ∈ [0, (q−1)/2]
such that

[Lk,1 : Lk−1,1] = pe(k).

Proof. This follows immediately from Lemma 5.2.34(3).

Remark 5.2.36. For our strategy of using large Galois action to classify torsion points, we
need a lower bound for [Lk,1 : Lk−1,1]. Corollary 5.2.35 gives an upper bound, but we do
not know when it is possible to attain this value. In light of Lemma 5.2.34(3), we focus our
efforts on studying Mi for the rest of the section.

Corollary 5.2.37. [L2,1 : L1,1] ≥ p.

Proof. This follows immediately from Corollary 5.2.35 and Lemma 5.2.24(8).
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Definition 5.2.38. Recall the notion of a cyclotomic unit as in Section 8.1 of [64]. Define

U to be the unit group of Q(µp)

C to be the group of cyclotomic units of Q(µp)

Q(µp)
+ to be the totally real subfield of Q(µp)

U+ to be the unit group of Q(µp)
+

C+ to be the group of cyclotomic units of Q(µp)
+

A to be the class group of Q(µp).

For any group B, let Bp be the p-Sylow subgroup of B.
For i ∈ [0, p− 3] and b ∈ (Z/pZ)×, define

Ui(b) :=

p−1∏
s=0

(
ζ(p+1)(1−b)s/2
p

1− ζbsp
1− ζsp

)si
∈ Q(µp)

+

(Ui(b) lies in Q(µp)
+ since each term ζ

(p+1)(1−b)s/2
p (1 − ζbsp )/(1 − ζsp) is fixed by complex

conjugation.)
Let ν ∈ (Z/pZ)× be a generator and define Ui := Ui(ν).

Lemma 5.2.39. Suppose that i ∈ [0, p− 3], b ∈ (Z/pZ)×, and bi 6≡ 1 (mod p).

(1) Then

Ui(b) =

p−1∏
s=0

(
1− ζbsp
1− ζsp

)si
.

(2) The images of Ui and Ui(b) in Q(µp)
+×/Q(µp)

+×p generate the same subgroup.

Proof.

(1) Since i ∈ [0, p− 3],
p−1∑
s=0

si+1 ≡ 0 (mod p),

so
p−1∏
s=0

(
ζ(p+1)(1−b)s/2
p

)si
= 1

and we are done by definition of Ui(b).

(2) For notational convenience, use the shorthand ζm/2p to mean ζm(p+1)/2
p , i.e., it is a pth

root of unity whose square is ζmp . For any c ∈ Z/pZ,

Ui(c) =

p−1∏
s=0

(
ζ
cs/2
p − ζ−cs/2p

ζ
s/2
p − ζ−s/2p

)si
,

97



so

(Ui(c))
ci =

p−1∏
s=0

(
ζ
cs/2
p − ζ−cs/2p

ζ
s/2
p − ζ−s/2p

)(cs)i

=

(
p−1∏
s=0

(ζcs/2p − ζ−cs/2p )(cs)
i

)(
p−1∏
s=0

(ζs/2p − ζ−s/2p )(cs)
i

)−1

≡

(
p−1∏
t=0

(ζt/2p − ζ−t/2p )t
i

)(
p−1∏
s=0

(ζs/2p − ζ−s/2p )(cs)
i

)−1

(mod Q(µp)
+×p)

by setting t ≡ cs (mod p) in the first product and observing that this change-of-
variable preserves the product modulo Q(µp)

+×p. Combining the products yields

(Ui(c))
ci ≡

(
p−1∏
t=0

(ζt/2p − ζ−t/2p )t
i

)1−ci

(mod Q(µp)
+×p),

so if we define

U :=

p−1∏
t=0

(ζt/2p − ζ−t/2p )t
i

then
(Ui(c))

ci ≡ U1−ci (mod Q(µp)
+×p),

so
(Ui(b))

bi(1−νi) ≡ U (1−bi)(1−νi) ≡ Uν
i(1−bi)

i (mod Q(µp)
+×p).

Since bi, 1− bi, νi, 1− νi are invertible modulo p, we are done.

Lemma 5.2.40. Suppose that i ∈ [1, p− 3] and j ∈ [1, q − 1].

(1) For each s ∈ [1, p− 1],

NormE/Q(µp) us,j =
1− ζqsp
1− ζsp

.

(2) We have
NormE/Q(µp) η

′
i,j = Ui(q).

(3) Suppose that qi 6≡ 1 (mod p). Then Ui ∈Mp
i .

Proof.

(1) This is a straightforward computation.

(2) Combine the definition of η′i,j , Lemma 5.2.40(1), and Lemma 5.2.39(1).

(3) Mi is Galois over Q(µp) and η′i,1 ∈M
p
i , so NormE/Q(µp) η

′
i,1 ∈M

p
i , so we are done by

Lemma 5.2.40(2) and Lemma 5.2.39(2).

Corollary 5.2.41. For any i ∈ [1, p− 3] such that qi 6≡ 1 (mod p),

[Mi : E] ≥ [E( p
√
Ui) : E] = [Q(µp)

+( p
√
Ui) : Q(µp)

+].
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Proof. Lemma 5.2.40(3) implies that Mi ⊇ E( p
√
Ui), so [Mi : E] ≥ [E( p

√
Ui) : E].

Let F := Q(µp)
+( p
√
Ui). Since E/Q(µp) is totally ramified at q and F (µp)/Q(µp) is

unramified at q, E ∩ F ⊆ Q(µp). Therefore,

Q(µp)
+ ⊆ E ∩ F ⊆ Q(µp). (5.23)

Since [F : Q(µp)
+] ∈ {1, p} and [F : Q(µp)

+] is divisible by [E∩F : Q(µp)
+], we must have

E ∩ F 6= Q(µp), so (5.23) implies

E ∩ F = Q(µp)
+. (5.24)

Note that [E( p
√
Ui) : E] = [EF : E] = [F : E ∩ F ] since E is Galois over E ∩ F , so we are

done by (5.24).

Theorem 5.2.42. For even i ∈ [2, p − 3], #εωi(U+/C+)p = 1 if and only if Up−1−i 6∈
Q(µp)

+×p.
Proof. This follows from Section 8.3 of [64] (Washington uses E and E+ to denote the unit
groups of Q(µp) and Q(µp)

+, respectively); see the discussion on pages 155–156: Up−1−i is
a pth power if and only if Washington’s E(N)

i is a pth power, if and only if the ωi-isotypic
component of (U+/C+)p is nontrivial.

Theorem 5.2.43. For even i ∈ [2, p− 3],

#εωi(U+/C+)p = #εωiAp.

Proof. See Theorem 15.7 on page 342 of [64].

Theorem 5.2.44. For any odd prime p, #εωp−3Ap = 1.
Proof. This is Corollary 3.8 on page 230 of [44].

Corollary 5.2.45. If q2 6≡ 1 (mod p), then [L4,1 : L3,1] ≥ p.
Proof. Taking i = p− 3 and combining Theorems 5.2.42 to 5.2.44 yields U2 6∈ Q(µp)

+×p, so
taking i = 2 in Corollary 5.2.41 yields [M2 : E] ≥ p, and we are done by Lemma 5.2.34(3).

Corollary 5.2.46. If q2 6≡ 1 (mod p), then [L4,1 : E] ≥ p2.
Proof. This follows from Corollary 5.2.37 and Corollary 5.2.45.

Lemma 5.2.47. Suppose that q = 3 and p ∈ {5, 7, 11, 13}. Then [L3,1 : L2,1] = [L2,1 : E] =
p.
Proof. By Corollary 5.2.35, it suffices to check that L3,1/L2,1/E is a tower where each
successive step is nontrivial. The bottom extension L2,1/E is known to be nontrivial
by Lemma 5.2.24(8), so it suffices to check that L3,1/L2,1 is nontrivial. For each p ∈
{5, 7, 11, 13}, we find a prime r and a prime r of E lying above r such that Frobr−1 kills
Jp,q[(1− ζp)2] but not Jp,q[(1− ζp)3]; using Corollary 5.2.27, a computer calculation shows
that we may use the prime r specified by the following table.

p 5 7 11 13

#Fr 24 132 432 547
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5.2.5 Galois action on the torsion of Jp,q

As before, suppose that p, q are distinct odd primes.

Definition 5.2.48. Let GQ denote the absolute Galois group of Q.

Lemma 5.2.49. Suppose that ` is a prime and that k ≥ 1 is an integer.

(1) Suppose that ` 6∈ {p, q} and that D ∈ Jp,q[`k] \ Jp,q[`k−1]. Then GQZD generates
Jp,q[`k].

(2) Suppose that ` ∈ {p, q} and that D ∈ Jp,q[(1− ζℓ)k] \ Jp,q[(1− ζℓ)k−1]. Then GQZD
generates Jp,q[(1− ζℓ)k].

Proof.

(1) Suppose that k = 1. By linear algebra, Jp,q[`] ⊗Fℓ
Fℓ breaks up into the direct

sum of its eigenspaces for the ζnd-action. The action of GQ on Jp,q[`] permutes the
eigenspaces transitively.
We will show that GQZD generates Jp,q[`]⊗Fℓ

Fℓ as an Fℓ-vector space. Since D is
nonzero, there is some eigenspace for which its projection is nonzero, so since ` - pq,
there exists r ∈ Fℓ[Z] such that rD is a nonzero eigenvector. Since GQ acts on
the eigenspaces transitively, the GQ-orbit of rD hits every eigenspace; hence, GQZD
generates Jp,q[`]⊗Fℓ

Fℓ as a Fℓ-vector space. This completes the case k = 1.
Now suppose that k ≥ 1. Multiplication by `k−1 provides an isomorphism

µ : Jp,q[`k]/`Jp,q[`k] ' Jp,q[`].

The proof of the k = 1 case shows that the image of GQZD under µ generates Jp,q[`],
so GQZD generates Jp,q[`k]/`Jp,q[`k]. By Nakayama’s Lemma, the only subgroup of
Jp,q[`k] which generates Jp,q[`k]/`Jp,q[`k] is Jp,q[`k], so we are done.

(2) Without loss of generality, assume that ` = q.
Suppose that k = 1. By Corollary 2.3.2, we may express D =

∑p−1
i=0 ai[(0, ζ

i
p) −∞]

for ai ∈ Z/qZ such that a0 + · · · + ap−1 = 0. By applying an appropriate power of
ζp to D, we may assume that a0 6≡ 0 (mod q). Let g ∈ GQ restrict to a generator of
Gal(Q(µp)/Q). Then

(g + g2 + · · ·+ gp−1)D = (p− 1)a0[(0, 1)−∞] +

(
p−1∑
i=1

ai

)
p−1∑
j=1

[(0, ζjp)−∞]

= (p− 1)a0[(0, 1)−∞] + (−a0) (−[(0, 1)−∞])

= pa0[(0, 1)−∞]. (5.25)

Since pa0 6≡ 0 (mod q), (5.25) implies that [(0, 1)−∞] lies in the subgroup generated
by GQZpD. Applying elements of Zp shows that each [(0, ζip) − ∞] also lies the
subgroup generated by GQZpD, and these generate Jp,q[1− ζq].
The proof of the k ≥ 1 case is similar to the one in Lemma 5.2.49(1).

Corollary 5.2.50. Suppose that ` is a prime and k ≥ 1.
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(1) Suppose that ` 6∈ {p, q} and D ∈ Jp,q[`k]\Jp,q[`k−1]. Then the Galois closure of E(D)
over Q equals E(Jp,q[`k]).

(2) Suppose that ` ∈ {p, q} and D ∈ Jp,q[(1 − ζℓ)k] \ Jp,q[(1 − ζℓ)k−1]. Then the Galois
closure of E(D) over Q equals E(Jp,q[(1− ζℓ)k]).

Proof. This follows immediately from Lemma 5.2.49(1) and Lemma 5.2.49(2).

Corollary 5.2.51. Suppose that p ≥ 5, q = 3, and k ∈ [1, p − 1]. Suppose that D ∈
Jp,q[(1− ζp)k] \ Jp,q[(1− ζp)k−1]. Then E(D) = Lk,1.

Proof. Induct on k. The case k = 1 follows since J [1− ζp] is already defined over E.
Now suppose the assertion holds for k − 1 and that D ∈ Jp,q[(1 − ζp)

k] \ Jp,q[(1 −
ζp)

k−1]. By the inductive hypothesis, Lk−1,1 = E((1 − ζp)D), so Lk−1,1 = E((1 − ζp)D) ⊆
E(D) ⊆ Lk,1. By Corollary 5.2.35, either E(D) = Lk,1 (in which case we are done) or that
E(D) = Lk−1,1. If E(D) = Lk−1,1, then E(D) is Galois over Q, so Corollary 5.2.50(2) gives
E(D) = E(Jp,q[(1− ζℓ)k]) = Lk,1, so we are again done.

Lemma 5.2.52. Let i ≥ 0 be an integer and γ ∈ Zp [Gal (E(J [p∞])/E)]. Suppose that
γ − 1 kills J [(1− ζp)i]. Then

(1) for any integer k ≥ 0, (γ − 1)k kills Jp,q[(1− ζp)ik];

(2) γp−1 + γp−2 + · · ·+ 1 kills J [p] = Jp,q[(1− ζp)p−1];

(3) γp − 1 kills Jp,q[(1− ζp)p−1+i].

Proof. Since Jp,q[p∞] ⊇ J [1− ζp] and the field of definition of Jp,q[1− ζp] is Q(µq),

E(Jp,q[p∞]) = Q(µp,Jp,q[p∞]).

So now this lemma follows from Lemma 2.5.11.

5.2.6 Classification of torsion points on Cn,d

The case Cp,q for distinct odd primes p, q

As before, p and q will be distinct odd primes.

Definition 5.2.53. Suppose that m ≥ 1 is an integer coprime to p and q and that a, b ≥ 0
are integers. Say that D ∈ Jp,q(C) is of exact order (1− ζp)a(1− ζq)bm if

D ∈ Jp,q[(1− ζp)a(1− ζq)bm]

D 6∈ Jp,q[(1− ζp)a−1(1− ζq)bm]

D 6∈ Jp,q[(1− ζp)a(1− ζq)b−1m],

and for all m′|m such that m′ 6= m, we have

D 6∈ Jp,q[(1− ζp)a(1− ζq)bm′].

Lemma 5.2.54. Suppose that D ∈ Jn,d(C).

(1) Suppose that D has exact order (1− ζp). Then the stabilizer of D in Z is Zp.
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(2) Suppose that D has exact order (1− ζq). Then the stabilizer of D in Z is Zq.

(3) Suppose that D has exact order (1− ζp)(1− ζq). Then the stabilizer of D in Z is {1}.

Proof.

(1) The stabilizer contains Zp. If it were any larger, then it would be Z. That would
imply that D is fixed by ζq, so qD = 0. Since D is fixed by ζp, we also have pD = 0.
Together, these imply that D = 0, a contradiction.

(2) Similar to the proof of the previous part.

(3) The stabilizer of D is contained in the stabilizer of (1 − ζp)D and (1 − ζq)D, so the
previous two parts imply that it is contained in Zp ∩ Zq = {1}.

Lemma 5.2.55. Suppose that D ∈ Jp,q[2] \ {0}.

(1) The extension E(D)/E is ramified at some prime above 2.

(2) The extension E(D,Jp,q[pq])/E(Jp,q[pq]) is nontrivial.

Proof.

(1) Suppose for contradiction that E(D)/E is unramified at every prime above 2. Since
E/Q is also unramified at every prime above 2, we see that E(D)/Q is unramified at
every prime above 2. Hence E(Jp,q[2])/Q, which is the Galois closure of E(D)/Q by
Corollary 5.2.50(1), must also be unramified at every prime above 2, so Lemma 1.4
of [30] implies that the mod 2 reduction of Jp,q must be ordinary, which contradicts
Lemma 4.2 of [37].

(2) Since Cp,q has good reduction at 2 and 2 is coprime to pq, the extension E(Jp,q[pq])/E
is unramified at every prime above 2, so we are done by Lemma 5.2.55(1).

Lemma 5.2.56. 2pq[P −∞] = 0.

Proof. This is a special case of Proposition 5.2.22(i).

Definition 5.2.57. By Lemma 5.2.56, there exist a ∈ [0, p−1], b ∈ [0, q−1], and c ∈ {1, 2}
such that P has exact order (1 − ζp)a(1 − ζq)bc. Define Dp, Dq, D2 to have exact order
(1− ζp)a, (1− ζq)b, and c respectively, such that [P −∞] = Dp +Dq +D2.

Proposition 5.2.58. pq[P −∞] = 0.

Proof. If not, then D2 6= 0. By Lemma 5.2.55(2), there must be some nontrivial τ ∈
Gal(E/E(Jp,q[pq])) which moves D2, and hence τP 6= P . Since τ fixes Dp and Dq, we see
that 2[P − τP ] = 2(D2 − τD2) = 0, which violates Lemma 2.2.3.

Lemma 5.2.59. Suppose that a ≥ 2. Then

(1) [E(Dp) : E] ≥ p;

(2) if q = 3, then E(Dp) = La,1;

(3) if q = 3 and a ≥ 4, then [E(Dp) : E] ≥ p2.

Proof.
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(1) Since E(Dp) is a subfield of La,1 and Lemma 5.2.24(10) implies that [La,1 : E] is
a power of p, [E(Dp) : E] is also a power of p. If E(Dp) = E, then taking Galois
closure of both sides (over Q) and applying Corollary 5.2.50(2) yields La,1 = E, which
contradicts Lemma 5.2.24(8).

(2) This follows from Corollary 5.2.51.

(3) This follows from Lemma 5.2.59(2) and Corollary 5.2.46.

Definition 5.2.60. Let GE denote the absolute Galois group of E.

Lemma 5.2.61. Suppose that a, b ≥ 1.

(1) #GEZP ≥ pq[E(Dp) : E].

(2) #GEZP ≥ pq[E(Dq) : E].

Proof. Both parts are similar so we prove the first. Suppose that h ∈ Gal(E/E) and z ∈ Z
satisfy hzP = P . Since the action of Gal(E/E) and Z commute, we must check that h fixes
Dp and z = 1.

Then (1 − ζp)a−1(1 − ζp)b−1P has exact order (1 − ζp)(1 − ζq) and is fixed by hz. It is
also fixed by h since E = L1,1. Therefore, it is fixed by z. Lemma 5.2.54(3) implies that
z = 1, so h fixes P , and hence h also fixes Dp.

Lemma 5.2.62.

(1) Suppose that a ≥ 2. Then there exists h ∈ Gal
(
E/E

)
which moves P such that h− 1

kills Jp,q[(q(1− ζp)].

(2) Suppose that b ≥ 2. Then there exists h ∈ Gal
(
E/E

)
which moves P such that h− 1

kills Jp,q[p(1− ζq)].

Proof. Both parts are similar so we show the first. Since a ≥ 2, the extension E(Dp)/E
is nontrivial by Lemma 5.2.59(1) and it is disjoint from E(Jp,q[q])/E by Lemma 5.2.24(3).
Therefore, there exists h ∈ Gal(E/E) which moves Dp (and hence, moves P ) such that
h − 1 kills Jp,q[q]. Since E = L1,1 by Lemma 5.2.24(2), we know that h − 1 also kills
Jp,q[1− ζp].

Recall the definitions of WM(Q) and wt(Q) in Definition 2.6.1 and Definition 2.6.5.

Lemma 5.2.63.

(1) Suppose that a ≥ 2 and b ≥ 1. Then for each Q ∈ SP , we have p− 1, p ∈WM(Q).

(2) Suppose that a ≥ 1 and b ≥ 2. Then for each Q ∈ SP , we have q − 1, q ∈WM(Q).

Proof. Both parts are similar so we show the first. Since WM(Q) = WM(P ) for each
Q ∈ SP , we will show that p− 1, p ∈WM(P ).

By Lemma 5.2.62(1), there exists h ∈ Gal(E/E) which moves P such that h − 1 kills
Jp,q[q(1− ζp)]. By Lemma 5.2.52(3), hp − 1 kills Jp,q[pq], so hpP = P and hence

hiP 6= P for 1 ≤ i ≤ p− 1. (5.26)

Since h− 1 kills Jp,q[q] 3 pP , we have pP ∼ p(hP ), so by (5.26), p ∈WM(P ).

103



Since h− 1 kills Jp,q[1− ζp], Lemma 5.2.52(2) gives that 1+ h+ · · ·+ hp−1 kills Jp,q[p],
which combined with the fact that h − 1 kills Jp,q[q] shows that (1 + h + · · · + hp−1) − p
kills Jp,q[pq] 3 P , so

hP + h2P + · · ·+ hp−1P ∼ (p− 1)P,

and hence by (5.26), p− 1 ∈WM(P ).

Lemma 5.2.64. Suppose that Q ∈ Cp,q(C).

(1) If p− 1, p ∈WM(Q), then

wt(Q) ≥

2 if q = 3

g

(
q − 3

2

)
if q ≥ 5.

(2) If q − 1, q ∈WM(Q), then

wt(Q) ≥

2 if p = 3

g

(
p− 3

2

)
if p ≥ 5.

Proof. Both parts are similar so we prove the first. Suppose that the gaps of Q are k1 <
k2 < · · · < kg. Since WM(Q) is a monoid and we assume that p− 1, p ∈WM(Q),

{p− 1, p, 2p− 2, 2p− 1, 2p, 3p− 3, 3p− 2, 3p− 1, 3p, · · · } ⊆WM(Q),

so

ki − i ≥



0 for i ≥ 1,

2 for i ≥ p− 1,

5 for i ≥ 2p− 4,

9 for i ≥ 3p− 8,
...

...

(5.27)

If q = 3, then g = (p− 1)(q − 1)/2 = p− 1, so (5.27) implies

wt(Q) =

g∑
i=1

(ki − i) ≥ 0 + 0 + · · ·+ 0 + 2 = 2.

If q ≥ 5, then weakening the bounds in (5.27) yields

ki − i ≥



0 for i ≥ 1,

2 for i ≥ p,
4 for i ≥ 2p− 1,

6 for i ≥ 3p− 2,
...

...
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so

wt(Q) =

g∑
i=1

(ki − i)

≥ 0 · (p− 1) + 2 · (p− 1) + · · ·+ 2

(
g

p− 1
− 1

)
(p− 1)

= g

(
g

p− 1
− 1

)
= g

(
q − 3

2

)
since g = (p− 1)(q − 1)/2.

Proposition 5.2.65.

(1) If a ≥ 2 and b ≥ 1, then q = 3 and a ∈ {2, 3}.

(2) If a ≥ 1 and b ≥ 2, then p = 3 and b ∈ {2, 3}.

Proof. Both parts are similar so we prove the first. Using Theorem 2.6.6, observe that

g3 − g =
∑

Q∈Cp,q(C)

wt(Q)

≥
∑

Q∈GEZP

wt(Q)

≥ (#GEZP )

(
min

Q∈GEZP
(wt(Q))

)
≥ pq[E(Dp) : E]

(
min

Q∈GEZP
(wt(Q))

)
(5.28)

by Lemma 5.2.61(1).
If q = 3 and a ≥ 4, then g = (p − 1)(q − 1)/2 = p − 1, Lemma 5.2.64(1) gives

minQ∈GEZP (wt(Q)) ≥ 2, and Lemma 5.2.59(3) gives [E(Dp) : E] ≥ p2, so by (5.28),

g3 − g ≥ 3p(p2)(2) > 6(p− 1)3 = 6g3,

which is impossible.
If q ≥ 5, then g = (p − 1)(q − 1)/2, Lemma 5.2.64(1) gives minQ∈GEZP (wt(Q)) ≥

g(q − 3)/2, and Lemma 5.2.59(1) gives [E(Dp) : E] ≥ p, so by (5.28),

g3 − g ≥ pq(p)
(
g

(
q − 3

2

))
> g(p− 1)2

(
5(q − 1)2

16

)
=

5

4
g3,

which is impossible.

Lemma 5.2.66. Suppose that Q = (x0, y0) is a torsion point on a superelliptic curve
yn = f(x) where f is monic, d := deg(f) is coprime to n, and d[Q −∞] = 0. Then there
exists v(x) ∈ C[x] with deg v < d/n such that div(y − v(x)) = dQ − d∞ and v(x)n =
f(x)− (x− x0)d.
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Proof. Let F be the function field of the curve. Since dQ ∼ d∞, there exists h ∈ F such
that

div(h) = dQ− d∞. (5.29)

Since h only has poles at ∞, h is a polynomial in x and y. Since the pole at ∞ has order
d, it follows (after scaling h by a constant) that h = y − v(x) where deg(v) < d/n. The
x-map provides an inclusion of function fields C(x) ⊆ F , so taking the norm of both sides
of (5.29) from F to C(x) yields

div(f(x)− (v(x))n) = ddiv(x− x0) = div((x− x0)d),

so f(x) − (v(x))n and (x − x0)d are the same up to a constant multiple; since f is monic
and deg v < d/n, they are equal.

Proposition 5.2.67.

(1) If a, b ≤ 1, then (a, b) ∈ {(0, 0), (0, 1), (1, 0)}.

(2) If min{a, b} = 0, then (a, b) ∈ {(0, 0), (0, 1), (1, 0)}.

Proof.

(1) Then (1 − ζp)(1 − ζq)[P − ∞] = 0, which can be rearranged to yield P + ζpζqP ∼
ζpP + ζqP , so by Lemma 2.2.3, either P = ζpP or P = ζqP , meaning that either a or
b is 0.

(2) Without loss of generality, suppose that a = 0. Then qP ∼ q∞, so if we let c be the
x-coordinate of P and define

L(x) := xq + 1− (x− c)q, (5.30)

then Lemma 5.2.66 shows that there exists v ∈ C[x] such that

L(x) = v(x)p. (5.31)

A calculation yields

1 = L−
(
2x− c
q

)
L′ +

(
x(x− c)
q(q − 1)

)
L′′ (by (5.30))

= vp−2

(
v2 −

(
p(2x− c)

q

)
vv′ +

px(x− c)
q(q − 1)

(
(p− 1)(v′)2 + vv′′

))
(by (5.31)),

so vp−2 divides 1, implying v is a constant, so the terms with v′ and v′′ disappear
and we obtain vp = 1, so (5.31) gives L(x) = 1, and then (5.30) yields c = 0. Hence
[P −∞] ∈ Jp,q[1− ζq], so b ≤ 1.

Theorem 5.2.68. P is not an exceptional torsion point; i.e., (a, b) ∈ {(0, 0), (0, 1), (1, 0)}.

Proof. If min{a, b} = 0, then we are done by Proposition 5.2.67(2).

Case A: min{a, b} ≥ 2

Then Proposition 5.2.65(1) implies q = 3 and Proposition 5.2.65(2) implies p = 3,
which is impossible since p and q are distinct odd primes.
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Case B: min{a, b} = 1

Without loss of generality, assume that b = 1 and a ≥ 1. Then Proposition 5.2.67(1)
implies that a ≥ 2, so by Proposition 5.2.65(1), q = 3 and a ∈ {2, 3}. Then (1 −
ζp)

3(1− ζ3)[P −∞] = 0, which we can rewrite as

ζ3pζ3P + 3ζ2pP + 3ζpζ3P + P ∼ ζ3pP + 3ζ2pζ3P + 3ζpP + ζ3P (5.32)

Case B1: {ζ3pζ3P, ζ2pP, ζpζ3P, P} ∩ {ζ3pP, ζ2pζ3P, ζpP, ζ3P} 6= ∅
Then P is fixed by some z ∈ Z \{1}, so it is fixed by either ζp or ζ3, which implies
that (a, b) ∈ {(0, 0), (0, 1), (1, 0)}.

Case B2: {ζ3pζ3P, ζ2pP, ζpζ3P, P} ∩ {ζ3pP, ζ2pζ3P, ζpP, ζ3P} = ∅
Then (5.32) gives a degree 8 map υ : Cp,q → P1, so applying Corollary 2.2.2 with
υ and the y-map yields

(3− 1)(p− 1)/2 ≤ (3− 1)(8− 1),

so p ≤ 15; thus, p ∈ {5, 7, 11, 13}. By Lemma 5.2.47, there exists a nontrivial
γ ∈ Gal(La,1/La−1,1). Lemma 5.2.59(2) gives La,1 = E(Dp), so γ moves Dp and
hence γ moves P . Since γ − 1 kills J [(1 − ζp)a−1], Lemma 5.2.52(1) gives that
(γ − 1)2 kills J [(1 − ζp)2(a−1)]. Also, γ − 1 kills J [1 − ζq], so (γ − 1)2 also kills
J [1− ζq]. Hence (γ − 1)2 kills J [(1− ζp)2(a−1)(1− ζq)], and since 2(a− 1) ≥ a,
it kills P . Therefore,

γ2P + P ∼ 2γP,

so Lemma 2.2.3 implies P = γP , contradicting the fact that γ moves P .

The hyperelliptic case

Theorem 5.2.69 ([15]). The set of exceptional torsion points of C2,5 is the Z-orbit of
( 5
√
4,
√
5). Each has exact order (1− ζ5)3; in particular, each is killed by 5.

Proof. On pages 206–207 of [15], Coleman computes the torsion points of the curve w5 =
u(1− u), which is isomorphic to C2,5. See also [54].

Theorem 5.2.70. When q ≥ 7 is prime, C2,q has no exceptional torsion points.

Proof. This is Theorem 1.1 of [29], which classifies torsion points on the isomorphic curve
xq = y(1− y).

Some remaining curves

Proposition 5.2.71.

(1) For (n, d) ∈ {(2, 9), (8, 3), (2, 15), (2, 25), (4, 5)}, Cn,d has no exceptional torsion points.

(2) The set of exceptional torsion points of C4,3 is the Z-orbit of (2,
√
3). Each has exact

order (1− ζ4)(1− ζ3)2; in particular, each is killed by 12.
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Proof. A computation with Magma yields

div

(
ζ312 + 2ζ212 − 2ζ12 − 1− 6

(
x2 − (−2ζ212 + 1)xy − x− 3y2 − (4ζ212 − 2)y + 1

y3 + (6ζ212 − 3)y2 − 9y − 6ζ212 + 3

))
= (1− ζ4)(1− ζ3)2(2,

√
3),

div((12− 4
√
3y)x2 + (18y2 − 8

√
3y − 6)x+ y4 − 12

√
3y3 + 18y2 − 4

√
3y + 9)

= 12(2,
√
3)− 12∞,

so this shows that the point (2,
√
3) is a torsion point of C4,3; hence, its Z-orbit will also

consist of torsion points of the same order.
Suppose for contradiction that P were an exceptional torsion point of Cn,d and that P

does not lie in the Z-orbit of (2,
√
3) when (n, d) = (4, 3).

Case A: (n, d) ∈ {(2, 9), (4, 3), (8, 3)}
Let ϕn,d : Cn,d → C2,3 be defined by ϕn,d(x, y) = (xd/3, yn/2). Define S0 ⊆ C2,3(Q) as
follows: for (n, d) ∈ {(2, 9), (8, 3)}, S0 is the union of the Z-orbit of {∞, (0, 1), (−1, 0)};
for (n, d) = (4, 3), S0 is the union of the Z-orbit of {∞, (0, 1), (−1, 0), (2, 3)}. Our
assumptions on P imply ϕn,d(P ) 6∈ S0. Proposition 5.2.22(i) gives nd[P −∞] = 0, so
ϕn,d(P ) ∈ C2,3[nd] and hence P must lie in the finite set Sn,d := ϕ−1

n,d (C2,3[nd] \ S0).
Since Cn,d has good reduction at 71, let Cn,d,71 be the reduced curve over F71, let
P71 ∈ Cn,d,71(F71) be the reduction of P , and let Sn,d,71 ⊆ Cn,d,71(F71) be the reduction
of Sn,d, so P71 ∈ Sn,d,71 is such that ndP71 − nd∞ is a principal divisor. Using
division polynomials, we use Magma to compute Sn,d,71 explicitly and find that Sn,d,71 ⊆
Cn,d,71(F7124). We use the IsPrincipal feature of Magma over F7124 to find that there
are no Q ∈ Sn,d,71 such that ndQ − nd∞ is a principal divisor, so P71, and hence P ,
cannot exist.

Case B: (n, d) ∈ (2, 15), (2, 25), (4, 5)}
Let Nn,d = nd if (n, d) ∈ {(2, 15), (2, 25)} and let Nn,d = 3nd if (n, d) ∈ {4, 5}.
By Proposition 5.2.22(ii), Nn,d[P − ∞] = 0. Let ϕn,d : Cn,d → C2,5 be defined by
ϕn,d(x, y) = (xd/5, yn/2) and T2,5 be the exceptional torsion points of C2,5 listed in
Theorem 5.2.69. As in Case A, we see that P lies in the finite set Sn,d := ϕ−1

n,d(T2,5).
Since Cn,d has good reduction at 54001, we can define the reduced curve Cn,d,54001
and the reductions P54001, Sn,d,54001 of P , Sn,d respectively. We use Magma to com-
pute Sn,d,54001 explicitly and find that Sn,d,54001 ⊆ Cn,d,54001(F54001). We use the
IsPrincipal feature of Magma over F54001 to find that there are no Q ∈ Sn,d,54001
such that Nn,dQ − Nn,d∞ is a principal divisor, so P54001, and hence P , cannot ex-
ist.

Main Theorem

Lemma 5.2.72. Suppose that n′, d′ are integers such that n′|n and d′|d. If Cn′,d′ has no
exceptional torsion points, then neither does Cn,d.

Proof. The map Cn,d → Cn′,d′ given by (x, y) 7→ (xd/d
′
, yn/n

′
) sends exceptional torsion

points to exceptional torsion points.
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Theorem 5.2.73. Suppose that n, d are coprime integers with n, d ≥ 2.

(1) If (n, d) = (2, 3), then C2,3 is an elliptic curve, so it has infinitely many torsion points.

(2) If (n, d) = (2, 5), then the set of exceptional torsion points of C2,5 is the Z-orbit of
( 5
√
4,
√
5). Each has exact order (1− ζ5)3; in particular, each is killed by 5.

(3) If (n, d) = (4, 3), then the set of exceptional torsion points of C4,3 is the Z-orbit of
(2,
√
3). Each has exact order (1− ζ4)(1− ζ3)2; in particular, each is killed by 12.

(4) If (n, d) ∈ {(3, 2), (5, 2), (3, 4)}, then Cn,d ' Cd,n via (x, y) ∈ Cn,d 7→ (ζ2ny, ζ2dx) ∈ Cd,n,
so the exceptional torsion points of Cn,d are described by one of Theorem 5.2.73(1),
Theorem 5.2.73(2), Theorem 5.2.73(3).

(5) Otherwise, Cn,d has no exceptional torsion points.

Proof. Without loss of generality, suppose that d is odd.
Suppose that n is divisible by an odd prime p. Let q be an odd prime dividing d. By

Theorem 5.2.68, Cp,q has no exceptional torsion points, so Lemma 5.2.72 implies that Cn,d
has no exceptional torsion points.

So we may assume that that n = 2i for an integer i ≥ 1. If d has a prime factor q ≥ 7,
then Theorem 5.2.70 implies that C2,q has no exceptional torsion points, so Lemma 5.2.72
implies that Cn,d has no exceptional torsion points.

So we may assume that there exist integers j, k ≥ 0 such that d = 3j5k and (j, k) 6= (0, 0).

Case A: j + k ≥ 2

Then n is divisible by 2 and d is divisible by either 9, 15, or 25, so we are done by
Proposition 5.2.71(1) and Lemma 5.2.72.

Case B: (j, k) = (1, 0)

If i ≥ 3, then n is divisible by 8. Since d = 3, we are done by Proposition 5.2.71(1)
and Lemma 5.2.72. The case (n, d) = (4, 3) is handled by Proposition 5.2.71(2). The
case (n, d) = (2, 3) is Theorem 5.2.73(1).

Case C: (j, k) = (0, 1)

If i ≥ 2, then n is divisible by 4. Since d = 5, we are done by Proposition 5.2.71(1)
and Lemma 5.2.72. The case (n, d) = (2, 5) is handled by Theorem 5.2.69.

5.3 Torsion points on a generic superelliptic curve
As usual, for any superelliptic curve yn = (x− a1) · · · (x− ad), the automorphism ζn refers
to the map given by(x, y) 7→ (x, ζny). The points fixed by ζn are {(a1, 0), . . . , (ad, 0),∞},
and they are torsion points whose order divides n.

The aim of this section is to prove the following result.

Theorem 5.3.1. Suppose that n, d ≥ 2 are coprime and satisfy n + d ≥ 7. Let Cn be the
curve over k := Q(a1, . . . , ad) defined by the equation

yn =
d∏

x=1

(x− ai).
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Suppose that Cn is embedded into its jacobian Jn using the unique point ∞ at infinity.
Points fixed by ζn are torsion points of order dividing n.

(1) If d ≥ 3, there are no other torsion points defined over k.

(2) If d = 2 and n 6= 5, the only other torsion points defined over k are
a1 + a2

2
,−ζin

n

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ n− 1

 .

(3) If d = 2 and n = 5, the only other torsion points defined over k are
a1 + a2

2
,−ζi5

5

√(
a1 − a2

2

)2
 : 0 ≤ i ≤ 4

⋃{(
±(a2 − a1)

√
5 + (a1 + a2)

2
, ζi5

5
√
(a2 − a1)2

)
: 0 ≤ i ≤ 4

}
.

This extends Theorem 7.1 of [57] from n = 2 to all n. To prove Theorem 5.3.1, we need
a few more results about torsion points on certain curves.

5.3.1 The curves yn = xd + x

Proposition 5.3.2. Suppose that n, d ≥ 2 are coprime, P is a torsion point of yn = xd+x
whose order divides d, and P 6=∞. Then d = 2 or (n, d) = (2, 3).

Proof. Let the x-coordinate of P be c. By Lemma 5.2.66, there exists v ∈ C[x] with
deg v < d/n such that

v(x)n = xd + x− (x− c)d. (5.33)

Let x′ := x−c/2 and define u(x) := v(x+c/2). Using (5.33) with x and c−x, a computation
yields

u(x′)n + (−1)du(−x′)n =
(
1− (−1)d

)
x′ +

(
1 + (−1)d

) c
2
. (5.34)

Case A: d is even
Suppose for contradiction that d > 2. Factoring the left hand side of (5.34) yields

n−1∏
i=0

(u(x′) + ζin · ζ2nu(−x′)) = c.

In particular, u(x′) + ζ2nu(−x′) and u(x′) + ζ2n · ζnu(−x′) are forced to be constants,
so u(x′) and u(−x′) are constants, so v(x) is constant, so by (5.33),

xd + x− (x− c)d is constant. (5.35)

Since d > 2, the xd−1-coefficient of xd + x− (x− c)d is dc, so (5.35) implies c = 0, so
xd + x− (x− c)d = x, but this contradicts (5.35).
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Case B: d is odd
Factoring the left hand side of (5.34) yields

n−1∏
i=0

(u(x′)− ζinu(−x′)) = 2x′. (5.36)

Case B1: n ≥ 3

Considering the degree of each factor in (5.36) shows that at least two of them
must be constants, which will force u(x′) and u(−x′) to be constant, and we can
repeat the same argument as in Case A to get a contradiction.

Case B2: n = 2

Then (5.36) becomes

(u(x′) + u(−x′))(u(x′)− u(−x′)) = 2x′. (5.37)

Since u(x′)+u(−x′) is an even polynomial and u(x′)−u(−x′) is an odd polynomial,
(5.37) forces u(x′) + u(−x′) to be constant and u(x′) − u(−x′) to be a multiple
of x′. Then deg u = 1, so deg v = 1. Let v(x) = ax+ b, so (5.33) gives

(ax+ b)2 = xd + x− (x− c)d. (5.38)

Considering the coefficient of xd−1, we conclude that either c = 0 or d = 3. If
c = 0, then (5.38) implies that x = (ax+b)2, which is impossible. So we conclude
that (n, d) = (2, 3).

5.3.2 Two curves for which n + d = 7

Proposition 5.3.3.

(1) If P is a torsion point on y3 = x4 + x2 +1 with 12[P −∞] = 0, then P is fixed by ζ3.

(2) If P is a torsion point on y4 = x3 + x2 +1 with 12[P −∞] = 0, then P is fixed by ζ4.

Proof. Let C be the curve y3 = x4 + x2 + 1, let E be the elliptic curve y3 = x2 + x+ 1, let
ϕ : C → E be the 2-to-1 map (x, y) 7→ (x2, y), let S0 be the points of E fixed by ζ3, and
suppose for contradiction that P is a torsion point of C with 12[P −∞] = 0 such that P is
not fixed by ζ3. Then ϕ(P ) ∈ E[12], so P lies in the finite set S := ϕ−1(E[12] \ S0).

Since C has good reduction at 47, let C47 be the reduced curve over F47, let P47 ∈ C47(F47)
be the reduction of P , and let S47 ⊆ C47(F47) be the reduction of S, so P47 ∈ S47 is such that
12P47 − 12∞ is a principal divisor. Using division polynomials, we use Magma to compute
S47 explicitly and find that S47 ⊆ C47(F474). We use the IsPrincipal feature of Magma
over F474 to find that there are no Q ∈ S47 such that 12Q− 12∞ is a principal divisor, so
P47, and hence P , cannot exist.

The curve y4 = x3 + x+ 1 is a 2-to-1 cover of the elliptic curve y2 = x3 + x+ 1 and the
same technique happens to work over F474 again.

5.3.3 Proof of Theorem 5.3.1

Case A: d = 2
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C2,n is isomorphic over k to yn = (x− a1)(x− a2) via the isomorphism

(x, y) ∈ C2,n 7→

(
(a2 − a1)y + (a1 + a2)

2
,

n

√
(a2 − a1)2

4
x

)
∈ Cn,

so Theorem 5.2.73 gives Theorem 5.3.1(2) and Theorem 5.3.1(3).

Case B: d ≥ 3

Suppose that P is a torsion point of Cn of order m. Let M = lcm(m,nd). Since Jn[M ]
is a finite étale cover of Spec k, every specialization map will induce an isomorphism
on the M -torsion of the jacobian.

Case B1: (n, d) 6∈ {(3, 4), (4, 3)}
Specializing to Cn,d and using Theorem 5.2.73 gives (1 − ζn)[P − ∞] = 0 or
d[P − ∞] = 0. If d[P − ∞] = 0, then specializing to yn = xd + x and using
Proposition 5.3.2 gives P =∞.

Case B2: (n, d) = (3, 4)

Specializing to Cn,d and using Theorem 5.2.73 gives nd[P −∞] = 0. Specializing
to y3 = x4 + x2 + 1 and using Proposition 5.3.3(1) gives (1− ζ3)[P −∞] = 0.

Case B3: (n, d) = (4, 3)

Specializing to Cn,d and using Theorem 5.2.73 gives nd[P −∞] = 0. Specializing
to y4 = x3 + x+ 1 and using Proposition 5.3.3(2) gives (1− ζ4)[P −∞] = 0.
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