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Abstract:

This goal of this thesis is to develop and evaluate a new technology for antibiotic testing,
based on culture of microorganisms in small (<50 um diameter) agarose particles called gel
microdroplets (GMDs). Currently available clinical technologies are severely rate-limited by
a requisite pre-culture step, which serves to isolate pure strains from the clinical specimen,
but which typically takes 12 to 24 hours. The GMD-based method is unique in its potential
to obviate the pre-culture step, and thus deliver timely results. The method, in many ways a
miniaturization of standard, accepted methods, is as follows:

* GMDs are used to isolate and contain individual cells or colony-forming-units
(CFUs) from a cell suspension. If the suspension is polymicrobial, GMD prepara-
tion serves to isolate pure strains, in a matter of minutes.

* Upon incubation, clonal growth leads to formation of a microcolony within each
GMD occupied by a viable and growing CFU. In the presence of an antimicrobi-
al agent, microcolony growth from susceptible CFUs is either partially or com-
pletely inhibited.

* Fluorescent staining of indicator biomaterials, combined with flow cytometric
analysis, permits the rapid measurement of biomass in a large number of GMD
microcolonies. Biomass measurement before and after incubation forms the
basis of a GMD-based growth assay, and when performed in the presence of an
antimicrobial agent, permits the quantitation of growth inhibition.

For susceptible organisms, a serial drug dilution method allows the determination of the
minimum inhibitory concentration (MIC), i.e. the minimum drug level which completely inhi-
bits growth over the incubation period. In the clinical setting, the MIC guides antibiotic

therapy in the treatment of infection.

In this thesis, a model system consisting of the yeast C.utilis, and the antifungal agent,
Amphotericin-B, was used to develop, demonstrate and assess the GMD-based method. The
gold-standard method of broth macro-dilution was used to establish a reference MIC for the
drug-organism pair, and optical density measurements were used as a quantitative reference
method. Experimental results demonstrated the ability to measure growth of C. utilis micro-
colonies in GMDs, and to quantify growth inhibition in the presence of Amphotericin-B.
From these results, a GMD-based MIC was determined, which was found to be in excellent
agreement with the gold-standard MIC. Working from a pure culture, the result was ob-
tained after 4 hours of incubation, vs. the 24 to 48 hours recommended for conventional
methods. The time required to isolate pure strains was approximately 0.3 hours for the
GMD method, vs. 24 to 48 hours (typical) for conventional plating of yeast.
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Section 1.1 Introduction

Chapter 1

Introduction

As a child, my mother had polio. Thirty years later, as a child, I was vaccinated, or |
so I am told. In the 1950’s, penicillin was a miracle drug that saved lives, and
which represented the hope that modern medicine would free humanity from un-
timely death. In the 1980’s over 40% of the antibiotics produced in this country
went into livestock feed!. The miraculous has become mundane.

Nevertheless, infectious disease is still with us. Infections still kill, and increasing-
ly, there is concern that the miracle may be short-lived. More than one author of
science-fiction has considered the possibilities of biological warfare or of mutant,
antibiotic-resistant escapees from some genetics experiment gone awry. The subtle
irony is that no mad dictators or sloppy biotechnologists are needed to realize the

underlying fear; evolution, time and plasmids may suffice2.

Broadly, the subject of this thesis is the treatment of infectious disease. More
specifically, it deals with the clinician’s need to choose a drug to treat a particular
patient with a particular infection. Unfortunately, this has more to do with
efficiency of health-care delivery than with freeing humanity from untimely death,
but one has to start somewhere. Moreover, as a society, our attitude towards
health-care in the foreseeable future seems to be to save lives when it is cost-
effective to do so. Ultimately, the method developed in this thesis may both save a
few lives, and save money. For at least one of these reasons, this thesis is appropri-

ate for the times.
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Section 1.1 Introduction
Section 1.1: Introduction to the Problem

Optimal clinical management of infectious disease‘ depends on efficient and rapid
determination of an effective antimicrobial agent. Once the diagnosis of infection
has been made, antibiotic therapy should begin immediately. Unfortunately, to date
there has been no method available to the clinician to determine immediately, and
with certainty, what drug is effective against a particular infective organism, and
what dosage is required. Indeed, due to the length of time required to execute the
laboratory tests, this information is unavailable to the clinician for at least 8 hours
after the time a clinical specimen is taken; a more typical delay would be 16 to 24

hours, and for some organisms, the delay is several days.

Lacking susceptibility information, the initial choice of drug therapy is made on the
basis of such factors as the patient’s history, physical findings, Gram stain, clinical
experience, and judgement. In some specific cases, very rapid methods, based for
example on immunochemistry, may be able to provide essentially immediate infor-
mation regarding the organism’s identity, from which broad inferences about its sus-
ceptibility may be made. When susceptibility results finally arrive they are used to
confirm or modify the clinician’s initial choice. In most cases, the clinician is right.
In other cases, the laboratory results disagree with the clinician’s choice, but the pa-

tient recovers anyway, and the desired endpoint is reached.

Costs of Susceptibility Uncertainty

However, there are several less satisfactory scenarios, many of which are related in
some fashion to the problem of resistance. Specifically, the patient may endure such

risks and costs as:

e treatment that is unnecessarily aggressive, or broad-spectrum. Given the
uncertainty of the situation, the clinically (and legally) safest route is to

treat aggressively, often with two or three wide-spectrum drugs, with the
goal of killing or inhibiting every plausible infecting organism. When the
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Section 1.1 Introduction to the Problem

laboratory results arrive, the treatment can be more narrowly tuned accordingly.
Frequently, this strategy works, though not always. Additionally, this strategy
increases the risk of toxic side-effects, selection for resistant strains, as well as
the cost of treatment.

o selection for resistant strains. It is acknowledged that aggressive, wide-

spectrum treatment lkills not only pathogens, but the non-pathogenic commensal
organisms of normal human flora. The remaining organisms, which are resis-
tant by definition, are left to flourish unfettered. This can negatively impact the
patient’s condition; certainly as important from a global perspective is the con-
tinual creation of reservoirs of resistant pathogens, which can then be spread to
other patients by various means (v.i.). A classic example of this phenomenon is
presented as the history of the appearance of resistance, largely in response to
the introduction of new antibiotics, in Boston City Hospital over the period
1935-19753,

* unnecessary exposure to drug side-effects. All antibiotics have side-effects,
whose risks and severities vary among patients. Unfortunately, the risk of side

effects must commonly be traded off with the risk of delivering an ineffective
drug. For example, the drug vancomycin fell from favor many year ago due to
its high risk of nephrotoxicity; however, it has enjoyed a resurgence in recent
years because it is one of the few drugs effective against strains of S.aureus
which have (recently) developed resistance to both penicillin and its synthetic
derivatives such as methycillin. The penicillins are much cheaper and safer, but
without knowing for sure that the infective organisms are susceptible, the only

safe way to treat a serious S.aureus infection is with the riskier vancomyecin.

* ineffective treatment. In some cases, the best guess is still incorrect, and the

patient receives a drug to which the organism is not susceptible. This is usually

evident within a few days, as the patient’s condition declines.
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e unnecessarily long hospital stay, while awaiting test results. Hospitals are terri-
ble places to be, especially for sick patients. There is a recognized and major
risk of nosocomial infection, ie. an infection acquired while hospitalized. A typi-
cally cited incidence rate for nosocomial infection is 5 to 10% of hospitalized pa-
tientst. A common route of infection is via the medical staff, who circulate
among numerous sick patients, and who make excellent carriers. Contributing
to the problem is the common use of in-dwelling catheters and similar devices,
which disrupt the body’s normal defense mechanisms. Any factor which pro-
longs the length of hospital stay, including waiting for lab results, or initial
treatment with an ineffective drug, increases the chances of nosocomial infec-

tion.

e superinfection with a more virulent organism, while hospitalized. As a special
case of nosocomial infection, since most garden variety pathogens are killed or
inhibited by widespread use of antibiotics in the hospital, there is a selection of
resistant organisms. Thus, the patient may present with an easily treatable in-
fection, but pick up a more virulent, resistant infection in the hospital. Again,
the best defense is to shorten the hospital stay.

e increased cost to patient and third-party payer. Treatment with multiple,

wide-spectrum, intravenous antibiotics can be expensive, especially if it involves
the newer drugs, e.g. N-th generation cephalosporins, for which resistance is less
likely. In addition, each day of hospital stay costs in the neighborhood of $800,
and $1,000 or more for the intensive care unit. One result of the recent, aggres-
sive attempts to manage health-care costs has been to shorten the length of

stay, for exactly this reason.

e unnecessary treatment. One of the major symptoms of infection is fever; unfor-
tunately, the majority of fevers are fevers ‘of unknown origin’ (FUOs), i.e. fevers
for which no cause could be found, and especially for which all attempts to cul-
ture out an infective organism failed. Unfortunately, in patients who are immu-

nocompromised, infection can be quickly fatal; thus almost any fever will induce
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instant, aggressive treatment. In some patients, this might mean hospitaliza-
tion, surgery to remove an in-dwelling catheter, and treatment with toxic drugs.
Immunocompromised patients are also highly susceptible to fungal infectionsS,
which are extremely serious; thus the treatment may include the antifungal
agent Amphotericin-B, well-known for its toxic side-effects. For the immuno-
compromised patient who truly has an infection, such intervention can be life-
saving; however, for the majority of patients, who are just having a fever,

without infection, such intervention is expensive, risky, and aggravating.

Research Goals

Motivated by the previous considerations, the ultimate goal of this work is to
develop a new clinical technology that can provide susceptibility information to the

clinician, at the time of initial choice, ie. of antibiotic therapy. If successful, this

effort would both improve the care the patient receives, and make it less costly.
While the goal seems straightforward enough, it turns out to be technically quite
challenging, for reasons that will become apparent momentarily.

The immediate goal, i.e. the goal of this thesis, is to develop and evaluate the basis
of this new technology, the culture of microorganisms in small (<50 pm diameter)
agarose particles called gel microdroplets (GMDs), and the measurement of the mi-
crocolonies thus formed. As will be seen, this method is in many ways a hybrid
minijaturization of conventional, accepted methods. Yet, by exploiting some simple
physical principles, it may well be the enabling technology which makes the ultimate
goal attainable.

In the remainder of this chapter, I will first present an overview of current manual
and automated methods for susceptibility testing, as well as potential future
methods; this will be followed by an introduction to gel microdroplet based methods.
In Chapter 2, I will consider in some detail certain key aspects of GMDs and flow
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cytometry. Chapters 3 and 4 will present results and discussion for the main exper-
iments of this thesis. The experiments of Chapter 3 demonstrate the ability to cul-
ture microorganisms in GMDs, and measure the growth of microcolonies, using flow
cytometry. In Chapter 4, a GMD-based susceptibility assay is demonstrated for a
yeast-antifungal system. Finally, Chapter 5 will discuss some other pertinent is-
sues, suggesting direction for further work, and conclude the thesis.

Section 1.2: The dinical scenario

In this section, I will review the typical clinical scenario, primarily as a means of es-
tablishing a context for susceptibility testing. When a patient presents in an emer-
gency ward with symptoms of infection, the typical work-up is as follows:

e On the basis of patient history and physical examination, the diagnosis of
infection is placed on the top of the list of differential diagnoses.

e On the basis of patient history and physical examination, one or more
clinical specimens e.g. urine, blood, stool, sputum, is taken and sent to
the bacteriology laboratory.

o In the laboratory, the samples are examined microscopically, typically us-
ing the Gram stain, or other stains if the situation merits. On the basis
of microscopy, a broad categorization is made, e.g. Gram-negative rod.
This categorization limits the possibilities of identity, and suggests a list
of possible antibiotic therapies.

e On the basis of patient history, physical examination, initial laboratory
report, clinical judgement, etc., the clinician prescribes an initial antibiot-
ic regimen.

e Meanwhile, back in the laboratory, the clinical specimens are plated onto
nutrient-agar plates, or possibly in nutrient broth. The goal is to isolate

colonies, representing clonal growth from single organisms, in sufficient

numbers for further testing. This testing has two objectives:
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(i) to identify the organism, ideally to the species level, and (ii) to determine the
organism’s susceptibility, i.e. to identify one or more drugs, and dosages, which
either kill or inhibit growth of the organism. These tests are guided, in particu-
lar narrowed in scope, by the initial identity categorization.

o The results of the identification and susceptibility tests are available to the phy-
sician as soon as possible, but after a delay that is at least ‘overnight’, and is
more typically 1 to 3 days. On the basis of these results, the antibiotic regimen
may be changed.

1.2.1: Identification vs. Susceptibility

In some cases, knowing an organism’s species identity gives its susceptibility as well.
Historically, from a clinical perspective, this has been assumed to be true until a
resistant strain of the species is identified, or until circumstantial evidence suggests

otherwise.

For example, as of 1985, the published, standard recommendations for susceptibility
testing state that "routine susceptibility tests are not needed when resistance to the
antimicrobial agent of choice, e.g. that of S.pyogenes to penicillin, has not been
described"®. Such policies are guided by considerations of cost and efficiency; there
is the recognized risk that the first described case may be the patient currently be-
ing treated, and that the resistance may only be suspected by the patient’s failure to
respond to the drug regimen used. Such a policy also requires a certain vigilance,
i.e. constant contact with the literature, to be aware of newly identified resistance.
Of course, changing a testing policy requires a health-care management decision,
where the relative risks and costs of missing a rare resistant organism are weighed

against the cost of expanded routine testing.

The standard method for identification is to incubate a standard inoculum of the iso-
lated organism (v.i.) in the presence of different carbohydrate sources, different enzy- .

matic substrates, etc., and include some indicator substance to signal a positive
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response, such as a pH-sensitive dye. These methods tend to require on order of 24
hours, though in some cases useful results can be obtained in as little as 5 hours;
unfortunately, the isolation step adds at least an overnight delay to the total testing
time (v.i.). They are also readily amenable to automation, contributing to their at-
tractiveness. One automated method, the Vitek (v.i.), can return identification
results in as little as 4 hours, depending on the species. Of course, even in these
cases, the pre-culture step delays the result by at least 12 hours. In a few cases,
identity can be rapidly determined with either immunological metheds, e.g. aggluti-
nation tests, or with DNA-probes (v.i.). In the future, further development of clinical
applications for these technologies are anticipated.

The methods developed and discussed in this thesis are not concerned with
identification, although there is reason to believe that many of the tests of identity
could be miniaturized and adapted to GMD technology. In particular, it is expected
that fluorescently-labeled DNA-probes? and monoclonal antibodies will be crucial to
the application of GMD methods to mixed-species clinical specimens, by providing an
4dentity’ signal which can be simultaneously measured with the growth signal
derived from the GMD growth assay.

My personal view, shared by some$8, is that from an economic and legal perspective,
as well as from the perspective of the patient’s welfare, obtaining susceptibility in-
formation should have the highest priority. Identity information is important; e.g. it
is critical to know what pathogens are showing up in the hospital and community,

but a few days’ delay in obtaining that information is tolerable.

Section 1.3: Susceptibility Testing: Overview

In this section, I will review the goals and current methods of antimicrobial suscepti-
bility testing. My purpose is to define the problem and the desired results, so that
we can assess whether GMD-based methods are suitable to the task. I will also list
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some of the well-recognized shortcomings of current methods, with the expectation of
asking whether the GMD method is able to provide superior performance.

In the most common clinical scenario, the result of susceptibility testing is essential-
ly binary. The question to be answered is: does a candidate drug inhibit growth of a
particular organism at the concentrations which are typically achieved in the pa-
tient, given a standard drug dose schedule, e.g. as specified by the manufacturer. A
variant of this question admits the possibility of using maximum safe dosages, or in-
cludes pertinent factors such as the high drug levels found in urine due to the con-
centrating effect of the kidneys. These questions are addressed by methods which
deliver categorical results ie. which place the organism in one of a small number of

categories:
e susceptible: the organism is inhibited by typical drug levels.

e moderately susceptible: the organism is susceptible, but requires the

maximum safe dosage.

* conditionally susceptible: the organism is susceptible, but only if the in-
fection is located in a place where the drug is concentrated, e.g. the uri-
nary bladder.

o resistant: the organism is not inhibited by any drug level that is safe and
attainable.

The primary example of this approach is the disk diffusion test (v.i). Newer
methods, which at some point do derive more quantitative results, incorporate some
mechanism, typically a computer program, for translating the result into a category.
In a sense, an absolute MIC is less useful on a routine basis, because it requires, at
minimum, knowing and remembering the typical and attainable serum drug levels

for each of the antibiotics.
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1.3.1: Susceptihbility Testing: Current Methods

In this section, I will review the three general, currently used methods for suscepti-
bility testing. In summary form, they are:

o disk diffusion: the organism is cultured on nutrient agar, onto which
disks, impregnated with a standard amount of a candidate drug, are
placed. The drug diffuses out of the disk creating a local drug concentra-
tion gradient in the agar.

e broth dilution: the organism is cultured in aliquots of nutrient broth, into

which various amounts of a candidate drug have been mixed.

e agar dilution: the organism is cultured on the surface of agar plates, into

which nutrient broth and various amounts of a candidate drug have been

mixed.
The dilution methods are gold-standards by which MICs can be quantitatively deter-
mined. Agar dilution is reported to give somewhat better reproducibility than broth
dilution?. The disk diffusion method delivers categorical or limited quantitative
results, which are sufficient for the majority of clinical management decisions. As
will be evident, the disc diffusion test is much less labor-intensive, and thus cheaper
than the dilution methods; thus it has reigned in the clinical laboratory, at least un-
til recently. Broth methods have enjoyed a recent resurgence in popularity, incar-
nated in the form of microdilution methods. These methods are very amenable to
automation, thus holding the potential for the best of both worlds: quantitative
results cheaply and easily.

1.3.2: Standard Protocols

In this section, I will summarize the standard antimicrobial susceptibility testing
protocols currently approved for clinical use. The standard protocols were developed
and published by the National Committee for Clinical Laboratory Standards
(NCCLS), in an attempt to standardize clinical testing methods. Among other
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benefits, having standard methods makes it reasonable to correlate susceptibility
results to clinical findings, to compare methods to each other, and to modify stan-
dards as deemed appropriate by the community. My purpose here is not to present
the technical details, but to introduce the methods, as a background for discussing
their strengths and shortcomings, and for comparison of GMD-based protocols and
results.

Broth Macarodilution
¢ a series of test tubes is prepared, each containing a 1 ml mixture of nu-
trient broth and the candidate drug. By the method of serial dilutions or
equivalent, the tubes are prepared so that the drug concentrations de-

crease by factors of two, from the highest desired concentration, ie. the

highest concentration achievable or reasonable in the patient.

e To each of the sample tubes, a 1 ml inoculum containing ~1-10 x10°%
CFUs is added, (final density: ~0.5-5 x10° CFUs/ml), and incubated.

e After incubation, the tubes are scored for visible growth. The MIC is
defined as the minimum drug concentration which inhibits visible growth,
Le. turbidity, in the tube, with a "very faint haziness or a small button of

possible growth generally disregarded"19,

Broth Microdilution
* A series of drug dilutions is prepared as above, except that the final
volume of broth, drug and inoculum adds up to 0.1 ml. Typically, this is
done in a 96-well microtiter tray, taking advantage of their relative

cheapness, and the availability of small-volume handling devices

developed for serology.

e Each‘ well is inoculated with ~50,000 CFUs, (final concentration of 5 x10°
CFUs/ml), and incubated.

e the MIC is defined as the minimum concentration which inhibits visible

Page 21



Section 1.3 ' Susceptibility Testing: Overview

growth in the wells, where the criterion for growth is "a definite turbidity, a sin-
gle sedimented button 2 mm or larger, or more than one button"10. For some

drugs, this cutoff is not very sharply defined.

One factor that contributes greatly to the popularify of this method is the commer-
cial availability of prepared trays, containing either frozen broth/drug mixtures, or
lyophilized mixtures that require only rehydration. Clearly, this reduces one source
of technical error in performing the test. The latest advance in automation has been
devices which opto-electronically ‘read’ the trays after incubation.

Agar Dilution
e A series of agar plates is prepared, each with various amounts of the can-
didate drug, usually in the form of two-fold serial dilutions.

o Each plate receives replicate inocula of 1 to 2 pl, on order of 10,000 CFU
each, and each to a spot 5 to 8 mm in diameter.

e the MIC is defined as the minimum concentration which inhibits visible
growth in the spots, with a "very fine, barely visible haze, or single colony
disregarded"®.

Disc Diffusion Test
o A standard inoculum is prepared, having a final density of about 10°
CFU/ml. The inoculum is spread, using a Q-tip, over the entire surface of

a nutrient agar plate.

o Within 15 minutes, antibiotic disks are applied to the agar plate. These
disks, which are ~7 mm in diameter, are impregnated with a standard
amount of a candidate drug; this amount is chosen to reflect the attain-
able serum levels, given clinically useful dosages. When the disks contact
the agar, the drug is rehydrated, and diffuses into the agar in a well-

characterized fashion.
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o After incubation, the plate will be covered with confluent growth of the organ-
ism, except in circular zones adjacent to discs containing drug to which the or-
ganism is susceptible. These zones of inhibition are measured, to the nearest
millimeter with calipers, templates, etc..

o The zone diameters are translated into susceptibility categories, by referring to a
standard table; the categories are susceptible (S), resistant (R), moderately sus-
ceptible (MS), and either conditionally susceptible (CS) or intermediate (I). |

The standardized disc diffusion result tables are derived by correlating, over hun-
dreds of strains, zone diameters with broth-dilution MICs. The categorical limits are
then derived from achievable serum drug levels, or urine drug levels for drugs which
are used exclusively for urinary tract infections. Typical zone diameters for ‘suscepti-
ble’ results are 12-30 mm; in many cases,‘ the difference between the ‘resistant’ and
‘susceptible’ categories is a mere 1 mm, suggesting a number of technical errors
which can subvert the method.

Essentially, the disc diffusion test is a race, between the characteristic diffusion
times for the drugs through the agar, vs. the growth rate of the organism. Thus, the

method has a number of predictable limitations:

It is only applicable to organisms which have fairly consistent, predict-
able growth rates.

e It is only applicable to organisms for which the methods and results have
been carefully standardized.

* Generally speaking, typical drug diffusion rates are such that only rapid-
ly growing organisms, e.g. S. aureus and Enterobactericeae, are suitable
for the test. The recent demand for disc diffusion tests for fungal infec-
tions has resulted in attempted modifications for those organisms, which

are universally slow-growing with respect to bacteria.

* Drugs which diffuse poorly in the agar, e.g. the polymyxins, give unreli-
able results.
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Incubation Time

In each of the above protocols, for bacterial conditions, incubation is done at 35 °C,
for 16-20 hours. It is noted that, in emergent conditions, some tests can deliver
preliminary results is shorter times, on order of 3-4 hours. However, one study
found general disagreement between early results and overnight results, for microdi-
lution methods!l. In some cases, the difference was as much as a four-fold increase
in the MIC, after 18 hours of incubation vs. 3 hours. However, there was much
better agreement when a higher inoculum density was used for the 3 hour test, ie.
107 CFUs/ml, vs. the standard 105 CFUs/ml for the overnight test.

Inoculation Density

In each of these protocols, a standard inoculum is prepared. This involves visual
—comparison to a turbidity standard, the McFarland 0.5 standard, which is a precise-
ly prepared barium-sulphate precipitatel2. A bacterial suspension which matches
the 0.5 McFarland is approximately 5-50 x107 CFUs/ml, depending on the species®.
It is rather surprising that a step with order-of-magnitude precision, at best, is ac-
ceptable in these standard protocols, especially since all of them are reported to be

sensitive to variations in the inoculation density.

Preculture

Is it also noted that all of the standard methods require a pre-culture step. Primari-
ly, this' is in order to isolate pure strains from polymicrobial specimens. Even
without this requirement, it is commonly the case that there are not enough organ-
isms in the specimen to perform the test. For example, in the broth microdilution
method, typically 60 wells would be inoculated, each with about 50,000 CFUs, for a
total of 3 x10% CFUs. This would be easy to get from a clinically infected urine
specimen, which has ~10° CFU/m], but impossible for infected blood or cerebral-
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spinal fluid, which may have only 1 organism/ml. For rapid methods such as the Vi-
tek (v.i.), even more CFUs are needed, as heavier inoculation has been seen to im-
prove the correlation of rapid method results with those of overnight methods.

The combined requirement of isolation plus sufficient numbers is at the heart of the
time barrier: in order to go from a single CFU to a colony of 3 x108 CFUs requires
22 cell divisions. In order to obtain a 1 ml, % McFarland standard inoculum would
required 26 to 29 divisions. Under the optimum conditions, the most rapidly grow-
ing organisms require 0.3 hours per division. Growing on agar, for which the delivery
of nutrients is limited both by the medium and by colony geometry!3, certainly 0.5
hour is more realistic, if not optimistic. Thus, at a minimum, we are up to a re-
quired 11 to 15 hours, just to get a sufficiently large inoculum, for the fastest grow-
ing organisms. For the large number of pathogens which are not as fast growers,
(e.g. yeast, for which an optimal doubling time is about 1.5 hours), the pre-culture
time is correspondingly longer; ie. 22 to 29 divisions will require 33 to 44 hours for
yeast, even under optimal growth conditions.

It is evident from these simple calculations where the bottleneck in the testing pro-
cess is. It is clear that any modification to the standard protocols which decreased
the number of CFUs needed would speed up the testing accordingly; one
modification would be to simply reduce the number of drugs and dosages initially

tested, i.e. to verify or disprove the clinicians initial choice.

The gel microdroplet method, introduced later in this chapter, has as its primary
strength the potential to break this bottleneck, by performing the strain isolation in
a matter of minutes. In cases where are the specimen has a large number of organ-
isms in it, e:g. urine, the need for pre-culture will be essentially eliminated. In other
cases, where a small number of organisms are available, the pre-culture time is ex-
pected to be greatly shortened.
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1.3.3: Susceptibility Testing for Antifungal Agents

Anti-fungal susceptibility testing has only become commonplace in recent years, due
primarily to two factors:

e The incidence of systemic fungal infections has been historically low. The
recent advent of chemotherapies which suppress the patient’s immune
response, either intentionally or as a side effect, has been cited as contri-
buting to an increasing rate of fungal infections. Fungal infection is also
common in persons with with Acquired Inmune Deficiency Syndrome, in
some cases with organisms which are almost never pathogenic, e.g.

brewer’s yeastl4.

e Until the late 1970’s, there were few antifungal agents approved for clini-
cal use. Moreover, until the early 1980’s, resistance to the most frequent-
ly used drug, Amphotericin-B, was not common enough to be clinically

significant!3,

As a result of the relatively new demand for anti-fungal testing, the demand for
standard methods of testing has been even more recent, and as yet unsatisfied.
Nevertheless, the methods published by the American Society for Microbiologyl6 will
serve as the de facto standard for the purposes of this thesis.

In general, the same methods used for testing anti-bacterial agents are available for
testing anti-fungals: i.e. broth dilution, agar dilution, and disk diffusion. However,
these methods are complicated by such factors as instability and relative lack of
solubility of some of the drugs, as well as the sensitivity of the methods to inoculum
density, initial state and growth rate of the cells, etc. In this thesis, for which the
model organism is a yeast, I have chosen to use a broth macro-dilution assay to

derive a reference MIC. The detailed protocol appears in Chapter 4.
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1.3.4: Automated Methods for Susceptihility Testing

Conceptually, a susceptibility test can be divided into three steps, as indicated in the
protocols above. Automation has impacted testing at all three steps:

e setting up the test, e.g. dispensing drugs, standardizing inocula, etc.

e assessing growth after incubation, e.g. reading turbidity, inhibition zone

diameters.

* interpreting the results. ie. correlating growth assessments with MICs,
serum levels, and other information amenable to a computerized data

base.

Until recently, automation did not significantly speed up testing. Certainly, less
time was required for setting up the tests, thus increasing laboratory throughput,
but obtaining results was still limited by the biology, in particular the need for a
pre-culture isolation step. However, the automated methods do eliminate many
sources of technical error, such as volume handling,- thus they require much less la-
bor and technical skill. Moreover, by reducing the level of inter-laboratory and
intra-laboratory variability due to technical error, quality assurance programs can be

streamlined and thus be made cheaper.

From the perspective of this thesis, I will focus on (for lack of a better term), highly
automated methods, those for which the technician is responsible primarily for
delivering a volume of standardized inoculum (e.g. at % McFarland turbidity) of the
organism to the device, and the device does the rest. This includes delivering a
standard amount of the inoculum to each of several testing chambers, delivering a
standard amount of drug to each chamber, and assessing growth in each well before
and after (maybe during) incubation. The most highly automated methods then pro-

cess these results using a computerized data base, and generate a report.
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I will not attempt an exhaustive list of automated methods proposed or commercial-
ly available; such lists are readily available!7?, though rapidly changing. I do wish to

make these points, however:

e by definition, all methods of susceptibility testing, automated or not, are
based around a growth assay; at the risk of stating the obvious, one has
to be able to detect growth of a drug-free control, in order to detect inhi-
bition in the presence of drug.

e As of 1985, all automated methods for susceptibility testing that have
been fully clinically evaluated, and approved by the Food and Drug Ad-
ministration (FDA), used optical density, or related photometric methods,
to assess growthl?. This has the advantages of being intuitive, closely re-
lated to the standard methods of detecting growth (e.g. broth macro-
dilution), and feasible with cheap and reliable devices such as light-
emitting diodes (LEDs) and photo-transistors.

e From a technical perspective, the commercially available devices seem to
differ mostly in (i) the measurement method (e.g. LED vs. halogen bulb),
(ii) the number of measurements made (e.g. before-after vs. multiple
measurements) and (iii) the interpretation of those measurements, as em-

bodied in the computer algorithms which map a measurement set into an
MIC result.

e All of the automated methods require a pre-culture step, and formation of
a standard inoculum. Isolation is required since many (if not most) clini-
cal specimens are poly-microbial. A standard inoculum is strongly
desired, since it ties the method to a standard method; i.e. it is likely
that there is a direct relationship between the ease of acceptance and ap-
proval of a new, automated method, and its degree of similarity to exist-
ing, standard methods.

Page 28



Section 1.3 Susceptibility Testing: Overview

The Vitek System

The state-of-the-art in automated testing is represented by the Vitek device
(McDonald-Douglas / Vitek Systems, Hazelwood, MO). Again, without going into
great detail, I will describe some basic features, since I will refer to the device occa-
sionally throughout the thesis.

The Vitek is based around a ‘card’ (about the size of a credit card), containing 30
wells of 50 ul capacity each. Each well contains a lyophilized nutrient-drug mixture.
The technician is responsible for performing the pre-culture step, isolating several
colonies, and preparing a standard, ¥ McFarland inoculum. Then the device takes

over:

e The inoculum is automatically distributed to each of the wells of the card

by a vacuum device.

* The card is put into a carousel, with other inoculated cards, which is put
into the incubator/reader module. At pre-determined times, (or at ran-
dom times, on demand by the operator), the card is moved from the
carousel into the reader, as in a jukebox, and each well is read by a LED

/ photo-transistor pair.

* The optical density measurements are stored, analyzed, displayed and re-

ported by a dedicated computer.

o Cards can be processed individually or in batches, and can be read at
rates up to 120 per minute. After the test, the card can be sterilized and
disposed.

Aside from practically eliminating the need for a technician, the Vitek is one of the
few automated methods marketed as a rapid method. Some typical speeds for
identification (ID) and susceptibility (MIC) tests are:
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Test Test Time Test Resolution
(hours)
Gram negative ID 4-18 ~70 species
Gram negative MIC 4-10 11 drugs
Gram positive ID 4-15 > 30 species
Gram positive MIC 6-10 11 drugs
Urinary pathogen ID 13 9 species
Urinary pathogen MIC 4-10 11 drugs
Yeast ID 24 ~25 species
Anaerobe ID 4 > 75 species
Neisseria / Haemophilus ID 4 > 25 species

Some of these numbers are very impressive; indeed, for some tests, the results could
be available at the time of initial choice, if the initial pre-culture step could be avoid-
ed. However, as impressive as the technology is, it does not address that fundamen-
tal, rate-limiting step; if the test times listed above were divide by 10 or 100, the
test would still be an overnight test, due to this limitation. Conversely, by directly
addressing that step, the GMD method may form the basis of a breakthrough in
testing.

1.3.5: Future Methods for Susceptibility Testing

The classical paradigm of predicting susceptibility by an organism’s identity is foiled,
for the most part, only by the existence of resistance. The specific resistance
mechanism is coded, of course, by specific genes. This forms the basis of a proposed
means of susceptibility testing: identify the organism, and confirm or disprove the

presence of resistance-genes, and choose an antibiotic accordingly.
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Within the past decade, the use of a gene-probe to detect genes which confer (one
type of) resistance was demonstrated for the first timel8. The strategy, to hybridize
resistance-conferring genes with radio-actively labeled complementary DNA frag-
ments, has the potential to revolutionize clinical testing, among other applications.
There has been a consummate flurry of activity in the area; e.g. in 1988, 28 papers
describing the development of probes or probe methods appeared in the Journal of
Clinical Microbiology'®. The recent development of a method for routinely synthesiz-
ing DNA fragments with covalently attached fluorescent dyes, such as fluorescein’,
enlarges the possibilities further, e.g. using flow cytometry instead of autoradiogra-
phy to read the test results.

A recent review of progress to date in the development of resistance gene-probes8
demonstrated both impressive results and optimism for the future, appropriate for a
representative of the commercial sector. Most types of resistance appear to be ac-
quired, ie. imported into a cell from another cell, typically via a plasmid; thus most
of the probe development has been directed toward these plasmids. However, in a
review of the same technology from the perspective of a Microbiology Laboratory
Chief, several potential problems are noted!. Many of the points raised are aimed
more at factors affecting applicability of the technology for routine testing in clinical
microbiology laboratories (discussed in Chapter 5), and seem likely to be addressed
in the near future. As in the classical testing methods, the key to acceptance will be

automation, which is reportedly on the horizon8.

Aside from these issues, it seems likely that a large barrier to applicability will be
the need to develop and maintain massive libraries of probes. As of 1988, at least
20 distinct, plasmid-mediated B-lactamases had been identified8; B-lactamases, en-
zymes which cleave the B-lactam ring common to all penicillins, are the basis of the
most clinically significant types of penicillin-resistance. To date, at least 12 distinct
plasmid-encoded enzymes conferring resistance to aminoglycoside antibiotics have
been found, and at least 10 for tetracycline resistance. There is at least an ack-

nowledgement that more generic probes for detecting broader classes of eg.
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B-lactamases would help clinical applicability. Lastly, there is some expectation that
evolution will provide new genes for resistance, as well as more complex resistance
schemes which may involve multiple genes, thus requiring equal expansions in the

library as well as more complex testing schemes.

Other potential or demonstrated problems include:

e There are documented cases where cells carry the genes for resistance to
a particular drug, but are nevertheless susceptible to the drug. The key
of course, is that the genes must be expressed in order to confer resis-
tance, making plain the difference between genotypic and phenotypic
resistance. For example, intrinsic (i.e. non-plasmid) genes for
B-lactamases are present in the DNA of a variety of pathogens, but seem
to require a mutational event in their regulatory mechanism to actually

express the gene®.

e There are unresolved issues with regard to specificity and sensitivity.
For example, according to product literature, a commercially available
probe for N. gonorrhoeae will non-specifically react with at least 11
species of bacteria, thus requiring preliminary culture and testing to el-
iminate the possibility of a false positive result. Likewise, some probes
can be expected to react positively with mammalian cells commonly found
in specimens, as well as normal, non-pathogenic flora, which are known
to frequently carry, and sometime transmit resistance-conferring
plasmids. On the other hand, recent use of a probe to detect
penicillinase-producing N. gonorrhoeae directly in urethral exudates of
males was reported to be 91% sensitive and 96% specific compared to a
standard method performed on isolated colonies?%; some optimism is

clearly justified.

For the sake of comparison, as of 1988, gene probe methods were sensitive enough to

detect ~1-10 x10* microorganisms, or target DNA sequences, setting the required
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inoculum size somewhat lower than for standard methods. In addition, certain
amplification strategies, such as targeting ribosomal RNA, or using the polymerase
chain reaction (PCR), may make it possible to use very low inoculum numbers, possi-
bly down to a single cell. If this technology is successfully developed, it could have
an enormous impact on testing direct clinical specimens, such as cerebral spinal

fluid or blood, where 1 microorganism per ml is considered serious.

1.3.6: Summary

Manual MIC determinations by broth or agar macrodilution are really too expensive
to consider doing on a routine basis. As is evidenced by the descriptions above, the
methods are labor intensive, require moderate levels of technical ability, and are
tedious to perform. In addition, since small variances from standard protocols can
result in significantly different results, constant Quality Assurance is required; until
recently, daily QA procedures were required, contributing to the costs.

The development, by Kirby and Bauer in 196621, of the disc diffusion method per-
mitted more routine testing. As described above, the test can be set up quickly, re-
quires less technical skill, and removes some of the possibilities for technical errors.
On the other hand, other sources of error are introduced; for example, one study
showed standard disk drug levels to vary between 67% and 120% of their nominal
values (S.Brecher, personal communication). The test is also amenable to automa-
tion, e.g. with devices that dispense a desired set of test disks onto agar plates, in
an optimum configuration, e.g. Dispense-O-Disc (Difco) or the Sensi-Disc System
(BBL), and with opto-electronic methods for determining zone diameters. The discs
are also cheap, about 10 cents each. However, the method has its limitations, in-
cluding applicability only to a subset of potential pathogens, namely those for which
standardization is both possible and has been done. As discussed above, disc
diffusion test delivers only categorical, or limited quantitative susceptibility results,
but this is acceptable, and possibly desired, since it answers the clinician’s bottom-

line questions about a drug’s effectiveness in a given case.
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Manual broth microdilution methods have all of the disadvantages of macrodilution
methods. However, the combination of semi-automated volume-handling devices,
and ready-to-use trays with pre-dispensed nutrients and drugs has made the
method very popular. In a 1983 survey of about 1,00 laboratories by the College of
American Pathologists, 40% of reporting laboratories used one of the three dilution
methods discussed, (although not to the exclusion of the disk test), and of those,
about 80% used commercially prepared traysl®. Many products, such as those from
American MicroScan combine miniaturized antimicrobial susceptibility and
identification tests in the same tray. In combination with an opto-electronic reader,
and a computer which reads and interprets the tray after incubation, the number of
highly skilled and expensive lab technicians needed is greatly diminished.

The recent development of gene-probes will likely have a significant impact on clini-
cal testing, especially on direct testing of clinical samples, and detection of genes
which confer resistance. It is expected that some if not all of these probes could be
adapted to use in GMDs, e.g. to signal a cell's identity from a mixed-species speci-

men, or to signal the unexpressed potential for resistance in a cell species.

As discussed above, all of the current and proposed methods, with the possible ex-
ception of gene-probe technology, require a pre-culture step, which is severely rate-
limiting. Technically, a GMD-based method has the potential to obviate the pre-
culture step. In order to begin an assessment of the method it is now appropriate to

introduce it and describe it.

Section 1.4: GMD-based Growth Assay

In this section, I will describe, on a functional level, the GMD-based growth assay
which forms the basis of this thesis work. Before proceeding, it is appropriate to
define the term "growth", as it is used here; this in turn depends on two other terms

which will be used widely: "biomaterial” and "biomass".
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1.4.1: Growth, and the Measurement Thereof

When a CFU is cultured on a agar plate under suitable conditions, one observes the
formation of a colony, which "grows", i.e. increases in size, until nutrient exhaus-
tion, toxin accumulation, or some other event causes growth to stop. The increase in
colony size reflects the fact that at least some cells in the colony are accumulating
intra-cellular material, by taking in nutrients and manufacturing sub-cellular com-
ponents. I use the term biomaterial to refer to this broad class of compounds used,
accumulated, or manufactured by cells: proteins, nucleic acids, fatty acids, carbohy-
drates, phospholipids, glycoproteins, proteoglycans, etc., which in turn make up the
cell membrane, cytoskeleton, ribosomes, chromosomes, enyzmatic pathways, and oth-
er sub-cellular components. I will refer to the sum of these biomaterials, either
within a cell, or in a colony, as the biomass of the cell or colony; ‘dry weight’ would
be an equivalent term. Finally, by growth I mean an increase in total biomass over
some period of time, ie. an incubation period, again either within a cell or in a colo-
ny. —

It is important to note the distinction I am making between growth and division.
Colonies increase in size because they are accumulating biological molecules, not be-
cause they are dividing. The division is a consequence of the fact that some of the
molecules manufactured by the cells serve to partition a large mother cell into two
smaller daughter cells. To be sure, division is important for growth; when cells are
cultured in suspension, division maintains a favorable surface-area to volume ratio
for feeding and excretion, giving rise to maximum growth rates. Division is also im-
portant to disease, as it gives rise to disease spreading, either within or between
hosts. Indeed, most antibiotic therapies aim not to kill the infecting cells, but to in-
hibit cell division, but the mechanism of drug action almost invariably is to disrupt
the cellular mechanisms of growth as defined here, such as disrupting protein syn-

thesis.
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From these definitions, one would infer that to measure growth, in GMDs or other-
wise, one needs to measure cellular or colony biomass, and its change with time.
However, such an undertaking is not practical in general, and certainly not so for
GMD-based methods. Instead, we choose a readily measurable, reliable (hopefully)
indicator of biomass. For a macroscopic method, the indicator might be as simple as
the dimensions of the colony, although colonies typically have irregular shapes. For
the GMD-based growth assay our approach is to measure the amount of an indicator
biomaterial present in a microcolony; specifically, to date we have used two such
biomaterials: proteins and nucleic acids. These have the desirable property of
sufficient generality such that a consistent increase of either leads to the plausible
conclusion of growth. The details of measuring the indicator biomaterials, which for
this- work are done by flow cytometry, will be taken up later in this chapter.

It is important to recognize that, by the definitions above, growth generally occurs
before division, so that the GMD method is fundamentally able to measure growth
in less than the average division time of the cell. It should also be pointed out that
by using a more specific indicator, e.g. measuring the amount of a particular cell-
surface marker, the growth assay can be transformed into a cell-state, identity, or
functionality assay. Further extensions, such as combined growth and functionality
assays, should be straightforward, but are beyond the scope of this thesis.

1.4.2: GMD-based Growth Assay: Expected Results

The central idea of the GMD-based growth assay is:

e GMDs are used to isolate and contain individual cells or colony-forming

units from a cell suspension

e GMDs contain the progeny of the initial cells within the GMD, producing

a microcolony
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e The total amount of an indicator biomaterial in each microcolony is measured
before and after an incubation period, and growth is inferred from the

difference.

For this discussion, the details of GMDs are not important; for now I will use the
term as a place holder for a method which can be used to "isolate and contain" cells
as described, and which support cell viability and growth, especially by allowing free
exchange of nutrients and waste products with a suspension medium. Initially, I
will also put aside the question of how the colony-forming units get inside the
GMDs.

An idealized GMD-based growth assay is shown schematically in Figure 1.1. This
figure illustrates the basic idea of the method, and indicates the form in which ex-
perimental data will be processed and presented in later chapters. Indeed, this
figure serves as an "expected result”, against which real data will be compared.

The left column of Figure 1.1 is a series of drawings, depicting "microscopic” views of
a GMD preparation, taken at intervals equal to one average cell division time. As
indicated by the labels to the left, time increases in the downward direction. In these
drawings, the larger, gray circles represent GMDs and the smaller, light circles
represent individual cells. One GMD is seen to contain a two-cell colony-forming
unit; the remaining GMDs contain either 0 or 1 cell. As time passes (reading verti-
cally down the column) these cells are seen to divide repeatedly to form micro-

colonies of two or more cells. A non-growing CFU is seen to remain unchanged in its
GMD.

Biomass Distributions: Log Histograms

The remaining panels in Figure 1.1 are histograms depicting the expected statistical
distribution of biomass for the GMD "samples" depicted in the drawings. In prac-
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tice, these histograms would be derived by measuring the indicator biomaterial in

several thousand GMDs, of which the ones shown in the drawings are representa-

1248 1248

tive.

After one
division
time

1248 1248

After two
division
times

Number of Events

1248 - 1248
log{ Microcolony Biomass }
(axis tic labels = cell equivalents)

Figure 1.1: Schematic view of GMD-based growth assay

The biomass distributions, as well as the data presented in later chapters, are in the
form of log histograms, which are derived by:
e collecting a set of biomaterial measurements. Each such measurement

represents the amount of indicator biomaterial contained in one GMD,

ie. the total amount of indicator biomaterial in all of the cells contained

therein.

Page 38



Section 1.4 GMD-based Growth Assay

e computing the logarithm of each measured biomass value

* computing and plotting the frequency-of-occurrence of these log results, either as
raw number of events per value range ( bin), or normalized by the total number

of GMDs in the sample to give relative frequency.

Log histograms are used strictly for the convenience of human observers; for data
analysis, raw biométerial measurements are just as useful. However, for this appli-
cation, log histograms give rise to more meaningful visual comparisons. Under a
commonly used model for macroscopic colony growth under ideal culture conditions,
colony biomass increases exponentially with time!3. As a mathematical conse-
quence, the statistical distribution of colony biomass, when plotted in the form of a

log histogram, remains unchanged as time passes, except for a characteristic shift to

the right, at a rate related to the colony growth rate. For each doubling in colony
biomass, the distribution shifts by the same amount, log(2); by normalizing the log

axis by the mean single-cell biomass, the axis can be labeled with "cell equivalents”.

The histograms shown here were generated by a simple mathematical model. In
particular, the model assumes a Gaussian distribution for the amount of indicator
biomaterial in one cell, when plotted as a log histogram; this assumption is based on
empirical observations of biomaterial measurements; almost any unimodal, approxi-
mately symmetric distribution would be appropriate here. Each of the log histo-
grams consists of the sum of three such distributions, corresponding to the three

sub-populations present in the GMD sample depicted in the drawings:
¢ single-cell viable CFUs, and their progeny
¢ two-cell viable CFUs, and their progeny
e non-viable CFUs

Within each column, the assumed sub-population distributions have identical vari-
ances, but differing means. Within each row, the sub-population distributions have
identical means, but different variances. The significance of these parameter choices

will be discussed momentarily.
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The center column depicts the expected statistical distributions of measurements
when DNA is used as the indicator biomaterial. The expected variance in these
results would be primarily measurement variability, e.g. due to staining and instru-
mentation noise, rather than variability in the indicator itself. The variance is small
enough that we can easily distinguish the sub-populations in the histogram, making
it easy to see what happens upon incubation. Among the possible indicators, only
DNA would be expected to have such a low variability?2. It should be pointed out
that the use of DNA as an indicator would give rise to a different kind of growth as-
say, namely one which was sensitive to cell division, rather than growth, as defined
above. For the purposes of antibiotic susceptibility testing, this would usually be ac-
ceptable, though from a technical viewpoint, measuring bacterial DNA requires a
good (read expensive) flow cytometer.

e The top panel depicts the expected log histogram obtained from the GMD
sample at time "t=0". The distribution is bimodal, reflecting the "micros-
copic" drawing; the larger peak corresponds to the GMDs which contain
one-cell CFUs (5/6 of the occupied GMDS), and the smaller peak
corresponds to the GMDs which contain two-cell CFUs (1/6).

e The middle panel depicts the histogram that would be expected after in-
cubating the GMD sample for one average division time. Here, both cells
in the initial two-cell CFU have divided, thus forming a four-cell micro-
colony; the corresponding peak in the histogram has shifted to the right,
but is otherwise unchanged, as discussed above. The initial 1-cell CFUs
have not all performed the same; under the "microscope”, we see that
four of them divided to form 2-cell microcolonies, while the remaining one
did not divide. Accordingly, the large peak in the t=0 histogram has split
into two smaller peaks. One, representing the 1-cell CFUs which have
divided, has shifted to the position initially occupied by the 2-cell CFU;
the other, representing the non-dividing CFUs, has remained in its initial

position.
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o The bottom panel depicts the histogram expected after incubating the GMD
sample for another average cell division time. Here, all of the growing cells have
divided once more, and the corresponding peaks have shifted to the right by
another log(2), with no change in variance. The peak representing the non-
growing cells still remains in its initial position.

The right column of Figure 1.1 depicts the expected statistical distributions of meas-
urements when a more general indicator biomaterial, such as protein or nucleic
acids are measured. The expected variance in these results is dominated by the
cell-to-cell variability in the indicator itself; these particular indicators are intimately
involved with, and thus depend strongly on the state of the cell, which has consider-
ably more variability than the amount of DNA. Of course, measurement variability,
especially due to staining, can still be significant. From a modeling perspective, the
histograms shown in the right column are identical to those in the center column,
except the variance parameter used to generate the sub-populations is larger. The
expected variance is no longer small enough that one can easily distinguish the sub-
populations in the histograms, although the changes due to microcolony growth are

readily apparent, and good measures of growth.

e The top panel depicts the expected log histogram obtained from the same
GMD sample at time "t=0". In contrast to its "DNA-only" counterpart,
shown in the center column, the t=0 distribution is not bimodal but only

skewed, reflecting the respective fractions of one-cell and two-cell CFUs.

e The center and bottom panels depict the expected histograms after incu-
bating for one and two average cell division times, respectively. As be-
fore, the sub-populations of the overall distribution which derive from the
growing cells exhibit a characteristic shift to the right. Where there is
overlap with the sub-population due to non-growing cells, the shape of
the overall distribution changes as time progresses; once the "growing"

sub-population has shifted enough that there is no such overlap, the
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shape of the distribution remains constant; indeed, it is the same as the t=0 dis-

tribution, in accordance with the previous discussion of log histograms.

Using distribution-fitting techniques, one could attempt to disentangle the three
sub-populations, or at least enumerate growing vs non-growing CFUs. However, as
suggested by Figure 1.1, simpler statistical measures, such as the mode of the distri-
bution, can be used to quantify microcolony growth, and this will be the approach
taken in later chapters.

Log Histograms and Exponential Growth

In this section, I will fill in some of the mathematical details of the previous discus-
sion. For a GMD occupied by one or more viable cells, the change in biomass upon
incubation is ideally multiplicative, due to the exponential growth characteristic of
microorganisms. In particular, if M0 is the biomass of the initial CFU, and M(t) is

the colony biomass at some later time, t, then under ideal growth conditions,

M) = M0 et (1.1)
In(M(t)} =In{My} +pt (1.2)

where p is the specific growth rate, and is assumed constant over the incubation
time!3. Thus, over a sample of microcolonies, the statistical distribution of M(t),
should be identical to the distribution of Mo, only shifted by the "characteristic shift"
term, pt; this term is always positive, so the shift is always rightward. As noted
above, if we incubate for one cell division time, pt=In{2}, and the distribution shifts
by In(2)=0.69, but is otherwise unchanged. Conversely, when displayed as a linear
histogram, the distribution of M(t) gets wider and wider as time passes. By consid-
ering the exp{ut} term as a multiplicative scaler, and applying the the scaling rule

for random variables, it follows that the standard deviation of M(t) likewise in-
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creases exponentially. The incremental computational cost of computing log histo-
grams is well worth the improved ability to visually interpret the results.

It is important to note, however, that the "shifting" behavior of equation 2.2 as-
sumes that pu is constant. In reality, one expects that p itself will be randomly dis-
tributed in a population, ie. that cells don’t all grow at the same rate. In this case,
equation 1.2 still holds, but the sum of two random variables implies a convolution
of their distributions23; this assumes that M0 and , ie. a cell’s initial biomass and
its growth rate, are statistically independent, which is not necessarily true. The
result of convolution with the distribution of u would be a combined rightward shift
and spreading (i.e. increasing variance) of the distribution of M as time progresses.
Under the assumption of statistical independence, we can make use of the simple re-

lationship between the means of the pre- and post-incubation distributions, in terms

of 11, the population mean growth rate:
Mean (In(M)} = Mean{ln(Mo)} +Ht (1.3)
Life Cyde of Cell Suspensions

Further confounding the simple assumptions behind Equation 1.1 is that for each
cell in a sample, the specific growth rate, u is in fact time-varying. With some
simplification, upon being mixed into fresh nutrient medium, a cell inoculum will un-

dergo three phases of growth:

» lag phase: Cells respond to an abundance of nutrients by turning on the
mechanisms of uptake and synthesis; this would involve turning on cer-
tain genes, production of ribosomes, etc. The rate of biomass production
and accumulation increases, eventually followed by the onset of cell divi-

sion.

* exponential phase: Biomass production hits its maximum rate, limited by

the rate of nutrient delivery, and ultimately, the turnover rates of enzy-
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matic pathways, ribosomes, etc. As biomass increases, the capacity to produce
more biomass increases; ideally, this-is expressed by the differential equation:
dM(t) = p M(t), which is integrated to give the exponential equation, 1.1

e station hase: As growth increases, eventually the gradual exhaustion of nu-
trients and accumulation of toxic waste products causes the growth rate to fall.
In the long term, the growth rate will go to zero, as the biomass production
mechanisms are dismantled. Total biomass may actually fall, as cells break
down biomass to extract energy. Finally, cells will begin to die, (or in some
cases, sporulate), as their environment becomes too hostile to maintain normal
cell viability.

This life cycle can be incorporated into the previous treatment by treating the
specific growth rate as being time-varying, u(t); we will assume that the differential
equation dM(t) = u(t) M(t) is still valid, at least for lag and exponential phases. In-
tegration yields a modified equation 1.2:

log(M(t)} = log(M,} + [; w(o)dex (1.4)

A common simplification is to treat u(t) as piecewise-constant; in particular, that u(t)
is zero during the lag phase, and then constant over the exponential phase, then re-

turns to zero for stationary phase. This leads to the result:

log(M(t)} = log{Mo} t<st
log(M(t)} = log{Mo} + U (t-1) t>1 (1.5)

where 1 is called the lag time. The lag time should be considered as a random vari-
able, since for a given cell T depends on the cell state just prior to inoculation.
Indeed, in studies of macroscopic colony growth, the lag time is often modeled with a
Gaussian distribution centered on its mean value, and with a variance that dom-

inates any variance in cell growth rate during exponential phase?4. Again, under
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the assumption that M0 and 1, the initial biomass and the lag time, are statistically
independent, we can predict the behavior of log{M}. The term put serves to shift the
initial biomass distribution to the right, with no other changes as before; the term pt
serves to convolve the initial biomass distribution with that of 1, thus spreading it
out somewhat. It should be noted that once all of the cells have reached exponential
phase, no significant further spreading is expected, if the cells all attain the same
growth rate, Q.

Further development of this concept could lead to some interesting studies regarding
the effects of different drugs, and different drug levels, on individual cells in a popu-

lation. For example:

e a drug which acts on all cells uniformly, e.g. decreasing the specific
growth rate of all cells, will be manifested as an effect in the characteris-
tic shift rate only.

¢ a drug which affects some cells more than others (e.g. a spectrum of resis-
tance), will be manifested by changes in the spreading effect of the initial
: ln{Mo} distribution, with respect to the drug-free control.

Section 1.5: Summary

In this chapter, I set out to both motivate and introduce the use of GMD technology
for antimicrobial susceptibility testing. The central points are:

e The delivery of the best, and least expensive care for patients with infec-
tion is hampered by a delay in obtaining antimicrobial susceptibility
results.

» The delay in results is due to a the fundamental and related problems of
the necessity of isolating pure strains, and the need for sufficient

numbers of organisms to perform the susceptibility tests.
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¢ The gel microdroplet based approach can obviate the need for a separate isola-

tion pre-culture, and thus greatly speed up susceptibility testing.

So far, I have only presented GMD technology at a conceptual level. In the next
chapter, I will examine some technical issues in detail, in order to demonstrate that
the particular methods used in this thesis fulfill the functional specification given
here.
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Chapter 2

Description of Methods

In the previous chapfer, I used the terms ‘GMD’ and ‘low cytometry’ as place hold-
ers for somewhat underspecified technologies, defined mostly by their functionality;
in this chapter, I will focus on the details of those technologies. The intent is to pro-
vide a suitable background for discussixig the applicability of these specific technolo-
gies to the overall goals of this thesis, as well as for consideration of the experimen-
tal results which follow. Thus, this chapter will focus on issues such as the proper-
ties and merits of agarose gels, diffusion in microdroplets, design and function of
flow cytometers, and properties and problems related to fluorescent dyes and GMDs.

Sectian 2.1: Gel Entrapment and Culture of Cells

In this section, I will provide a background for discussing the specifics of gel micro-
droplets, by outlining some of the central issues, and reviewing the experiences of
other researchers. In general, this discussion will be framed by the functionality re-
quired by the problem at hand. In particular, in reviewing these methods, we will

need to focus on the required ability to:
e Isolate and contain individual colony-forming units and their progeny

* Support growth, especially by allowing the delivery of nutrients and re-
moval of wastes from the cells

* For antibiotic testing, permit the unhindered delivery of agents to the

cells at known concentrations
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2.1.1: Existing Technology: Gel Macrodroplets

The technology of gel entrapment and culture of cells has received much attention in
the last decade, most commonly in the context of possible bio-reactor design. 25 Gen-
erally, the methods discussed are more macroscopic, involving gel slabs, or droplets
on the order of 1 mm diameter or more. With respect to bulk method, the use of dro-

plets has the advantages that:

Some of the prominent examples of entrapping cells or other entities in droplets are:

owing to the smaller typical dimensions, and to their favorable geometry
(v.i.), gel droplets present a smaller barrier to diffusion, making it easier
to supply or extract compounds from the entrapped cells

by surrounding the droplets with a permeability barrier, e.g. a membrane
or hydrophilichydrophobic interface, the entrapped cells can be easily
chemically isolated from each other

by physically manipulating the droplets, e.g. by magnetic forces, one can
easily separate interesting cells from a bulk population?6.

the use of liquid microdroplets to isolate and study individual molecules
e.g. of the enzyme B-galactosidase2?,28

entrapment and culture of viable animal cells, especially hybridoma cells,

in gel droplets, for purposes such as monoclonal antibody production?9-32

encapsulation of cells in gel or liquid droplets surrounded by a semi-
permeable membrane, as a means of transplanting cells without invoking

an immune response33-35

encapsulation and culture of microorganisms in membrane-surrounded
gel droplets, for the purpose of detecting and isolating mutants from a
parental population36
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e immobilization of plant cells in gel droplets, for production of high-value com-
pounds37'38

e encapsulation of plant protoplasts in gel droplets. for the purpose of stabilizing

the cell during genetic transformations, including by electroporation39: 40

2.1.2: A New Technology: Gel Microdroplets

The GMD method enlarges the envelope of cell entrapment and culture technology,
by moving to a droplet size of 100 um or less. Doing so involves certain costs, but
they are far outweighed by the benefits, which include:

o further reduction of diffusional barrier, almost to the point of diffusional
transparency

o rapid changes in concentration of accumulated product, in cases where a

permeability barrier exists.

o the ability to make rapid measurements of large numbers of droplets via
flow cytometry.

e the ability to sort large numbers of droplets using fluorescence-activated

cell sorting

GMDs can be made from a number of materials, and can be inoculated by a number
of methods. In later sections, I will discuss some of the commonly used materials
and methods, as well as their relative merits from the perspective outlined above.
First, however, it is appropriate to consider in some detail the specific advantages
afforded to GMDs by their geometry and size.
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2.1.3: Diffusion in Spherical Geometries

Gel materials are generally considered to be anti-convective, meaning that molecular
transport via fluid flow through the gel will not be significant; this is discussed in
more detail in a later section. Thus, in the absence of other motive forces, such as
electrical fields, the bulk of molecular transport will be via diffusion. Inasmuch as
molecular transport will determine the suitability of GMDs for supporting growth, a
brief look at diffusion in spherical geometries is appropriate here.

Figure 2.2 depicts two geometries, spherical and rectangular. I have included the

rectangular geometry for the purposes of comparison, since:

e it can be used to predict diffusion in macroscopic, slab culture of cells. It
was stated previously that droplet culture provides a diffusional advan-
tage over slab culture, and this will afford an opportunity to quantify the
effect.

e many readers may be familiar with the rectangular one-dimensional case,

since it predominates the droplet culture literature.

In words, the assumptions depicted by the drawings are:

e In each case, the molecule of interest, M, diffuses freely in the gel. This
neglects any interactions of M with the gel, such as sieving or binding;

these will be discussed later.

e In each case, there is only a one-dimensional variation in the concentra-
tion of M inside the gel, in particular, the distance from the gel-bath in-
terface. Thus, for the spherical case, we consider c¢(r,t), where r is the ra-
dial position in the droplet; we assume there are no angular variations.
For the rectangular case, we consider c(x,t), where x is the distance from
the gel boundary, as shown, and assume no variations in the other di-

mensions.
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e In each case, the gel surface is bathed by a medium in which the concentration
of M is constant, C,. This requires, in effect that the volume of the bath greatly
exceeds the volume of the gel, so that the diffusion of M into the gel does not no-
ticeably change its concentration in the bath.

o Initially, i.e. at =0, the concentration of M in the gel is zero. As stated, this
would only apply to the case where something, such as a drug were added to the
bathing solution. However, the results presented here can be applied to the
more general case where the concentration in the bathing medium changes, e.g.
from C; to C,, by mathematically splitting the problem into steady-state and
transient responses. The results shown here describe the transient response,

whereas the steady state response is just c(inside gel, t==) = c(bath).

To solve for the diffusional transient response requires solving the diffusion equa-
tion: DVZ¢ = 3¢ / at, subject to the conditions stated above. This procedure, and the
mathematical result, are outlined in Appendix 4.

The solution to the diffusional transient response is best appreciated in its graphical
form, which is also presented in Figure 2.2. On each set of axes is drawn a family of
curves, where each curve represents the concentration of molecule M, as a function
of position within the gel, at different times, ¢, after the bath concentration of M
changes value. More precisely, these profiles are drawn for different values of
diffusion time, T, defined as x2/D. The parameter T is not the "characteristic
diffusion time", which is geometry-dependent; here, we want to compare the concen-

tration profiles, in terms of the same parameter.
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Figure 2.1: Concentration profile evolution in spherical geometry
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Culture in Droplets: Geometric Advantage

At T=co, the concentration profile for both cases would would be completely flat, with
c(rt) = 1. The quickness with which the concentration profile approaches the steady
state is a good indicator of the capability for diffusional transport. From the two
families of curves, we observe that the concentration profile relaxes from its initial
state in very similar, though not identical manners, except that for the spherical
case, the relaxation happens three times faster; in particular, whereas in the rec-
tangular case, the concentration profile achieves 90% of its final value at about
T=1.2, for the spherical case, this happens at T=0.4.

Although an accident of the math, it is heuristically reasonable that diffusion in the
spherical case should be three times faster, since molecules can diffuse into the gel
from all three directions (i.e. x, y, and z), whereas in the rectangular case, only one
dimension is available. Supporting this reasoning, heat-flow analysis for cylindrical
geometries*! indicates a similar family of curves, with the temperature (concentra-
tion) profile evolving at roughly twice the rate as for rectangular 1-dimensional

‘geometries.
Culture in Microdroplets: Size Advantage

Earlier, it was asserted that by going to a smaller size, GMDs offered a significant
advantage with respect to macrodroplet culture. We are now in a position to quanti-
fy that statement. As might be expected, the diffusion time, T, varies as x2, so it is
readily apparent that, e.g. a 10-fold decrease in droplet size, from 1mm to 100 pm,
will speed up diffusion by a factor of 100. To see whether this might be significant,

we consider the diffusivities of some actual molecules42 43, summarized in Table 2.1:
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Molecule MW Dx107 0.4¢T(80 pm) 0.4+T(1mm)
kDalton cm?/sec sec . sec
Glycine 0.075 93 0.69 110
Glucose 0.18 67 0.96 150
Tryptophan 0.20 68 0.94 150
Sucrose 0.34 46 14 220
RNase (pancreatic) 14 12 5.3 830
Lysozyme 14 10 6.4 1000
a-Lactalbumin 16 10 6.4 1000
BSA 66 6.1 10 1600
Hemoglobin 68 6.9 9.3 1400
Tropomyosin 93 2.2 29 1.3 hr
v-globulin 160 4.5 14 0.6 hr
Fibrinogen (Human) 330 2.0 32 1.4 hr
Myosin 490 1.1 58 2.5 hr
Bushy Stunt Virus 11,000 1.2 53 2.3 hr
Tobacco Mosaic Virus 40,000 0.44 150 6.3 hr

Table 2.1: Diffusion times (T=r?/D) in 80 um GMD vs Imm droplet

It is evident from these results that, completely independent from the nature of the
gel material, diffusional limitations alone can greatly limit mass transport to cells in
large (> 1mm) droplets. This almost certainly is a factor in observations of some
researchers that, in large droplets, the growth of immobilized cells (plant cells in al-
ginate) occurs only at the periphery of the droplet44. Although some researchers
tend to blame the gel, Guiseley, (a principle in the gel industry) correctly notes 43
that "we cannot blame the tortuosity of the gel matrix for diffusional limitations",
and notes that based on a mathematical model45, a 1 mm maximum droplet size is

recommended.

Page 54



Section 2.1 Gel Entrapment and Culture of Cells

Based on the values in Table 2.1, I would say that 1mm is still large, from a
diffusional perspective; the fact that medium-weight molecules such as serum albu-
min would take half an hour to diffuse to the center of such a droplet may be a prob-
lem. Extension of this result to include molecular consumption, ie. by a cell immo-
bilized in the gel would make more explicit the significance of these diffusional limi-

tations.

Of course, the goals of this thesis work strongly differ from the goals of the bulk of
the immobilized cell community. I am concerned with minimizing the effect of the
gel on cell growth and viability. Most of the immobilized cell community is con-
cerned with maximizing production of certain high-value compounds, at minimum
cost, and in a way which can be scaled up to meet demand; altering cell state will

often be tolerated, and in some cases is desirable46.

2.1.4: Gels and Their Properties

In the previous section, we considered GMDs strictly from a geometric viewpoint,
neglecting any effects of the gel material. However, it turns out that the properties
of the gel are the major determinant in the success of gel microculture, and thus of
GMD-based antibiotic testing. In this sectioh, I will outline the critical properties of
the gels, with emphasis on gels used for cell immobilization and culture, and with re-

quired functionality in mind.

e Gelation / dissolution conditions: the physical conditions (temperature,
pH, etc.) to maintain the gelable material in the sol state, to gel it, and to
maintain it in the gel state, should not affect cell viability.

e Molecular sieving: in the gel state, all gel.s of interest here are composed
of a net of linear polymeric fibers, which acts as a molecular sieve. Most
small molecules will freely diffuse in the space between the fibers, but the
transport of larger molecules may be hindered or prevented by their in-

teraction with the gel fibers. The "effective pores" in the gel are distri-
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buted in size, around an average which decreases monotonically with the concen-
tration of gel material.

e Convection suppression: owing to the small effective pore size in typical gels,

there is considerable resistance to convective fluid flow. The dependence on pore

size makes this effect more prominent as gel concentration increases.

o Charge: the monomeric units which make up gels of interest frequently carried
charged groups at physiologic pH’s. Charge may affect cell growth either direct-
ly, or indirectly by affecting molecular transport within the gel. For example,
calcium-mediated interaction between anionic sites on proteins and gels may

greatly hinder protein transport*3.

e Gel Strength and Mechanical Stability: The ability of a gel to "isolate and con-
tain" cells and their progeny depends first on how strongly its polymeric fibers
bind to each other, or to intermediary agents, and in the long term on the resis-
tance of those bonds to changes resulting from cell metabolism or growth. On
the other hand, a gel that is too strong may physically prevent a gel from en-
larging, or may alter growth in a more subtle manner. For this application, we
want "just enough"” gel strength to hold the microcolony together, and allow

manipulation and measurement, but no more.

e Syneresis: during gelation, most gel materials tend to contract, and expel water;
this increases the effective gel concentration in the droplet, which in turn de-
creases pore size, etc.. In addition, the consequent squeezing of the cell by a

mesh of fibers may negatively affect growth of immobilized cells.

2.1.5: Review of Gels for Cell Immobilization

In this section, I will summarize and compare the gel materials commonly used for
cell immobilization. It is no secret that, for GMD methods, we use derivatized
agarose gels; this is in contrast to the majority of the community, who seem to prefer
alginate or carrageenan. My purpose here is to compare these materials, at an in-

troductory level, and to extol the relative virtues of agarose. A detailed review of
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physical properties of alginate, carrageenan, and to a lesser extent, agarose, has

been prepared by Guiseley*3.

Agarose is a linear polymer of the disaccharide: B-D-galactose - anhydro-a-L-
galactose, more simply termed agarobiose, and which is shown in Figure 2.2. Histor-
ically, the term agarose was used to refer to the gelable fraction of the polysac-
charide mixture called agar agar, which was found to be comprised of the most

electrically neutral of these polysaccharides.

CH,OH

o}
HO o 0 0
H
CH,
o) 0/
OH

Figure 2.2: The Agarobiose Dimer

In solution, the agarose polymer exists as a random coil; upon gelation, the polymers
combine to form double helices, which in turn combine in bundles; the gel is
comprised of a dense network of these bundles4’. The bundle network forms an ir-
regular mesh, with inter-bundle "pores" containing water. The size and density of
these pores are one determinant of the ability of molecules to pass freely through
the gel. The density of the fiber-bundles, and thus the pore size, depend on the gel

concentration.

Two important and naturally occurring modifications of agarobiose are the presence
of ester sulfate, as shown in Figure 2.3, and pyruvate ketal; these groups confer
fixed negative charge on the agarose molecule. The most neutral agarose has essen-
tially no pyruvate, and very low amounts of sulfate: 0.10% (w/w) or approximately 1

sulfate-ester per 310 agarobiose dimers.
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CH,OH OH

HO
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CH,080, S/
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Figure 2.3: Agarobiose with sulfate ester

The melting and gelation temperatures of native agarose can be lowered by synthet-
ic substitutions of the four hydroxyl (-OH) groups of agarobiose, with an increasing
effect as a greater fraction of the available hydroxyl groups are substituted48, Ip
Practice, these groups are replaced by hydroxyethyl groups to produce low melting
point (LMP) and ultra-low melting point (ULMP) agarose49,

The derivatization of native agarose to produce LMP and ULMP affects other physi-
cal properties, presumably by preventing the helices from packing as tightly in the
formation of the fiber-bundle network50. For instance, the gel strength is markedly
reduced. Likewise, average size of the inter-bundle "pores” is decreased, consistent
with the increased "sieving" property of these gels. To make this more concrete,
some of the properties of 2% % gels are presented in Table 2.251-54; 1o0king slightly
ahead, 2% % ULMP agarose was used for the experiments in this thesis.
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melting  gelation gel pore size protein nucleic acid
temp temp strength nm t sd cutoff cutoff
°C °C g/(:m2 (4% gel) kDalton base prs
native 95 37 ~2000 106 + 52 > LMP > LMP
LMP 65 32 ~500 42+ 52 > ULMP < 40
ULMP 55 20 ~75 22+ 18 ~ 200 < LMP

Table 2.2: Properties of 212 % agarose gels

The other gel materials commonly used for immobilization and culture of cells are :

e alginate: a linear polymer of the derivatized monosaccharides: B-D-
mannuronic acid and a-L-guluronic acid; the major structural polysac-
charide of marine brown algae, Present in all brown seaweeds55. Prob.
ably the most commonly used material used for cell immobilization.
Gelled by the addition of bivalent cations, typically calcium chloride at 50
to 300 mM; gelling time 0.25 to 12 hours.

® X-carrageenan: linear polysaccharide, with backbone of alternating a-D-
galactose and B-D-galactose, variously modified with ester sulfate; at
least 20% of the dimers are sulfonated. Precipitated, by the addition of
of potassium ions (hence x), from carrageenan, a polysaccharide mixture
derived from various red seaweeds. Gelled by cooling in the presence of
cations, typically 300mM KCl. Typical gel time 1 hourS6,

*® agar: mixture of polysaccharides derived from certain marine red algae.
Informally considered as having two fractions: agaropectin, consisting of
the more highly charged, ungelable polysaccharides, and agarose, the gel-
able fraction, consisting of the more neutral polysaccharides. Gelled by
cooling; the agarose fraction gels, and the agaropectin is trapped in the
gel matrix.
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e gelatin: linear poly-amino acid i.e. protein. Gelled by cooling; for use at physiolo-
gic temperatures cross-linking is required, e.g. with glutaraldehyde at 1.5 to
2.0% Cross-linking agents are usually toxic to cells; glutaraldehyde is normally
used as a cell fixative.

e mixtures: e.g. agarose/gelatin or alginate/gelatin are reported5?; typically gelatin

is used to increase droplet firmness.

Although it does not influence this thesis work, the choice of gel materials (ie. the
popularity of alginate) in large-scale industrial settings may be related to the prices
(Sigma, St. Louis, MO) shown in Table 2.3. For antibiotic testing, one would use
less than 1 gram of agarose per specimen.

alginate (sodium salt) 62
x-carrageenan (high-purity) 145
gelatin (cell-culture tested) 40
agar (purified, plant cell-culture tested) 110
agarose (native) > 500
agarose (low, ultra-low melting temperature) > 2200

Table 2.3: Gel prices, dollars per kilogram.

Comparison of Gels : Strength and Stability

In general, any of the gel materials listed could fulfill our requirement to "isolate
and contain" cells and their progeny. Certainly, the strength requirements for
GMDs is suspension are considerably less than for droplets packed into a bioreactor
column. Indeed, it is certain that "too much" gel strength will slow cell growth,
although in some cases it would be hard to separate the effects of gel strength per
se, from the effects of the conditions required to provide that strength; e.g. a high gel

concentration increases not only strength, but the molecular sieve effect as well. As
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an example of the effect, Nilsson e¢ al demonstrated increasingly slowed growth for
mouse hybridoma cells cultured in LMP agarose droplets (100-300 um), as the

agarose concentration increased from 1% to 3%°%8.

However, some specific details pertaining to gel mechanics and strength are worth

mentioning:

e Agarose exhibits thermal hysteresis; at an intermediate range of tem-
peratures, agarose can be either sol or gel, depending on its recent histo-
ry. For LMP and ULMP derivatives, the intermediate range includes
37°C, which is critical to cell culture work. Agarose depends on hydrogen
bonding between helical polymers for its strength. Thus, anything which
interferes with hydrogen-bonds will weaken the gel, and can cause it to
revert to the sol phase; this includes some "chaotropic” ions such as KI,
59,60 yrea, some detergents, etc5l. In addition, the hydroxyethylation of
native agarose to form the LMP and ULMP derivatives also weakens the
gel, presumably by reducing the ability of fibers to get within hydrogen-
bond range*3:50, As a final plus, although it has not yet been demon-
strated to be deleterious to cells, syneretic squeezing of cells during
agarose gelation can be eliminated by charge-balancing the agarose®2, or

by adding galactomannan®3.

o Alginate depends on calcium ions for its strength; unfortunately, many
common medium components contain things which chelate calcium ions,
e.g. phosphate, ATP, or citrate. Usually, this implies a need to provide
calcium in excess; the danger is that calcium is known to mediate many
important cellular processes, and bathing cells in abnormally high extra-
cellular levels may induce unexpected results. One work-around is the
use of other cations, although only barium has been found to give both
good gel strength and cell viability®4.

e X-carrageenan is less sensitive to chelating agents, and thus is a popular

alternative to alginate. The gel strength of 2% x-carrageenan is roughly
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the same as for a 2% LMP agarose gel, though it varies strongly with potassium
(and weakly with calcium) concentrations*3. When calcium ions are added, x-
carrageenan gels become hard and synmerese, which may inhibit cell growth.
Like agarose, x-carrageenan exhibits thermal hysteresis. The specific gelation
and melting temperatures again depend on the potassium (and to a lesser ex-
tent, calcium) ion concentrations. The lowest practical gelling/melting tempera-
tures appears to be 35°C and 50°C, respectively; the low potassium level needed
to drive the gelation point down this far would result in a fairly low gel strength
- approximating that of ULMP agarose.

e agar has a reputation for forming relatively weak gels, which is reasonable, since
the large agaropectin fraction is non-gelable, and interferes with the gelation of

the agarose fraction.

Strictly from a strength perspective, none of these gels have a particular advantage
in the GMD application; however, the relatively benign gelation conditions confer an

advantage to the low-temperature agarose derivatives.
Comparison of Gels: Viability and Molecular Transpart

From a cell culture perspective, there are some interesting comparisons between the
gel materials. In some cases, there are well-known affects of the gel on cell growth;
in others, an effect on molecular transport may be known or suspected, which could
affect cell growth indirectly.

I will begin by discussing of some of properties of agarose, especially as relates to

molecular transport, and which can be summarized as follows:
e little is known with certainty

o there are reasons to suspect that agarose may alter molecular transport

in some cases, but
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e the success of various experiments, including the ones presented in this thesis,

indicate that cells are viable and grow normally in agarose

As mentioned previously, agar is a mixture of agarose and anionic polysaccharides
called agaropectin. It has been recognized that the agaropectin fraction has an ad-
verse effect on many cells, in particular, inhibiting growthé5. Indeed, well-known
discrepancies in the minimum inhibitory concentration (MIC) of antibiotics tested in
nutrient broth, with respect to test results on agar, have been traced to these anion-
ic substituents of agar. 66 On the other hand, Ho and Ko found agarose to be ideal
for testing antifungal agents®?. Had there been any doubt about which gel to use for
the GMD method, this report would have removed it. It also raises the question of
whether the highly anionic nature of alginate and carrageenan has similar effects on
cell growth and viability.

There is little diffusion information available for these gels, e.g. diffusivities of com-
pounds in agarose gels vs water. Native agarose has a reputation for being very
porous, and is nearly electrically neutral. One expects that suitably small molecules
should diffuse very freely through the inter-fiber water. On the other hand, path
lengths might be increased by pore tortuosity, and since diffusion times goes as the
square of diffusion distance, a significant effect on apparent diffusivity might ap-
pear. Moreover, the LMP derivatives have smaller pores (see Table 2.3), so to the
extent to which diffusion is impeded by the molecular sieve effect, transport may be
significantly affected in LMP, and especially ULMP derivatives.

Agarose it is a favorite anti-convective support for electrophoresis of large particles
such as DNA fragments, large proteins, cellular fragments, and even viruses. For a
given agarose concentration, there is an optimal range of molecular "sizes" which can
be separated; this range reflects the distribution of effective pore sizes about its
mean, at that gel concentration. As molecules increase in size from zero, they find

fewer, longer pore-paths of suitably large size, thus taking longer to move through

Page 63



Section 2.1 Gel Entrapment and Culture of Cells

the gel. In the presence of an electric field, molecules which are "too small" move at
essentially the same speed, unimpeded by the gel, whereas molecules that are "too
large" cannot fit through any pores, and thus do not move appreciably from the gel
origin. Electrophoresis specifications provide interesting, conflicting information.
For example, for a 2¥2 % LMP gel, the "optimal range" for separation of DNA frag-
ments is about 40 to 450 base pairs, 52 a MW range of 26kD to 290kD. On the other
hand, a 5% ULMP gel can be used for electrophoresis of "some native proteins” in
the range 50kD to 2000kD; 33 a 5% ULMP gel is much more sieving than a 2% %
LMP gel, yet its useful MW separation range is higher. Presumably, some of this is
explained by a difference in conformation; native proteins are usually compact and
globular, whereas DNA fragments are typically linear and are thus have higher hy-
drodynamic drag#2. A complete description of the interaction of DNA and agarose
gel is an area of ongoing research®®. Nevertheless, these findings may be summar-
ized in a warning, that deceptively small molecules, i.e. 26 kD, may interact in a
significant manner with 2%2 % ULMP agarose gels.

It should be pointed out that, for the experiments presented in this thesis, the
molecules which need to be delivered to the microcolonies are very small; the nu-
trients (glucose, oligopeptide fragments, and vitamins), fluorescent dyes (propidium
iodide, fluorescein isothiocynate), and antifungal agent (Amphotericin-B) are all less
than 5 kD. Thus, we would not expect molecular sieving to be a factor here. On the
other hand, in 2% x-carrageenan gel, a marked decrease in diffusivity for glucose

(MW 180) has been reported (v.i.); so other factors, such as gel charge, may have
significance.

In another application, sulfonated agarose beads are used for ion-exchange chromo-
tography for the separation of amino-acids and peptides; molecules with net positive
charge displace ions and stick to the negative sulfate groups. We must then expect
the same behavior from negatively charged molecules in GMDs, including nutrient
oligopeptides, amino acids, etc., as well as dyes such as propidium, which have net
positive charge at the pH (6.5-7.0) of these experiments. It should be noted that the
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LMP and ULMP agaroses have a low sulfate content (0.1% w/w), or about one sul-
fate per 310 agarobiose dimers. Consequently, in the presence of an excess of medi-
um, one would expect these sites to be quickly saturated, with no large overall effect
on the bulk concentration. The extent to which such bound molecules could "clog
up" the pore network, or otherwise hinder the transport of other molecules is not

known, and may merit further study.

In structure, there are many similarities between agarose and x-carrageenan; in the
gel state they are both thought to exist in double-helical form47-69, they both have a
backbone of variously substituted poly-galactose, with the same linkages, etc., so
perhaps some additional caution is warranted in the use of agarose. For instance,
the concept that the hydration of k-carrageenan may impede diffusion (v.i.) may be
applicable to agarose as well.

Alginate gels are reported to provide good viability. Unfortunately, as reviewed by
Hulst?9, "the way to express cell viability is open for discussion”, as least as of 1984.
Again, the issue is that for the bioreactor community, the measures of interest are
macroscopic and commercial; e.g. respiration, enzyme activity, etc. Once immobil-
ized, and assuming sufficient nutrition, long-term viability is commonly better than
that of cells in free suspension; in one case, alginate-entrapped plant cells have been

kept biologically active for 6 months7!.

In a review of diffusion studies43, it is reported that the molecules glucose (MW
180), tryptophan (204), and a-Lactalbumin (15kD) exhibit the same diffusivity in al-
gin gels (up to 4% w/v). However, in 2% gels, there was no measurable inward
diffusion of bovine serum albumin (BSA; 69kD), and y-globulin (155kD) was seen
only to diffuse out of gels, but not in. Possibly, this is due to an alteration of the gel
structure when the large molecules are present at the time of gelation. Another type
of transport problem was reported by Felix and Mosbach: a loss of activity of two
key enzymes due to the sequestering of positively charged NADP+ cofactors by the
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alginate gel. One of the difficulties in applying or comparing these results (and
indeed in using alginate) is that there is a wide batch-to-batch variability in the ma-
terial composition, e.g. mannuronic:guloronic acid ratio; inasmuch as diffusion rates
seem to also vary batch-to-batch, at least one investigator recommends testing each
batch for diffusion problems before further use?2.

K-carrageenan is also reported to give good viability, but the caveats applied to al-
ginate, ie. regarding how viability is assessed, apply here as well. From a diffusion
perspective, there is reason to worry. Although there seems to be little data avail-
able for carrageenan, in the same summary of diffusional studies3, there is con-
sistent evidence that even for molecules as small as glucose (MW 180), the apparent
diffusivity may be decreased by 25% in a 2% carrageenan gel. In another study,
there was no measurable diffusion of BSA in 3% carrageenan. One suggested expla-
nation is that water molecules, strongly associated with the carrageenan fibers,

greatly reduces the inter-fiber space available for diffusion3.

2.1.6: Immohilization Methods

Historically, there have been a few methods by which cells have been immobilized in
gel droplets: ’

e dispersion : by mixing the hydrophilic cell/sol suspension into an hydro-
phobic phase in excess, an emulsion of liquid droplets is formed; soy,
paraffin, silicone and mineral oils are popular hydrophobes. The droplets
are gelled by cooling the suspension, and then recovered to an aqueous
nutrient medium, e.g. by centrifugation. The gelation must be tempera-

ture dependent, requiring either agarose2? or carrageenan3’.

e extrusion: cell/sol suspension is dripped through a needle into a gelation
medium; e.g. alginate into CaCl. Gelation of the surface begins immedi-
ately, and proceeds inward to the center or the droplet. Typical droplet

size: 2-4 mm?37.
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e extrusion + air stream: same as extrusion, except that drops are blown off the
end of the needle by a puff of air3?. Reduces droplet size to 0.2-1 mm range.

e vibrating nozzle: same as extrusion, except that needle is fitted with a nozzle,
and vibrated rapidly (co-axially) to break up the stream. The drop size is con-
trolled by the jet diameter, vibration frequency, and jet velocity”4. (This princi-
ple is also used in flow cytometer sorters and ink-jet printers)

e molding: the sol is poured into molds and cooled. Clearly, this is limited to ma-
terials which at least partially solidify upon cooling, such as carrageenan3’ or
agarose-gelatin57.

Comparison of Methods

Dispersion methods have the major drawback that droplets thus formed are not a
uniform size. In applications where uniformity is required, size fractionation can be
done, but this can greatly diminish the yield, i.e. the number of initial cells which
end up in usable droplets. This limits the usefulness of the method to those cases
where cells are cheap and plentiful. The use of emulsifiers to favorably influence the
droplet size distribution has been reported (G. Williams, personal communication),
but caution against the detrimental effects of such compounds on viability is war-
ranted.

The other drawback to dispersion is the need to recover the droplets from the con-
tinuous phase after gelation. It is particularly important to remove all the oil from
the droplet suspension in applications such as drug testing; many drugs will parti-
tion into both hydrophilic and hydrophobic phases, thus making it harder to deliver
a known concentration to the cells. In addition, for large-scale operations, a method
to remove all the droplets from the oil phase is highly desirable, so that the oil can

be recycled; otherwise, a rather large waste-disposal problem is apparent.
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Extrusion clearly has the benefit of simplicity. To some, the chief drawback is the
low throughput, typically 100-500 cc/hour, or about 20-100,000 drops/hour. This out-
put can be increased by using multiple needles, at the expense of droplet uniformi-
ty75. From the perspective of this thesis, the major drawback is the droplet size; as
detailed in the previous section, diffusional limitations would only support cell
growth on the periphery of droplets in this size class.

Vibrating orifice methods greatly increase output, reportedly by two orders of magni-
tude™ 76. Along with flexibility in droplet size, this method seems very powerful.
Unfortunately, viability problems have been reported by some practitioners of this
method. In particular, although plant cells seem to retain viability?4 problems have
been reported for microorganisms’?. This is consistent with informal reports of via-
bility problems in the context of cytometric sorting of some mammalian cells, e.g.
stem cells (J.Bender, personal communication). This raises the possibility that some
cells cannot tolerate going through a vibrating orifice device; certainly, in doing so,
they would be exposed to considerable shear stress, which might cause membrane
disruption. Plant cells may benefit from their cell walls, which could serve to stabil-
ize their membranes, although microorganisms would be expected to have the same

advantage.

In the context of GMD production, the vibrating orifice method suffers from the phy-
sics of droplet formation: the droplet size is about twice the nozzle orifice. Thus, to
get droplets less than 100 pum, one must extrude through a 50 pm nozzle. This is
quite difficult to do without clogging; especially for agarose for which any localized
cooling can cause the whole apparatus to clog. Nevertheless, a group in Israel has
reported_ success in using such a device with agarose”’; interestingly, the agarose re-
portedly starts out at 0.6% (w/v), with low enough viscosity to flow freely, but due to
the small particle size, evaporation increases the concentration to the 2% vicinity
while the particle is in midflight, thus increasing the gel strength. The effect of the

rapid change in the cell’s environment, particularly in external osmolarity, that must
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accompany such a rapid evaporation is not yet known, though one would presume
that the cells are substantially stressed.

2.1.7: Gel Microdroplets: Summary and Protocol Overview

For the purposes of this thesis, the overriding consideration has to be that the ma-
terial and method used for cell immobilization should be as benign and invisible as
possible to the cell. With the goal of culturing cells and measuring growth in the
presence of different drug levels, it is unacceptable to use a process which may
change a cell’s viability, ability to metabolize normally, etc. For this reason, the
choice of agarose, and specifically the ultra-low melting point agarose, was clear.
Given the size requirements, the use of a dispersion method is also clear; in addition
to being milder to the cells, it is much cheaper than any vibrating orifice apparatus
which could make suitably small droplets.

The full details of the GMD protocol are presented in Appendix I. Here, I present a
functional summary:

e GMDs are composed of 2.6% (w/w) ultra-low melting point (ULMP)
agarose, e.g. Sigma type IX, or FMC SeaPrep. At this concentration, the
agarose melts at about 50°C, and gels at 15-20°C. The critical tempera-
tures for culture of bacteria and yeast, i.e. 27 and 37°C, are within the in-

termediate range for thermal hysteresis.

e GMDs are prepared by dispersing molten agarose, at 37°C, into an excess
of mineral oil, also at 37°C, to form an emulsion. The emulsion is tran-
siently cooled at 5°C, causing the molten agarose to gel, and is then re-
verted to 37°C; due to the thermal hysteresis property, the GMDs remain
in the gel state, and can be transferred out of the oil phase into an aque-

ous nutrient medium such as YPD.

e GMDs are inoculated by mixing a cell suspension aliquot into the molten

agarose, at 37°C, prior to the dispersion into mineral oil. Cells are
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sequestered into individual liquid microdroplets by the dispersion step, and im-
mobilized in the droplet upon gelation.

e GMDs prepared by the dispersion method haveg a wide variance in size, from 5
pm to 500 um. Prior to flow cytometry, GMDs of a narrower size range (20-44

um) are recovered from the preparation, by sieving.

It is admittedly possible that the combination of shear stress involved in the disper-
sion, and the transient cooling required for gelation, may affect the cells. As will be
seen, there was no indication of such an effect in my experimental results, nor in
previous work with mouse hybridoma cells’®. On the other hand, some experimental
results with the bacteria E.coli have exhibited a significant lag phase after immobili-
zation in GMDs; this may be an indicator of cell stress (G. Harrison, personal com-

munication).

With these three cell types, there has also beeh good (> 95%) short-term viability.
However, it should be stressed that all three sets of experiments were terminated
after no more than 4 cell divisions; thus long-term viability was not assessed. In
other experiments, Chinese Hamster Ovary cells have been cultured in GMDs out to
at least 7 divisions (G.Williams, personal communication). Thus, there is some rea-
son to believe that cells which survive the immobilization process have good long-

term viability.

In general, antibiotic testing should require only a few division times, although in
the case of some slow growing organisms, e.g. M. tuberculosis, this would imply vi-
ability for a few days. In addition, it remains to be demonstrated that short-term
inhibition of growth serves as an accurate predictor of clinical effectiveness for anti-

biotics.
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Section 2.2: Flow Cytametry

In this section, I will discuss the other technology which is central to the method of
this thesis: flow cytometry. In simplest terms, the function of a flow cytometer is to
measure cells. Relative to other methods of measuring cells, such as light micros-

copy, a flow cytometer offers some distinct and critical advantages:

e It is quantitative. Under a microscope, one can tell that a stained cell is
red, or that one stained cell is more red than another. The flow cytome-
ter will quantify the redness, with high resolution. The system used for
this work can distinguish at least 1,000 levels of red intensity.

e It is fast. Flow cytometers are usually designed to measure up to 10,000
cells per second. For a variety of reasons, an event rate of only a few
hundred GMDs per second were used in this work, but this still allows
measurement of 10,000 GMDs in less than 2 minutes, much faster than
microscopy. Moreover, there is no fundamental reason which would

prohibit GMD rates of several thousand per second.

e Both functional and structural measurements can be made using special-
ized fluorescent stains. Functional dyes can be used to signal cell pH,
membrane potential, etc. Structural dyes can signal total cell protein or
nucleic acids; in combination with monoclonal antibodies or ¢cDNA, can

signal the presence or absence of very specific entities.

e Multiple parameters are easily measured. This permits measurement of
several structural and functional signals simultaneously. By using optics
to look in different wavelength bands, and electronics and software which
perform de-correlation or de-convolution, measurements from several (5)
overlapping spectra can be used. These would be subtle changes in hue

to the microscopist.

e Sorting of interesting cells from a population is feasible. For each cell,

the optical measurements are compared with appropriate thresholds, and
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used to activate a cell sorter somewhere downstream from where the measure-

ments are made.

The advantages of flow cytometry are apparent, but the cost is high. This func-
tionality requires some delicate and somewhat sophisticated fluidics, optics, and
electronics. Along with requiring a technically sophisticated operator, this pushes
the price of most instruments above $150,000. Somewhat less expensive flow cytom-
eters are available, 79 as is less expensive technology, such as video microscopy. Fre-
quently, but not always?2, the usual tradeoff for lower cost is fewer capabilities, and

in some cases, lower resolution measurements.

Inasmuch as cost and ease-of-use greatly affect the acceptability of any new clinical
technology, I will discuss the interaction of GMD technology with the performance
required of the instrumentation. In particular, it is the case that the use of GMDs
should make it possible to use lower-resolution, and thus cheaper, equipment for

many applications.

2.2.1: Principles of Flow Cytometry

There are several flow cytometer designs available from the various manufacturers,
again mostly trading off cost and complexity for performance. A nice overview of the
competing designs and their relative merits is given by Shapiro?2. In this section, I
will present an overview of the principles which are common to flow cytometers, and
present some details of the Ortho flow cytometer used for this thesis, with these

goals in mind:

» Present enough detail to make following discussions, especially of data,

comprehensible
¢ Define terminology used later on

e Lay the groundwork for discussions of the interaction of flow cytometer
technology with GMD methods.
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The Flow Cell

The heart of the flow cytometer is the flow cell. Its job is to: (i) cause the cells in
sample to line up, single file, so they can be individually measured, and (ii) present
the cells to the optical subsystem (v.i.) for measurement. The major components of

the flow cell are show here in Figure 2.4:

Air Evacuation \L

€&— SheathIn
Stainless Steel —>
Quartz Flow Cuvette —>
Collection Lens
/ g
Laser Excitation —>
Detector

Sorting Jewel —>

Light Scatter &
Direction of Flow i Fluorescence Emission

Figure 2.4: Ortho flow cell (schematic representation)
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Hydrodynamic Focusing

The flow cell exploits the principle of hydrodynamic focusing to accomplishes its mis-
sion. The flow cell is constructed so that as the sample flows through the flow cell,
is is surrounded at all times by a sheath fluid. Typically, an isotonic electrolyte such
as buffered saline is used; an electrolyte is required for electrostatic sorting, v.i.. For
the experiments presented in this thesis, the sheath is de-ionized water. The flow
cell geometry is such that the sheath flow is laminar in the distal part of the cell, at
typical flow rates. The sample is injected into the core of this laminar flow field; the
differential between the sample and sheath pressures is adjusted so that the sample
occupies only a very small part of the flow field, ideally, just the central streamlines.
In practice, the optimal sample pressure is incrementally greater than that required
to prevent retrograde flow of the sheath up the sample inlet. This has the desired
effects:

e The cells in the sample suspension enter the sheath flow one at a time,

allowing individual measurements to be made.

e The position of the sample in the sheath is quite stable, and predictable,
i.e. to the extent to which the flow is stable.

When optimally adjusted, the sample stream is about 10 pm in diameter; though the
diameter can be increased to 50 pm or more by increasing the sheath-sample pres-

sure differential.

It has been reported that the stream diameter increases in the vicinity of an object
contained in the stream, e.g. a cell80. As one would expect, the effect gets stronger
as the object diameter approaches that of the sample stream. For a 7 um erythro-
cyte in a 10 pm sample stream, the effect is very apparent; as the sample stream is
increased to 50 pm, the effect becomes undetectable. Although further study would
be needed to be definitive, it is almost certain that GMDs, which for my work are all
at least 20 um in diameter, also deform the sample stream. In my work, the sample

stream also carries a red fluorescent dye (v.i.); thus, sample stream perturbations
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may be transduced into red fluorescence pulses, and contribute to the apparent red
fluorescence of unoccupied GMDs. This will be discussed more fully in the next sec-

tion.
Sample Nlumination

Optical measurements are made by illuminating the sample with a monochromatic
source, and measuring scattered light and fluorescent emission, as shown. In cases
where relatively high power and signal-to-noise are required, the illumination is in-
variably a laser. When lower performance is tolerable, a mercury-arc lamp and bar-
rier filters may be used; as usual, the trade-off is a significant cost advantage. On
the other hand, the proliferation of small Helium-Neon (HeNe) lasers makes them
attractive as cheap, quiet sources; their disadvantage is a relatively limited number
of dyes which are excited by their emission (635 nm), and problems related to detec-
tion of the long-red to near-infrared emission of those dyes. For the work presented
in this thesis, the sample illumination is an Argon-ion laser operation at 488 nm
(blue-green) and typically 35 milliWatts.

The sample stream and illumination cross paths in a region called the interrogation
volume. Lasers used in cytometry operate in TEM,, mode, implying a Gaussian in-
tensity profile. The beam is further shaped by a crossed-cylinder lens (barrel lens),
so that the dimension of the beam at the interrogation volume is 5 pm high and 125
Hm wide, measured at the plus-and-minus one standard deviation points of the
beam. As discussed later, this is important in making measurements on GMDs,
since the vertical height is smaller than many cells of interest, and certainly smaller

than most microcolonies of interest.

The non-uniform intensity profile also introduces an important source of measure-
ment variability; cells or microcolonies which traverse the flow cell at differing radial
positions will be illuminated with differing intensities. Gray found that, for a disc 7

Hm in diameter and 2 pm in thickness, a variation on the order of 2% could be ex-
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pected in the measured fluorescence (area mode), as the disc was moved from the il-
lumination center to the edge of a 10 pm sample stream8). These dimensions are
comparable to those of a moderate size yeast microcolony, so the results provide at
least a rough estimate of the errors we might expect; as will be seen in Chapter 3,
this variability is minor in comparison to the biological variability in stainable ma-

terial seen in a sample of yeast cells.
Flow Cuvette

In the Ortho system, measurements are made in a flat-faced quartz cuvette. This
optical configuration is one of the best available, in that it minimizes problems due
to interfacial refraction and reflection, and especially variations in same arising from
vibrations in the system (either intended or unintended). For comparison, some oth-
er commercial systems use a "stream-in-air" configuration, in which the combined
sheath and sample are squirted into air, where they intersect the illumination. The
benefit of course is eliminating an expensive component; the Ortho flow cuvette costs
about $1,500 to replace. The tradeoff is decreased measurement performance. The
surface of the sheath is cylindrical at the point of intersection, and is considerably
less uniform than that of quartz cuvette, so there is a variable, generally cylindrical
lensing effect, degrading the optical measurements. However, the noise introduced
here is often small with respect to the signals being measured, for example measur-
ing DNA in mammalian cells; in these cases, very good measu.rementé can be ob-
tained with this configuration. It is likely that GMD-based methods, by providing a
means of increasing the intensity of the signal to be measured, will make it reason-
able to use a fluidic-optical system which is more noisy, but much less costly, than
that in the Ortho system.

As cells or other objects pass through the interrogation volume, light is scattered by
the objects. In addition, the object may absorb some of the incident light energy,
and re-emit a fraction of it as fluorescent emission. Light is scattered and re-emitted

in all directions; a fraction of the scattered and re-emitted light is collected by one or
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more collection lenses, which, through the optical subsystem, delivers the collected
light to the opto-electronic subsystem.

Sorting

As mentioned earlier, many flow cytometers are able to sort interesting cells from
the sample, on the basis of the measurements made in the flow cell. In many, in-

cluding the Ortho, this is accomplished in the following manner.
e break up the sheath/sample stream into uniform droplets

¢ determine the time delay between the presence of an interesting cell in

the interrogation volume and its appearance in a droplet

o deflect the droplets containing interesting cells away from the bulk of the
sheath/sample flow by charging the interesting droplets as they are
formed, and passing all of the droplets through an electric field to effect
the deflection.

Breaking up the stream into uniform droplets is accomplished by passing the
sheath/sample stream through a round orifice, the sorting jewel, vertically vibrating
the entire flow cell at an appropriate rate. The size of the droplets formed depends
on the size of the orifice and the vibration rate, as well as the viscosity of the fluid,
and the size of the cell (if any) in the droplet being formed8!l. Other things being
equal, larger droplets require larger orifices and slower vibrations. In addition, the
sorting of large cells is limited by the physics of droplet formation. One rule of
thumb82 is that the largest cell which can be reliably sorted is 1/3 the orifice diame-
ter. Historically, the largest available jewel ‘has been 100 um, thus limiting sorting
to GMDs less than 35 pm. Lately, as investigators have wanted to sort larger enti-
ties, such as pancreatic islet cells, manufacturers have offered 200 pm orifices®3, and
a 400 pm orifice is soon to be offered by Becton-Dickinson (S. Conner, personal com-

munication).
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The sorting mechanism for the Ortho system was removed for this thesis work, pri-
marily to reduce a problem of clogging which appears for larger (> 50 pm) GMDs.
For this thesis, sorting was done on the Becton-Dickinson FACStar cytometer/sorter
in the MIT Center for Cancer Research, which uses different optics that the Ortho,

but the same sorting principle.

Physical Dimensions for the System Used
e flow chamber: 250 um x 250 um square

e sample stream diameter: 10 pm estimated

GMD diameters: 20 pm to 44 pm

interrogation volume: 5-10 um vertical x 125-150 um horizontal

sample flow rate: ~1 meter/sec

2.2.2: Optical Subsystem

As described above, light scattered or emitted by cells passing through the interroga-
tion volume is collected by collecting lenses and delivered to an optical subsystem for
measurement. The Ortho optical subsystem is depicted in Figure 2.5. Again, I will
describe this subsystem to the level of detail needed to discuss its impact on GMD

measurements.

The optical subsystem is set up on an optical bench. It is comprised of a forward

(narrow-angle) and right-angle subsystems. Each in turn consists of :
e collection lens: a high numerical-aperture microscope lens

e dichroic mirrors: reflect light whose wavelength is above some threshold,

and passes the rest through (or vice versa)
o barrier filters: pass light whose wavelength is within a specified passband

e blocker bar: removes the light component which is co-axial with the laser
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from the forward subsystem. This is required to remove the laser from the for-
ward optical signal, since it is much bigger than any of the optical signals we
are trying to measure, and if left in, would damage the sensitive PMTs down-
stream. The axial component can be measured with a photodiode to derive the
"axial light loss", or shadow, that results when a cell passes through the interro-

gation volume.

Green

Photomultiplier Tube

- €— Fiber Optic

Axial

Loss
Right Angle Red
Collection Lens

\ ('2 Barrier Filters

7 | Green

Flow Cell
(Top View) 2> \"
Forward Dichroic
Collection Mirrors
Lens

Figure 2.5: Optical Subsystem of Ortho Cytofluorograph
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The effect of the optics is to split the light collected by the collection lens into three
color bands, which are loosely described as "red", "green", and "blue". For the Ortho

system, these bands are:
e Red: wavelengths longer than 630 nm. (longpass)

e Green: wavelengths in the band 515 to 530 nm. (bandpass, tuned to

fluorescein emission)
e Blue: wavelengths < 490 nm. (shortpass)

The wavelength cutoffs of these bands are not very sharp; for instance the red bar-
rier filter goes from 1% to 98% transmission over the range of about 610 to 680 nm,;
630 nm is its 50% transmission point. However, the passbands are sufficiently
separated that there is very little overlap between them. Unfortunately, the emis-
sion spectra of popular dyes, such as FITC, are sufficiently broad as to show up in
both the red and green channels. However, this cross-channel emission can be
corrected for computationally, so much so that using multiple dyes and lasers, four-

color analysis can be done in a straightforward manner.

A disadvantage of the configuration shown is that the dichroic mirrors do not fully
transmit (or reflect) even in their transmission (reflection) band; rather some frac-
tion, as much as 20% can be absorbed and lost. This is especially bothersome for
the Red and Green channels, since emitted light must experience two dichroic mir-
rors before getting to the barrier filters. An alternate, improved configuration, not
available on the commercial machines, has been proposed by Steinkamp®4. The abil-
ity to measure very small biological signals, such as bacterial DNA, with standard
commercial cytometer equipment has been demonstrated®,86, Others have found it
necessary, when measuring such weak signals, to remove all the dichroic filters, and
use only a barrier filter®?. This clearly reduces the usefulness of the cytometer. On
the other hand, by containing the progeny of initial cells, GMDs effect a kind of bio-
logical amplification, that should make it possible to make such measurements

without modifying the cytometer in this manner.
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The Ortho system has four PMTSs, of which two or three are used for the experi-
ments presented here. One selects the optical parameters to be measured by con-
necting the PMTs to the bench-mounted apparatus with fiber optic light guides.

2.2.3: Electrical Subsystem

The electrical subsystem is comprised of the photomultiplier tubes (PMTs) and their
pre-amplifiers. The job of the PMTs is to transduce the photon flux coming in to an
electrical current. Each PMT current is input to a pre-amplifier, which converts it to
a voltage, bandpass filters it, and amplifies it for further processing.

The pre-amplifiers also perform a baseline correction operation. The baseline correc-
tion circuit measures and averages the baseline voltage (ignoring pulses which occur
when a cell goes through the interrogation volume), and subtracts it from the instan-
taneous voltage to produce a zero baseline. Baseline correction is required because
there is almost always a DC current produced by the PMTs, even in the absence of
anything "interesting" in the interrogation volume. Sources of this signal include
low-level light leakage, and PMT leakage and dark current. However, for many ex-
perimental protocols, including the ones presented in this thesis, the major source is
fluorescence of one or more dyes present in the sample stream. Indeed, some dyes,
such as the propidium iodide used in my protocols, require the presence of unbound
dye in sample solution, because the dye binds in an equilibrium fashion to its bind-
ing sites, rather than covalently. As discussed above, it is likely that the presence of
a GMD in the sample stream perturbs the stream, notably increasing its diameter;
such an event would cause a transient increase in fluorescence, which would be
transduced into a voltage pulse above the baseline. This effect may be a contributor

to the apparent red fluorescence of empty GMDs, discussed in the next section.
Thus, the output of the pre-amplifier is, for each object passing through the interro-
gation volume, a voltage pulse, whose amplitude (from O to 10 Volts) signals the in-

stantaneous light intensity, above baseline, collected by the corresponding section of
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the optical subsystem. Strictly speaking, the instantaneous signal is smoothed
somewhat by the bandpass characteristics of the pre-amplifier, with a high-
frequency cutoff in the vicinity of 1 MHz. The output of the electrical subsystem is a
set of (up to 5) pulses for each such object, which characterize some physical or bio-
logical aspect of the object. These pulses are input to the Data Acquisition System
(described in Appendix 2), and from thence into data analysis programs.

Section 2.4: Flow Cytametry and GMDs

As described in Chapter 1, the function of flow cytometry in the context of GMD-
based methods is to provide a measure of the microcolony biomass within occupied
GMDs, by measuring the amount of a fluorescently labeled indicator biomaterial
within each one. In practice, this is a straightforward extension of flow cytometry of
cells, and is depicted in Figure 2.6.

In the schematic shown, all of the GMDs (grey circles) are occupied with up to 4 cells
(small, white circles); to the right of each GMD is a sketch of the expected PMT pre-
amp output, as the GMD passes through the interrogation volume. As shown here,
when the height of the laser beam at the interrogation volume is less than the size

of a microcolony, the effect is to "slit-scan” the microcolony as it passes by.
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Figure 2.6: Flow cytometry of a GMD sample

The voltage sketches indicate a point which bears emphasizing: the best measure of
total biomass indicator in a microcolony is the area (i.e. time-integral) of the voltage

pulse which appears at the pre-amp output when a GMD passes the laser beam.

This is because:

e in general, the microcolony will be bigger than the height of the laser
beam (5-10 um) at the interrogation volume, though this will not general-

ly be true for small bacterial microcolonies.
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e microcolonies are expected to be asymmetric, causing the pre-amp output to
depend on the orientation of the microcolony as it traverses the interrogation
volume. The tendency of flow cell hydrodynamics to orient non-spherical objects
along the flow-cell axis8! will likely be reduced by the spherical, convection-
resistant GMD. The pulse area for symmetric, uniformly sized and stained ob-
jects can often been inferred from pulse height, for instance; however, as made
clear by the waveforms of Figure 2.6, pulse height is not a good pred.iétors of

pulse area, nor of total biomass.

As it turns out, total cellular biomaterial is one of the most common parameters of
interest, and the cells being studied (usually mammalian) are also larger than the
laser waist. Thus pulse area is a very commonly used flow cytometry "mode", and

there is nothing unusual about GMD cytometry in this regard.

2.4.1: Triggering an GMDs

The process of measuring pulse areas in general, as well as the particular implemen-
tation used for this thesis, are discussed in Appendix I. Here, I wish to summarize
and to make a point regarding GMDs: immobilizing microorganisms in GMDs makes
it easier to make flow cytometric measurements of them, and relaxes some of the

performance requirements for the cytometer.

For a variety of reasons, pulse area measurements are made "in real time", as the
sample is run through the cytometer, as opposed to storing the waveforms and mak-
ing the measurements at a later time. As detailed in Appendix I, this requires first
detecting the pulse, and in particular the beginning and end of the pulse, in order to
turn the measurement circuits on and off. For bactena, typical pulse widt.h§ are
only 1-2usec, so this requires some moderately fast circuitry. Additionally, the opti-
cal signals arising from bacteria are relatively small, requiring a good (expensive)

optical subsystem to derive a reliable trigger signal.
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On the other hand, GMDs are relatively big, somewhat bigger in fact that the mam-
malian cells which cytometers more commonly measure. Cytometric measurement of
GMD-immobilized microorganisms is made easier by triggering on the optical sig-
nals, such as light scatter, arising from the GMD. In essence, the scatter associated
with the GMD gives "advance warning” to the cytometric circuits that a biomaterial
pulse may be imminent, and enables the measurement circuits to be turned on in
time to make a good measurement. The light scatter due to GMDs is a fairly strong
signal, and can be fortified by adding scattering centers to the gel; 38 thus, obtaining
a reliable trigger signal from GMDs does not require the same high optical perfor-

mance required for triggering on free microorganisms.

The penalty for making pulse-area measurements triggered on GMD scatter is that
if the GMD is even weakly fluorescent, the integral of that fluorescence over the
volume of the GMD can result in a substantial signal; this is considered in the next
section. For some applications, it will be a good idea to collect a measure of GMD
size, e.g. width of the scatter signal, in order to attempt compensation of the
biomass signal for fluorescence of the GMD; as will be evident in the next section,

this compensation may be non-trivial.

2.4.2: GMD Flow Cytometry and Fluorescent Stains

The final component of the GMD-based growth assay is the choice and application of
fluorescent labels for the indicator biomaterial. There are several reasonable choices
from the perspective of the biology, and I will discuss two specific examples momen-
tarily. First, however, it is important to consider the interaction of dyes in general

with GMDs and flow cytometry.

It is useful for this discussion to divide the universe of dyes into two parts:

e equilibrium dyes: associate with the indicator biomaterial, M, according
to the equilibrium reaction: D + M & DM. At all times, some fraction of
the "free” dye (i.e. unassociated), D, will be present, as quantified by the
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dissociation constant for the reaction. Usually, the dye-indicator complex has
different fluorescence properties than the free dye, so the amount of bound dye

can be quantified.

e covalent dyes: attach themselves "permanently” to the indicator biomaterial, M,
via a chemical reaction of the form: D + M — DM. In theory, any excess un-
reacted dye can be washed away after the reaction is complete, thus removing a

potential source of error.

As indicated previously, the goal of measuring the total biomass in an occupied
GMD can be confounded by non-specific staining of the GMD itself; ie. any dye
which is associated with the gel material generates a signal which is added to the
signal due to dye "specifically” bound to the indicator biomaterial. Due to the in-
tegration operation required to measure total biomass, even low levels of non-specific
labeling can be significant, especially when the integration is triggered on the GMD
scatter signal.

In particular, experience in our laboratory has indicated a significant effect when at-
tempting to measure very low level biomass signals, such as yeast DNA, or bacterial
protein or nucleic acids. GMDs do provide a work-around for this problem; by allow-
ing growth to occur, these biomass signals. increase, and quickly become large with
respect to the integrated GMD fluorescence signal. This is not the most desirable
approach, since we are interested in early growth; instead, further development is

warranted, and may include:

« identification of dyes which do not contribute a non-specific stain signal.

As explained below, these would require a covalent dye.

o developing a good measure of GMD size, and correcting the biomass sig-

nal by subtracting the estimated component due to background staining.
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The mechanism of non-specific staining would of course depend on the particular
dye, but might include:

e covalent attachment to the gel material, or an impurity thereof

* electrical attraction to charged groups on the gel; e.g. the anionic sulfate
esters sprinkled throughout agarose

o other forces such as hydrogen bonding, etc.

Even in the absence of any of these interactions, equilibrium dyes will always pro-
duce a non-specific stain signal, due to a diffusional limitation which merits explana-
tion. Figure 2.7 schematically depicts the passage of GMDs through a flow cytome-
ter flow cell (a more complete view of the flow-cell assembly appears in Figure 2.4).
As shown, the sample consists of empty GMDs, suspended in a dye solution. After
the sample is injected into the sheath, the free dye will begin to diffuse out of the
GMD into the sheath fluid. As discussed in Section 2.1, the gel is highly anti-
convective. There may be some "washing out” of the dye near lateral surfaces of the
GMD, where the effective pore length, and hence the hydrodynamic resistance, of
the gel is lowest; however, convective transport of the dye is not expected to be
significant overall. '

Using the analysis of section 2.1 as a guide, we can predict that diffusion will not be
sufficient to remove the free dye from the GMD before the GMD arrives at the inter-
rogation volume; a more definitive prediction would require solution (probably nu-
merical) of the diffusion equation subject to the boundary and initial conditions im-
plied by Figure 2.7.
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Free Dye
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Figure 2.7: Diffusion of Free Dye Out of GMDs

We start by dividing the initial concentration profile of the dye in the GMD into two
parts: the dye inside within the cylinder defined by the core stream radius, and the
remainder. The solution to the diffusion equation would then be the superposition of

the responses to each of these two initial conditions.

e Despite the fact that the dye inside the cylinder will diffuse radially with
time, the net fluorescence measured will be the same as for the core

stream between GMDs, and will be "nulled out” by the baseline correction
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circuit of the PMT pre-amps; thus, this portion of the initial condition will not
contribute to the free-dye signal we are considering here.

e Starting at t=0, the concentration profile of the dye outside the cylinder will re-
lax, with some fraction going into the sheath, and some diffusing inward, toward
the center of the GMD, where for this portion of the initial condition, the initial
concentration is zero. Thus, we expect a lower net flux out of the GMD than in
the uniform, spherically symmetric case of Section 2.1

¢ From Table 2.1, we estimate a diffusivity for small dye (MW 500) to be D~ 40
x10"7 cm?%sec. For a 20 Hm GMD, the smallest size used in these experiments,
and this value of D, we obtain a diffusion time of T=250 msec.

o After entering the sheath fluid, each GMD travels a distance of less than 10 mm
before arriving at the interrogation volume; at typical flow rates of 1-10
meter/sec, the time delay is on the order of 1-10 msec, or < 0.04 T.

* Finally, from Figure 2.1, we see that at 0.04T, there is significant diffusion re-
laxation of the concentration profile for the outermost half of the sphere, i.e.
re(R/2,R), but that a significant amount of dye does remain, and will contribute

to the "free-dye" error signal under consideration.

* For larger GMDs, the free-dye signal gets bigger (for a 40 pm GMD, T=1 sec; for
an 80 pum GMD, T=4 sec ).

We conclude from this argument that diffusional limitations alone can result in a
free-dye signal when equilibrium dyes are used. When other factors are included,
e.g. tortuosity of the gel (longer diffusion paths), attractive interactions between the
dye and gel (lower effective D), the dye concentration in the GMD relaxes even more

slowly, and the free-dye signal gets even bigger.
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2.4.3: Fluarescent Labels for Nudeic Acids: Propidium Iodide

In the experiments presented in this thesis, I have chosen to use double-stranded
RNA and DNA as the indicator biomaterial for microcolony biomass, and the fluores-
cent dye propidium iodide (PI) to stain it with. Propidium is a small (MW 668)
molecule which intercalates into double-stranded nucleic acids ( DSNA). Unbound in
solution, it is excited by green-blue wavelengths, and emits weakly in the red. Upon
binding to DSNA, the fluorescence increases 10-fold, and there is a slight shift in the
emission spectrum (A_, = 630nm); this is thought to be related to the hydrophobic
environment internal to DSNA. There are several considerations to use of this dye,
including:

e Propidium is an equilibrium dye, and thus must be present in the flow
cytometry sample, implying a free-dye signal as discussed above. In
practice, the free dye signal has been tolerable for use with yeast total
DSNA, as well as for mammalian cells, either DSNA or DNA only’8.
However, the free-dye signal has foiled attempts at measuring yeast
DNA-only, and bacterial total-DSNA.

e Propidium is charged (2+), and does not normally cross the cell mem-
brane; thus in order to stain DSNA, the membrane is permeabilized by
exposure to 50% methanol for 10 minutes. This step also kills the cells,
stopping growth, and mildly fixes the cell, though not as drastically as a
cross-linking agent e.g. glutaraldehyde. It is likely that the GMD per-
forms many of the functions of a fixative, i.e. preventing the cell from fal-

ling apart, and keeping large cellular components from diffusing away.

e Like all equilibrium dyes, in order to make good quantitative measure-
ments, PI must be present in excess in order to ensure saturation of the
binding sites; i.e. only in the saturation condition is it reasonable to as-
sume that the total bound dye is proportional to the total available bind-
ing sites. The saturation requisite clearly competes with the need to

minimize the free-dye signal. The minimum amount of dye needed
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depends on the amount of stainable material present, i.e. pg of DSNA. For-
tunately, I was able to identify a dye concentration (0.5uM) for which the DSNA
in a typical sample was saturated, and for which the free-dye signal was toler-
able.

e For the most accurate measurements of DSNA after long incubation times, i.e.
when the amount of stainable material has increased many-fold, it might be
necessary to increase the PI concentration to maintain saturation. Once out of
saturation, further increases in stainable material would result in a increasingly
smaller increments of bound dye, and an underestimate of biomass increase.
For the experiments presented in this thesis, there was no evidence of a de-

saturation problem.

e The binding rate of PI to DSNA depends on the PI concentration, as well as
diffusion through the GMD and cell membrane. Experiments have shown that 5
minutes is sufficient to achieve equilibrium in free yeast cells (S. cerevisiae),
under conditions similar to the protocols of this thesis89; I typically used 15
minutes. After several division times, the rate of diffusion through the outer-
most cells of the microcolony to the inner cells must also be considered. In the
case of large microcolonies of mammalian cells, in 44-88 pm GMDs, 45 minutes

stain time was required’®.

e For yeast in exponential phase, approximately 90% of the DSNA signal is due to
RNA. As an indicator of biomass and growth, RNA is reasonable, since RNA is
a requisite for protein synthesis. As an indicator, RNA is tricky, though; any ar-
tifact which affects the RNA signal can be misinterpreted as changes in growth.
For instance, RNases (enzymes which cleave RNA) are common contaminants of
glassware and media; RNase is also present in cells, and in many arenas, spe-
cial steps are required to ensure its inactivation®?. Based on the discussion of
DNA electrophoresis (section 2.1), it is reasonable to guess that the diffusion of
RNA fragments longer than 40 base pairs would be retarded by the gel matrix.
Nevertheless, RNase has been shown to be effective in deleting the RNA-

propidium signal in mammalian cells78, and must be strictly avoided here.
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o Preliminary experiments showed that the DSNA-propidium signal for methanol-
fixed free C. utilis cells was sensitive to the ionic strength of the suspending
medium, and that it degraded with time. This is due in part to the fact that
ionic strength affects the tightness of DSNA winding, which in turn affects pro-
pidium intercalation. I found that a 10mM phosphate buffer was a good
compromise in terms of signal strength and stability.

In summary, propidium iodide has the advantage of being simple, cheap, and quick.
However, caution must be employed in its use; in order to reasonably compare the
biomaterial signal from any set of samples, the dye conditions must be the same; i.e.

dye concentration, suspending medium, fixation, stain time, etc.

Ethidium homodimer, is related to propidium iodide, and has a much higher affinity
for DSNA than propidium; 9! in theory, this would permit lower levels of free dye in
the sample, and possibly reduce the free-dye signal. Preliminary experiments have
not shown any significant improvement however, perhaps indicating an interaction
between the dye and the gel, or a higher fluorescence of the unbound dye. I believe

further investigation is warranted.

Ethidium monoazide is also related to propidium, and is unique among that family
in being a covalent dye. In particular, it covalently binds to nucleic acids at the
binding sites for ethidium92. The dye is light-activated, i.e. a photolysis step (~ 10
minutes) precedes formation of the covalent bond. Considering the implied ability to
wash out the unreacted dye, the free-dye signal should be greatly reduced; I consider
further investigation more strongly warranted than for the homodimer. On the oth-
er hand, there is the risk that the dye will bind to the gel, at least in small amounts;
this has proven to be a significant problem for the covalent dye FITC, as described
below.
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2.4.4: Fluorescent Stain for Proteins: FITC

As mentioned, the DSNA-propidium signal is not large enough in bacteria for use in
the GMD-method. More precisely, the signal is not large enough with respect to the
free-dye signal discussed above; thus for bacteria, we have used a covalent dye.

Fluorescein Isothiocyanate (FITC): is another small (MW 389) dye molecule, used to
covalently attach the highly fluorescent fluorescein molecule to proteins. The
isothiocyanate reacts with amines, to form a covalent bond; in particular, with the
e-amino group of lysine (a prevalent amino acid constituent of cellular proteins), and
the free amino terminus of amino acids and polypeptides. In collaboration with Dr.
Harrison of our laboratory, I have successfully used this dye to measure growth of
bacteria (E. Coli) immobilized in GMDS?3, although considerable data processing

was required. Based on those experiments, the following observations are made.

» FITC apparently stains the agarose gel, albeit weakly, and possibly non-
covalently. The size of the gel-stain signal increases with the stain time,
and decreases gradually if the GMDs are left to stand in water. In the
particular protocol, we stained 40 minutes with FITC, and "de-stained"
the gel at least overnight, and sometimes for several days. The asym-
metry of these times clearly indicates that more than diffusional limita-

tion is involved.

e FITC is pH-sensitive; both the excitation and emission spectra change
substantially (8-10 fold) over the range pH 5-9. Thus, any experimental
artifact which causes a pH difference between samples may be incorrectly
interpreted as a difference in growth. Since protons diffuse very rapidly
in water, and based on the previous discussion of outward diffusion from
GMDs once they enter the sheath fluid, it may be required to buffer the
sheath fluid to avoid the pH artifact. Preliminary experiments did not

strongly support this requirement, however.
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e The FITC-protein signal seemed quite stable over time, once destaining was
completed. One might expect that many proteins would diffuse out of the cell
once the membrane was permeabilized, although methanol is mildly denaturing.
Indeed, small labeled proteins probably do diffuse out of the cell during destain-
ing. These labeled, denatured proteins would diffuse through the gel more slow-
ly than the free dye (see table 2.1), and may even stick to the gel’s sulfate
groups (section 2.1). Preliminary experiments with cell-free GMD preparations
exhibited the same large stained-gel signal, and the same long destaining re-
quirement; it does not appear that the contribution of labeled proteins is

V significant by comparison.

In summary, FITC provided a strong signal for cellular protein, and allowed us to
measure growth of the bacterial microcolonies, after a division or two. However, a
staining protocol which calls for destaining overnight cannot be considered as the
basis for a "rapid” method of antimicrobial susceptibility testing.

Section 2.5: Summary

In this chapter, I have presented some technology-specific aspects of the GMD-based
growth assay described in Chapter 1. This has revealed both attributes and possible
limitations of the particular implementation of the GMD method used in this thesis.
In summary:

e The size of GMDs should allow very rapid diffusional exchange of
molecules with the bathing medium.

e Agarose should provide a very inert support matrix for growth, and im-

mobilization conditions are not expected to stress the cells.

e Molecular sieving by the ultra-low melting point agarose may may come
into play for molecules as small as 26 kD; this should not be apparent in
the experiments presented here, since all molecules of interest are below
5 kD.

Page 94



Section 2.5 Summary

¢ Electrical interaction between the gel and certain molecules, e.g. binding to sul-
fate groups, may noticeably affect transport of charged molecules, notably oligo-
peptides. '

e Flow cytometry should provide good measures of microcolony biomaterial con-
tent, with little or no modification of standard cytometric protocols.

e Due to their size, GMDs should make it easier to make good measurements of

microorganisms by providing a large, robust signal to trigger from.

e A unresolved issue, and one which currently prevents this method from working
well in the presence of weak biomass fluorescence signals, is the relatively large
signal arising from the retention of free dye in the gel, or non-specific staining of
the gel. However, there are numerous candidate dyes which should be evaluat-
ed soon, and hundreds of candidates to consider$4.
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Chapter 3

Growth Experiments

As described in Chapter 1, the basis of conventional antimicrobial susceptibility tests
is a growth assay; the cells under study are cultured in the presence of increasing
amounts of antibiotic, and the amount of growth under each condition is measured
and compared to growth in a drug-free control. Thus, the development of a GMD-
based susceptibility test must be preceded by the demonstration of a GMD-based
growth assay. In this chapter, I will demonstrate such an assay, and compare its

performance with a quantitative reference method: optical density.

Optical Density as Reference Method

Optical density was chosen as a reference method for these experiments, because:

e OD measures biomass (v.i.); since the GMD method is also based on
measurements of biomass, comparison to OD is logical. In particular, the
two methods should both be sensitive to growth, as defined in section 1.2,

without cell division.

e OD inherently measures a large number of cells, thereby theoretically
reducing the sampling error (~ N*) in the measurement. A typical opti-
cal density measurement interrogates a sample of 10° to 108 cells, for
which the sampling error is low, less than 0.1%. Of course, there are

noise sources unique to the OD method, such as false scatter from air
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bubbles, stray particulates, etc., that must be minimized through careful tech-

nique.
e OD is a relatively rapid measurement.

o Finally, as of 1985, all of the automated methods for antimicrobial testing which
had been fully evaluated and FDA approved were based on optical density or re-
lated photometric measurements!?. In particular, OD is the basis for many
state-of-the-art rapid susceptibility testing methods, currently in clinical use,
such as the Vitek system (McDonald-Douglas Vitek Systems, Hazelwood, MO),
and the AutoSCAN-4 (American Scientific Products div. of American Hospital
Supply Corporation). From a long-term perspective, it makes sense to compare
the GMD method to.the basis of existing clinical technology, looking for relative
merits of each method. |

Physical Basis far Optical Density Measurements

Measurements of optical density are made by passing light of a narrow band of
wavelengths through the sample, and measuring the amount of light which emerges.
In the instrument used here, the photodetector is coaxial (0°) with the incident light,
so the measurement is of transmitted light. The incident light is scattered by parti-
cles, such as cells, suspended in the sample; thus as the amount of suspended ma-
terial increases, scattering increases, and the transmitted light decreases. The con-
ventional wisdom 1is that absorbance of incident light by cellular material is negligi-
ble at the wavelengths used (500-600 nm), so that optical density is predominantly a
measure of turbidity. In practice, absorption by the suspension medium can be
significant, as can fluorescent re-emission; these need to be carefully controlled for
by the use of blanks. )

Analytic expressions for the amount of light scatter, which require solutions of
Maxwell’s equations, are available for limited, ideal cases?5. In each case, the solu-

tions depend on the viewing angle and distance, the particle size, and the relative
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refractive index ie. the refractive index of the particle material, with respect to the
refractive index of the suspending medium. Lorenz (1890), Mie (1908) and Debye
(1909) independently provided solutions for scattering by spheres. Lord Rayleigh
(1871) described a theory applicable only for particles much smaller than the
wavelength of the incident light. Under certain conditions, scatter from particles
larger than the incident wavelength can be described by Rayleigh-Debye theory,
wherein each small volume element of the particle is modeled by Rayleigh scatter-
ing; the light scattered by the each of the elements is combined (with interference),

and the net intensity field is viewed at an observation point far from the particle.

Typical OD measurements use an incident wavelength of 500-600 nm, whereas the
typical bacterial cells are 500 x 2000 nm in dimension; of course, yeast (> 3000 nm)
and mammalian cells (> 7000 nm) are even larger. Thus Rayleigh-Debye scattering
is used as the basis for photometric analysis of cell growth98. Unfortunately, the as-
sumptions behind the commonly cited results ignore (out of necessity for mathemati-
cal tractability) many aspects of physical reality, especially the distribution, within a
cell suspension, of cell sizes, shapes, masses, volumes, and refractive indices, as well

as non-uniform refractive indices, i.e. granularity, within the cells themselves.

Nevertheless, the approach taken to the Rayleigh-Debye model, ie. considering a
large particle as the sum of many small scattering particles is the basis of the result
that total light scatter increases with biomass. For the case of bacteria and yeast,
subject to numerous assumptions, the mathematical solutions assert an explicit rela-
tionship9é:

OD < (cell dry mass)? x (cell density) x f( n, n0, 1)

where n and n0 are the refractive indices of the cells and media, and A is the illumi-
nation wavelength. This relationship has led to the widespread use of optical densi-
ty measurements to estimate biomass. However, as pointed out by Koch?7, the in-
terrelationship of the physical parameters results in an inverse-square law, which

states that the optical density is proportional to inverse of the cell radius squared.
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In a sample of cells with different sizes, the optical density is proportional to the in-
verse of the total surface area of the cells in the sample. Thus, turbidity is not a
true measure of biomass, as it is sensitive, for example, to cell shrinkage or swelling
due to changes in osmotic pressures. The inverse-square law applies best to parti-
cles in the size range of about 0.5 to 2 um, notably bacteria. For larger particles
such as yeast, the dependence on cell size is more complicated, if not intractable.
However, the general result still holds, ie. the sensitivity of optical density to physi-
cal changes other than biomass accumulation, and can be expected to appear in ex-

perimental results.

Finally, it should be noted that optical density measurements inherently represent
bulk averages. In many important cases, including exponential growth phase, the
population average cell size and dry mass can be assumed constant; under that as-
sumption, optical density is then a reasonable measure of cell density, or total sam-

ple biomass.

Section 3.1: Macroscopic Growth Measurement: Optical Density

The goal of this first experiment is to demonstrate the macroscopic growth assay,
based on tracking optical density of a cell suspension with time. In exponential
growth phase, the cell concentration, p, should increase exponentially with time.
Since OD = p under this condition, (as discussed above), a plot of log{OD} vs. time

should reveal a straight-line portion, whose slope is the average cell division time.
Protocal 3.1

Part numbers and media compositions appear in Appendix 3.

e C. utilis (ATCC #9226) was grown up on YM-agar plates. Several
colonies were transferred to buffered YNBD broth, and incubated over-
night with rotational agitation, at 26°C. In the morning, I diluted 7.5 ml
of the cell suspension with 7.5 ml fresh YNB, and incubated with rota-
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tional agitation for 2 hours at 26°C; this was in order to get the cell suspension
in nearly exponential phase for the experiment.

e I empirically determined the dilution necessary to achieve the desired initial opt-
ical density for this experiment: 160 ul of cell suspension in 5 ml of buffered
YNBD produced an OD,,, of 0.025. Haemocytometer counts reveal that this
corresponds to an initial cell density of 5.2 x10° cells/ml.

e 1.6 ml of cell suspension was mixed into 50 ml buffered YNBD in 50 ml polypro-
pylene cell culture tube. 5 ml was transferred into a glass test tube for optical
density reading. The remaining 45 ml was incubated with rotation, at 26°C.

e The OD,4, of t=0 sample was measured, and glass tube rinsed with DIW.

e At periodic intervals, another 5 ml aliquot was transferred from 50 ml culture
tube to glass test tube, OD,,, measured, and glass tube rinsed.

Results

Logarithms of the raw OD,,, data were computed, and plotted vs. time, as shown in
Figure 3.8. A minimum-square-error line was fit to the linear segment of the curve
(t=75 to 430 min). From the slope of this line, a doubling time was determined:
log(2)/slope = 97 minutes. These results are discussed in conjunction with the

results of the GMD-based growth assay, the next experiment.
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600 minutes

O log{ Optical Density measurement }
<= MSE line (t=75 to 430 min)
Doubling Time: 97 minutes

Figure 3.1: Growth of C.utilis, by optical density measurements

Section 3.2: Measurement of Growth by GMD-based Growth Assay

The goal of this next experiment is to demonstrate the microscopic GMD-based
growth assay, based on tracking microcolony biomass in a cell population, with time.
In exponential -growth phase, microcolony biomass should increase exponentially
with time, as discussed in section 1.2. By the GMD method, the integrated fluores-
cence of an indicator biomaterial is used to measure biomass (chapter 2). Thus, a
plot of the mean log{indicator fluorescence} vs. time should reveal a straight-line

portion, whose slope is the average biomass doubling time.
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Protocol 3.2

The details of the GMD preparation, fixation, sieving, etc., are fully presented in Ap-
pendix 1. Here, I summarize, and fill in details particular to this experiment.

e C. utilis (ATCC #9226) was grown up on YPD-agar plates. A colony was
transferred to YPD broth, and incubated overnight, with rotation, at
26°C.

o C. utilis cells were immobilized in GMDs (22 % ULMP), using the proto-
col of Appendix 1. The cell inoculum was 100 pl, at a concentration of
1.2 x108 cells/ml, as measured by haemocytometer count of a 1:50 diluted
sample. The final concentration in agarose was 2 x107cells/ml; at this cell
density, Poisson statistics predicts that 30% of 36 pm GMDs will be occu-
pied by one CFU, 9% will be multiply occupied, and 61% will be empty.
This was qualitatively confirmed by microscopy.

e The GMDs were prepared in nine aliquots, each ultimately being a
suspension in 5 ml of YPD (i.e. after transfer of the GMDs from oil to
aqueous suspension, as detailed in Appendix 1). The first aliquot was
immediately fixed by adding 5 ml of methanol, for a final concentration of
50% (v=v). The remaining aliquots were incubated in 15 ml polypropylene
tubes, with rotation, at 26°C.

e Aliquots were taken every 30 minutes, and methanol-fixed as above.

o After all aliquots had been fixed, each was washed and sieved: GMDs
between 20 um and 44 um diameter were extracted from the suspension
by sieving, then washed with DIW, then washed and resuspended in 1.5
ml of 10mM phosphate buffer, pH7. The samples were stored in 1.5 ml
polypropylene microcentrifuge tubes, and left overnight in the refrigera-

tor.

e In the morning, a 14.8 puM propidium iodide working solution was
prepared by adding 15 pl PI at 1000 pM to 1.0 ml DIW. The samples
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were stained by adding 51 ul of the working solution to each 1.5 ml sample; the
final concentration was 0.5 pM. Samples were allowed to stain for at least 15
minutes, so the dye could equilibrate.

o Samples were analyzed with the flow cytometer, with excitation at 488 nm, 35
mWatts, with light-mode (i.e. constant light-intensity) power regulation. For
each of 32,000 GMDs, 90° red fluorescence (RF, A > 630nm) was measured, in-
tegrated, and stored using the DAS (Appendix 2), triggered on 90° blue scatter.
The PMT gains were: 90° red: 1.9 and 90° blue: 1.65. The gain of the blue
scatter channel determines the rate of false triggering by debris in the sample,
etc. Typical event rates were about 100/sec, and a gain of 1.65 produced a rea-

sonable ( < 10/sec ) noise rate.

e On our data analysis system, the log,, of the raw fluorescence data was comput-
ed, and input to a statistics program which produced these histograms, and
computed the mean log{RF} of each.
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Figure 3.2: Growth of C.utilis in GMDs, by flow cytometry
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The histograms shown in Figure 3.2 demonstrate the initial distribution of PI-
stained biomass, and the increase in same, as incubation time increases. Some im-

portant features, discussed below, are:

e The GMDs themselves have a significant RF signal due to integration of
the low-level non-specific labeling of the gel. However, the RF distribu-
tion due to GMDs is not shown in this data; it is offscale to the left of the

~ data shown.

e At t=0, we see the initial distribution of PI-stained biomass. The t=0, 30,
and 60 min distributions look nearly identical, and the t=90 sample is the
first to exhibit a clear shift in the RF distribution. Continued growth,
reflected by continued shift in the RF distribution, is seen in the remain-

ing samples.

o Starting at time t=180, we see the appearance of a second peak, in the
same location as the initial peak of t=0. This peak increases with in-

creased incubation time.

The mean log(RF} value from each GMD sample was plotted vs. the corresponding
incubation time, to generate a growth curve, shown in Figure 3.3. The samples from
t=60 to 180 minutes were fit with a minimum-square-error (MSE) line. From the
slope of the line, a biomass doubling time was computed for the CFUs in GMDs:
log(2)/slope = 85 minutes. In addition, for the t= 210 and 240 minute samples, a
curve-fitting procedure was used to estimate a mean log(RF} for the right-most RF
sub-populations, and plotted on the same graph (filled circles). The left-most sub-
populations are presumed to not represent growing microcolonies (see below); the

curve-fitting method is illustrated in Figure 3.4.
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mean log{ RF}
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== MSE line (t=60 to 180 min)
doubling time: 86 minutes

Figure 3.3: Growth of C.utilis in GMDs: mean log{RF) vs. time

Section 3.3: Discussion

3.3.1: Comparison of Growth Assay Results

These results demonstrate the ability to observe and measure the growth of C. utilis
microcolonies in GMDs, and show good agreement, both qualitative and quantitative,
between the results thus obtained and those of the gold-standard, optical density.
The following points should be considered:

* In both methods, we were able to observe a short initial lag phase, fol-
lowed by an exponential growth phase. MSE fits to the growth curves

gave a cell number doubling time of 97 minutes (optical density method)
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and a microcolony biomass doubling time of 85 minutes (GMD method). The

nominal division time for this microorganism is 90 minutes.

e A likely contributing factor to the difference in doubling times is that different
media were used for the two experiments. For the OD experiment, I used
buffered YNBD (Yeast Nitrogen Base plus dextrose), a standard medium for
yeast; YNBD is the medium used for standardized clinical broth dilution testing
of antifungal agents!®. For the GMD experiment, I used YPD, a much richer
medium for yeast. YPD has about 4 times as much dextrose and nitrogen
source as YNBD and thus would be expected to support higher growth rates
than YNBD. The choice to use YPD was made for practical reasons: it was
found to result in higher GMD yields, due to an apparent surfactant property of
one of its constituents. In the future, for the purpose of conforming to communi-
ty standards, an additional step of transferring GMDs from YPD to YNBD after
manufacture should be added; of course, one would have to demonstrate that
the transfer step did not stress the cells.

e In each case, there was an apparent slowing from exponential growth late in the
experiment. While this may be genuine slowing, due to e.g. nutrient exhaustion,
milieu changes, etc., it may also be an artifact of the methods. In particular, it
is well known that optical density is linear with cell concentration only over a
limited range96:98, To extend the linear range requires calibration of OD to
known cell concentrations, and conversion of OD data to concentration data; this
was not deemed necessary for this experiment. On the other hand, GMD micro-

colony biomass is limited at the top-end by GMD break-out, discussed below.

* By mathematically extracting the right-most sub-population of the log RF distri-
bution at t=210 and 240, and plotting the mean log(RF} for those sub-
populations, the linear range of the GMD-based growth curve was extended.
This indicates continued exponential growth of immobilized microcolonies, at
least through t=210 minutes. The deviation at t=240 may reflect a slowing of
growth, or may reflect hitting a hard limit on microcolony size for these GMDs;

based on the log RF plots of Figure 3.2, as well as microscopy, at t=240, many
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microcolonies are 16-20 cells, and physically cannot get bigger without breaking
out of the smaller GMDs. Certainly, for this exploratory type of experiment,
this sub-population analysis is useful; for other applications, it may only be
necessary to know whether there was any growth at later times, which could
have been correctly answered by simpler methods, such as the uncorrected

mean-logs, or with the mode of the distribution.

e In the GMD data, the lag phase of 60 minutes was intentionally induced by us-
ing an inoculum from early-stationary phase; in other experiments, cells were
taken in exponential phase, and no significant lag was seen; this supports the
conclusion that these cells tolerate the GMD protocol without feeling stressed.

e The log RF histograms of Figure 3.3 are qualitatively consistent with the expect-
ed results of the GMD-based growth assay, as presented in Chapter 1. Under
the microscope, at t=0, the initial immobilized CFUs were noted to consist
predominantly of 1 or 2 cells, with a few 3-cell and 4-cell CFUs seen. The
corresponding log RF distribution is seen to be skewed, and is consistent with
the model of Section 1.2, i.e. the sum of nearly symmetric but fairly broad distri-
butions, each corresponding to 1- or 2- (and a few 3- or 4-) cell CFUs. One
might attempt to apply distribution-fitting methods to estimate the fraction of 1,
2, 3 and 4-cell CFUs, but there is no good reason to do so here. Also, to my
knowledge, a justifiable model for biomass distribution is lacking; the Gaussian
assumption of section 1.2 was based on empirical observation, although certainly
the Gaussian distribution is widely used for analysis of DNA-content measure-

mentsgg.

3.3.2: Microcolony Break-out

The log RF histograms for t=180 minutes onward exhibit an sub-population emerg-
ing to the left of the "growing microcolony sub-population”. The fact that this sub-
population appears in the same location as the initial t=0 distribution leads to the
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tentative conclusion that these are 1-2 cell CFUs, and at least two possible interpre-

tations:

e This is the hon-growing sub-population of the initial inoculum, which was
included in the model of Section 1.2, or

¢ these are CFUs that escaped from their GMDs and are suspended freely
in the sample.

The evidence strongly favors the second interpretation:

® Microscopy of these samples reveals free yeast cells mixed with the
GMDs, whereas the observed fraction of non-growing, immobilized CFUs
is very small.

* The cytometric histograms indicate that the sub-population increases
with incubation time, A non-growing sub-population would be be expect-
ed to remain the same, and perhaps decrease ag some long lag-time cells
start growing. Conversely, a break-out sub-population would be expected
to increase with incubation time, as average microcolony size increases
and more GMDs fracture.

* The yeast cells have a significant size (-4 Hm), especially with respect to
the smallest GMDs (20 um). Im addition, the ultra-low melting point
agarose has a very low strength. Thus, as the microcolonies grow, it is
expected that they will weaken or fracture some of the GMDs.

* One expects, and microscopy confirms that in some cases, the initial CFU
18 located near the edge of the GMD; as the CFU divides, the progeny
may escape from the GMD, without actually breaking the GMD.

Thus, there is consistent evidence for break-out. The only puzzle is that the sieving
step, which follows incubation and fixation, should rémove everything smaller than
20 pm, including free yeast cells. However, after the sieving step, the GMDs are ex-
posed to further stresses, such as pipetting, mixing (especially in the staining step),
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and traversing the fluidics of the cytometer; it is plausible, but not yet proven, that
this breaks GMDs which have been fractured, or breaks off progeny at the GMD sur-
face, reintroducing free cells into the cytometer sample. Certainly, stress-reduction
in the protocol is possible and warranted. In particular, for staining after sieving,
the GMDs should be gently suspended in a dye-buffer mixture, rather than the
current method of mixing the dye into the GMD suspension.

It should be noted that yeast are larger than the smallest GMDs that result from
the GMD dispersion protocol of Appendix 1; thus after dispersion and gelation, and
transfer to aqueous phase, there are free yeast remaining in the sample. These
should be removed from the sample by the sieving step, and microscopy confirms

that, with adequate washing, they are removed.

For the purposes of antibiotic susceptibility testing, break-out may or may not be a
problem. The central issue here is whether the inhibition of growth can be demon-
strated before the bulk of the microcolonies break out of their GMDs; as we will soon
see, for the model system of this thesis, the answer is ‘yes’. We could, if necessary,
decrease the degree of break-out by going to a higher gel concentration, thus obtain-
ing a higher gel strength, or using the LMP agarose, which forms stronger gels than
ULMP. I would however advise caution; stronger gels may impede microcolony
growth. Also, based on the discussions of section 2.1, the molecular sieving effect of
agarose increases with gel concentration. Of the two options, I would prefer switch-
ing to LMP agarose, since at the same concentration, it is both stronger and less

sieving than ULMP agarose.

Specific Labeling of GMDs

In cases where it is critical to distinguish free cells from cells immobilized in GMDs,
it would be possible to label the GMD gel material; this would provide an unequivo-
cal trigger signal for cytometry, so that free cells in the sample could be ignored.

Two possible methods are to (i) covalently bind a fluorescent dye to the agarose, or
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(ii) co-entrap small (0.1 pm) fluorescent beads in the GMD; both methods have been
demonstrated in our laboratory (G. Williams, G. Harrison, personal communication).
Initial experience showed that activation of the agarose for dye attachment, e.g. by
cyanogen bromide, altered the physical properties of the gel, possibly in an un-
desired manner, by promoting cross-linking of the agarose. On the other hand, com-
mercially prepared beads were found to contain preservatives, i.e. antimicrobial

agents such as sodium azide, which required dialysis for removal.

It was also observed, as expected, that the emission from the GMD label crossed
over into the red fluorescence channel; e.g. the fluorescein emission spectrum ex-
tends well into the orange-red wavelengths. Presumably this could be computation-
ally corrected; however, this presumes that the red fluorescence which comprises the
signal, i.e. Pl-stained nucleic acids, is large compared to the fluorescence of the gel.
In effect, labeling the gel only worsens the problems of non-specific labeling of the
gel discussed in Chapter 2. It is possible, though not demonstrated, that the non-
specific labeling itself can be used as a gel-label in the manner proposed. However,
for these experiments, if not in general, I concluded that the loss of signal-to-noise
ratio due to labeling the gel would not be worth the gain of being able to distinguish
free cells from GMD-entrapped cells. In future experiments where fluorescent cell-
identity signals are to be collected, ie. for polymicrobial specimens, labeling the gel
would reduce the number of color channels available, and would likely decrease the

signal-to-noise ratio in the same manner.

3.3.3: Cell Viahility in GMDs

As discussed in Section 2.1, for the purpose of antimicrobial susceptibility testing, it
is critical to determine the extent to which cell viability is compromised by GMD im-
mobilization and culture. The results of this experiment, which of course only apply
to C. utilis, are very promising. Consideration of the later time samples suggests a
good cloning efficiency. In order to derive a worst-case estimate of cloning efficiency,

I manually split the t=240 distribution into two sub-populations, as shown in Figure
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3.4. Counting the events in each sub-population demonstrates that 20% of all RF
measurements were in the left-most of the two. In the worst case, all these events
would represent non-growing cells, and an estimate of 80% cloning efficiency would
be warranted. However, microscopy indicates that a significant majority of these
events are due to free cells in the cytometry sample; thus a cloning efficiency in ex-
cess of 90% is more realistic. Indeed, microscopy indicates a cloning efficiency in ex-
cess of 95%, although careful quantitation, i.e. counting large numbers of GMDs by
microscopy, was not done for this experiment. A more quantitative evaluation is in-
cluded as part of the growth inhibition experiment, presented in the next sections of
this chapter.

Relative frequency

21 24 27 30 33 log RF

&8 growing cells ... verrereneee 80 %
i1 non-growing or free cells ...... 20 %
— total sample

Figure 3.4: Sub-population estimation by curve-fitting

Finally, the growth rate of the viable CFUs is very good, equal to the nominal

growth rate, and consistent with the results for free-cells in suspension, given the
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difference in media. These findings support a tentative conclusion that cell viability

is not compromised by this protocol.

For extending this work, however, this conclusion needs more support. An experi-
ment is needed to quantitatively show the changes in viability, if any, resulting from
GMD culture with respect to culture in free suspension. For example, using a vital
stain, such as carboxy-fluorescein diacetate (CFDA)%4, in conjunction with PI
(without intentional cell permeabilization) it should be possible to track the viable
and non-viable fractions of a cell population with time. Stringently quantifying via-
bility in GMDs, for comparison, will require modifications of the protocols used for
this thesis.

e The first confounding factor is free cells in the samples, due to cell
break-out, inadequate washing, etc. Using only a single color, i.e. red
fluorescence (RF'), it is essentially impossible to distinguish free, viable
cells from cells which have not grown. Further, my experience was that
even the combination of RF and light scatter was not sufficient to make
the distinction; the integrated scatter from free yeast CFUs was
significant and comparable to small GMDs. One possible protocol
modification would be to use a viability stain such as carboxy-fluorescein
diacetate, (CFDA), and eliminate the cell fixation step. A simpler ap-
proach would be to mark the gel in some fashion, either with a fluores-
cent label or scattering centers (to increase the scatter signal from
GMDs), so that by using two optical measurements, one could distinguish
free cells from GMD-entrapped cells.

» The other serious problem with using the current protocol to test viability
is that we depend on a relatively large RNA component to develop a large
enough propidium signal (RF) to see above the non-specific binding of the
gel (section 2.3). Cells which have been dead for some time, undernour-

ished, or cell spores, cannot be expected to have this large RNA com-
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ponent. Thus, in the experiment presented, a population of dead, DNA-only
cells would be obscured by the gel fluorescence, and unavailable for further
analysis. This comment is also relevant for bacterial protein staining with FITC
(section 2.3); cells which have not been recently well-fed, happy and growing
could not be expected to have enough protein to develop a biomaterial stain

large enough to overcome the non-specific staining of the gel.

Section 3.4: Measurement of Growth Inhibition by Optical Density

Although the growth of microcolonies can be observed under the microscope, another
experiment is useful to support the conclusion that this method is actually measur-
ing growth, as opposed to some unexpected artifact. In this section, I will present
such an experiment, one which shows that in the presence of inhibitory levels of
Amphotericin-B, growth inhibition is observed in similar fashion by the conventional
optical density method, as well as by the GMD-based method. This naturally leads
into the MIC experiments of the next chapter.

Protocol 3.3

The data used here is a subset of the data taken for a larger experiment, a conven-
tional serial drug dilution MIC assay. The full experimental protocol is presented in
the next chapter, along with the full data set. In this section, I have extracted a
small subset for comparison to the GMD assay results presented in the next section,

~ and here summarize the salient protocol features:

e C. utilis (ATCC #9226) was grown up on YM-agar plates. Several
colonies were transferred to YNBD broth, and incubated overnight, with
rotation, at 26°C.

e A serial drug dilution procedure was used to prepare a set of 50 ml polys-
tyrene tubes, each containing 50 ml of YNBD, with Amphotericin-B drug
concentrations ranging from 0.031 pg/ml to 2.0 pg/ml.
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e Each tube was inoculated with 800 pul from the yeast suspension; this was pre-
" determined to yield an initial OD,, of about 0.025.

e For OD measurements, 5 ml from each sample was transferred to a glass test
tube, suitable for the spectrophometer. The same tube was used for all read-
ings, and rinsed with DIW between samples.

. OD530 measurements were made on all of the samples at t=0, then the remain-

ing 45 ml cell suspensions were incubated, with rotation at 26°C.

e At periodic intervals, additional OD,,, measurements were made on all of the

samples.

Results:

Logarithms of the raw OD53° data were computed, and plotted vs. time, for the
drug concentrations 0.06 pg/ml and 1 pg/ml, and for the three earliest sample times;
the result is shown in Figure 3.5. Notable points include:

e The data has been normalized to correct for slight differences in initial
OD,,, to facilitate visual comparisons. Ideally, these differences would
arise solely from differences in inoculum concentration; in reality there is
a moderately substantial noise component due to such things as variation
in orientation of the glass test tube, etc. Nevertheless, this does not de-

tract from the interpretation of the data.

» The sample tubes were also inspected visually for turbidity, which is the
basis for the classic MIC assay. The samples with zero and 0.06 pg/ml
Amphotericin-B were seen to turn cloudy after sufficient incubation,

whereas the 1 pug/ml sample remained clear; this is interpreted to mean
that 1 pg/ml is inhibitory.

» The OD,, measurements confirm and quantify the visual inspection. In

the control and 0.06 pg/ml samples, an increase in turbidity is seen, at
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least over these early times. There is somewhat less overall growth in the 0.06
pg/ml sample. The 1.0 pg/ml sample, on the other hand, shows an increased

turbidity over the first sample interval, 105 minutes, but no further increase.

e The net increase in log OD is about 0.15. We cannot conclude, however, whether
this represents an increase in biomass, cell number, or just a coincidental
change in physical properties, due to the action of the drug (v.i.), that causes the

scatter signal to increase.

These results are discussed further, in conjunction with the results of the GMD-
based growth inhibition assay, the next experiment.

log ODg,,

-1.7+ T T
0 100

minutes

O drug-free control
V 0.06 ug/ml Amphotericin-B
¢ 1.0 ug/ml Amphotericin-B

Figure 3.5: Growth Inhibition of C.utilis by Amphotericin-B: Optical density
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Sectian 3.5: Measurement of Growth Inhibition by GMD Assay

Protocol 3.4

This protocol is identical to protocol 3.2, except that some of the GMD aliquots are
incubated in the presence of Amphotericin-B. Here, I outline the protocol, with full
description of differences; unless noted otherwise, the details of GMD formation,
handling, and flow cytometry are identical to protocol 3.2.

e C. utilis (ATCC #9226) was grown up on YPD-agar plates, transferred to
YPD broth, and incubated overnight, with rotation, at 26°C.

e C. utilis cells were immobilized in GMDs (2% % ULMP), at a final concen-
tration of 2 x107 cells/ml.

e The GMDs were prepared in ten aliquots, each being a suspension in 5
ml of YPD. 200 pl of 20 pg/ml Amphotericin-B working solution (see pro-
tocol 4.1) was added to four aliquots (final concentration of 0.77 pg/ml),
and 10 pl of Amphotericin-B working solution was added to three other
aliquots, (final concentration of 0.04 pug/ml); the final three aliquots were
drug-free controls. Amphotericin-B must only be added afier the GMDs
are transferred from the oil phase to the aqueous nutrient broth, (see Ap-
pendix 1), otherwise the drug will partition significantly into the oil
phase.

e Seven aliquots (two each of 0, 0.04 pg/ml, and three at 0.8 pg/ml) were in-
cubated with rotation, at 26°C.

e A drug-free aliquot was immediately sieved (20-44 um), fixed in 50% (v:v)
methanol for 5 minutes, washed, and resuspended in 1.5 ml phosphate
buffer. Two drug-added aliquots (one each of 0.04 and 0.8 pg/ml) were al-
lowed to sit, without incubation, for 10-15 minutes, to allow equilibration
of the drug with the cells. Then, they were each sieved, fixed, washed,

and resuspended in the same manner.
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e The second set of three aliquots (0, 0.04, and 0.8 j1g/ml) were sequentially sieved,
methanol-fixed, washed and resuspended after incubation for 2 hours. The final
three aliquots were sieved and fixed, etc., at t=3.5 hours. The samples were
stored in 1.5 ml polypropylene microcentrifuge tubes, and left overnight in the

refrigerator.

¢ In the morning, the samples were stained by adding 51 ul of a 14.8 pM propidi-
um iodide working solution (see protocol 3.2) to each 1.5 ml sample; the final
concentration was 0.5 pM. Samples were allowed to stain for at least 15
minutes, so the dye could equilibrate.

e Samples were analyzed with the flow cytometer, with excitation at 488 nm, 45
mWatts, with light-mode power regulation. For each of 32,000 GMDs, 90° red
fluorescence (RF, A > 630nm) was measured, integrated, and stored using the
DAS (Appendix 2), triggered on 90° blue scatter. The PMT gains were: 90° red:
2.0 and 90° blue: 1.65. Histograms of log, RF were computed off-line on our data

analysis system, and are shown below.

o After approximately 6 hours of incubation, a small portion of the final 1 pug/ml
aliquot was mixed with PI (final concentration about 50 uM), and examined by
fluorescence microscopy. The sample was neither sieved, nor fixed; the goal was

'to assess cell viability by PI exclusion (v.i.).

Results

As in the growth experiments, the flow cytometer measurements are summarized in
the form of log histograms of red fluorescence, shown in Figure 3.6; in this case, the
histograms are overlaid to facilitate visual comparisons, and grouped by drug con-
centration. In order to help quantify growth at the different drug levels, the mean
log{RF} was computed for each aliquot, and plotted vs. the sample incubation time;

the result is shown in Figure 3.7.
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Figure 3.6: Growth inhibition of C.utilis by Amphotericin-B : GMD assay
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A point of explanation is in order here. In this protocol, at each nominal time point,
i.e. 0, 2 and 3.5 hours, the samples were sieved and fixed sequentially. This is in
contrast to other experiments where samples were fixed simultaneously by adding
methanol directly to the GMD suspension before sieving. The sieving, fixation, etc.
takes at least 15 minutes. Thus, the actual incubation time for each sample can
differ from the nominal values used in Figure 3.7, by 30 minutes or more. While
this time-spread does not materially affect the qualitative results of visual comparis-
on, there is a measurable amount of growth in 15 minutes; thus the true incubation

times were used to plot the mean log RF in Figure 3.7.

As in the growth assay, the histograms shown in Figure 3.6-A demonstrate the ini-
tial distribution of PI-stained biomass, and the increase in same, as incubation time
increases. The histograms in Figure 3.6-B and -C show a different behavior as the
GMDs are incubated in the presence of increasing amounts of Amphotericin-B.

Some important features, discussed below, are:

e At t=0, the drug-free control (A) shows the initial distribution of PI-
stained biomass. The t= 2 hour and 3.5 hour distributions exhibit qualita-
tively the same characteristic shift in log{RF'} as was seen in the growth ex-

periment.

o The series of log histograms for the aliquots with 0.04 pg/ml Amphotericin-B
(B) added is qualitatively the same as that for the drug-free control. This
serves to demonstrate that there are no unexpected artifacts related to the
drug itself, e.g. drug-dye interactions, at least not at this low concentration,
and no artifacts related to the drug-addition protocol.

o At t=0, the sample with 0.8 pg/ml Amphotericin-B (C) shows the same ini-
tial distribution of PI-stained biomass as the drug-free control. The t= 2
hour distribution exhibits a clear shifts in the RF distribution, though less
than in the control. There is no apparent RF shift between 2 and 3.5 hours.
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mean{ log RF }
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Error bars smaller than symbols

Figure 3.7: C.utilis in GMDs, plus Amphotericin-B: mean log(RF)} vs. time

The log plots of Figure 3.7 reinforce the conclusions of visual comparison of the dis-

tributions, and reveal some less apparent features.

» The drug-free control exhibits nearly exponential growth over the course

of the experiment, with a doubling time on the order of 100 minutes.

* The aliquots with 0.8 pg/ml Amphotericin-B exhibits much less net
growth over the first 2 hours, and then essentially no growth over the
second 90 minutes. The change in mean log RF, about 0.15, corresponds
to ~40% increase in biomass, well short of a doubling; this agrees well
with the optical density data in Figure 3.5. Based on the OD results, I
expect the bulk of the increase in mean log RF actually occurs in the first

90 minutes or so. Due to the sequential fixation protocol, discussed
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above, the ‘2 hour’ data point at this drug level was actually taken at 2.5 hours.
A repeated experiment with a few samples taken before 90 minutes would be

useful for comparison.

e The aliquots with 0.04 pg/ml Amphotericin-B seem to grow as fast as the control
for the first 120 minutes, and then to slow down for the second 90 minutes.
This was not apparent by visual comparison of the distributions, but is con-
sistent with optical density data presented in Figure 3.5. From the early-time
data, it is reasonable to conclude that no significant drug-dye interaction is tak-
ing place, at least at this drug level.

Cell Viahility Revisited

Cells with intact membranes exclude most molecules, and especially charged ones
such as propidium?4; thus the lack of PI uptake by cells is used as an indicator of
cell viability. To address the issue of the GMD protocol vs. cell viability, I added
some PI to an unfixed, unsieved aliquot of GMDs, which had been incubating for 6
hours, as well as to an aliquot of the free-cell C. utilis suspension that was used to
inoculate the GMDs. For each sample, a small fraction of the cells was seen to take
up the dye and emit red fluorescence; haemocytometer counts of a few hundred cells
indicated very high, and statistically indistinguishable viabilities, of more than 99%.
This supports my earlier claims that GMD preparation does not reduce cell viability,
but with a caveat. The high viability of the inoculum, as well as the good growth of
the control indicates that the cells in the inoculum were quite healthy; cells which
were less healthy, or had been stationary for a while, might not have been more sus-

ceptible to protocol stress.

This result was somewhat surprising, since the GMDs had been incubating in the
presence of 0.8 pg/ml Amphotericin-B (this was a spare sample from the experi-
ment). The mechanism of action of Amphotericin-B is to insert into the cell mem-

brane and introduce transmembrane pore51°°; thus, it would have seemed reason-
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is no significant transport lag-time for the Amphotericin-B molecule. Further
experiments with both assay methods, but using more early-time samples,
would be useful to strengthen this claim. However, great experimental care
would be needed to control for other confounding variables that might affect the
drug-effect time delay, such as cell state.

e When pure strains (i.e. single-species) are used for inocula, the GMD method is
not inherently faster than the optical density method. It is well known that
changes in cell mass precede changes in cell number®8. Both the optical density
and GMD-based assays are sensitive to increases in biomass, and therefore both
should be able to detect growth in less than an average cell division time. The
results of these experiments confirm that prediction, and show that turbidity-
based assays are just as fast as GMD-based assays at detecting growth, and the
inhibition of growth in the presence of drug, and vice versa. In practice, of
course, both methods require that the sample contains enough cells to produce a
measurable signal. With respect to other current methods, the GMD method has
the potential to work from a sample of many fewer cells; this will be discussed
further in Chapters 4 and 5. This is critical to obtaining rapid results, since the
culture step needed to amplify a clinical isolate to the required cell number can
be severely rate-limiting. Finally, as we will see in the next chapter, the OD
method may give misleading results in the vicinity of the MIC, requiring a

longer incubation time to make an accurate MIC determination.

* A plausible interpretation of the initial growth period is that the pore formation
due to Amphotericin-B is tolerated for a short time by the cell, and that syn-
thesis of biomaterial (and possibly division) continues. Eventually, however,
synthesis stops, possibly as the cell exhausts its capability to maintain its inter-
nal milieu. The results of the viability test (above) indicates that the action of
the drug at this level is not too drastic however, as the membrane still excludes
molecules as small as propidium. An alternate explanation for the apparent de-
lay in drug action is the time constant for insertion of the molecules into the

membrane, and for the aggregation of molecules which is required for pore for-
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able if all of these cells took up PI through these pores. Considering the small size
of PI (670 Dalton, ~ 2 nm largest dimension), we can infer that either the pores are
very small, or that there a relatively few of them. In addition, the structure of
Ampbhotericin-B is such that the pores it forms have hydrophobic interiors; this
would further retard the diffusion of propidium, which is charged, through the pores.

Section 3.6: Discussion and Camparison of Assays

These results demonstrate the ability to observe and measure growth inhibition of C.
utilis microcolonies in GMDs, in the presence of inhibitory levels of the antifungal
agent, Amphotericin-B. The results are consistent with those obtained by turbidi-

metric measurements. The following points should be considered:

e The classic gold-standard, visual evaluation of turbidity, shows that
Ampbhotericin-B inhibits growth at 0.8 pg/ml. Both the OD and GMD as-
says confirm a long-term growth inhibition, but only after a brief initial
period of growth. Specifically, by either measure, iLe. turbidity or
fluorescence-labeled biomaterial, there is a definite increase in the
biomass signal associated with the sample. This underscores the point
that in some cases, the ability to provide a rapid determination of antibi-
otic susceptibility is rate-limited by the biology, in particular by the
mechanism of action of the drug (v.i.). In this case, the drug appears to
have acted before a doubling in biomass, and both methods detected the
result of that action.

e In the absence of the OD experiment for comparison, a possible explana-
tion for the initial growth phase in GMDs would be a molecular transport
limitation; i.e. that the Amphotericin-B molecules were not immediately
reaching the cells, due to some interaction with the gel material. Howev-
er, the fact that the duration of the initial growth phase is about the
same for the two methods, within the admittedly coarse time-resolution

- of the early-time measurements, argues for the opposite conclusion: there

Page 123



Section 3.6 Discussion and Comparison of Assays

mation.

Section 3.7: Summary

In this chapter, I presented experimental evidence that the GMD-based growth as-
say does in fact work, for the yeast C. utilis. Of particular interest:

e The GMD cytometry-derived biomass measurements do exhibit an ‘ex-
ponential growth’ phase, which we would expect of microorganisms.

» The biomass doubling time of the microorganism, derived from the GMD
assay, is in very good agreement with the cell-number doubling time,
derived from conventional broth suspension and turbidity measurements.
The GMD-derived doubling time was in fact somewhat faster, which
might be expected since a richer growth medium was used for the GMD
method. Additional experiments using the same media are warranted,

and straightforward.

e In the presence of Amphotericin-B, at a concentration which inhibits
growth as measured by a conventional optical density method, the GMD
results also demonstrate inhibition of growth. Both methods are in
agreement that for this combination of drug and organism, there is a
short growth phase (i.e. increased biomass) before inhibition takes effect;
the duration of the initial growth phase was the same for the two
methods.

* The combination of appropriate doubling time, and appropriate drug
response time supports the conclusion that, for the nutrients and drug

used here, there is no significant molecular transport limitation.

These results lay the groundwork for the experiments of the next chapter, which aim
to derive and compare minimum inhibitory concentrations for Amphotericin-B and

C. utilis, using both conventional and GMD-based assays.
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Chapter 4

Susceptibility Experiments

In this chapter, I will present results of susceptibility determination experiments, for
the C. utilis, Amphotericin-B system, using three methods:_

o the gold-standard method of broth macrodilution, ie. serial dilution of
Amphotericin-B in nutrient broth, inoculation and overnight incubation,
and visual scoring of the tubes for turbidity. The result will be used as a

reference MIC for comparison of other methods.

e optical density measurements, taken at periodic intervals on the macrodi-

lution samples as the gold-standard assay is run.

e the GMD growth assay, run in nutrient medium containing serial dilution
levels of drug. '

From a clinical perspective, the results of interest are the minimum inhibitory con-
centrations (MICs) determined by each method, and how they compare with the
reference MIC, and with each other. We will also want to compare the relative

speed of the methods, and also examine issues related to automation.

Sectian 4.1: Macroscopic MIC determination: Turbidity

The goal of this first experiment is two-fold: (i) to establish a reference MIC for this
organism/drug combination by the broth macrodilution method, and (ii) to obtain

quantitative optical density measurements as the assay runs, for comparison to the
results of the GMD assay.
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Protocal 4.1

This protocol is based on the the standard method for antifungal testing by broth di-
lution, as published by the American Society for microbiologyl®. There are some not-

able differences, however, which are identified and discussed later in this section.

e A stock solution of Amphotericin-B (4000 pg/ml) was prepared, by dissolv-
ing 11.4 mg into 2.28 ml of DMSO, then diluting with de-ionized water
(DIW). The distributer (Sigma) asserts that the Amphotericin-B powder
is approximately 80% active (by HPLC), thus the stock is 4000 pg/ml
rather than 5000 pg/ml. This was stored in a glass vial, wrapped in foil,
in the refrigerator, as the drug is both light sensitive and thermally un-
stable.

o A working solution of Amphotericin-B (20 pg/ml) was prepared by mixing
125 pl of the stock into 25 ml buffered YNBD, in a 50 ml polypropylene
tube. '

e C. utilis (ATCC #9226) was grown up on YM-agar plates. Several
colonies were transferred to buffered YNBD broth, and incubated over-
night, with rotation, at 26°C.

o The serial drug dilutions were carried out in 50 ml polypropylene tubes.
First, 10 ml of the Amphotericin-B working solution was diluted with 40
ml of YNBD medium, to produce 50 ml at 4.0 pg/ml. Of this, 25 ml was
transferred into a second tube, and diluted with 25 ml of fresh YNBD, to
produce 50 ml at 2.0 ug/ml. This dilution step was repeated 5 times into
5 more tubes. Finally, 25 ml of fresh YNBD was added to all tubes to
produce 50 ml in each at 2.0 pg/ml through 0.031 pg/ml.

e Each tube was inoculated with 800 pl from the yeast suspension; this was
pre-determined to yield an initial OD of 0.025. From each tube, 5 ml was
transferred into a glass test tube for a t=0 optical density reading; the
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same tube was used for all readings, and rinsed with DIW between samples.

e The remaining 45 ml cell suspensions were incubated with rotation, at 26°C. At
periodic intervals, another 5 ml aliquot was transferred to glass test tube, OD,,,

measured, and glass tube rinsed.

Results

After the final OD,,, reading, at t= 20 hours, the tubes were visually scored for tur-
bidity. No turbidity was seen in those tubes for which the Amphotericin-B concen-
tration was 0.5 pg/ml or greater. For the remaining tubes, turbidity was evident,
although there was less turbidity in the tube containing 0.25 pg/ml than in the tubes
with less drug. Therefore, invoking standard methods, we have the conclusion that
the reference MIC = 0.5 ug/ml It is reassuring that the published MIC range for
Amphotericin-B and Candida species other than C.albicans is 0.2 to 1.56 pg/ml. 16

Next, the raw OD,,, data was plotted vs. time, as shown in Figure 4.8. These plots
serve to quantify the visual scoring. I will present a closer look at this data, espe-
cially at the earlier times, t < 7 hours, in conjunction with analysis of the GMD

résults. For now, the key observations are:

e For the control, and lowest drug concentrations, typical growth is seen
over the first 7 hours. Had more optical density readings been taken
overnight, we would expect a smoother sigmoid growth curve as the cells

entered and sustained exponential growth, and then slowed.

* For the intermediate drug levels, 0.0625 to 0.25 pg/ml, there is less net
. growth over the first 7 hours. However, the 0.062 and 0.125 pg/ml sam-
ples were able to catch up to the control overnight, as the control sample
slowed down. The 0.25 pg/ml sample was not able to catch up overnight
(thus it was visibly less turbid in the morning), but exhibits about the
same growth rate, i.e. slope of the OD vs. time line, and would be expect-
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ed to catch up to the control if incubated another several hours.

e For drug levels 0.5 pg/ml and greater, there is almost no change in OD. As we
saw in Chapter 3, there is an increase in OD between t=0 and second time
point, for all of the samples; this will be seen more clearly, and discussed,
momentarily. In addition, there is a slight increase in OD for the 0.5 pg/ml
sample during the overnight incubation. Thus, it is possible that for some of
these high drug levels, continued incubation would eventually give rise to turbid
growth. However, the standard method calls for the tubes to be scored at a stan-
dard incubation time; although there is some ambiguity as to when that time
should be (v.i.), there is no interpretation that would support waiting long
enough for that to occur. Thus, the conclusion for drug levels at 0.5 pg/ml and
higher is: no growth.

Amphotericin-B

concentration

1 2 1 1 l [T TR NS T W N TN T (Y W S N MO TN BN M |

0, 0.031, 0.062,

0.125 pg/ml
0.9- 025 pg/ml

OD530

0.6
0.3-

2 el 05, 1, 2 1
0.0T T 1 | T 1 1 T 1 [ T 1 ] L | T 1 | T | Pg/m

0 3 6 9 12 15 18 20 hours

By Visual Inspection:
Tubes turbid < 0.5 pg/ml
Tubes clear 2= 0.5 pg/ml

Figure 4.1: Susceptibility assay: optical density vs. visual scoring
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Protocol Variances

As stated above, there are some notable differences in the protocol used with respect
to the standard method. Here, I identify these variances, and consider their possible
effects on the results:

e The inoculum used here has a higher cell density than the recommended
standard, in particular, about 20 times greater. As discussed below, the
effective cell concentration for the GMD assay was also much higher that
the standard inoculum density. It is well known that MIC results can be
quite sensitive to the initial inoculation density; therefore to make com-
parisons of the two methods reasonable, I decided to use a higher initial
inoculation density for the optical density experiments. Secondarily, this
was done as practical matter; the recommended inoculum has such a low
cell density that no significant OD readings could be taken for about 6%
hours after inoculation. Instead, I chose to start at a cell density which
gives approximately the lowest, reasonably measurable OD for our spec-

trophotometry apparatus.

» The standard protocol calls for inoculation at 30 °C, but I used 26 °C.
Fungi normally like to grow in the range of 24-27 °C; incubation at 30 °C
is recommended in order to promote conversion of dimorphic fungi in the
mold state to the yeast state. In actuality, fungal conversion is optimal
at 37 °C, but that temperature promotes inactivation of polyene anti-
fungals such as Amphotericin-B; hence, 30 °C is a recommended
compromise. In this woz;k, dimorphism was not observed in the cell sam-
ples. Since the cells prefer temperatures of 24-26 °C, and the issue of
drug stability was present, I opted for incubation at 26 °C. In general
clinical application, incubation at 30 °C might be required. From the per-
spective of the GMD materials and protocol, this does not present a prob-
lem; in our laboratory we routinely work at 37 °C for bacterial and mam-

malian cell culture.

Page 131



Section 4.1 Turbidity-based MIC Assay

e The standard protocol is somewhat confusing regarding the incubation time re-
quired. The instruction is that the tubes should be "read as soon as the growth
control becomes positive, i.e. at 24 to 48 hours.” Since I used a 20-fold higher
cell density in the inoculum, effectively eliminating the need for —4 divisions, I
elected to read the tubes somewhat early, i.e. 20 hours vs. 24 hours. However,
in the samples run here, turbid growth was visible in the control less than 5
hours after inoculation, so there is a little conflict in the instructions. Had the
tubes been read as soon as the control went positive, the 0.25 pg/ml sample
would have been read as negative for growth, and thus the MIC would be 0.25
pg/ml. In consideration of the long-term behavior of the 0.25 pg/ml sample, ie.
the delayed growth but eventual turbidity and normal growth rate, I felt that

the 20 hour reading provided a more accurate interpretation of the MIC.

Section 4.2; GMD-based MIC determination

Protocol 4.2

This protocol is identical to protocol 3.2, except that the GMD aliquots are incubated
in the presence of serial dilution concentrations of Amphotericin-B. As detailed
below, the dilution steps were a factor of V2, which were effected not by serial dilu-
tion, but by adding the appropriate amount of drug working solution to the GMD
samples. Here, I outline the protocol used. Unless noted otherwise, the details of

GMD manufacture, handling, and flow cytometry are identical to protocol 3.2.

e C. utilis (ATCC #9226) was grown up on YPD-agar plates, transferred to
YPD broth, and incubated overnight, with rotation, at 26°C.

o C. utilis cells were immobilized in GMDs (2% % ULMP), at a final concen-
tration of 2 x107 cells/ml.

e Twelve tubes of GMDs were prepared. After transfer of the GMDs from
oil suspension to YPD, the GMDs were pooled, and split into twelve ali-
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quots of 5 ml, less the volume of drug to be added (v.i.) To ten of the aliquots, a
volume of 20 pg/ml Amphotericin-B working solution (see protocol 4.1) was ad-
ded. The volumes added, and the corresponding drug levels were:

552 320 226 160 113 80 56 40 28 14 ul

220 128 090 064 045 032 022 016 0.11 0.056 pg/ml

e A drug-free aliquot was immediately fixed by adding 10 ml of 75% (v:v)
methanol for a final concentration of 50%. The eleven remaining aliquots were
incubated with rotation, at 26°C.

e After incubation for 4 hours, the remaining aliquots were all methanol-fixed in
the same manner, and stored in 50% methanol overnight in the refrigerator. In
the morning, the aliquots were each sieved (20-44 pm), washed, and resuspend-
ed in 1.5 ml phosphate buffer. and stored in 1.5 ml polypropylene microcentri-
fuge tubes,

e The samples were stained by adding 51 pl of a 14.8 pM propidium iodide work-
ing solution (see protocol 3.2) to each 1.5 ml sample; the final concentration was
0.5 pM. Samples were allowed to stain for at least 15 minutes, so the dye could
equilibrate.

e Samples were analyzed with the flow cytometer, with excitation at 488 nm, 44
mWatts, with light-mode power regulation. For each of 32,000 GMDs, 90° red
fluorescence was measured, integrated, and stored using the Data Acquisition

System, triggered on 90° blue scatter. The PMT gains were: 90° red: 2.0 and
90°C blue: 1.65.

e Histograms of log, ,RF were computed off-line on our data analysis system, and

are shown below.
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Figure 4.2: Susceptibility assay: GMD-based assay

Page 134



Section 4.2 GMD-based MIC Assay

Results

Histograms of log, [RF are shown in Figure 4.2. For clarity, I have elected to group
the log histograms by their drug concentration, relative to the macroscopically
derived MIC. The supra-MIC histograms are overlaid in the top panel, and the
sub-MIC histograms in the lower panel; both panels include the t=0 sample for
reference. I will begin with some general observations about these results, and then

present a more detailed look.

e In the top panel, each sample exhibits a shift in the RF distribution, rela-
tive to the control. The RF shift exhibited between the two drug-free
samples, at t=0 and t= 4 hours, indicates the maximum RF shift over the
incubation period. Qualitatively, it is evident that adding drug to the
sample decreased the extent of the RF shift, by an amount which in-

creased with drug concentration.

e In the bottom panel, each sample exhibits a shift in the RF distribution,
as above. However, the amount of the shift appears to be about the same

in each case.

Discussion

As usual, the RF shift evident in each of these samples is interpreted as increased
biomass, i.e. growth, over the incubation period. Apparently, there is a graded
response of this growth to the presence of drug. At low concentrations, there is a
small but measurable decrease in the amount of net growth; as the drug concentra-
tion is increased, the amount of net growth decreases accordingly. At drug concen-
trations above some threshold, the amount of growth is apparently the same, and is
equivalent to less than a doubling in biomass. Comparison to the results of
Chapter 3, reveals this increase to be qualitatively the same as the nitial growth’

seen in earlier experiments. Thus, the tentative conclusion is reached that long

Page 135



Section 4.2 GMD-based MIC Assay

term growth has been inhibited in each of these samples, consistent with the ma-

croscopic, reference MIC results.

4.2.1: The Dose-Response Curve: Deriving an MIC

It is very encouraging that the log histograms are consistent with the macroscopic
MICs; next we must consider going the other way: ie. deriving an MIC from the log
histograms. Although visual inspection seems adequate in this case, a more quanti-
tative approach is preferred. In addition, relying on visual inspection of histograms

invites inter- and intra-operator variability, and is to be avoided.

My approach is to plot a dose-response curve, plotting the mean integrated red
fluorescence, (IRF) for each of the GMD samples vs. the log of the Amphotericin-B
concentration. There is no underlying theory supporting this choice of variables;
they seem intuitive, however, given the interpretation of mean RF as average
biomass, and given a geometric progression of drug concentrations. The dose-
response curve for the previous set of log histograms is shown in Figure 4.3. For
comparison, on the curve, I have labeled the reference MIC, as determined by broth

macrodilution.

For this curve, the following comments and observations apply:

e On the left side of the curve, the response of the control samples is
shown; their abscissa is arbitrary, since log(0) is not defined. The in-
crease in RF is approximately 3.2-fold, indicating rapid growth with little

or no lag over the incubation period.

e The remaining points depict the dose-response of this system. Support-
ing our qualitative results, there appear to be two distinct regions. For
concentrations less than 0.45 pg/ml, we see a linear segment of negative
slope. For concentrations greater or equal to 0.45 pg/ml, we see a linear

segment of zero slope; these all have a vertical displacement from the t=0
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point, quantifying the initial growth discussed previously as about 40% of the in-
itial value.

mean 600
IRF .

300

0~+—— ;
0 0.06 0.25 1 4
Amphotericin-B concentration ( pg/ml ), log scale

O Control at t= 0 and 4 hours
¢ Drug added, at t= 4 hours

Figure 4.3: Dose-response curve for GMD-based MIC assay

From the curve shown, it is fairly straightforward to conclude that for concentrations
less than 0.45 pg/ml, long-term growth is inhibited; thus, by definition, for the
GMD-based assay, the MIC = 0.45 pg/ml.

This is in excellent agreement with the reference MIC of 0.5 pg/ml; of course, these
experiments should be repeated with identical drug concentration profiles. On the
other hand, the difference between 0.5 and 0.45 pg/ml is less than ¥ a dilution step,
ie. less than a factor of V2, which is completely insignificant from a clinical perspec-

tive.
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Optical Density Dose-Response Curve: 4 Hours

For the purpose of comparison, as well as looking at a competing technology, I have
computed a dose-response curve for the optical density method, after the same
amount of incubation time. This curve, depicting the OD signal vs. log concentra-
tion, is shown in Figure 4.4. Again, I have labeled the reference MIC, as determined
by broth macrodilution.

012 L 1 I 1 L 1 l 1
0.09
OD 530
0.06
0.03
0.00 — : —

i T
0 0.06 0.25 1 4
Amphotericin-B concentration ( pg/ml ), log scale

¢ Control at t= 0 and 4 hours
O Drug added, at t=4 hours

Figure 4.4: Dose-response curve for OD-based MIC assay, at 4 hours

Qualitatively, the curve looks similar to the GMD-assay dose response curve. Once
again, the two control samples are presented on the left. For each of the drug added
samples, it is possible to measure a difference in OD, relative to the control, as we
saw for the GMD assay. And, as before, we observe an approximately straight-line

relationship between these two variables.
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The significant difference is in the MIC determination. There is not a clear choice in
MIC, based on looking at this curve. Forced to pick an MIC, 1.0 pg/ml would seem
the best estimate, since the largest discontinuity in the curve occurs there. More
samples in this region of the curve might help support this conclusion. However,
what is clear is that the MIC determined from the long term OD measurements, i.e.
0.5 pg/ml, is not suggested by this data.

Optical Density Dose-Response Curve: Evolution

To help clarify this seemiﬁg discrepancy between the GMD and OD assay results, I
have plotted dose-response curves for later times, in Figure 4.5.

In the top panel, I have overlaid the dose-response curves for OD readings taken at
t=20 hours with those of 4.2 hours, i.e. the same early data shown in the previous

figure. At 24 hours, we see the same result shown in the raw OD plots:

» for concentrations of 0.125 pg/ml or less, overnight growth led to very tur-
bid growth, probably to the point of exhausting the medium, since the OD

endpoints were all approximately the same.

* at 0.25 pg/ml, incubation led to turbid growth, but not quite as much as

for the lower concentrations.

e for 0.5 pug/ml, there is essentially no change in OD, especially in contrast
to the other tubes.

The dose-response curve shows a clear breakpoint, and the MIC is easily identified

as 0.5 pg/ml. This of course, is the same as the reference MIC.
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Figure 4.5: Evolution of Dose-response curve for OD-based MIC assay
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In the bottom panel, I have overlaid dose-response curves for intermediate times,
t=4.2, 5.4, and 6.8 hours. These curves are seen to be intermediate with respect to
the 4.2 and 20 hour curves. Although the straight-line characteristic changes to a
sigmoidal shape, there is still a clearly graded, monotonic response, i.e. a decrease
in net OD change, as the drug concentration increases. Presented with only one of
these curves, along with the t=0 readings, I would find it very hard to pick an MIC.
Again, forced to pick, an MIC of 1 pg/ml would seem the best estimate. Presented
with two or more curves, e.g. the 4.2 and 7 hour readings, an MIC of 0.5 pg/ml be-
comes more apparent. This finding is in part a result of the early growth phase
demonstrated and discussed earlier. Apparently, the initial increase in OD for the
0.5 pg/ml sample was significantly greater than the initial increase at higher drug
levels. With only an initial reading for reference, it is not possible to distinguish a
difference in initial growth, from a difference in long-term growth.

This caveat also applies to the GMD-based assay. In particular, although there was
a nice, clean breakpoint in the dose-response curve at 0.45 pg/ml, it is not at all pos-
sible to predict the response at the next lowest concentration, 0.32 pg/ml. In the
dose-response curve, we see a measurably larger increase in mean RF at 0.32 pg/ml
with respect to 0.45 pg/ml, but we cannot know for sure whether this represents true
long term growth, or just a slight increase in short-term growth. In order to make a
conclusion in this matter, RF measurements at a second, preferably later time point

are necessary.

The Effect of Inoculation Density

The previous data indicate excellent agreement between the short-term GMD results

and the long-term OD results. The short term OD and GMD results differ slightly.
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It should be pointed out that this is consistent with a slight difference in inoculation
density between the two experiments.

e For the OD experiments, the inoculum was set so that the initial OD
would be at about the lowest usable value, ie. sufficiently large with
respect to the measurement noise; a value of 0.025 was used. By haemo-
cytometer count, this was found to correspond to a density of 5.2 x106
cells/ml.

e For the GMD experiments, the inoculation density was set to achieve a
reasonable occupancy rate in the GMDs: aiming for about a 30% rate, a
density of 2 x107 was used. After transfer of the GMDs into aqueous
phase, the cells were effectively diluted to a density of 2.4 x108 cells/ml.

As noted in Chapter 1, the standard methods do require standardization of the ino-
culation density, since the results of these methods are sensitive to the inoculation
density. Highly quantitative standardization is apparently not required, since all
standard methods recommend visual comparison of the cell suspension to a %2
McFarland turbidity standard, for which there is an acknowledged order-of-
magnitude inter-species variation in the corresponding cell concentration, for bac-

teria.

One might infer, then, that a difference of a factor of two, as we have here, should
not affect the overall results of the test; indeed, the agreement was excellent. How-
ever, it is quite plausible that a measurable short-term difference be found in the
dose responses, due to a difference in initial density. In particular, for the OD ex-
periments, we have twice the initial cell density, and we are apparently seeing a

difference in the early growth of the 0.25 and 0.5 pg/ml samples.

Finally, it should be noted that the OD measurements are sensitive to a number of
physical parameters that the GMD method would not be sensitive too. For instance,
in the presence of membrane pores resulting from the drug action, it is almost cer-

tain that ions and small molecules will traverse the membrane, changing osmotic
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forces, and inducing shrinkage or swelling. This would change the net light scatter,
and thus bulk optical density measurement. Thus, while optical density appears to
be a robust method for tracking the normal growth of cells in suspension, there may
be some confounding factors which make it less robust in this situation, where the
state of the cell is highly altered. In particular, in the vicinity of the MIC, where the
cell state may be somewhat unstable, OD measurements may not be very reliable in-
dicators of biomass. This, of course, is in contrast to the GMD assay, which should
be relatively insensitive to such changes, unless they induce some compensatory
measures by the cell which affect the amount of indicator biomaterial.

Section 4.3: Summary

In this chapter, I presented experimental evidence that the GMD-based susceptibili-
ty assay does in fact work, for the yeast C. utilis and the antifungal Amphotericin-B.
Of particular interest:

* Qualitatively, there is an obvious graded response in the shift of the log
RF histogram which typifies microcolony growth, as the drug concentra-

tion is increased.

e At drug levels above the reference MIC, as determined by broth dilution,
all GMD samples exhibit the same response, a small RF shift which is
those same in all cases. This is interpreted as an initial growth phase, as

seen in Chapter 3, with no apparent long-term growth.

* A GMD dose-response curve was constructed by plotting the mean RF vs.
log drug concentration; from this, we were easily able to identity an MIC,

which was in excellent agreement with the reference MIC.

* An optical density dose-response curve was derived by plotting OD vs. log
drug concentration, over the same time interval used for the GMD assay.
The MIC was not readily apparent, and the most likely candidate was a
factor of 2 higher than the reference MIC. The significant confounding
factor was the initial growth phase, which results in a change in all the
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samples, above the initial baseline; in theory, taking two sets of early optical
density readings, spaced by a few hours, would be required to give the same
MIC as the correct, 20-hour reading.

e The underlying principles suggest that the GMD method is relatively insensitive
to some processes, such as shrinkage or swelling, that might confound the OD
method. However, it is possible that the ambiguities introduced by the initial
growth phase may generally affect the GMD ass‘ay as well; if true, this would in-
dicate the need for making GMD measurements at two or more time points, if

the most rapid results are needed.

These results support the conclusion that GMD-based susceptibility is a feasible
technology. However, as discussed in the next chapter, these experiments can only
be considered the first steps, not a definitive study; much further work is both re-
quired and reasonable. Moreover, in order to realize the potential of the method,
especially the use of mixed-species inocula, additional technology is required. These
topiés will be the focus of the final chapter.
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Chapter 5

Discussion & Concdlusion

In this final chapter, I plan to revisit and discuss some of the subjects raised previ-
ously, and introduce a few new ones. Along the way, I will suggest directions for fu-
ture work, identify apparent, current limitations, and discuss some of the issues that
I feel need to be addressed in order to bring this technology into the clinic.

Section 5.1: Statistical Inoculation

Historically, development of gel immobilization techniques, e.g. for bio-reactor
design, has focussed on preparing droplets which contain a large number of cells.
One of the distinguishing features of the methods proposed here, implicit in the dis-
cussion of the GMD-based assays, is the ability to form GMDs which contain single

cells, or colony-forming units.

For single-species inocula, such as used in this thesis, single-cell occupancy is not
critical. As suggested by the discussion of the GMD growth assay in Chapter 1, al-
lowing multiply-occupied GMDs, ie. GMDs which initially contain more than one
CFU, merely affects the initial statistical distribution of biomass, M(0). The ex-
ponential growth model still applies, and predicts that microcolony growth will
result in the same characteristic shift of the log biomass signal with time. Some ad-
ditional increase in the variance of the distribution would be expected if the initial
CFUs grew at different rates. From a practical perspective, though, single occupan-

cy is highly desired. If multiple occupancy is allowed, fewer cell divisions will be
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possible before cell break-out occurs. In the experiments shown here, in which al-
most all GMDs were singly occupied. the limit seemed to be about 3-4 divisions; a
decrease to 1-2 divisions would make the method much less useful. Going to a
larger GMD size is a possible strategy, although by the analysis of Chapter 2, at
sizes much above 100 um in diameter, diffusional limits may start to be significant;
in addition, diffusional limits will become more significant when there are twice as

many ‘consumers’ in the gel to be fed as in the case of single occupancy.

For multiple-species inocula, single-CFU occupancy of the GMDs is critical. This
feature is one of the key motivations of the GMD method, as it makes it possible to
isolate strains at the time of GMD formation, rather than requiring a pre-culture
step.

The ability to isolate single CFUs from a suspension has as its basis, the principle of
statistical inoculation; put simply, the idea is that if a macroscopic volume is subdi-
vided into volume elements that are small enough, then probabilistic models predict
that with very high likelihood, the elements will contain either ‘zero or one’ CFU.
Under certain assumptions (v.i.), this concept is appropriately modeled by the Pois-
son distribution, which states:

P(n,V) = (1/n!) (pV)* e?V
where: P(n,V) = probability that a GMD contains exactly n CFUs.

V = GMD volume
p = CFU density (CFU/ml)
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For this distribution, it also well known that the mean number of CFUs per GMD
(ie. arrival rate), equals pV. As a point of reference, when pV = %, this equation

predicts:
PO, V) = 0.61 = probability of unoccupied GMD
P, V) = 0.30 = probability of singly-occupied GMD
PG1,V) = 0.09 = probability of multiply-occupied GMD

This makes explicit the intuitive notion that, in order to obtain a high probability of
singly-occupied GMDs, a large fraction of the GMDs must be unoccupied; in fact a
2:1 ratio is suggested. Similar calculations can be used to adjust the inoculation
density to get predominantly singly-occupied GMDs, for any desired GMD size.

Using the dispersion method for GMD formation complicates matters somewhat,
since a range of GMD sizes results. Moreover, the GMD sizes are statistically distri-
buted, and the exact distribution is a function of many factors including: oil viscosity
(and hence, temperature), agarose viscosity (hence type, concentration and tempera-
ture), vortex speed, test tube diameter, presence and concentration of medium com-

ponents with surfactant properties, etc.

Other methods for GMD preparation, e.g. using a vibrating orifice method, can
deliver GMDs of very uniform size’®. However, in a recent embodiment of this
method which produced agarose droplets in the range of 10 to 40 um, decreased cell
viability was observed!?l. For the bacterial strains where viability was assessed,
the viability was less than 40% in all cases. It is unclear at this point whether this
is a response to the high mechanical stresses associated with passing through the
orifice, which vibrates at 30 to 130 kHz, or is due to other factors such as the rapid
evaporation and shrinkage of the droplet in mid-flight. Dispersion methods seem to
be kinder and gentler to the cells; a dispersion method which delivered a well-
controlled and tight distribution of GMD sizes would be of great use here.
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5.1.1: Cell Density From Occupation Statistics

Another possibly attractive aspect of statistical inoculation is that, if one measures
the statistical distribution of GMD occupancy, and knows the GMD size, the density
of CFUs in the inoculum can be estimated. Using the numbers from the example
above, if measurement reveals that 39% of the GMD sample is occupied, we can
infer that pV = %, from which we can estimate p, assuming we know V. Again,
when the GMD size is statistically distributed, we either have to know the distribu-
tion beforehand, or make simultaneous measurements of GMD size and occupancy,
which is technically feasible.

Of course, as a method of estimating cell density, this proposed method is unneces-
sarily cumbersome, expensive, and probably not very accurate. Using a Coulter
counter would be a much saner approach, although Coulter technology does not dis-
tinguish between dead and viable cells. On the other hand, the GMD-based count-
ing method may be an important adjunct to the antimicrobial susceptibility testing
protocol. As discussed in Chapter 1, standard methods call for the preparation of a
standard inoculum of known cell density; the motivation is a well-recognized sensi-
tivity of the test results to the initial inoculum. Aside from the labor involved, and
chance for technical error, this step tends to further delay testing. As discussed in
Chapter 1, visual comparison to the ¥2 McFarland turbidity standard requires 5-50
x107 bacterial CFUs/ml. Optical density methods could reduce this by about an ord-
er of magnitude, but either method generally requires culture of the isolated organ-
ism, at least overnight, to get a sufficient cell number. By contrast, by measuring
occupancy statistics, the GMD method may be able to provide a cell count and sus-
ceptibility results simultaneously, and compensate the susceptibility results for vari-
able inoculation density. This would of course, require demonstration that such

compensation is possible, and acceptable to the community of users.
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5.1.2: Paoisson Assumptions: Modified Paisson Statistics

The derivation of the Poisson model hinges on two assumptions which, using tradi-

tional terminology, are stated as:

e independent ‘arrivals’: the probability of having a CFU in any incremen-
tal volume element is independent of the presence or absence of cells in

any other incremental volume.

e At most one ‘arrival’ per incremental volume, and the probability of hav-
ing an arrival is proportional to the volume, with the CFU density, p, be-
ing the constant of proportionality.

For the GMD method, the first assumption is not going to be strictly true, and will
affect the occupation statistics.

First, this assumption will be violated if there is not perfect mixing of the inoculum
into the molten agarose, at the time of GMD formation. Failing this, there will be a
correlation in the spatial locations of the CFUs that violates independence. In prac-
tice, perfect mixing is nearly impossible to obtain, largely due to the viscosity of the
agarose. This problem is lessened somewhat by using low agarose concentrations,
and performing the mixing at warm temperatures. Clearly, mixing can be improved
by vortexing the preparation at highest intensity and for longer times; however, the
requirement to preserve cell viability speaks against mixing too aggressively. In
practice, to effect the isolation of CFUs from the suspension, we only need sufficient
mixing to get a high probability of ‘zero or one’ occupation; on the other hand, the
ability to obtain a highly accurate cell density from occupation statistics will be

compromised by poor or variable mixing.

Secondly, this assumption is violated because CFUs have finite size. As a result, a
steric inhibition phenomenon is possible; the presence of one or more CFUs in a
GMD may exclude others, thus violating independence. For example, only one 4 um
yeast cell can fit into a GMD less than 8 pm in diameter. The full treatment of this
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reality leads to a modified Poisson model. Its derivation invokes geometric argu-
ments to decompose the volume of each GMD into regions where either (i) CFUs are
excluded, ie. P(n,V)=0, due to the presence of other CFUs, and (ii) CFUs are al-
lowed, and independent arrivals are assumed. Qualitatively, the net effect on the
model is to favor fewer CFUs per GMD than predicted by the Poisson model; the
presence of a CFU in a GMD effectively reduces the volume V available for further
occupation. A full development of this model was deemed beyond the scope of this
thesis. The geometric complexity involved suggests a Monte Carlo approach may be
appropriate. Given the number of physical factors which can affect droplet forma-
tion and cell immobilization, a more practically useful approach might well be to just
measure a large number of GMDs and empirically derive a calibration distribution.
Finally, for typical bacterial sizes (0.5 - 2 pm), and for GMDs of the sizes used here,
( > 20 pm), one would not expect a significant deviation from the Poisson model.
This was recently verified101.

Section 5.2: A Demanstration of Strain Isolation: Photomicroscopy

In this section, I will present and describe a few photomicrographs which demon-
strate the principle of statistical inoculation, and support the notion of strain isola-

tion.

Method

e A GMD sample was prepared in the usual manner, as described in Ap-
pendix 1. With respect to the other experiments in this thesis, the only
difference was that the inoculum was a 1:1 mixture of C. utilis and
another yeast, Schizosaccharomyces pombe (ATCC# 26189). S.pombe was
chosen because it has a characteristic rod shape, making it easily distin-

guishable from C. utilis, which is much closer to spherical (v.i.).

e After preparation, the sample was incubated, with rotation, at 26°C, for
about 4.5 hours. The cells were fixed in 50% methanol, sieved (20 to 44
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pum), washed, and suspended in 10mM phosphate buffer. Propidium iodide was
added, to a final concentration of ~1 pM, and left to equilibrate for 10 minutes.

e Photomicrographs were taken using an Olympus 35mm camera, mounted on an
Olympus fluorescence microscope, under conditions noted below. Kodak Ekta-
chrome film, ASA 200, was used, with typical exposure times of ¥z to 4 seconds.
These black & white prints were made from 2x2 internegatives.

Plate 1

This plate, (labeled 22 10 33), depicts the GMD preparation as viewed with the 10x
lens. A special configuration was used to approximate .dark-ﬁeld illumination over
the central part or the viewiné field. Simultaneous blue light excitation was provid-
ed, in order to visualize PI uptake. Points of interest include:

e Since GMDs are mostly water, they are normally almost invisible under
normal microscopy. The dark-field approximation allowed good visualiza-
tion of the GMDs. As pointed out by Shapiro??, light scatter measure-
ments in flow cytometry are ideally under dark-field conditions; this pic-
ture provides a hint of what the flow cytometer sees when GMDs pass
through the flow cell. As noted above, these GMDs are in the size range
20 to 44 pm.

e The occasional bright white splotches in the picture are microcolonies
stained with propidium iodide, emitting red fluorescence in response to

blue excitation.

e A quick survey of the field of view demonstrates the concept of statistical
inoculation described above. In particular: (i) most of the GMDs. are
empty (ii) the frequency-of-occupation is higher for larger GMDs than
smaller GMDs, (iii) the occupied GMDs appear to contain only one micro-
colony each, except for one (NNW of center), which contains two CFUs.‘
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e It is admittedly hard to tell from this photo, but one can also observe the isola-
tion of species here. The large, clumpy microcolonies, e.g. the one due west of
center, are C. utilis. The smaller microcolonies of rod-shaped cells are S.pombe;

the microcolonies are smaller because the division time for S.pombe is longer
than that of C. utilis.

Plate 2

This plate, (labeled 22 11 24), depicts the GMD preparation as viewed with the 100x
oil immersion lens. Normal incandescent illumination was used. The horizontal
lines (grid lines on a haemocytometer) are 50 pm apart. Here, we see an approxi-
mately 40 pm GMD which contains a C. utilis microcolony. There appear to be
about 12 to 16 cells in this microcolony. This is consistent with the incubation time,
which was about 3 nominal division times (4.5 hours), though it seems likely that
the initial CFU either had two cells, or was in the process of dividing. One also gets
the sense that continued microcolony growth would soon lead to cell break-out, as

described in Chapter 3.
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Plate 3

This plate, (labeled 22 10 50), is taken under the same conditions as Plate 2. Here,
we see two occupied GMDs, in the range 25 to 30 pm. This plate shows the isolation
and culture of the two organisms; at the bottom, we see a microcolony of the round
and plump C. utilis, and the top, four rod-shaped S.pombe. Incubation has resulted
- in the formation of microcolonies as usual. Had suitable levels of Amphotericin-B
been present, we might have observed a differential response in microcolony growth
of the two organisms. Finally, if we had a fluorescent signal for identity, e.g. a
fluorescently-labeled antibody for one of the organisms, we could have run the sam-
ple in the flow cytometer, and obtained that information in 4.5 hours, vs. the 48

hours or more required by traditional methods.

It should be noted that the time elapsed from the point just prior to GMD formation
to transferral of the GMDs from oil phase to aqueous nutrient is less than 20
minutes; about 5 minutes are required to disperse and gel the GMDs, and 15
minutes or less is sufficient to perform the transferral by the method of Appendix 1.
This compares favorably to the 24 to 48 hours required for strain isolation by con-

_ ventional, plating methods.

Section 5.3: Sample Size Requn'ements far GMD Assays

In previous sections, I have presented the recommended inocula for various stan-
dard methods, and discussed some of the consequences of same. Of particular in-
terest has been the need to pre-culture the isolated strains in order to get enough
cells to set up and run the tests. In this section, I will explore the sample size re-
quirements for the GMD method.

Unlike other methods, there really is no lower limit for the sample size; since the
flow cytometer measures one microcolony at a time, the allowable sample size range

starts at 1, and increases indefinitely. Of course, a sample size of one microcolony,
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while technically feasible, is statistically unsound. We have expected and seen a
wide variation in the initial biomass contained in each occupied GMD; therefore
drawing conclusions regarding growth over an incubation period on the basis of exa-
mining only a few microcolonies is intuitively dangerous. Statistical methods quanti-
fy the danger, or conversely indicate the number of microcolonies that must be meas-

ured to reduce the danger to an acceptable level.

The key question is as follows: if flow cytometric analysis of two GMD samples
results in two different values of mean red fluorescence (RF), with what confidence
can we conclude that their true values of mean RF really are different ? In particu-
lar, if the two samples were incubated in the presence of two different drug concen-
trations, with what confidence can we assert that a true difference in drug-response
exists ? Referring to the dose-response curve for the GMD based assay, Figure 4.3,
we are most interested in the region in the vicinity of the MIC, where the question
becomes: at what concentration is there a statistically significant difference in mean
RF with respect to the growth-inhibited samples above the MIC ?

Statistical methods provide the tools to address this issue. It is recognized that the
sample means derived by measuring a finite number of microcolonies is only an esti-
mate the true mean of the RF distribution; of course, the same is true of the
difference in sample means. Assuming the sample measurements are statistically

independent, the goodness of the estimated means depends on:

e the variance of the parameter being measured, in this case integrated
RF. As this variance increases, the variance of the sample mean in-

creases.

e the number of samples measured; as the sample size increases the vari-

ance of the sample mean decreases.

In similar fashion, the significance of a difference in sample means depends on the
same factors. For the GMD application, the message is clear. The required sample

size depends on the variance of the indicator biomaterial signal, and the degree of
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confidence we require in declaring two sample means, e.g. two drug-responses,
different.

Under certain assumptions, the relationship between these factors is quantified by
the two-sample Student t-test. Along with the requirement for statistically indepen-
dent samples, the two-sample t-test is strictly applicable only for comparison of two
quantities which are described by normal (Gaussian) distributions, and for which the
variances are the same. Here we will use the t-test, not seeking a highly precise
result, but a rather a general sense of the relationship between sample size and sta-
tistical significance of the assay results.

As discussed in Chapter 1, we have no particular justification for claiming a Gaus-
sian distribution for biomass. However, the histograms shown in Figure 4.2, depict-
ing the distribution of log{integrated RF'} for different drug levels, suggest that the
Gaussian assumption is a reasonable approximation in the vicinity of the MIC.
Also, as discussed Chapter 1, under the conditions of exponential growth with uni-
form rates, the variance of the log{biomass} distribution is expected to remain con-
stant, as the mean of the distribution increases with time. Of course, we have anti-
cipated and observed several factors which result in departure from this model, such
as cell-break out, non-uniform lag and growth rates, etc., but again we hope to
minimize these effects by comparing very similar distributions, near the MIC. In
addition, the possible effects that high drug levels may have on the distribution
must be acknowledged, although nothing drastic was suggested by the results of
Chapter 4, for this particular model system. Overall, we would expect the quantita-
tive validity of the t-test to decrease markedly when comparing two samples of
greatly different conditions, such as incubation times, drug levels, etc.. However,
here our objective is to compare two samples in the vicinity of the MIC breakpoint,

for which the distributions are qualitatively similar.
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The statistic of interest is t, defined as:

MLRF, - MLRF,

s, (UVn + /m}*

where:
MLRF = mean log {red fluorescence}
s, = pooled sample standard deviation from the two combined samples.

n,m = the number of points in each of the two samples.

A one-sided t-test is called for, since we are looking for an increase in Mean LRF as

the drug dose decreases, so the hypothesis under test is stated formally as:

H, : MLRF, = MLRF, and the t-test asserts: reject Hy whent >t

a,n+m-2’

The values for tyy are taken from published tables. The a-level, or level-of-
significance, is the probability that we will incorrectly conclude that two Mean LRF
values are significantly different from each other, and thus obtain an incorrect MIC,
on the basis of the test results. The other critical question, which is the probability
of incorrectly concluding that the Mean LRF values are not significantly different,
which will also result in an incorrect MIC, is analytically much less tractable, and

will not be addressed here.

Here, I present numbers needed to proceed, derived from the flow cytometric data

set acquired in the MIC experiment of Chapter 4.

drug conc mean std. dev. . No. of microcolonies
(pg/ml) log(RF'} log(RF} measured
0.45 2.6481 0.2289 10042
0.32 2.6987 0.2350 9928
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Next, I present the computed t-statistic.for this data set, and the values that would
result for various, smaller sample sizes. In each case, I present also the a-level, i.e.
the false-positive rate, for rejecting the null hypothesis, based on the computed t-
statistic and tabulated values of t ok

N: 10000 1000 300
t: 10.9 3.45 1.88
o < 0.005 < 0.005 < 0.05

The conclusion is that, despite the seemingly large variance of the indicator bioma-
terial signal, as we have seen in all the log histograms in this thesis, in actuality a
rather small number of microcolony measurements will suffice to detect a statistical

significant difference in drug response. Some further points to consider include:

e In the clinical testing scenario, the drug-level resolution is less; i.e. con-
centrations would be varied by a factor of 2, whereas here the steps are a
factor of V2. From the drug-response curve, we observe that increasing
the drug-concentration step size will increase the ‘signal’ that we are try-
ing to measure, ie. the difference in means. From the perspective of the
table above, this will increase the confidence level of the conclusion, or al-
ternatively allow an even smaller number of measurements to achieve

the same confidence level.

o Instead of labeling both RNA and DNA as we have here, we could label
only DNA as an indicator of biomaterial; for example, we could treat the
samples with an RNase to digest the RNA, or use a dye such as Hoechst
33258 and 33342, which specifically bind only to DNA%. This would
have the advantage of a much smaller signal variance, and consequent
decrease in the required sample size. The major technical problem to be
overcome is that the DNA signal from bacteria is so small that it would
be overpowered by the non-specific staining of the gel by any of the
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fluorescent dyes tried to date. As discussed in Chapter 2, the fundamental issue
is the size of the integrated non-specific fluorescence i.e. over the volume of the
GMD, with respect to the integrated fluorescence of the biomaterial indicator.
Thus, some relief can be obtained by using smaller GMDs, i.e. for which the
volume is less. This approach is limited, however, by the need for sufficient
volume and droplet strength to allow for growth and expansion of the microcolo-
ny. In short, it would be worth the effort to perform a survey of DNA dyes and
protocols in search of one for which the non-specific staining of the gel was not
prohibitive.

e Of course, this entire discussion addresses only the issue of variance of the indi-
cator biomaterial measurement, and to some degree only applies to the methods
and instruments used here. There is no consideration of other technical errors
which can affect the reliability of the result, e.g. errors in sample preparation
and handling, drug concentrations, staining protocols, etc. Also, it is anticipated
that a clinically acceptable (ie. reasonably priced) flow cytometer may not have
the same measurement performance as the Ortho system used in this research.
A system with larger measurement noise will result in a higher log{RF} vari-
ance, thus requiring a larger sample size to obtain the same overall perfor-

mance.

5.3.1: A Glimpse of a Clinical Instrument

Let us assume for the moment that, on the basis of continued evaluation, a sample
size of 1000 microcolonies per drug level was deemed reasonable. Based on the ob-
servations of Chapter 4, we might need to make measurements at two different time
points, and would then postulate measuring 500 microcolonies at each time. Using
these numbers allows us to reach some useful, if tentative conclusions about the
specific embodiment of the GMD method in a clinical testing scenario. Of particular

interest is the expected overall sample size needed, and the overall test time.
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For comparison purposes, we recall that the Vitek technology, currently in place, al-
~ lows routine testing of 11 drugs at a total of 30 drug concentrations. In Chapter 1,
we saw that rather large number of CFUs needed to inoculate each Vitek card,
about 2.5-25 x10® CFUs per drug-level, requiring a lengthy pre-culture step. After

incubation, the Vitek reads its cards at a maximum rate of 2 per minute.

Assuming the desire to offer technology comparable to that presently in place, i.e. 30
total drug-dose combinations, a GMD test would need to start with 30,000 immobil-
ized CFUs. This number of CFUs is easy to obtain in some cases; for example, by
definition a clinically significant a urinary infection implies 1-10 x10* CFU/ml in the
urine sample. In other cases, e.g. septicemia, infection is significant at

1 organism /ml. A blood sample might yield 10 organisms, but further incubation
would be required; a 3,000-fold amplification would require about 12 division times,
or at least 4-6 hours for the fastest growing organisms. Although this time might be
shortened by a policy decision to test fewer drug-dose combinations, this pre-
incubation is likely to delay the result beyond the time of initial drug choice.

The number of CFUs needed is greatly affected by the efficiency of the GMD forma-
tion step, i.e. the fraction of CFUs in the inoculum which actually end up immobil-
ized in GMDs of appropriate size. The method used in this thesis has an overall
efficiency of only 1 to 2%. Thus, requiring 3 x10* immobilized CFUs as indicated
above would dictate an initial need for 3 x10° CFUs in the inoculum. This would
still be possible from urine infected at a level of 1 x10% CFU/ml; for the case of septi-
cemia, the pre-incubation would be increased by another 7 division times, at least
3.5 hours. Experience of other workers has shown that the efficiency can be greatly
improved by the addition of materigls with surfactant properties, such as fetal calf
serum?8, or by improved dispersion methods (G.Williams, personal communication).
As discussed above, vibrating orifice methods, which can theoretically approach
100% efficiency, may be fundamentally limited by a cell viability problem, and can-

not be recommended at this time.
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Incubation Time

Once the GMDs have been formed, the results of this thesis suggest that yeast sus-
ceptibility results might be available in as little as 4 hours. Based on work to date
in our laboratory, bacterial results may obtainable in about 2 hours, (G.Harrison,
personal communication). An extremely important caveat is that in many cases
resistance is present but not expressed until incubation for some time in the pres-
ence of an antibiotic; the induction of B-lactamases is a classic and well-known ex-
ample. This fact commonly subverts currently available rapid methods, since the in-
cubation period used is not long enough for the resistance to be expressed; of course
the same fact must be addressed in the GMD assay. This is just a specific example
of a general requirement, Le. that a systematic validation process must demonstrate
agreement of short-term MIC results derived from the GMD method with those ob-
tained from long-term (24 hour) standard methods, and ultimately, with the clinical

course of the patients.

Test Result Reading Time

An additional factor to consider is the time and effort required by a specific technolo-
gy to ‘read’ the results, ie. to make measurements on each of the drug-dosage sam-
ples, and reach an MIC decision. This is especially relevant to a flow cytometer
based technology which makes fundamentally serial measurements. As discussed
above, due to Poisson occupation, 1000 singly-occupied GMDs requires a total sam-
ple of 3000 GMDs, per drug level. At a reasonable flow cytometer event rate of 1000
per second, a reading time of 3 seconds is obtained. Assuming 30 total drug-dose
combinations, the net reading time is 90 seconds, using the GMD flow cytometry
method. Of course, this assumes a method of sequentially delivering the different
GMD samples to the flow cytometer, without a delay between samples. To my
knowledge, this technology does not yet exist, but seems realistically feasible. Final-
ly, it should be clear at this point that reading the test results is not the rate-

limiting step in the process; assuming the GMD method can eliminate a 24-hour in-

Page 163



Section 5.3 Sample Size Requirements for GMD Assays

cubation step, adding 60 seconds to the reading time, or even 300 seconds, would

seem to be reasonable.

Section 5.4: Candusion

The ultimate goal of this work is to develop a new clinical technology for antibiotic
testing, distinguished from all available methods by an ability to provide results at
the time of the physician’s initial choice of antibiotic therapy. In this thesis, I have
taken the first, exploratory steps in this process, striving to demonstrate the funda-
mental ability to isolate, culture, and test individual colony-forming units, and to ob-
tain the same susceptibility results, ie. MIC, as obtained by a gold-standard
method. I feel comfortable in claiming a modicum of success in this endeavor, cer-
tainly sufficient to warrant further development of the technology.

Of course, at this point, any success claimed can only be applied to the organism-
drug combination I have chosen here. Nevertheless, on the basis of the results

presented in this thesis, the following conclusions are reasonable:

e C. utilis can be readily isolated, immobilized and cultured in agarose
GMDs (2%% ULMP, 20 to 44 um). The subsequent growth of micro-
colonies, as assessed by flow cytometric measurements of fluorescently la-
beled double-stranded nucleic acids (DSNA), was seen to conform to the
exponential growth model. Moreover, the rate of measured biomaterial
increase speaks strongly against any growth inhibition, due for example
to mechanical squeezing or molecular transport limitations. This was as-
sessed out to 3 division times, and the maximum colony size seen was
about 16 cells.

e The growth of C. utilis microcolonies was inhibited by the presence of
Ampbhotericin-B in the growth medium, indicating that the drug was able
to reach the immobilized cells. Growth inhibition, as inferred from flow

cytometric measurements of microcolony DSNA was consistent, both
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qualitatively and quantitatively, with optical density measurements of C. utilis

in suspension culture, which was used as a reference method.

¢ Quantitative assessment of microcolony growth in the presence of Ampho-
tericin-B enabled us to derive a minimum inhibitory concentration (MIC) of 0.45
pg/ml, after 4 hours of incubation. This was in excellent agreement with refer-
ence MIC of 0.5 pg/ml, derived by the gold-standard method of broth macrodilu-
tion, with visual scoring of turbidity after a 20 hour incubation. This was also in
agreement with the long-term MIC of 0.5 pg/ml derived by optical density meas-

urements after 20 hours of incubation.

o Attempts to derive an MIC from optical density measurements at 4 hours were
not successful, but rather were confounded by an initial growth period common
to all drug levels. It was found that making OD measurements at two or more
time points allowed a correct MIC determination within 7 hours, and suggested
that a similar strategy might be ultimately required for GMD-based methods. -

e Microscopic examination of a GMD preparation inoculated with two species, C.
utilis and S.pombe, demonstrated the principle of statistical inoculation, and
verified that strain isolation is possible in 20 minutes or less. Strain isolation

by traditional methods (plating) is known to required 24 to 48 hours for yeast.

5.4.1: Towards a Clinically Useful Technology

In a status report of DNA probe technology for clinical medicine, the Chief of the Mi-
crobiology Laboratory at a VA Medical Center offered the following set of criteria for
judging a new clinical technologyl®. Here, I quote the list; clearly, the more ques-

tions that are .a.nswered in the affirmative, the better.

e Does it open new doors to allow the routine laboratory to diagnose
diseases that previously could be detected only by a few research or refer-

ence laboratories ?

e Does it provide quicker results ?
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e Is it less expensive than the current methods ?

o Is it easier to perform than present procedures ?

e Is less technologists’ time involved ?

¢ Is it more sensitive and/or more specific ?

o Is the reagent shelf-life long enough to meet the demands of the laboratory?
e Is it readily available ?

¢ Have the published evaluations been conducted in a clinical setting as

opposed to a research environment ?

By inference, and as shown by history, the success of a clinical technology can have
as much to do with convenience and low total cost (especially labor costs) as with

getting the most accurate result.

Asis appropriate for this stage of development, for GMD-based susceptibility testing
the answers to all of these questions, possibly excepting the shelf-life issue, is
currently ‘No’. However, on the basis of this thesis work, my opinion is that upon
further development, these questions can be answered either Yes’, or ‘the same as
accepted methods’. This assertion is based on the overall philosophy of the technolo-
gy, which is to miniaturize standard methods to the single CFU level, with the ex-
pectation that susceptibility results can be obtained significantly faster, as evidenced
by the results of this thesis. Thus, I feel that most of the issues raised by this
checklist can be addressed to the satisfaction of the intended users, and will require
primarily time, money, much more research and development, and ultimately, the

interest of the community.

With the ultimate goals in mind, I see three major directions for future work:

¢ The first goal should be to validate the method with the large numbers of
pathogens and antimicrobials of interest. Already, more than 10 common

pathogens have been shown to survive with detectable metabolic activity
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in GMDs surrounded by 0il192, This is a promising result, but demonstration of
normal growth and drug susceptibility in aqueous suspension is still required.
Preliminary results in our laboratory with a penicillin-sensitive strain of E.coli
shows good agreement between GMD and turbidity-based methods (G.Harrison,

personal communication); again, extension to pathogens is called for.

e The second goal, which can and should be addressed in parallel, is the develop-
ment of a simple, low-cost embodiment of the technology for the clinical market.
From the perspective of acceptance, this is critically important, and will require,
in my estimation, a significant engineering effort. On the other hand, there is
precedent for the acceptance of fairly sophisticated technology in the clinical set-
ting, such flow cytometers, blood chemistry analyzers, etc. The key, I suppose,
will be to hide the sophistication behind a friendly user-interface. Aside from
ease of use issues, an improvement in yield of appropriately-sized GMDs is criti-
cal. As discussed above, the cost of continued low yield would be the need for
more CFUs from the clinical specimen, which would add a highly undesirable

pre-incubation requirement in some cases.

e The third goal is the demonstration of at least one strain identification method
amenable to the GMD-based assay, either antibody-based or with fluorescently-
labeled gene probes. As explained at length in this thesis, a breakthrough in an-
timicrobial susceptibility testing will require the elimination or drastic shorten-
ing of the pre-culture step. I have demonstrated the ability of GMDs to isolate
strains in this thesis; the feasibility of strain identification in GMDs remains as
the key point to be proven. Previous work in our laboratory has demonstrated
the ability to diffuse antibodies in and out of GMDs of this type, and to perform
a GMD-based sandwich assay!93. Monoclonal (murine) antibodies are commer-
cially available for such clinically interesting pathogens as C.albicans,
N.gonorrhea, M.tuberculosis, and E.coli, as well as Streptococci Group A and B.
104 The application of recently developed fluorescently-labeled DNA probes’
should be investigated as soon as possible.
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GMDs may be the enabling technology which sparks a breakthrough in clinical sus-
ceptibility testing. When the first two goals listed above are met, an evolutionary
step in clinical testing will be possible. The miniaturization and automation of stan-
dard methods, in combination with a smaller inoculum requirement and the funda-
mental rapidity of the method, will be able to provide more rapid test results than
currently available methods. When all of these goals are convincingly met, it will be-
come possible to obtain susceptibility results, directly from (at least some) clinical
specimens, and early enough to guide the physician’s initial choice of antibiotic
therapy. At that time, a revolutionary change in clinical antimicrobial susceptibility
testing will be made possible, based on gel microdroplets and flow cytometry.
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Appendix A

Protocol for GMD Preparation

Section A.1: Introduction

In this appendix, I will present the protocol by which GMDs were made and inocu-
lated, for all of the experiments in this thesis. This protocol has evolved over a few
years, with the ultimate goal of maximizing predictability and yield, and minimizing
cell trauma and experimental hassle. Experience has shown that every member of
this laboratory who starts using GMD methods develops his or her own GMD
method, which is to say that the basis of the dispersion method is robust enough to
tolerate considerable variation. Indeed, this protocol includes those elements of the
protocols of others which I found best suited the needs of this problem, plus many

twists of my own.

Ultimately, of course, it would be completely inappropriate to propose such a labor
intensive protocol for the clinical setting. However, it has served well in helping to
achieve the goals of this thesis, and due to its simplicity and generality, serves as a
starting place for other researchers to evaluate the suitability of GMD methods for

their own work; indeed, such a process is ongoing at this time,
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The GMD protocol has these parts:

preparation of gel

inoculation of gel

formation of emulsion

gelation of droplets

recovery of droplets from oil phase

fixation and staining of cells, typically after an incubation period

recovery of desired droplets from aqueous phase

In the following sections, I will discuss each of these sections with a combination of

explicit step-by-step instructions, and comments on such topics as alternate
methods.

Section A.2: Overview of Protocol

A tube refers to one test-tube (16x100 mm) sample of GMDs. Each tube starts with
a 100pl aliquot of the cell suspension, typically 1.2 x 107 total cells. Usual yield per
tube is about 80 to 100,000 GMDs in the size range 20-44p, of which about 30% (25

to 30,000) are occupied by colony-forming units. In general, I use one tube per sam-

ple, i.e. per time-point, or per drug concentration.

The recipe for making one tube of emulsion is:

e 0.5 ml Type IX Agarose (2.5 % in YPD)

e 0.1 ml cell suspension at: 1.2 x 108 cells/ml.

Final concentration: 2.0 x 107 cells/ml.

¢ 5 ml mineral oil

And its formation, central to the dispersion method, is summarized in Figure A.6.
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e Cellor CFU

@ Cell inside GMD

5.0 ml Mineral Oil O Empty GMD

Mix

Emulsion
0.5 ml Agarose/YPD
0.1 ml inoculum

N\

Figure A.1: Schematic view of dispersion protocol for GMDs

Section A.3: Detailed GMD protocol

A.3.1: General Preparation

preheat 50 ml water in a 150 ml beaker to 70-80°C.
preheat 50 ml water in another 150 ml beaker to 37°C.
preheat 5 ml mineral oil per tube, to 37°C.

prepare icebath

prepare 5.5 ml YPD per tube. YPD = 1% Yeast Extract (Difco),
2% Peptone (Difco), 2% Dextrose, in DIW.

of this, measure 5 ml YPD into a 15 ml culture tube, per tube

prepare 10 ml 75% (v:v) methanol:water per tube
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A.3.2: Preparation of Gel

o In test-tube, measure 6 ml of YPD medium. While vigorously mixing
YPD, ie. with a vortexer, slowly add 0.16 g of Agarose IX. Great care
must be taken, so that the agarose does not clump. When done correctly,
a slurry will result.

e To each of (up to) 12 test-tubes, measure 0.5 ml of agarose slurry. This is
difficult to do with great accuracy or precision. I use a Rainin "pipet-
man" with a 1 ml tip (blue-tip), and trim the end so that the minimum
opening size is about 3 mm diameter; moreover, I also use a volume set-
ting of 0.52 ml. The slurry should be revortexed as needed to prevent
settling during this dispensation.

e Melt the agarose by placing the test-tubes into a water bath, preheated to
70 to 80°C, for 5 minutes. The resulting sol should be translucent, with
no graininess, clumps, or foam. If the water temperature is too hot, or
the tubes left in too long, evaporation will cause the agarose concentra-
tion to rise unacceptably. In general, this step sterilizes the gel
sufficiently for my work. In cases were absolute sterility is required, the
gel can be autoclaved in bulk, maintained in sol form at 37°C, and
dispensed to the tubes103,

e Reduce the agarose temperature by placing the test-tubes in a water bath
preheated to 37°C for 5 minutes. Evaporation is less of a problem here,
but if the tubes are going to be left for more than 10 minutes, I cover
them with foil.

The medium used here matters. In particular, the surfactant properties of the
medium greatly affect the size distribution of GMDs formed upon mixing. The YPD
medium used (yeast extract, peptone, dextrose) has enough surfactant activity to
provide a good yield of the small GMD sizes used in this work. In contrast, the
medium YNB, a minimal medium for yeast, is noticeably poorer in this regard. It is

likely that one or more polypeptide components of peptone (a peptic digest of pro-
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tein), or of the yeast extract, carries the surfactant activity; YNB is protein free.
Similarly, Powell reported that adding 5% fetal bovine serum dramatically improved
GMD yield in his work. 103 And there has been reported initial success with a
protein-enhanced medium used in malarial parasite research (D. Kyle, personal com-

munication).

Of course, there are several surfactants commonly used in biological research, which
may be applicable here. The caveat of course is that nothing should be used which
might traumatize the cells, or affect the outcome of the antibiotic susceptibility tests.
Also, it may be the case that some surfactants are "too good". After gelation, we will
need to separate the aqueous and oil phases for further incubation; there is some
evidence that if the surfactant used stabilizes the emulsion too well, the phase

separation will have a lower yield.

A.3.3: Inoculation of Gel

e Using a pipetman and 100yl tip (yellow-tip), add 100ul of inoculum to
YPD/agarose; inject at the bottom of the test-tube and draw the tip up
during injection to promote mixing. Vortex immediately, speed 10, for 5

seconds, or until well mixed.

The key to everything is good mixing; without uniform mixing, statistical inoculation
is meaningless. The concentration (cells/ml) and volume of inoculum depends on the
desired inoculation statistics, (i.e. Poisson statistics) as described elsewhere. I prefer
a largish inoculum volume, in this case 100ul, to promote good mixing. For the same
reason, the YPD/Agarose should be kept in the 37°C bath just up to the point of ino-
culation. I also warm my cell suspension to 37°C before injection, as ipject'mg cold

cells can be expected to cause clumping.

Page 173



Section A.3 Detailed GMD protocol
A.3.4: Formation and Gelation of Liquid Microdroplets

e Immediately add 5 ml of pre-warmed (37 °C) mineral oil with a 10 ml pi-
pet, and vortex for 15-20 seconds. Again, the key is mixing. I find that
repeated up and down motions (i.e. to stop and restart the vortexer) are
helpful in this regard.

e Immediately place the test-tube into the ice bath. Each tube should
remain in the ice bath about 5 minutes in order for gelation to occur. To
prevent settling and clumping, the tube should be revortexed for about 5

seconds every 2 minutes or so.

A.3.5: Recovery of Gel Microdroplets

e After gelation, pour the contents of the tube into a 15 ml culture tube
(orange-cap), into which 5 ml of YPD has been pre-measured. Then place
the tube into the rotator, rotating at about 1-2 rpm at 27°C. (This tem-
perature is not sacred, I use it because yeast like it; for bacterial work,
37°C should be ok)

e After 15-20 minutes of rotation, remove the tube from the rotator. The
aqueous phase should now contain the majority of the GMDs, and the oil
phase should be predominantly clear. Using an 18 gauge needle, punch a
hole in the bottom of the tube. It helps to loosen the cap, pre-compress
the tube and tighten the cap to create a slight negative pressure in the
tube before making the hole. This prevents sample from squirting out
the hole when the needle is removed. Remove the needle and drain the
aqueous phase only from the bottom of the tube into a clean 15 ml tube
(sterile technique); the oil layer on top will act as a piston to push the
aqueous phase out the bottom. Stop draining about 0.5 cm before the
aqueous/oil interface reaches the hole, to be sure that no oil is transferred

with the aqueous sample.
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e Once the separation is completed, place the tube back into the rotator immedi-

ately to resume incubation of the cells.

The transfer of GMDs back to aqueous phase is effected by the interaction of the two
phases at their interface, and depends on the action of a detergent component in the
YPD medium. Substitution of other media can be expected to work to an extent
which depends on the specific media formulation. In cases where a specific medium
is required which does not promote good transfer, the GMDs can be recovered by
centrifuging, as per Powell and Weaver (Bio/Technology, April 1990). I find however
that the small GMDs that I use for microbiology tend to clump upon centrifugation.

It is crucial that there is minimal mixing of the oil and YPD phases, i.e. the tube
should not be shaken, inverted, mixed, or any similar thing. If shaken, oil droplets
will form, and be suspended in the aqueous phase. This has not been seen to effect
growth in our work, but it would almost certainly effect the derived MICs for any
drug which partitions into the oil phase. I have found that aspirating the oil from
the top of the tube (rather than draining the aqueous phase from the bottom) to be

less satisfactory in terms of completeness of oil removal.

GMD transfer from oil to aqueous phase starts immediately, and a large fraction
will have transferred within 5 minﬁtes. I usually use a 15-20 minute rotation, after
which the oil phase is observed to be clear. Of course, there is a tradeoff here
between maximizing yield and getting access to the GMDs as quickly as possible, i.e.

for purposes of getting a "time 0" sample.

Also of interest is that the transfer is sensitive to the type of tube used in the rota-
* tor, in particular to the material the tube is made of, and possibly the tube diame-
ter. I have found the Corning polypropylene 15 ml ("orange-cap”) tubes to be by far

- superior to glass, polystyrene, or even polypropylene 50 ml tubes ("blue cap”) from
Becton-Dickinson.
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I find it easiest to drain the first tube through the needle-hole, rather than through
the needle itself. Experience has suggested that the GMDs don’t appreciate the
shear involved with being sucked through a needle. In cases where drawing through
needle is preferred, e.g. to protect sterility, draw gently.

A.3.6: Fixing Samples

e After the incubation period expires, fix the cells in the tube by adding 10
ml of 75% methanol; the tube should contain 5 ml of YPD and GMDs, so
the final concentration is 50% methanol. Fix for 5-10 minutes. I have
left samples as long as 24 hours in 50% methanol:YPD with no obvious
deleterious effects. On the other hand, experiments have shown a gradu-
al decrease in stainable DNA-RNA with time, in fixed cells, so it is prob-
ably not wise to store samples like this indefinitely.

At noted times in the protocol, GMD samples are taken, and fixed to (1) stop growth
and (2) prepare for flow cytometry - ie. permeabilize the cell membrane to fluores-
cent dyes. The goal of fixation is to get the cell(s) to stay together long enough for
analysis, but not in such a manner that important structures for fluorescent labeling
(e.g. surface antigens) are disturbed. For our work, I have used the simplest method
that works, methanol fixation. My experience is that the GMD acts to hold the cell
together sufficiently, and that further fixation, e.g. with formaldehyde or glutaral-

dehyde, is not only unnecessary, but known to disturb markers.

A.3.7: GMD sieving

Flow cytometry requires that large GMDs be removed from the GMD preparation.
In addition, one wants to remove small GMDs, which are plentiful and very rarely
occupied. And for most work, we are interested in GMDs of a limited size class, for

which the vast majority of GMDs are occupied by at most one cell.
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I use a sieving device, shown in Figure A.2, that uses nylon mesh of three sizes. The
first has a large area, and is used to remove very large particles. The second has a
smaller area, and establishes the upper size limit. The last also has a small area,
and establishes the lower size limit. The meshes are supported by various plastic
components, appropriately modified with hacksaws and knives; these include: fun-
nels, beakers, filter supports and chromatography columns. To my knowledge, the

specifics are not sacred, and commercially available sieves are probably adaptable.

F___——‘

Filter Support

Outlet Cap Ir U

Figure A.2: Sieve device to recover GMDs (20 to 44})

After fixation, the GMD sample is poured into this device, and washed thoroughly
with several volumes of DI water. The desired GMDs are captured by the small
mesh in the bottom cup. Wash the GMDs in the cup with 5 ml or so of phosphate
buffer (10 mM, pH 7.0). Cap the cup outlet drain, and and add about 0.8 ml phos-
phate buffer. Swirl the phosphate buffer around a few times, and pour the GMDs
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into a microcentrifuge tube. Repeat with another 0.8 ml, for a total of about 1.5 ml

recovered.
Section A.4: Materials

e Agarose, type IX. (# A-5030, Sigma, St. Louis, MO)

e Mineral Oil, light weight. (# M-111, Package Chemical, Boston, MA) Al-
most any weight should work, but the lighter oil is easier to pipet, pro-
motes quicker transfer, etc. The downside is a tendency for larger GMDs

to settle out, thus requiring occasional remixing during gelation step.

e Test tube, borosilicate, 16x100 mm, (# 60825-957, VWR, Bridgeport NJ)

e Culture tube 15 ml polypropylene (orange-cap). (# 25319, Corning, Corn-
ing NY)

e Microcentrifuge tube, polypropylene. (# kUSA 505, USA/Scientific, Ocala,
FL)

e Micropipettor Tips, 1ml (Blue tips) and 100ul (Yellow tips). (# RT-200,
RT-20, Rainin, Woburn MA)

¢ Pipets, 10/5/1 ml, Falcon sero, (# 7551, 7543, 7521, Becton-Dickinson, Lin-
coln Park, NJ)

A.4.1: Sieve Apparatus

¢ Filter support, 25mm, Acetal, (# 4320, Gelman, Ann Arbor, MI). Remove
the metal screen with a pair of pliers. Keep the O-ring for use with fun-
nel assembly. The top half (internally threaded) part of the support is

not used.

e Column. A polypropylene tube, 1 inch inner diameter by about 0.75

inches vertically. I use the reservoir from a 2.5 cm "Econo-column”
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chromatography column (# 737-2510, Bio-Rad, Richmond, CA), cut to 0.75 inches
for ease of sample recovery. Many substitutes are possible; the critical feature
is that it should fit snugly over threaded part of filter support with the mesh in

place, to prevent loss of sample out the sides.

e Outlet cap. Filter support has a Luer-style fitting, so many things will work. I
use a chromatography column cap.

e Funnels, (2), polypropylene, 80mm, Nalgene (Rochester, NY) Cut the spout from
one funnel, and cut the second so that the first will "nest" inside it. The com-
plete assembly (funnels, mesh and O-ring) are held together with a document
binding clip.

e Mesh, Nylon, 20y, 44y, 53u. (# CMN-20, CMN-44, CMN-53, Small Parts, Miami,
FL)

e Beaker, polypropylene, 50 ml, Mallinckrodt (Paris, KY). Nalgene equivalent
would probably be OK. Cut the bottom off, then cut the next 0.25 to 0.35 inch
off to use as a retaining ring for the large mesh.

A.4.2: Other Devices

e Vortexer: "Vortex-Genie", (# 12-812, Fisher Scientific, Springfield NJ).
(in reality: # K-550-G, Scientific Industries, Bohemia, NY).

e Rotator: Rollerdrum, 14 inch diameter drum. (# TC-7, New Brunswick
Scientific, Edison NJ)

e Incubator: IsoTemp, model 255D, (Fisher Scientific)
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Appendix B

DAS: The Data Acquisition System

Section B.1: Introduction

As described in Chapter 2, for each GMD passing through the interrogation volume,
the opto-electronic subsystem of the flow cytometer delivers a set of (up to) five
pulses which describe some of the physical properties of the GMD and the microcolo-
ny it contains, if any. The Ortho flow cytometer contains circuitry to perform limited
analysis and display of up to two channels of this data at a time. Hardcopy is limit-
ed to Polaroid pictures of histograms and scatter plots. In order to collect, analyze,
display and compare data sets, as well as to generate more informative plots, a

computer-based data acquisition system is necessary.

This chapter will describe the data acquisition system which I designed, constructed
and used for the experiments presented in this thesis. I will begin with a general,
functional overview, intending to describe some of the design considerations, and the
limits of measurement performance of the design. Then, I will proceed with a more
detailed, technical description of the hardware and software which comprise the
DAS.
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B.1.1: DAS Functional Specification

For the work presented in this thesis, we ultimately want a measurement of pulse
area, since this is expected to be a good measure of the total biomaterial in the
GMD, as was discussed in Chapter 2. In addition, for this work, two channels are
sufficient to obtain the desired results: one for microcolony biomass and one for
GMD size or possibly cell identity via fluorescently-labeled antibody. Finally, the
ability to trigger off a third independent channel is desired. Thus, the functional
specification of the DAS is as follows:

e accept three channels of input, from (up to) three PMT pre-amplifier out-
puts,

e detect a voltage pulse in one channel,

e measure the areas of the corresponding pulses appearing in two other

channels,

o digitize and display these two measurements, and store them for subse-

quent analysis.

There were also several design objectives which guided and constrained the current

implementation. In particular, the DAS was designed to be:
e simple enough to deliver the needed measurements, but no simpler
e easily expandable, up to 5 channels
e easily debuggable, when some component inevitably fails

e inexpensive
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Section B.2: Functional Desaiption
B.2.1: Pulse Feature Sampling

With the understanding that the input to the DAS is a set of analog voltages, and
the output a set of digital numbers, the only question is where in the signal path to
perform the analog-to-digital conversion. There is a strong argument that one
should just sample the output of the pre-amplifiers, and do all the pulse measure-
ment operations inside the computer. Ultimately, this will be the best approach,
inasmuch as there is valuable information, such as pulse morphology, that would be
preserved by this method. Unfortunately, sampling the raw signal requires some
high-performance circuitry. Typical pulse widths for small cells such as bacteria are
in the 2 psec range. Due to the sampling theorem, a sampling rate in excess of 1
MHz per channel, i.e. 1 million 12-bit analog-to-digital conversions per second, and
realistically more like 5 to 10 MHz per channel would be required. At the time the
DAS was built, the cost and complexity to sample at these rates was prohibitive; as

of 1990, at least the cost would be more moderate.

The DAS employs an alternate approach to sampling the raw signal, which is

termed pulse feature sampling. By this method, various features of each pulse, such
as area, height or width, are measured in the analog domain, and the results are
sampled and converted to digital form. In this manner the sampling rate is reduced
to the product of maximum event rate and the number of channels. In particular,
with a two-channel system, and a maximum event rate of 2,000 GMDs per second, a
4 kHz sampling rate is required. This rate is not only easy to obtain, but easy to ex-
tend as well, in particular, to 5 channels times 10,000 GMDs/second, which is the

maximum obtainable performance from the Ortho flow cytometer.
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B.2.2: Pulse Detection and Integratar Control

In the DAS, pulse areas are measured with a gated integrator circuit, which:

e integrates its input over some time interval, i.e. over the duration of the
pulse,

e holds the result briefly during the analog-to-digital conversion,
e is reset to zero, in anticipation of the next pulse.

Clearly, the key to operation is the signals telling the integrator when to integrate,
hold and reset. In this section, I will discuss the method by which the DAS derives

the "integrate" signal, and the implications related to measurement error.

As implied by the functional specification, the integrate signal is derived from a
pulse detection operation; i.e. whenever a pulse is detected in the trigger input, the
DAS should be integrating the two data inputs. The simplest approach would be to
continuously compare the instantaneous trigger input, VT, to a threshold voltage;
when a pulse occurs, sending VT above the threshold, the integrators are turned on.
However, this simple scheme is inadequate for this application because of the una-
voidable presence of noise on the trigger input. The appearance of pulses at the

trigger input signals not only things of interest, such as GMDs, but also:
e opto-electronic noise, contributed by the PMTs and pre-amplifiers

e unavoidable small particles such as cellular debris or dust in the sheath

or sample fluid which give rise to a small scatter or fluorescence signals

e mechanical artifacts, e.g. small vibrations of the flow cell which are trans-

duced into optical signals, especially if the flow cell is at all dirty

These noise components at the trigger input force one to set the threshold voltage
sufficiently high that the probability of a false trigger due to a noise pulse is accept-

ably low. This approach leads, however, to a problem which is illustrated in Figure
B.3.
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Figure B.1: Single-threshold triggering scheme

By setting the threshold moderately high, the pulse is not detected until some time
after the pulse has actually started. In addition, there is an unavoidable time delay
while the fact that the trigger voltage has crossed the threshold propagates through
the circuits to turn on the integrators. The net result is that the integrators will
unavoidably miss the beginning fraction of the pulse, and the "pulse area" thus

measured will be low, by an error amount equaling the sum of the threshold error

and the propagation delay error, depicted in Figure B.1. An additional thresholding
error is added if the second threshold crossing (i.e. when VT is on the downside of
the pulse) is used to turn off the integrator, though in this case the propagation de-
lay diminishes the size of this error. Some sort of timing mechanism, such as a
monostable multivibrator can be used to delay turning off the integrators until some

time At after the pulse has ended.
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The circuits internal to the Ortho flow cytometer deal with this whole problem by in-
serting a delay-line in the data channels, so that by the time the pulse detector has
changed state and turned on the integrators, the pulse is "just arriving” at the in-
tegrator inputs, and the entire pulse is integrated.

B.2.3: Dual-threshold Trigger Scheme

Rather than using delay-lines, the DAS employs a dual-threshold trigger circuit,
whose function is depicted in Figure B.2, and summarized here:

e A low threshold is used to generate the "integrate" signal: the data in-
puts are integrated during the time interval delimited by the two low-

threshold crossings.

e A high threshold is used to "validate" the pulse. If, and only if, the pulse
crosses the high threshold, the integrator outputs are held, digitized and
stored. Otherwise the integrators are reset immediately after the end of
the pulse.

The low threshold can be set very low, to minimize the "threshold" error discussed
previously, but with the expectation of high probability of false triggers due to noise
spikes. However, at the end of the noise pulse, the integrators are reset very quick-
ly, and will be ready (with high probability) for a valid pulse when it comes along.
In addition, as is evident by comparing Figure B.2 and Figure B.1, using a lower
threshold also decreases the propagétion delay error, by shifting the propagation de-
lay interval closer to the beginning of the pulse.
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Figure B.2: Dual threshold triggering scheme

As before, some sort of timing device could be used to delay turning off the integra-
tors at the end of the pulse, to preclude a trailing-edge thresholding error. However,
using this triggering scheme, the product of a moderately high false-trigger rate and
the fixed time delay interval could result in a significant increase in the system
deadtime (v.i.). Conversely, the combination of a lower threshold to delimit the
pulse, and the propagation delay of the logic circuits, serve to make the trailing-edge

error negligible for this work, and obviates the need for such a timing device.

In my implementation, the effect of the threshold and propagation delay is that the
integrators are turned on about 0.2 psec after the beginning of the pulse. This couid
obviously be significant if the DAS were used to measure single small cells such as
bacteria, for which a 2 psec pulSe width is typical. However, for larger cells such as
yeast and mammalians cells, and for bacterial microcolonies, this error has not been

seen to be significant. Moreover, in almost all protocols, I trigger off the light scat-
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tered by the GMDs, which are at least 20 times larger in diameter than bacteria.
By providing a big signal to trigger from, while measuring small things like bacteria,
the GMDs greatly relax the performance requirements of the DAS.

B.2.4: DAS Hardware Overview

The data acquisition system is a standalone instrument. It is a based on the Slicer
microcomputer system (Slicer Systems, Minneapolis, MN), which in turn is based on
the Intel 80186 microprocessor, and runs the CP/M operating system. To the Slicer
system, I have added an interface unit which accepts input from the flow cytometer
pre-amplifiers, and which contains the analog processing circuits, the analog-to-
digital converter, and requisite control logic. The DAS uses a Graphon GO-140 (Gra-
phon Inc., San Jose, CA) graphics terminal for user interface, and uses a 5% inch
floppy disk for program and data storage. This configuration is illustrated in Figure
B.3:

Flow Cytometer Data acquisition system

Photomultiplier Tubes '
& Pre-amplifiers
!

PMT - P-A ﬁ AN
vT . 7] Graphics
l Slicer .
v v Terminal
PMT H P-A _ Interface | o
Vinl
PMT [~ P-A > T
Vin2
l |
o
5.25" Floppy Disk

Figure B.3: Overview of DAS Hardware

A functional description of the interface box, as well as detailed circuit schematics of

its various submodules will be presented in Section B.3.
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B.2.5: DAS Software Overview: AQ

The data acquisition process is ultimately controlled by a program running on the
Slicer, called AQ. The functionality of the program can be summarized as:

¢ data acquisition: initializing and controlling the DAS interface, and ac-
cepting data, ie. digitized pulse areas, from the interface, via direct-
memory-access.

o data display: histogram displays of the data collected from the two chan-

nels, updated in "real-time" so the operator can verify that acquisition is

proceeding as expected
o data storage: on 5% inch floppy disks, for transport to more a powerful

system where data analysis programs reside.

A functional description of the software, as well as flow-charts and source code
which relate to the data acquisition module will be presented in Section B.4.

Section B.3: DAS Interface Details

In this section, further details of the DAS interface hardware will be presented, first
with a block diagram indicating the relation of the interface submodules, and then
with fairly detailed schematics of each of the submodules.

The DAS interface box is comprised of four subcircuits, as shown in Figure B.4,
which closely follow the functional specification of Section B.1. The submodules of
the interface are: |
e trigger and control circuit: detects pulses at the trigger input, and gen-
erates control signals for the integrators, multiplexer and analog-to-

digital converter (ADC) circuits.

e two (identical) integrator circuits: compute pulse areas by integrating

their respective inputs during the interval specified by the trigger
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e analog multiplexer and analog-to-digital converter: digitizes the integrator out-

puts, and signals the microprocessor to collect and store them.

Each of these modules, as well as the signals which are passed between them, will

be presented in detail in the next sections.

Flow Cytometer . DAS Interface «  Slicer
Photomultiplier Tubes ¢ .
& Pre-amplifiers . .
PMT = P-A : Trigger & Control .
« VT .
. 7 Y N .
. Reset :
. & Hold :
L] V | ]
. Ready .
. A .
. Multiplex + |_s
PMT =~ P-A . Integrator P ——3 CPU+
. Vinl & VAl | ADC + .
E Logic ¢——1 Memory
. | DMA request -->
. Data bus -->
PMT p— P-A - - Integrator <-- Read control
. Vin2 VA2 <-- Address bus

Figure B.4: Functional schematic of DAS interface

B.3.1: Trigger and Control Circuit

This section describes the operation of the trigger and control circuit; Figure B.5 is

the schematic diagram for this circuit:
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Figure B.5: DAS Trigger and control circuit
Components

e comparators, C1 and C2, (LM311). Establish low and high thresholds,
against which the trigger input is compared to first detect, and then vali-

date a pulse.

o flip-flops, F1, F2, and F3. (each %2 74LS74) Remember which threshold
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crossings have occurred for a given pulse.

e comparators, C3 and C4, (each ¥s LM339). Examine the state of the integrators,
and prevent the trigger circuit from being armed until the integrators have been
reset to zero. Open-collector outputs allow wired-nor configuration, easily ex-

pandable to more channels.
e comparator threshold inputs bypassed by 0.1 uF capacitors to ground.

e power to comparators and integrated circuits bypassed by 0.1 uF capacitors to

ground.

Signals Received
e DReset ("not digital reset"), from the ADC circuit. Goes low when all
channels have been digitized and stored, and initiates reset of the trigger
circuit.
e VAl and VA2, the integrator outputs. Used to ensure that the trigger

circuit is re-armed only when the integrators have been reset.

Signals Generated
e AReset (analog reset). Set high to reset the integrators.

e Ready. Set high at the end of a valid pulse, to cause the analog-to-digital
converter to start digitizing the integrator outputs.

Trigger Operation: Valid Pulse

When a valid pulse (i.e. one which is higher than the high threshold) occurs, the

trigger circuit operates in the following manner.
e All flip-flops are reset, so for each, Q output is low

e when the trigger input, VT, crosses the low threshold, the output of C1
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goes high; this propagates through logic and causes AReset to go low, which
causes integrators to start integrating their inputs.

e the trigger input crosses the high threshold, causing C2’s output to go high, thus
setting F2.

e the trigger input, now decreasing, crosses the low threshold from above, setting
F3, which asserts the "Ready" signal, thus starting the process by which the in-
tegrator outputs are digitized and stored by the computer.

e when both channels have been digitized and stored, DReset goes low, resetting
F2 and F3; resetting F2 causes AReset to go high, causing the integrators to

reset.

e When the integrators have fully reset, the outputs of C3 and C4 go low, causing
their wired-nor output configuration to go high. Assuming the trigger input is
less than the low threshold, this causes F1 to be reset, thus re-arming the
trigger.

e In cases when the trigger input is greater than the low threshold, i.e. if another
pulse comes along before the conversion/storage process is completed, the trigger
circuit waits for its input to fall below the threshold; when that happens, F1 is
reset as above. This prevents the trigger from being re-armed in the middle of
the second pulse, which if allowed, would lead to a meaningless area measure-

ment for the second pulse.

Trigger Operation: Noise Pulse

In the event that a "sub-threshold pulse" occurs, e.g. due to noise, the sequence of

events is similar, with important exceptions:
o As above, all flip-flops start in the reset state

e As above, when VT crosses the low threshold, C1 goes high, causing
AReset to go low, and the integrators to start integrating.
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e The trigger input, now decreasing, crosses the low threshold from above. How-
ever, since the high threshold was never crossed, F2 was never set. F3 is
clocked by the threshold crossing, and reads in F2's output, thus remaining
reset. Thus, the "Ready" signal is not activated, and no analog-to-digital conver-

sions take place.

e In addition, since F2 was never set, when VT falls below the threshold, AReset
goes high, causing the integrators to reset.

e As above, when the integrators have fully reset, the wired-nor configuration of
C3 and C4 goes high, and the trigger is re-armed.

System Dead-time

As shown in the circuit diagram, the outputs of the comparators C1 and C2 are gat-
ed by F1; ie. when F1 is set, the comparator outputs are effectively disconnected
from the rest of the circuit. F1 is set when the trigger input crosses the low thres-
hold from above, i.e. at the end of the pulse, and reset only when the integrators
have fully reset, whether or not the pulse was valid. As a result, the system ignores
any pulses which may occur during the conversion/storage process, and this period is
deadtime for the DAS. For this implementation, each conversion and storage re-
quires 50 psec. This is dominated by the rather slow ADC used which has a 35 psec
conversion time, maximum rating. For this 2-channel system, each event requires
two such cycles, for a total of 100 psec deadtime, and a maximum rate of 10,000
events per second. For experiments presented in this thesis, typical event rates are
less than 500 per second, so this is not a problem. In the event that more channels

were added, or higher event rates, the speed of the converter could be limiting.
The other source of dead-time is the time it takes to reset the integrators after the
system is triggered by noise pulses. As discussed in Section B.3.1, the discharging

time-constant for the integrators is on the order of 0.01 psec, so the system will be
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dead for less than 0.05 pusec after a noise pulse, using the 5t rule. Thus, the serious-
ness of noise-induced dead-time is determined by the low threshold; it must be high
enough that the false trigger rate is suitably low, i.e. so that only a small fraction of
the time is spent reseting after an invalid pulse. For the experiments in this thesis,
I used a low threshold of 100 mV, which was found to easily meet this criterion;
indeed, decreasing this threshold to 30 to 40 mV should be no problem in this re-

gard.

Propagation Delay

The key performance issue for the trigger circuit is to turn on the integrators as fast
as possible at the beginning of each pulse. As demonstrated in Section B.3.1, the in-
tegrators are turned on by turning off the AReset signal. The propagation time for
this circuit, for the AReset transition is:

LM311: low to high = 200 nanoseconds

74LS08: low to high = 8/15 ns (typical/maximum ratings)

74LS04: high to low = 10/15 ns

74LS08: high to low = 10/20 ns
for a total of 250 nanoseconds, worst case. This could certainly result in a
significant propagation delay error for a 2 psec pulse size, as expected for bacteria.
However, for the work in this thesis, the pulses are significantly longer (10 psec
minimum), due to the strategy of triggering off optical signals arising from GMDs,

and no evidence of a major measurement error was observed.

For work where this propagation error is unacceptable, there are a few options open:

¢ combine logic: the and-or-and can be replaced by other logic in such a way

that only a single transition is required, thus saving 35 ns (maximum).

e use a faster comparator: e.g. LM319 (80 nanosecond transition) or Signet-
ics 521 (12 nsec). This is clearly the place where significant gains can be

made. However, there is a practical limit. Roman found that the

Page 194



Section B.3 Trigger and control circuit

highest-speed comparators tended to oscillate under certain conditions, making
them unacceptable herel®5. Also, the faster comparators have a tendency to
respond more to high frequency noise at their inputs, giving rise to more false

triggers. The 80 nsec LM319 would seem a good compromise for future designs.

B.3.2: Integrate and Hald Circuit

This section describes the operation of the DAS analog circuits which compute pulse

areas, whose function is most accurately described as "integrate and hold". The cir-

cuit diagram for each of these channels is as shown here:

AReset ¥
5.1K
’%
5.1K
Vin B’ p SH1
(Gain x2) > VA
2.7K l
i Hold

Figure B.6: DAS integrate-and-hold circuit

Components

isolation buffer, Al, (LM310): provides a high-impedance connection to

the pre-amplifier card; unity gain.

inverting amplifier, A2, (LM318), gets the signal polarity right for the

rest of the circuit; gain = -1.
integrator, A3, (LM318), described below

sample-and-hold, SH1, (AD585, Analog Devices) Samples the integrator
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output and holds it during analog-to-digital conversion; gain=2.
e FET switch, Q1, (VN10-KM, Siliconix). Resets the integrator when AReset is
high.

e Power to each op-amp is supplied through by a 22Q resistor, and bypassed by a
0.1 uF capacitor to ground.

Signals Received
e Vin from a flow cytometer pre-amplifier card.

e AReset (analog reset) from the trigger circuit. When high, resets the in-
tegrator.

e Hold - from the trigger circuit. When low, the sample-and-hold holds its
output constant.

Signals Generated —

e VA, the integral of Vin over the period of integration. Goes to the ADC
circuit for conversion, and also to the trigger circuit to signal the integra-
tor state.

Integrator Operation: Valid Pulse

When a valid pulse (i.e. one which is higher than the high threshold) occurs, the in-

tegrator operates in the following manner.

o AReset starts out high, which keeps the FET switch on, and the capacitor
discharged. Hold starts low.

e When the trigger input crosses its low threshold (going up) the trigger cir-
cuit causes AReset to go low, and the circuit begins integrating the input
voltage, Vin. At the same time, the trigger circuit sends Hold high, caus-
ing the sample-and-hold to track the output of the integrator.
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e When the trigger input crosses its low threshold, (coming down) the trigger cir-
cuit causes Hold to go low, causing the sample-and-hold to hold the output of

the integrator. AReset remains low.

e When the analog-to-digital conversions are completed, the trigger circuit causes
AReset to go high, closing the FET switch and discharging the capacitor.

Integrator Operation: Naise Pulse

In the event that a "sub-threshold pulse” occurs, e.g. due to noise, the sequence of
events is similar, with one important exception; at the end of the pulse, the trigger
circuit immediately causes AReset to go high, closing the FET switch and discharg-

ing the capacitor.
Integrator Performance

The output of the integrator is -1/RC times the integral of its input, over the integra-
tion period. In this case, with R= 1.2 KQ and C= 0.001 uF, the gain factor is

8.3 x10% . For the shortest-duration pulse of interest, 2 psec, a 1-Volt (peak ampli-
tude) pulse would give an output of about 0.83 Volts, and a 10-Volt pulse would pro-
duce an 8.3 Volt output. For yeast cells, a more typical pulse width is 4 pusec, which
would double these output values, except that the op-amp saturates, and cannot
deliver more than about 10 V. In addition, the sample-and-hold circuit has a gain of
2, so to prevent it from saturating, the integrator output must be kept less than 5
Volts. In practice, this is done by doing a few brief test runs on the flow cytometer,
and adjusting the PMT gains to prevent saturation. This particular gain
configuration was chosen so that small entities such as bacteria and .yeast could be
examined; for larger cells, e.g. mammalian cells, the signals are sufficiently large

and wide that a lower integrator gain must be used.
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Integratar Droop

Unfortunately, the low capacitor value required for high gain results in a moderately
high integrator droop. When the input to the integrator is zero, its output should
ideally remain constant; in reality its output droops, i.e. it slowly decreases with
time. Droop is caused primarily by various current sources and sinks in the circuit
discharging the capacitor; an excellent example of this is the input bias current of
the integrator op-amp A3. Using a low C value makes matters worse because of the
physics of capacitors, which dictates that the time derivative of the capacitor voltage
equals (1/C) times the capacitor current, explicitly indicating that for smaller values
of C, the capacitor voltage is more sensitive to these current sources. Leaky capaci-
tors can also droop by virtue of their relatively low shunt resistance, but the capaci-

tor used here is a low-leakage variety.

To be specific, for the LM318, the input bias current is rated at 0.5 pA maximum.
With C=0.001 uF, this results in a droop of i/C = 500 pV/usec. The ADC is rated at

35 usec per conversion, maximum, giving a worst-case droop of 17.5 mV, more than
7 bits. (The ADC is 12 bits and 10 Volts full-scale, a resolution of 2.44 mV per bit.)

Droop is merely bothersome from an instrumentation point of view. Assuming that
the output is held the same amount of time for each conversion, the value would be
expected to droop by about the same amount also; thus suitable calibration should
make it possible to get an accurate value for pulse area. However, droop is practi-
cally intolerable for this application, because the analog-to-digital converter used is
very sensitive to changes in its input during the actual conversion. This is a conse-
quence of the "successive approximation" algorithm used by the converter, and the
result is that a small change in its input voltage can results in large, and non-

monotonic changes in the digitized value.
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Sample and Hold

To accommodate the droop in the integrator, designers often use higher performance
op-amps. In particular, use of FET-input op-amps, such as the LF356, have drasti-
cally lower input bias currents than bipolar-input op-amps such as the LM318 used
here. I have chosen instead to separate the integration and hold functions by using
a commercial sample-and-hold circuit, SH1, to hold the integrator’s final value dur-
ing the analog-to-digital conversion. The particular device, AD585 (Analog Devices),
" has a droop rate of 1 pV/usec, 1/500 as large as that of the integrator. Over the
maximum conversion time of the ADC, we expect a worst case droop of 35 uV, sub-
stantially less than % an ADC bit.

The sample-and-hold, as directed by the trigger circuit, tracks the integrator output
during the integration period, and switches to "hold" mode at the end of the integra-
tion period. Each integrator has its own sample-and-hold, and their outputs are
multiplexed later. To save money (25 dollars), one could use just one sample-and-
hold, at the input to the ADC, and multiplex the integrator outputs; this would have
the disadvantage that the second channel would droop during the time the first
channel is being digitized.

Another advantage of using a sample-and-hold in this configuration is that it obwvi-
ates the need for a "series switch" between the input, Vin, and the integrator. Typi-
cally, a gated integrator uses a series switch to turn its input on and off, at the be-
ginning and end of the integration period. When the input is off, ie. 0 Volts, the in-
tegrator ideally holds its value until reset; by this means, the integrator value is
held until the analog-to-digital conversion is done. Since this circuit has no series
switch, as shown in Figure B.6, Vin (inverted) is always present at the input to the
integrator. However, when AReset is high and the FET turned on, no significant
charge is stored in the integrator’s capacitor in response to variations in Vin. (With
the FET on, and assuming an on-resistance of 20 integrator becomes a low-pass
filter with a DC gain of 20/1200 and a cutoff-frequency > 300 MHz.) Only as AReset
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goes low and the FET starts to turn off, does charge accumulate and integration be-
gin. One could propose modifying this circuit by adding a switch, e.g. a DG271 (Sil-
iconix) between Al and A2, which would be closed at all times except when holding
the integrator value for the ADC; of course, attempting to close the switch at the be-
ginning of the pulse would only worsen the propagation delay error. However, hav-
ing decided to use the sample-and-hold to address the droop issue, its use makes the

use of a series switch unnecessary.
FET Reset Switch

The use of a FET switch to reset the integrator was chosen to minimize the propaga-
tion error component due to switch transition times!%. Of special importance is the
turn-off time, since we want the switch to turn off rapidly at the beginning of the
pulse. Commercially available FET-switch-and-driver packages, such as the DG271
(Siliconix), have turn-on times on order of 80 nsec, maximum. The VN10-KM FET,
by comparison, has a 10 nsec turn-on/off time, maximum rating. In practice, the
achievable turn-off time is governed by the FET’s load resistance and capacitance,
and the performance the circuit driving the FET; in this implementation a turn-off

time of about 40 nsec was achieved.

The FET, an N-channel enhancement MOSFET, begins to conduct when the gate-
source voltage, Vgs, goes above its threshold of 2.5 volts. In the circuit shown, the
source is at a virtual ground, so the FET turns on when Vg > 2.5 volts. The on-
resistance of the FET depends on both the difference between Vg and the threshold,
and the FET drain current, Id, but is typically on order of 10Q or less, giving a
discharging time constant (RC) of 0.01 psec for the integrator.
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FET Drive Circuit

In more general switching applications, one would typically shift the AReset signal
from TTL levels, 0 to +5V, to a higher range, e.g. 0 to +10V197. This has the princi-
ple advantage of reducing the on-resistance of the FET, often by a factor of 2.
Level-shifting is usually done by using an open-collector driver (e.g. 74LS07), with a
pull-up resistor.

I have chosen instead to drive the FET directly from the TTL output that generates
AReset. The TTL output guarantees at least 3.5 V when high, and this is adequate
for turning on the FET. The key performance issue is that the FET must be turned
off rapidly, at the beginning of the pulse. This requirement is actually better met by
making AReset slew from +5 to O Volts, rather than +10 to 0 Volts. The cost of us-
ing 3.5 Volts instead of 10 Volts to turn on the FET is an increase in the on-
resistance from about 3 Q to about 15 Q, increasing the discharge time constant
from 0.003 psec to 0.015 psec; this is not significant for this application. The design
of the trigger circuit ensures that the capacitor will be fully discharged before the

trigger is re-armed.

Charge Dumping

The major disadvantage of the FET configuration shown is that when the FET is
turned off, charge is dumped from the FET (specifically, from the gate-source capaci-
tance) into the integrator’s feedback capacitor. This results in an offset voltage of
size AV = AQ/C. Various approaches can be used to correct for this, such as using
dummy devices, but I chose a computational method. Since the amount of charge
dumped is about the same for each event, the error offset can be subtracted from the
raw data when it is transferred to the computer. For this circuit, the offset is about
50 bins (of 4096 full-scale).
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B.3.3: Multiplex and Digital Converter Circuit

This section describes the operation of the DAS analog multiplexer and analog-to-

digital converter circuit, whose circuit diagram is shown here:

31 ADC
3K NG “Al
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VA2 —W—13 L — START (12) L L2 12)
] STATUS 1ENABLE
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Ready P D Q
>F4
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Al4 Al5 DReset
D1
@) I +5v
1 —PD Q > me‘:st
Q >F5
L1 Tl CLR
D HOLD
(4) < '_< Select
C —<& Read
Address Bus

Figure B.7: DAS multiplexer and digital converter circuit
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Components
e analog switch, S1, (%2 DG303, Siliconix). Double-pole double-throw:;
switches ADC signal input between the two integrate-and-hold outputs.
e analog-to-digital converter, ADC, (AD584, Analog Devices). 12 bits, 10
Volt full-scale, 35 pusec, maximum rating.

e address latch, L1 and decoder, D1 (74LS75 and 74LS154 respectively).
Latches four bits from the address bus of the Slicer, and decodes them

into switch control signals. Address 15 is reserved to generate the
DReset signal.

o data latch, 12, (2x 74LS363). Latches digitized result from ADC. Three-
state output makes it invisible to data bus (high-impedance output) ex-

cept when the "enable” input is low.
e flip-flop, F4, (2 74LS74). Latches "Ready" signal
e flip-flop, F5, (Y2 74LS74). Latches DMA request signal

o Other logic, (74LS00, 74LS02, 74LS04). Especially Nand gate to decode
"read interface" signal, which goes low when the Slicer is trying to read
the DAS interface. Select is the "peripheral chip select 4" output from the
80186.

» Power to each integrated circuit bypassed by 0.1 uF capacitor to ground.

Signals Received
* Analog inputs, VA1 and VA2, from the integrate-and-hold circuits.

* Ready, from the trigger circuit. Signals that a valid pulse has been
detected and integrated, and that analog-to-digital conversion should
proceed.

* 50 psec clock, from the 80186 integrated timer. Gated by "Ready" to

start ADC conversion cycles.
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selected, and that a reag operation is requested.

Signals Generated
* DMA request : goes high when the ADC has finished g conversion, i.e.
when a digitized result is available for storage. Signals the 80186 to exe-
cute a direct-memory-access cycle to transfer the digitized result from the
data latches to Slicer memory.
* DReset ("not digital reset") : sent to the trigger and control circuit after

all conversions have been done, to initiate trigger circuit reset.

* Data out : 12 bits which are placed on the data bus in response to a "read
interface” commang.

Multiplexer and Digitizer Circuit: Operation

Prior to arming the trigger circuit, the DAS program
* initializes the 80186’s DMA controller, so that in response to DMA re-

quests, the controller will execute "read” commands in that part of the
address space corresponding to the DAS analog multiplexer.

* executes a read instruction, at an address that selects, via the decoder
and analog switch, the output from the first integrate-and-hold circuit as
the input to the ADC. (ie. the read instruction is used only to set up the

address; no data is actually read)

When a valid pulse (i.e. one which is higher than the high threshold) occurs, the
multiplexer and digitize circuit operates in the following manner.

* During the pulse, the integrate-and-hold circuits integrate, so at the end
of the pulse, VA1 and VA2 signal the Pulse areas obtained from channels
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1 and 2 respectively.

o At the end of the pulse, the trigger sets "Ready" high, which is clocked in to F4
by the 50 psec clock, thus enabling the 50 psec clock to trigger the ADC start in-
put.

o At the end of the conversion, the ADC status line goes high. This causes the
data latch, L2, to latch the output of the ADC, and also clocks F5, setting the
"DMA request” line.

e At the earliest possible time, the Slicer responds to the DMA request by execut-
ing a "read interface" command, which strobes the output enable of L2, putting
the data latched by L2 on the data bus from whence it is read into the Slicer’s
memory. This "read interface" signal also causes the address latch, L2, to latch
the address from the address bus which, via the decoder and analog switch,
selects the output from the second integrate-and-hold circuit as the input to the
ADC. Thus, on any given read command, the interface latches in the current
read address, but puts on the data bus the result of the previous read command.
This simplifies the interface timing and maximizes throughput.

e The cycle is repeated to digitize and store the pulse area from the second chan-
nel. When the second "read interface" command occurs, the address latched in
is decoded to generate the DReset signal, which initiates resetting the trigger
circuit. The decoder output must be gated by the "read interface" signal to elim-
inate glitches that occur while the decoder changes states, and which otherwise
would lead to a false DReset.

e The DAS program detects when all channels have been digitized and stored by
inspecting the DMA controller registers. When this has occurred, the DAS pro-
gram updates its graphics and writes data to its floppy disk (if its internal
buffer is full), and then re-initializes the DMA controller and waits for the next
pulse.
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ADC Performance

The analog-to-digital converter used, the AD584 (Analog Devices), is a 12-bit, succes-
sive approximation converter. It is relatively slow, with a 35 psec conversion time,
maximum rating. As indicated elsewhere, this is sufficiently fast for the event rates
encountered in these experiments. The major shortcoming is that the converter is
very sensitive to changes at its signal input during the conversion, which result in
dropped codes and non-monotonic conversion errors. To a large extent, this is
helped by using a sample-and-hold upstream from the converter, but I have found
an unavoidable presence of noise at the input which degrades performance. As a
result of this noise, this 12-bit converter is really only delivering 9 or 10 good bits.

In many cases, 9 bits is sufficient; indeed many commercial instruments use 8 bits
converters. The case where more bits is important is in doing logarithmic transfor-
mations of data. Many commercial systems use logarithmic amplifiers to transform
the data before conversion. For this thesis work, I have collected data in linear
mode, and done the log transformations post facto, on the computer. Doing this re-
quires at least 9 good bits, and preferably 12 or more, to get reasonable results in

the low log-channel numbers.

My suspicion is that a faster conversion time would help get more useful bits from
the converter, by minimizing the time over which the input needs to be held con-
stant, and thus recommend e.g. a AD578 (4.5 psec) or AD684A (15 psec, AD584 pin-

compatible) as replacements.
DMA performance

The use of DMA for data transfer seems a bit excessive, for the data rates expected
here. The Slicer, running at 6 MHz, can achieve data transfer rates of one million
words per second using DMA, whereas we are expecting data at a rate of 10,000

words/second maximum. The use of DMA does permit easy expansion to more chan-
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B.4.1: Data Acquisition Module

The function of the acquisition modules is to setup and co-ordinate the 80186 and
DAS interface to acquire data from the flow cytometer. The data acquisition is done
in segments of 2048 events; i.e. after 2048 events have been detected, digitized and
stored in the Slicer's memory, AQ pauses to write the data out to the floppy disk.
This is intended to guard against possible crises which might otherwise result in
data loss.

Data transfer from the DAS interface to Slicer memory is done via direct memory
access (DMA), so the job of this portion of AQ is to setup and arm the 80186 DMA
controller, arm the DAS trigger circuit, and wait for an indication that the DMA has
finished. This is all inside a loop that fills a buffer big enbugh for 2048 events,
writes the buffer and starts over, and finishes when a specified number of events
has been acquired. This will be presented in more detail momentarily.

B.4.2: Data Display Module

The function of the display module is to provide some feedback to the operator, to
verify that acquisition is proceeding at a reasonable rate, to verify that the PMT
gain séttings are appropriate, etc. To this end, commercial flow cytometers typically
provide continuously updated histograms of the data collected by one or more chan-
nels; for the sake of user familiarity, I decided to include the same functionality in
AQ. In particular, this module functions as follows:

* As each datum is acquired, each of two internal histogram buffers is up-

dated; this is easy and rapid enough to do on the fly.

* In order to draw the each histogram bin, AQ generates a corresponding
eight-byte graphics command (x and y coordinates of bin top and bottom),
and sends the bytes to the graphics terminal via the serial port.

* During the acquisition, the user may type "u’ (up) or ’d’ (down), to change

the vertical scale of the histogram displays, and redraw the histograms.
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nels, and once the DMA controller is set up, is easier to interface to, in both

hardware and software, than a polling system.

Multiplexer Pexrfarmance

For two channels, a very simple multiplexer scheme is adequate. The only complica-
tion is that these switches, which are FET-based, dump charge on transitions. This
is particularly onerous since they tend to dump charge upstream into the internal
capacitors of the sample-and-hold circuits, thus providing a path for very strong
cross-channel contamination. To prevent this, series resistors were used to slow
down the rate at which charge is dumped, and to give the sample-and-hold output

circuits a chance to sink the charge, rather than forcing it into the capacitors.

The method of using FET switches and an external decoder was used to make ex-
pansion easy. One can be easily add more channels by adding more switches; the
address latch and decoder have a capacity for 15 channels total. However, I would
recommend using a commercially packaged analog multiplexer, such as the AD7506
(Analog Devices) 8 to 1 analog multiplexer. Even though they tend to be slower (700
nsec for the 7506 vs 80 nsec for a DG271 switch), speed is not an issue here, and the

design objective of simplicity dominates.

Section B.4: DAS Software Overview

As mentioned previously, the data acquisition process is controlled by a program
running on the Slicer, called AQ. In this section, I will describe the three modules of
AQ: acquisition, display and storage. I will begin with a functional description of
each module, followed by a detailed description of the acquisition module. Although
each of the modules has its own interesting aspects, the display and storage modules
are not directly related to the problem of measurements in GMDs, and are some-

what more hardware specific.
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A difficulty arises because the graphics display is operated via a serial interface, and
even at 9600 baud, cannot update the histogram displays fast enough to keep up
with typical event rates encountered. Therefore, I implemented an interrupt-driven

histogram display spooler, which updates the display as fast as the display can go.

In particular, this works as follows:

When the graphics terminal is idle, it generates an interrupt request

AQ handles terminal interrupts by sending one byte of the current eight-
byte graphics command to the terminal. When the terminal has received
and processed the byte, it generates another interrupt request, and is
sent the next byte, etc. When all eight bytes of the command have been
sent, AQ reads the value in the next histogram bin, and generates a new

eight-byte command.

The display interrupt is disabled just before arming the DAS trigger, and
re-enabled after an event has been detected, digitized and stored. This
was done to preclude being interrupted during an acquisition cycle, which

could worsen the droop problem.

Event rates can be very slow in some cases, and in particular, could unac-
ceptably rate-limit the histogram display update rate. As an escape from
this, AQ checks the keyboard input buffer during the acquisition cycle for
one-letter commands; notably for this situation, typing a ’P’ during the ac-
quisition cycle causes an immediate update of both histogram displays on

the screen.

B.4.3: Data Storage Module

The function of the storage module is to write the contents of the DMA buffer onto a
floppy disk, when the buffer is full. For the sake of speed and programming simpli-
city, I chose to bypass the CP/M file system, and instead write the data directly on
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the disk, in sequential blocks. This implies that each experiment requires its own
disk for storage, until the floppy is off-loaded onto another computer.

The "other computer" for these experiments is a 80386-based system, running AT&T
Unix. I wrote a companion program, RFD (read floppy disk), which resides there
and which knows the data format used by AQ. RFD performs the job of reading,
verifying, and transferring the data from each floppy disk to a file on the Unix sys-
tem. These files are then input to data analysis programs.

The disk data format used by AQ had to be compatible, of course, with what is avail-
able on the 386 system. Fortunately, the double-sided, double-density format of
512-bytes sectors, 8 sectors per track, (an older IBM disk format) is available on
both machines. This gives a capacity of 340 kilobyte (kb) per disk, whereas a typical

experiment uses less than 150 kbytes.

Section B.5: DAS Software - Details

Rather than present the entire program listing for AQ, I will present an overview of
the system via flow-charts, and discuss those portions that are intimately involved
with the data acquisition process. The entire program is about 40 pages of 80186
assembly language, which could be included here for completeness, but would not be

very illuminating.

B.5.1: AQ Top-level

The flow-chart for the AQ top-level routine is shown in Figure B.8. Each line of the
flow-chart specifies a specific action, that is typically performed by a separate sub-
routine. The items in the flow-chart specifically demonstrate the interaction of the
acquisition, display and storage modules. As described above, the job of the top-
level routine is to set up the various internal controllers of the 80186, and loop until

the requested number of events have been detected, digitized and stored. Once the
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controllers have been set up, AQ is fundamentally event-driven; in particular, is is
driven by DMA requests emanating from the DAS interface.

initialize terminal graphics mode

4

input number of events (N) to acquire
setup 50 usec timer for ADC clock

setup floppy disk

setup "real-time" histogram display spooler

v
AY

initialize DMA controller and arm DMA

arm DAS trigger circuit

accept data from interface until DMA buffer full
write data from DMA buffer to floppy disk

< Got all N events reguestcd} No
Yes

turn off histogram spooler
plot final histograms

final write to disk

input command from terminal

NO{User typed Q_">
Yes

restore terminal
return to CP/M

Figure B.8: AQ top-level software control
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B.5.2: AQ Interaction with DMA

Of the items listed in the top-level flow-chart, I will focus on the those in the acquisi-
tion module, i.e. those which interact with the DAS interface. With one exception,

this interaction is centered around the DMA channel.

DMA transfers are controlled by one of the the 80186 integrated DMA controllers.
Interface to the controller is accomplished by reading and writing to a set of four re-

gisters, listed here:

source address register: address pointing to where data transferred from.
In this case, the address of the DAS interface.

destination address register: address pointing to where data transferred
to. In this case, the DMA buffer, in Slicer memory.

transfer count: initially contains the number of transfers to be performed,

in this case 2 (2 channels). The counter decrements after each transfer.

control word: 16 bits which select particular transfer mode. In this case,
specify that both the source and destination addresses should increment
after each transfer, and that no further DMA requests should be honored

once the transfer count has decremented to zero.

Within AQ, there are three distinct cases in which these registers are accessed:

initially, to set up the appi'opriate registers

for each event, i.e. GMD, setting up the source address to read the first
channel of the DAS interface

for each 2048 events, setting up the destination address to the beginning
of the "DMA buffer”, which is emptied onto the floppy disk when full.
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The initial setup occurs in the top-level routine presented above. The remaining
steps occur in the subroutine "accept data from interface ..", which is presented in

more detail in Figure B.9.

set DMA destination to DMA buffer

N\,
7

set DMA source address to interface, channel 1
set DMA tranfer count to 2

disable histogram spooler interrupts

enable DMA requests

arm DAS trigger circuit

V4
N

o\
< has DMA counter decremented to 0 ? 2Ne l

Yes <has user typed Q ?>Fo—

Yes

add new datum to histogram
enable histogram spooler

< got all events rcquestc%
No
o-is DMA buffer full ? >
Yes
vV
N

fill unused part of DMA buffer with -1
retumn to top-level

Figure B.9: DAS interface to DMA controller
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B.5.3: AQ Source Code

In this section, I present portions of AQ source code, to indicate to the steps needed
to set up and run the 80186 DMA controller. First, Figure B.10 lists definitions for
the location of the DMA control block which contains the registers listed above, and
for the particular bits used to set up the control word. The most application specific
definitions are the initial value for the transfer count (2), and for the source address

initialization.

As stated, the source is the DAS interface, which I have located at addresses 200h
through 20Eh. Accessing these addresses activates the "peripheral chip select 4" line
of the 80186, which is ‘and’ed with the "read” signal to generate the "read interface”
signal discussed in the multiplexer/ADC circuit description. Among other things,
"read interface" causes the contents of the address bus, which in this case equals the

contents of the DMA source address register, to be latched into the interface’s ad-
- dress latch. The source address increments after every DMA, until address 20Eh is
reached, which is decoded in the multiplexer/ADC circuit to generate the DReset sig-
nal. Thus the source pointer is initialized to 20Eh minus the transfer count (multi-

plied by two, since each DMA transfer is 2 bytes in this case).
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;; DMA control block base address & offsets

DMAl CB_BASE equ 0ffdOh  ; DAS interface uses DMA #1
DCBO_SRC_PTR LO equ 0 ; source address (two bytes)
DCBO_SRC_PTR_HI equ 2

DCBO_DEST_PTR_LO equ 4 ; destination address (two bytes)
DCBO_DEST_PTR_HI equ 6

DCBO_XFR_COUNT equ 8 ; # of DMAs to perform

DCBO_CW equ 10 ; control word

; DMA control word bits

DCWB_DEST M equ 8000h ; destination = memory
DCWB_DEST_INC equ 2000h ; increment dest addr after each DMA
DCWB_SRC_INC equ 400h ; increment src addr after each DMA
DCWB_TC equ 200h ; no more DMAa after count -> 0
DCWB_SRC_SYN equ 40h ; synchronize to source

DCWB_CHG equ 4 ; enable changes to START
DCWB_START equ 2 ; set this to arm DMA

DCWB_WORD equ 1 ; word mode (2-byte) transfers
D1CWB_SRC equ DCWB_SRC_SYN + DCWB_SRC_INC

D1CWB_DEST equ DCWB_DEST M + DCWB_DEST_INC

D1CWB_MODE equ DCWB_TC + DCWB_CHG + DCWB_WORD

DMAl CW equ D1CWB_SRC + D1CWB_DEST + D1CWB_MODE

;7 DMA source is the DAS interface - see text for details

DMA1l XFR_COUNT equ 2 ; 2 channels = 2 ADCs = 2 DMAs
DMA1_SRC_PTR HI equ 0
DMAl_SRC_PTR_LO equ 20Eh - DMA1l_XFR_COUNT shl 1

Figure B.10: AQ definitions for DMA controller use

Figure B.11 is the source code used to initialize the DMA controller. Much of the in-
itialization involves loading addresses and values from the definitions of Figure
B.10, and stuffing the controller registers using the ’out’ command. The exceptions
is computing the address of the DMA buffer from its segment and offset values, and
putting it in the form suitable for the DMA destination register. Finally, the DMA
control word is loaded, but the DMA is not enabled until just prior to arming the

DAS trigger, as shown in the flow-chart of Figure 8.
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DMAl_DEST_PTR_HI
DMA1_DEST_PTR_LO

SETUP_DMAl:

mov
mov
out

mov
mov
out

mov
mov
out

Compute

mov
SLR
mov

mov
SLL
add
mov

mov
mov
out

mowv
mov
out

ax,
dx,
dx,

ax,
dx,
dx,

ax,
dx,
dx,

DMA

ax,
ax,

DAS Software - Details

dw 0 ; computed below
dw 0
DMA1l XFR COUNT ; set # DMAs = # channels
DMA1l_CB_BASE + DCBO_XFR_COUNT
ax
DMA1l SRC_PTR_LO ; set DMA source = interface
DMA1l_CB_BASE + DCBO_SRC_PTR_LO
ax
DMAl SRC_PTR_HI

DMA1_CB_BASE + DCBO_SRC_PTR_HI

ax

destination from segment and offset of DMA buffer

seg DMAl1l BUFFER

12

; top four bits, hi-order 0's

DMAl DEST_PTR HI, ax

ax, seg DMAl_BUFFER

ax,

ax, offset DMAl_ BUFFER

4

; shift left 4, lo-order 0'’'s
and add offset

~.

DMA1 DEST_PTR_LO, ax

ax,
dx,
dx,

ax,
dx,
dx,

DMAl_DEST_PTR_LO
DMA1_CB_BASE + DCBO_DEST_PTR LO

ax

DMA1l DEST PTR_HI
DMA1_CB_BASE + DCBO_DEST_PTR_HI

ax

load control word, but don’t arm DMA

mov
mov
out

ax, DMAl CW and not DCWB_START
dx, DMAl_CB_BASE + DCBO_CW

dx,

ax

Figure B.11: AQ code for initializing DMA controller

Finally, Figure B.12 shows (part of) the source code which implements the acquisi-

tion control loop shown in flow-chart form above. This code collects data from the

DAS interface until either the DMA buffer fills up, or the number of events request-

ed by the user is reached.
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FILL_DMA BUFFER:

mov dx, DMAl CB_BASE + DCBO_DEST PTR_LO ; set dma destination
mov ax, DMAl DEST_PTR_LO
out dx, ax
mov dx, DMAl CB_BASE + DCBO_DEST PTR_HI
mov ax, DMAl DEST_PTR_HI
out dx, ax
mov cx, DMA_CYCLES_PER BUFFER ;7 1 cycle = 2 DMA’s
fidbO:
mov dx, DMAl_CB_BASE + DCBO_SRC_PTR LO ; set dma source reg
mov ax, DMAl SRC_PTR_LO
out dx, ax
mov dx, DMAl_CB_BASE + DCBO_XFR_COUNT ; set dma counter
mov ax, DMAl_ XFR_COUNT
out dx, ax
call DISABLE_SPOOL_INT ; histograms off
mov dx, DMAl_CB_BASE + DCBO_CW
mov ax, DMAl CW + DCWB_START ; arm dma
out dx, ax
mov dx, DMAl_SRC_PTR_LO
sub dx, 2 ; select channel 1 for 1lst adc
in ax, dx ; and arm DAS trigger
mov dx, DMAl CB_BASE + DCBO_XFR_COUNT
mov bx, 869Ch ; keyboard input buffer
fidbl:
in ax, dx ; inspect DMA counter
or ax, ax ; loop until count => 0
jz fidb2
mov ax, es: [bx] ; inspect input buffer
cmp ax, es:2{bx]
jz fidbl ; no key pressed - loop again
call PARSE_KEY ; key pressed - handle it
jmp fidbl
fidb2:
call ADD HIST PT i count = zero. update hists
call ENABLE_SPOOL_INT ; re-enable histogram display
dec PULSE_CTR ; got requested # of pulses ?
jz fidbx H if yes, then quit
loop fidb0 ; dec cx, loop to 0 (buffer full)
fidbx:

ret

Figure B.12: AQ code for filling DMA buffer
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The code begins by setting the DMA destination register to equal the beginning of
the DMA buffer, and initializing a count register, cx, to the number of DMA cycles
that will fill the buffer. This number is computed by dividing the buffer size by the
number of bytes consumed by each DMA cycle; in this case 2 channels x 2 bytes.

The outer loop, fidb0, initializes the source address register, and DMA count regis-
ter, then disables the histogram display interrupt, and arms the DMA controller.
Then the DAS trigger is enabled by reading (using the ’in’ command) from one of the
locations assigned to the DAS interface; this sets up the DAS address register to
select channel 1 for the first analog-to-digital conversion, and generates a "DReset”
signal which arms the DAS.

The inner loop, fidbl, repeatedly examines the DMA count register to see if it has
counted down to zero, which indicates that all channels have been digitized and
stored. Then the keyboard input buffer is examined (a very hardware specific bit of
code), to see if a key has been pressed; if so, it is acted upon, and the inner loop is

resumed.

When the inner loop is finished, the new datum is used to update the internal histo-
gram buffers, and the histogram display spooler re-enabled to continue updating the
display. If either the number of requested events has been acquired, or if the DMA
buffer is now full, the loop exits, and control is returned to top-level. I have omitted

some code which does cleaning up before the return.

B.5.4: 80186 Timer

The 80186 has three integrated timer/event counters. As indicated elsewhere, I use
one of these timers to generate the pulses which provide the analog-to-digital con-
verter "start" signal for each event. Setting up the timer requires only setting a few

registers as appropriate, as is shown in Figure B.13:
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;; Timer control block base address & offsets

TIMERO_CB_BASE

TCBO_HI_TIME
TCBO_LO_TIME
TCBO_CW

equ 0£f£f50h

equ 2 ; when in alternate mode
equ 4

equ 6 ; control word

;; Timer control word bits

TCWB_EN
TCWB_NOT_INH
TCWB_ALT
TCWB_CONT

TIMERO CW

equ 8000h ; enable timer

equ 4000h ; enable change to EN
equ 0002h ; alternate mode

equ 0001h ; continuous run

equ TCWB_EN + TCWB_NOT_INH + TCWB_ALT + TCWB_CONT

;7 Slicer clock is 6 Mhz; clock ticks are at 1/4 cpu rate
;77 so each clock tick is 2/3 usec. 50 usec cycle = 75 clock ticks

TIMERO_LO_TIME
TIMERO_HI_TIME

cseg

SETUP_TIMERO:
mov
mov
out

mov
mov
out

mov
mov
out

ret

$

ax,
dx,
dx,

ax,
dx,
dx,

ax,
dx,
dx,

equ 22 ; 15 usec
equ 53 ; 35 usec

; Code Segment

TIMERO_LO_TIME
TIMERO_CB_BASE + TCBO_LO TIME
ax

TIMERO_HI_TIME
TIMERO_CB_BASE + TCBO_HI_TIME
ax

TIMERO CW
TIMERO_CB BASE + TCBO_CW
ax

Figure B.13: AQ source code for setting up 50 psec clock
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Appendix C

Media & Apparatus

DIW: De-Ionized Water

Cambridge city tap water, pre-filter with Fulflo wound-cotton cartirdge filter, and
then processed by Nanopure II de-ionizer (Barnstead). Four treatment cartridges
were used: (i) Organic/colloid removal (Barnstead #D0835), (ii) Hi-capacity de-ionizer
(#D0803), and (iii & iv) Ultrapure de-ionizers (#D0809). A 0.2 pm final filter
(#D3749) was used to sterilize the water.

PB: Phosphate Buffer 10mM, pH 7.0

In a 2 L volumetric flask, dispense ~1.5 L, DIW, then mix in:
1.40 g sodium phosphate, dibasic
1.40 g sodium phosphate, monobasic
Add DIW to 2.0 L, dispense to 150 ml medium bottles & autoclave.

YNBD: Yeast Nitrogen Base Dextrose x10 concentrate

In a 100 ml volumetric flask, dispense ~70 ml DIW, then mix in:

0.67 g YNB (Difco 0392-15-9)

0.50 g dextrose
Add DIW to 100 ml, gently warm to dissolve dextrose if needed. Filter sterilize with
0.2 pum filter (Nalgene 120-0020), and dispense to six 15 ml sterile tubes, e.g. polys-
tyrene centrifuge tubes. To use: mix 1 part YNBDx10 + 9 parts Phospate Buffer.
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YPD: Yeast extract - Peptone - Dextrose

In a 1 L Erlenmeyer flask, dispense ~800 ml DIW, then mix in:

10 g Yeast extract (Difco 0127-01)

20 g Peptone (Difco 0118-01-8)

20 g Dextrose
Add DIW to 1 L, gently stirring and heating if needed, to dissolve dextrose.
Dispense to 150 ml medium bottles & autoclave for 15 min at 15psi (250°C); too hot
or too long will caramelize the dextrose. For YPD agar plates, add 30 g/L agar (Difco
0140-01) and a magnetic stir bar to the Erlenmeyer flask. After autoclaving, stir
gently with the stir bar, otherwise the YPD will froth and make it harder to pour
plates. (This is due to the same surfactant that makes YPD good for GMD prepara-
tion.) While mixing, cool the flask with damp paper towels. When the flask is cool
enough to handle, pour into plates, to a depth of about 0.5 to 1 mm.

YM : Yeast Morphology broth

In a 1 L Erlenmeyer flask, dispense ~800 ml DIW, then mix in 21 g YM (Difco
0711-01). Add DIW to 1 L, dispense to 150 ml medium bottles and autoclave. For
YM agar plates, add 30 g/L agar (Difco), and proceed as indicated for YPD agar

plates, above.

Apparatus - see also Appendix A (GMD protocol)
» Spectrophotometer: Bausch & Laumb Spectronic-20

o Glass test tube cum spectrophotometry cuvette: 13x100 mm borosilicate
test tube, VWR# 60824-568

e Culture tube: 15 ml clear "orange-cap" polystyrene centifuge tube (Corn-

ing) or 50 ml "blue-cap" polypropylene (Becton-Dickinson).
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Appendix D

The Diffusion Equation

In this appendix, I will outline a solution for the diffusion equation for spherical
geometries. The solutions presented here describe the graphs in Chapter 2 showing
the evolution of the concentration profiles in gel slabs a droplets, in response to a
step-change in concentration in the bathing medium. I include this derivation not
because it is novel, but because it is non-obvious. Further I wish to Promote analytic
solutions where possible, and delay for a day or two the moment when numerical

methods make them completely obsolete.

Rectangular Geometry

First, we consider the well known case of diffusion in rectangular coordinates, with
the constraint that the concentration, c(x,y,z,t), only varies in one dimension. This is

illustrated in Chapter 2, Figure 2.1. The solution we seek is c(x,t), and the diffusion

equation simplifies, thus:

ac _ 2 _ 82c
3 DV?e(x,y,zt) = D-a?, O<x<L

with the boundary conditions:
c(L,t) = Cy (constant)

ac _ _
N 0 at x=0,

and the initial condition:
«x,0) = 0
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The well-known method for solving this equation is the method of separation of vari-
ables, which can be found in any differential equation text!%. The strategy is to as-

sume that c(x,t) has the form:

c(x,t) = X(x) T(t)

Upon substitution into the differential equation, and algebraic manipulation, one ob-

tains two differential equations, related by a constant separation parameter, o:

X'-0X =0
-DoT =0

The first equation is second order, so its solution has the form of a linear combina-
tion of sinusoids. However, the boundary conditions eliminate all terms except those
having the form: cos(n+¥2)nx/L. The second equation, being first order, has an ex-
ponential solution; the particular form is derived by applying the initial condition,

and substituting for the separation parameter, c.

A complete derivation is given by Carslaw and Jaeger!%®, unfortunately out of print.

The analytic solution is:

C(C§, ) =1-< Z (-11) e~ (n+¥a?n?t cos(n+¥a)nt
0 n_o n+'2
where: £ =X and: 1= L—Zt

) L ’ D

This equation was used to generate the family of curves depicting the evolution of

the concentration profile for rectangular geometry, in Chapter 2, Figure 2.1.
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Spherical Geometry

Next, we consider the case of diffusion in a spherical geometry. In particular, we
consider the case shown in Chapter 2, Figure 2.1, where spherical symmetry is as-
sumed. As expected, the approach is to solve the diffusion equation in spherical co-
ordinates, i.e. solving for c(r,0,6,t). Under the Symmetry assumption, the concentra-
tion is assumed to be independent of the angular co-ordinates, and only vary radial-
ly. Thus, the solution we seek is c(r,t), where r is the radial co-ordinate indicated in
Figure 2.1. Of course, we must map the diffusion equation to spherical co-ordinates,

but once again, it simplifies:

9 _ py2 = pL.9 [.2dc
= = DV2(r,0,0,t) Drzar[’zarJ 0O<x<R

with the boundary condition:

c(R,t) = Cy (constant)
and the initial condition:

or,0) = 0

The method of separation of variables is also used here, but first a variable susbsti-

tution is required:

u(r,t) = r c(r,t)

then the diffusion equation becomes:

du _ po%u
T 'Dar2’ O<r<R
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This, of course, has the same form as the rectangular case, and is solved in the same

manner. We assume that u(r,t) has the form:
u(r,t) = R(r) T(t)

As before, substitution and algebraic manipulation yields a second order differential
equations for R(r), and a first order equation for T(t). The boundary conditions on
eliminate from R(r) all terms except those having the form: sin(nrr/R). The second
equation has an exponential solution, again involving the the separation parameter,

o. The complete solution, as derived in Carslaw and Jaeger'®® (p233) is:

o _q,2 i (=1)? o2 sinnmp
Co T

o1 B R
where p=% and:'l:=R—l;t

This equation was used to generate the family of curves depicting the evolution of

the concentration profile for spherical geometry, in Chapter 2, Figure 2.1.
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